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Abstract 

This paper surveys recent developments in using silicon 
micromachining processes to fabricate micromechanical reso- 
nant structures for sensors, filters, and oscillators. Single-crystal 
silicon and polycrystalline silicon are excellent mechanical 
materials with quality factors approaching those of quartz. By 
etching sacrificial layers from a sandwich of thin films, micro- 
structures can be surface micromachined from a deposited poly- 
crystalline silicon (polysilicon) film. This technology can be 
applied to fabricate micromachined vacuum encapsulation for 
the resonant structure, as well. Surface micromachining has 
been merged with CMOS processes to enable fabrication of 
integrated micro electromechanical systems (MEMS) on a sin- 
gle silicon chip. An alternative process fabricates crystalline sil- 
icon resonators by means of wafer bonding and etch-back. 
These microstructures can be over 10 u.m thick - much thicker 
than surface-micromachined polysilicon structures. Integration 
with this technology is feasible by processing CMOS electron- 
ics on wafers containing sealed cavity microstructures, with the 
microresonators defined at the end by reactive-ion etching. 
Trimming silicon microresonators is possible using microme- 
chanical fusing and welding structures, or by electrical tuning. 

Introduction 

Silicon micromachining technology is a collection of pro- 
cesses derived from or related to integrated-circuit fabrication. 
Over the past twenty years, a variety of approaches have devel- 
oped for micromachining structures from single crystal silicon 
or from thin films deposited on the silicon substrate. These tech- 
nologies are the focus of intensive research and development in 
the US, Japan, and Europe for commercialization in low-cost, 
high-reliability silicon sensors and actuators. Early applications 
include accelerometers for air-bag deployment, accelerometers 
and gyroscopes for vehicle control systems, and valves for fuel 
injectors. 

Micromechanical resonators have been a major focus of 
research in silicon micromachining, starting with the pioneering 
plated-metal cantilever beams of Nathanson in the 1960s [1]. 
Frequency modulation is an attractive means of transducing a 
measurand into an electrical signal [2], since frequency is a 
quasi-digital output that can be easily measured to high preci- 
sion. Silicon resonant sensors have been demonstrated for a 
wide variety of measurands, including linear acceleration, 
angular rotation rate, pressure, force, and flow [3]. 

The core element of resonant sensors is the vibrating 
mechanical structure. Unlike quartz, silicon is not piezoelectric. 
Many approaches have been investigated for the excitation and 
detection of resonance in micromachined resonators. Piezoelec- 
tric films, such as ZnO or PZT, can be sputter-deposited and 
sandwiched between conductors built into the resonator [4]. 
Thermal excitation is feasible to quite high frequencies, over 
100 kHz for some microstructures [5]. Piezoresistors built into 
the resonator are effective, low-impedance vibration pickups 
[6]. Magnetic excitation has the advantage of minimizing the 
interconnections needed to the resonator, although an external 
bias magnetic field is needed [7]. Optical drive and detection is 
convenient for an optical fiber-based measurement system [8]. 

Electrostatic drive and detection has the advantage of sim- 
plicity, since tightly controlled gaps between the conducting sil- 
icon or thin-film structure and fixed plates are a by-product of 
most silicon micromachining processes [2]. With electrostatic 
excitation, the microstructure can be a single conducting layer 
instead of a sandwich of films, with the result being a higher 
quality factor and improved frequency stability. Due to space 
limitations, this paper will discuss this class of resonant struc- 
tures exclusively. 

At present, there are two main branches of silicon microma- 
chining: the polysilicon surface micromachining process and 
wafer-bonding based processes. For resonator fabrication, the 
latter is much more attractive than the more mature silicon bulk 
micromachining technology, which is described in Petersen's 
review paper [9]. Using electrostatically driven and sensed res- 
onators as examples, the basic features of these two technolo- 
gies will be outlined. Merging microresonator and electronic 
fabrication is a current research activity in both processes and 
will be discussed. 

Surface Micromachining 

The key step in surface micromachining is to etch selec- 
tively a sacrificial layer underlying an etch-resistant thin film. 
Originally demonstrated with metal films [1], the dominant 
material is now polycrystalline silicon (polysilicon) [10]. Poly- 
silicon is a high-Q mechanical material that is deposited confor- 
mally by low-pressure chemical vapor deposition (LPCVD) at 
temperatures from 570°C to 620°C. The sacrificial layer of 
choice is Si02, since it is etched by solutions of hydrofluoric 
acid (HF), which attacks polysilicon very slow r, ; ■   ; Phospi; ■-<- 
silicate glass (PSG) deposited by LPCVD etches fastest among 
the oxide films and is a commonly used oxide sacrificial layer. 
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The lateral comb-drive resonator shown schematically in 
Fig. 1 is a relevant example of a polysilicon surface microstruc- 
ture [12]. Unlike parallel-plate capacitors, the interdigitated 
capacitors apply an electrostatic force to the movable plate that 
is independent of its displacement, to first order. This feature 
enables high-amplitude vibration with far less frequency pull- 
ing, which is very useful in some resonant sensors. The folded- 
beam suspension improves the linearity of the suspension and 
also allows relaxation of any residual stress in the polysilicon 
film. The vibration of the plate, which is biased with a DC volt- 
age, is sensed by detecting the motional current induced in the 
other stationary comb. Equivalent circuits for this resonant 
structure have been derived [2, 13]. 

Contact 
Pad 

- "    '   t"  "• 

Figure 1. Lateral polysilicon resonator [12]. 

The fabrication of this polysilicon microstructure requires 
four masking steps, as shown in cross section in Fig. 2. After a 
blanket n+ diffusion, which defines the substrate ground plane, 
the wafer is passivated with a layer of 1500 A-thick LPCVD 
nitride deposited on top of a layer of 5000 A-thick thermal 
Si02. Contact windows to the substrate ground plane are then 
opened, followed by the deposition and definition of an in situ 
phosphorus doped polysilicon layer in step (3) in Fig. 2. This 
layer serves as a second electrode plane and the interconnection 
to the n+ diffusion and the microstructure. 

A 2 ixm-thick LPCVD sacrificial phosphosilicate glass 
(PSG) layer is deposited and patterned with the third mask, 
which defines the anchors of the microstructures in step (4) in 
Fig. 2. The 2 |J,m-thick polysilicon structural layer is then 
deposited by LPCVD (undoped) at 605 °C. The structural layer 
is doped by depositing another layer of 3000 A-thick PSG and 
then annealing at 950 °C for one hour. This doping process is 
designed to dope the polysilicon symmetrically by diffusion 
from the top and the bottom layers of PSG, thereby avoiding 
stress gradients that could cause warpage of the released struc- 
tures. 

Following a further stress-annealing step at 1050 °C for 30 
minutes, the top PSG layer is stripped and the plates, beams, 
and electrostatic comb drive and sense structures are defined in 
the final masking in step (6) in Fig. 2. The structures are aniso- 
tropically patterned in a CC14 plasma by reactive-ion etching, in 
order to achieve nearly vertical sidewalls. Finally, the wafer is 
immersed in 10:1 diluted HF to etch the sacrificial PSG, rinsed, 

and dried. In order to avoid stiction of the microstructure to the 
substrate due to capillary forces during drying, the wafer can be 
dried using a supercritical C02 process [14]. 

Si3N, (1500,3) 

Si02 (5000 A) 

Figure 2. Polysilicon lateral resonator fabrication [12]. 

Figure 3 is an SEM of a torsional microresonator fabricated 
by this process. The spiral suspension has a 2 um x 2 urn cross 
section. Polysilicon has been studied extensively over the past 
decade and the connection between deposition conditions and 
its mechanical properties is understood, at least empirically 
[15]. Quality factors of the order of 75,000 for resonator fre- 
quencies under 100 kHz have been measured at low pressures, 
for both PSG-doped polysilicon (as in Fig. 2) [13] and undoped, 
fine-grained polysilicon [16]. 

Figure 3. SEM of polysilicon torsional microresonator [12]. 



Micro Vacuum Chambers 

In order to achieve high-ß operation, microresonators must 
be operated in a vacuum. Fabrication of a thin-film shell around 
the structure to provide the hermetically sealed, evacuated 
ambient can be achieved with a few additional masking steps. 
The implication is that standard electronic packages could be 
used for precision microresonators, since the critical encapsula- 
tion is accomplished by an extension of the micromachining 
process. 

Figure 4 is an SEM of an encapsulated polysilicon resonant 
structure [16,17]. After deposition and patterning of the resona- 
tor, an additional sacrificial layer is deposited to form a spacer 
between the structure and the shell layer. Access holes are pho- 
tolithographically defined at the perimeter to allow removal of 
the sacrificial layer. A final structural layer is deposited, which 
seals the access holes and forms the micro vacuum chamber. 
This process, pioneered at the University of Wisconsin, is being 
developed by Honeywell for precision resonant pressure sen- 
sors and accelerometers [18,19]. Electrostatically driven poly- 
silicon resonators encapsulated in thin-film vacuum chambers 
have short term stability of less than 0.02 Hz, for a resonant fre- 
quency of 625 kHz [19]. Failure-free operation for over 3 years 
with less than 0.4 ppm long-term frequency variations demon- 
strates conclusively the suitability of polysilicon for precision 
applications. Recently, a lateral comb-drive resonator has been 
encapsulated in a transparent LPCVD silicon nitride film [20]. 
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Figure 4. SEM showing cleaved wafer, with microencapsu- 
lated polysilicon beam, (courtesy of Prof. H. Guckel, Univ. of 
Wisconsin - Madison). 

Surface micromachining is a flexible technology that can 
fabricate complex micromechanical elements. For example, a 
lateral resonator has been fabricated on top of a temperature 
controlled micro platform [21, enabling on-chip oven stabiliza- 

tion. In addition, self-aligned process techniques borrowed 
from VLSI fabrication are being exploited to make submicron 
resonators from single-crystal silicon [22], as well as hollow 
polysilicon microstructures [23]. 

Wafer Bonding 

Since the mid-1980s, a number of academic and industrial 
groups in the US and Europe have been developing a microma- 
chining technology based on silicon-silicon or silicon-glass 
wafer bonding. In contrast to surface micromachining, wafer- 
bonded microstructures are single crystal silicon, which has the 
benefit that the mechanical properties of the resonator are well 
known. Single crystal silicon resonant structures have very low 
internal damping [24, 25], with room temperature quality fac- 
tors of over 600,000 having been reported. Wafer bonding pro- 
cesses also can fabricate thicker microstructures than surface 
micromachining processes, which can be advantageous for 
some applications. 

Lateral resonant microstructures have been fabricated using 
a silicon-on-glass process developed at the University of Michi- 
gan [26], as shown in a perspective view in Fig. 5. 

METAL 
INTERCONNECTS 

Glass Substrate 

Figure 5. Silicon -on-glass lateral resonator 
(courtesy of Prof. K. Najafi, University of Michigan) 

The fabrication sequence is shown in Fig. 6 below. Recesses 
are etched in the silicon wafer using wet etching in KOH or a 
plasma etch process to a depth of 3-5 um. A deep boron diffu- 
sion is then performed, which defines the thickness of the 
micromechanical structures. Their lateral dimensions are 
defined by a reactive-ion etch (REE) using a nickel mask, yield- 
ing the cross section in Fig. 6(c). It is important to optimize the 
etch chemistry for vertical sidewalls [26]. The nickel mask is 
then removed and the silicon wafer process is complete. The 
glass substrate, having had partially recessed nickel intercon- 
nects patterned on it, is then electrostatically bonded to the front 
(micromachined) side of the silicon wafer. Immersion of the sil- 
icon-glass sandwich in EDP, a standard silicon etchant, dis- 
solves all of the silicon wafer except for the heavily boron 
doped microstructure. Note carefully that the structural layer is 
inverted between Fig. 6(c) and Fig. 6(d) and that the bulk of the 
silicon wafer (actually 50 x thicker than the microstructure) is 
dissolved, in the final process step. 



a) Etch Recess in Silicon Using KOH or RIE 

b) Deep Boron Diffuse and deposit and Pattern a 
Nickel Mask for RIE Etch 

RIE Eteched, Micron-Sized 
Trenches and Elements 

/ 

c) Pattern Microstructures Using RIE by Etching 
Through Doped Silicon Regions to the Undoped Regions 

Metal 
Lines 

Glass 
Wafer 

d) Bond Silicon to a Patterned Glass Wafer, 
Etch in EDP to Free Elements 

Figure 6. Fabrication sequence for the silicon-on-glass lateral 
resonator (courtesy of Prof. K. Najafi, University of Michigan). 
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Figure 7. SEM of silicon-on-glass lateral resonator, 
(courtesy of Prof. K. Najafl, University of Michigan) 

Figure 7 shows an SEM of a portion of the lateral resonator. 
This structure is 10 Lim thick, with 1 urn-thick suspension 
beams and comb fingers. Silicon-on-glass technology has been 
applied by C. S: Draper Laboratory to fabricate a tuning-fork 
gyroscope using an electrostatic comb drive [27]. A significant 
advantage of the silicon-on-glass technology is that the parasitic 
capacitances are substantially lower than for surface-microma- 
chined devices. One disadvantage is that the heavily boron- 

doped structural layer has a built-in residual tensile strain and 
may have degraded long-term stability, when compared with 
lightly doped single crystal silicon. 

Silicon-silicon bonding is a related process to silicon-on- 
glass technology. After the demonstration of silicon-silicon 
direct bonding in the mid-1980s, researchers in silicon micro- 
machining applied the technique to fabricate pressure sensors 
[28] and more recently, to a variety of micromechanical struc- 
tures [29-31]. The critical step is precisely thinning the bonded 
wafer to leave the microstructural layer. There are several tech- 
niques for accomplishing this goal without the need for heavy 
boron doping of the structural film. Figure 8 is an SEM of a 10 
urn-thick, wafer-bonded comb drive lateral resonator. This 
structure was found to have essentially zero residual strain, 
which enabled the resonant frequency to be accurately pre- 
dicted from its dimensions and from the single crystal silicon 
mechanical properties. For this reason, wafer-bonding pro- 
cesses are attractive for high-precision resonator fabrication. 

Figure 8. SEM of wafer-bonded tuning fork gyroscope, 
(courtesy of Prof. M. A. Schmidt, MIT) 

Integrated Processes 

Microfabricated resonators could have applications as on- 
chip building blocks for VLSI microsystems, if they can be 
compatibly fabricated with CMOS electronics. Some potential 
applications of lateral resonators include integrated mechanical 
filters [32], integrated frequency references [33], and mixer- 
demodulators for communication systems. A modular process 
for integrating CMOS with polysilicon micromechanics has 
been under development at the University of California at Ber- 
keley for the past five years [34-36]. Figure 9is a cross section 
of the Berkeley MICS technology, which incorporates two 
structural polysilicon films integrated with a 3 um p-well 
CMOS process. The "poly-3" layer is useful for controlling out- 
of-plane motion of the structure, which could, for example, pro- 



vide a servo-controlled output in a vibratory gyroscope. Micro 
vacuum chambers have yet to be demonstrated in the MICS 
process. Analog Devices, Inc. is manufacturing an air-bag 
deployment accelerometer using a single polysilicon structural 
film integrated with an analog bipolar/MOS process [37]. 

Silicon wafer bonding processes can also achieve the goal 
of integration of resonant microstructures with CMOS. Wafers 
having pre-fabricated sealed cavities are run through a standard 
CMOS fabrication sequence [38]. Microstructures such as the 
lateral resonator in Fig. 8 are then released by reactive ion etch- 
ing through the single crystal silicon diaphragm that seals the 
cavity. In order to fabricate an upper electrode, a cover wafer 
must be bonded to the completed integrated CMOS/microstruc- 
ture wafer. Interconnections between the wafers and the reliable 
bonding of pre-processed wafers remain areas for further 
research [29]. 

Conclusions 

Silicon micromachining is a rapidly maturing technology 
that has great potential for frequency control applications. In 
addition to resonant sensors for a variety of physical variables, 
the merger of microstructure and electronic processes makes 
feasible the integration of frequency-reference and signal pro- 
cessing functions onto silicon VLSI systems. 

Silicon microresonator frequency adjustment will be neces- 
sary for these applications to be practical. Given the dimen- 
sional control on material properties and deposition and etching 

gate   poly-poly nitride 
Tungsten TiN/TiSi2 poly    capacitor   PSG passivation 

processes, a polysilicon lateral resonator can be fabricated to 
within around 1% of its design frequency. With silicon wafer 
bonding processes, a tighter distribution is expected due to the 
larger dimensions and predictable mechanical properties of the 
single crystal structures. For polysilicon microstructures, fre- 
quencies can be adjusted by altering spring constants using fus- 
ing or welding structures [39]. Electrical adjustment of the 
resonator frequency response is convenient for lateral resona- 
tors, since the extra electrical port can be added without addi- 
tional process complexity. For example, a vibrating-ring 
gyroscope uses a lateral parallel-plate capacitor for mode bal- 
ancing [40]. In the case of micromechanical filters, the quality 
factor can also be adjusted using a third port on the lateral reso- 
nator [13]. Given the variety of options, cost-effective and sta- 
ble means for frequency adjustment can be developed that will 
enable the manufacture of silicon microresonator sensors and 
systems. 
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Abstract 

Quantum mechanics and electrodynamics require 
the presence of fundamental quantum fluctuations of 
physical currents, cross sections, and process rates. The 
present paper calculates these fluctuations, shows that they 
have a simple universal 1/f spectrum, and shows how they 
invariably come to the foreground in high-technology 
applications, because in them all other fluctuations and 
sources of instability have been either eliminated, or 
otherwise discounted and put under control. 

I. Introduction 

Fluctuations with a spectral density proportional 
to 1/f are found in a large number of systems in science, 
technology and everyday life. These fluctuations are 
known as 1/f noise in general. They have first been 
noticed by Johnson1 in early amplifiers, have limited the 
performance of vacuum tubes in the thirties and forties, 
and have later hampered the introduction of semiconductor 
devices. 

1/f noise is present as a limitation in most 
modern high-technology devices. It is present in the 
resonance frequency of quartz resonators, in SAW devices, 
in junction and MIS infrared detectors, in SQUIDs, in 
electron beams, etc. Outside the domain of electrophysics 
1/f noise is present in the rate of radioactive decay, in the 
flow rate of sand in an hourglass, in the flux of cars on an 
expressway, in the frequency of sunspots, in the light 
output of quasars, in the flow rate of the Nile over the last 
2,000 years, in the water current velocity fluctuations at a 
depth of 3,100 meters in the Pacific ocean, and in the 
loudness and pitch fluctuations of classical music. It has 
also been found below 10~8 Hz in the angular velocity of 
the earth's rotation, and below 10~4 Hz in the relativistic 
neutron flux in the terrestrial atmosphere2. 

The present paper is focused on the general origin 
of fundamental 1/f noise as a universal form of chaos, and 
on the cause of its ubiquity. It starts with a special case of 
the general 1/f noise phenomenon, the Quantum 1/f Effect 
(with its conventinal and coherent contributions) which is 
as fundamental as time and space. The paper then presents 
the general case of 1/f fluctuations as a necessary 
consequence of the mathematical homogeneity of the 
dynamical (or physical) equations describing the motion of 
an arbitrary chaotic or stochastic nonlinear system.   A 

sufficient criterion is derived, which indicates if an 
arbitrary system governed by a given system of differential 
equations will exhibit 1/f noise. The criterion is then 
applied to several particular systems, and is used to predict 
the fundamental quantum 1/f effect as a special case. 

II. Conventinal Quantum 1/f Effect 

This effect3"8 is present in any cross section or 
process rate involving charged particles or current carriers. 
The physical origin of quantum 1/f noise is easy to 
understand. Consider for example Coulomb scattering of 
current carriers, e.g., electrons on a center of force. The 
scattered electrons reaching a detector at a given angle away 
from the direction of the incident beam are described by 
DeBroglie waves of a frequency corresponding to their 
energy. However, some of the electrons have lost energy 
in the scattering process, due to the emission of 
bremsstrahlung. Therefore, part of the outgoing DeBroglie 
waves is shifted to slightly lower frequencies. When we 
calculate the probability density in the scattered beam, we 
obtain also cross terms, linear both in the part scattered 
with and without bremsstrahlung. These cross terms 
oscillate with the same frequency as the frequency of the 
emitted bremsstrahlung photons. The emission of 
photons at all frequencies results therefore in probability 
density fluctuations at all frequencies. The corresponding 
current density fluctuations are obtained by multiplying 
the probability density fluctuations by the velocity of the 
scattered current carriers. Finally, these current 
fluctuations present in the scattered beam will be noticed at 
the detector as low frequency current fluctuations, and will 
be interpreted as fundamental cross section fluctuations in 
the scattering cross section of the scatterer. While 
incoming carriers may have been Poisson distributed, the 
scattered beam will exhibit super-Poissonian statistics, or 
bunching, due to this new effect which we may call 
quantum 1/f effect. The quantum 1/f effect is thus a many- 
body or collective effect, at least a two-particle effect, best 
described through the two-particle wave function and two- 
particle correlation function. 

Let us estimate the magnitude of the quantum 1/f 
effect semiclassically by starting with the classical 
(Larmor) formula 2q2a2/3c3 for the power radiated by a 
particle of charge q and acceleration a. The acceleration 
can be approximated by a delta function a(t) = AvS(t) 
whose Fourier transform Av is constant and is the change 
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in the velocity vector of the particle during the almost 
instantaneous scattering process. The one-sided spectral 
density   of   the   emitted   bremsstrahlung   power 
4q2(Av)2/3c3 is therefore also constant.   The number 
4q2(Av)2/3hfc3 of emitted photons per unit frequency 
interval is obtained by dividing with the energy hf of one 
photon.   The probability amplitude of photon emission 
[4q(Av)2/ 3hfc3]1/2eiYis given by the square root 
of this photon number spectrum, including also a phase 
factor e'X Let \/ be a representative Schrödinger catalogue 
wave function of the scattered outgoing charged particles, 
which is a single-particle function, normalized to the 
actual scattered particle concentration. The beat term in 
the probability density p = |vl2 is linear both in this 
bremsstrahlung amplitude and in the non-bremsstrahlung 
amplitude. Its spectral density will therefore be given by 
the product of the squared probability amplitude of photon 
emission (proportional to 1/f) with the squared non- 
bremsstrahlung amplitude which is independent of f. The 
resulting spectral density of fractional probability density 
fluctuations is obtained by dividing with |\|/|4 and is 
therefore 

M"4S|v|2(f) = 8q2(Av)2/3hfNc3 = 2ocA/fN 

= J-2Sj(f), (1) 

where a = e2/lic = 1/137 is the fine structure constant 
and aA = 4q2(Av)2/3hc3 is known as the infrared 
exponent in quantum field theory, and is known as the 
quantum 1/f noise coefficient, or Hooge constant, in 
electrophysics. 

The spectral density of current density 
fluctuations is obtained by multiplying the probability 
density fluctuation spectrum with the squared velocity of 
the outgoing particles. When we calculate the spectral 
density of fractional fluctuations in the scattered current j, 
the outgoing velocity simplifies, and therefore Eq. (1) also 
gives the spectrum of current fluctuations S;(f), as 
indicated above. The quantum 1/f noise contribution of 
each carrier is independent, and therefore the quantum 1/f 
noise from N carriers is N times larger; however, the 
current j will also be N times larger, and therefore in Eq. 
(1) a factor N was included in the denominator for the case 
in which the cross section fluctuation is observed on N 
carriers simultaneously. 

The fundamental fluctuations of cross sections 
and process rates are reflected in various kinetic coefficients 
in condensed matter, such as the mobility |a and the 
diffusion constant D, the surface and bulk recombination 
speeds s, and recombination times x, the rate of tunneling 
jt and the thermal diffusivity in semiconductors. 
Therefore, the spectral density of fractional fluctuations in 
all these coefficients is given also by Eq. (1). 

When we apply Eq. (1) to a certain device, we 

first need to find out which are the cross sections a or 
process rates which limit the current I through the device, 
or which determine any other device parameter P, and then 
we have to determine both the velocity change Av of the 
scattered carriers and the number N of carriers 
simultaneously used to test each of these cross sections or 
rates. Then Eq. (1) provides the spectral density of 
quantum 1/f cross section or rate fluctuations. These 
spectral densities are multiplied by the squared partial 
derivative (3l/3o~)2 of the current, or of the device 
parameter P of interest, to obtain the spectral density of 
fractional device noise contributions from the cross 
sections and rates considered. After doing this with all 
cross sections and process rates, we add the results and 
bring (factor out) the fine structure constant a as a 
common factor in front. This yields excellent agreement 
with the experiment9 in a large variety of samples, devices 
and physical systems. 

Eq. (1) was derived in second quantization, using 
the commutation rules for boson field operators. For 
fermions one repeats the calculation replacing in the 
derivation the commutators of field operators by 
anticommutators, which yields6'7 

p-2Sp(f) = j-2Sj(f) = 0-2So(f) = 2ocA/f(N-l). (2) 

This causes no difficulties, since N>2 for particle 
correlations to be defined, and is practically the same as 
Eq. (10), since usually N»l. Eqs. (1) and (2) suggest a 
new notion of physical cross sections and process rates 
which contain 1/f noise, and express a fundamental law of 
physics, important in most high-technology applications7. 

We conclude that the conventional quantum 1/f 
effect can be explained in terms of interference beats 
between the part of the outgoing DeBroglie waves scattered 
without bremsstrahlung energy losses above the detection 
limit (given in turn by the reciprocal duration T of the 1/f 
noise measurement) on one hand, and the various parts 
scattered with bremsstrahlung energy losses; but there is 
more to it than that: exchange between identical particles 
is also important. This, of course, is just one way to 
describe the reaction of the emitted bremsstrahlung back on 
the scattered current. This reaction, itself an expression of 
the nonlinearity introduced by the coupling of the charged- 
particle field to the electromagnetic field, thus reveals itself 
as the cause of the quantum 1/f effect, and implies that the 
effect can not be obtained with an independent boson 
model. The effect, just like the classical turbulence- 
generated 1/f noise12, is a result of the scale-invariant 
nonlinearity of the equations of motion describing the 
coupled system of matter and field. Ultimately, therefore, 
this nonlinearity is the source of the 1/f spectrum in both 
the classical and quantum form of the theory. We can say 
that the quantum 1/f effect is an infrared divergence 
phenomenon, this divergence being the result of the same 
nonlinearity. The quantum 1/f effect is, in fact, the first 
time-dependent infrared radiative correction. Finally, it is 



also deterministic in the sense of a well determined wave 
function, once the initial phases y of all field oscillators 
are given. In quantum mechanical correspondence with its 
classical turbulence analog12, the new effect is therefore a 
quantum manifestation of classical chaos which we can 
take as the definition of a certain type of quantum chaos. 

III. Derivation of the Coherent Quantum 1/f Effect 

The coherent quantum 1/f effect is a quantum 
fluctuation effect present in any extended current due to the 
definition of the physical electron as a system composed of 
the bare particle plus its electomagnetic field which is in a 
coherent state and has therefore indefinite energy. This in 
turn causes the state to be non-stationary. The non- 
stationarity is expressed by the coherent quantum 1/f effect. 
An elementary physical derivation is given in Sec. VII. 

The present derivation is based on the well-known 
new propagator Gs(x'-x) derived relativistically13 in 1975 
in a new picture required by the infinite range of the 
Coulomb potential. The corresponding nonrelativistic 
form14 was provided by Zhang and Handel: 

-i<OolTw(x')\|/sXx)l<I>o> s 8ss' Gs(x'-x) 

= (i/V)X{expi[p(r-r>p2(t-t')/2m]/n}np,s 

P 

x{-ip(rnO/lM(m^p2)1#(t-0(cAi)}a/n. (3) 

Here a=e2/fic=l/137 is Sommerfeld's fine structure 
constant, npS the number of electrons in the state of 
momentum p and spin s, m the rest mass of the fermions, 
8SS' the Kronecker symbol, c the speed of light, x=(r,t) 
any space-time point and V the volume of a normalization 
box. T is the time-ordering operator which orders the 
operators in the order of decreasing times from left to right 
and multiplies the result by (-l)p, where P is the parity of 
the permutation required to achieve this order. For equal 
times, T normal-orders the operators, i.e., for t=t' the left- 
hand side of Eq. (3) is i«&0lv(As"(x)Vs'(x')l^)o>- The state 
O0 of the N electrons is described by a Slater determinant 
of single-particle Orbitals. 

The resulting spectral density coincides with the 
result 2oc/7ifN, first derived10 directly from the coherent 
state of the electromagnetic field of a physical charged 
particle. The connection with the conventional quantum 
1/f effect was suggested later11. 

To calculate the current autocorrelation function 
we need the density correlation function, which is also 
known as the two-particle correlation function. The two- 
particle correlation function is defined by 

<OOITYJ(X)\)/S(X)\|4-'(X')VS'(X
,
)I00> = 

<O0I\|/+(X)\)/S(X)IO0>«I)0I\)4<X
,
)VS'(X')IO0>- 

<00ITv(;s<x,)\i;|-(x)l<I)o><OolTvs(x)v|4<x')l3>o>-       (4) 

The first term can be expressed in terms of the particle 
density of spin s, n/2 = N/2V = <00l\|/t(x)Vs(x)|(I)o>. 
while the second term can be expressed in terms of the 
Green function (1) in the form 

Ass'(x-x') ^<O0l\(;+(x)^(x,)\|/s'(x')Vs(x)IO0> =(n/2)2 

+8SS' Gs(x'-x)Gs(x-x'). (5) 

The "relative" autocorrelation function A(x-x') 
describing the normalized pair correlation independent of 
spin is obtained by dividing by n2 and summing over s 
ands' 

A(x-x') = 1  - (l/n2)SGs(x-x')Gs(x'-x)= 1 - 
s 

(1/N2)I I{expi[(p-p')(r-r>(p2-p'2)(t-f)/2m]/n}np,snp',s 

s pp' 

x {p(r-r')/n-(m2c2+p2) 1/2(t-t')(c/K)}a/K 

xlp'fr-rWmV+p^^-OP)}11"1.     (6) 

Here we have used Eq. (1). We now consider a beam of 
charged fermions, e.g., electrons, represented in 
momentum space by a sphere of radius pF, centered on the 
momentum p0 which is the average momentum of the 
fermions. The energy and momentum differences between 
terms of different p are large, leading to rapid oscillations 
in space and time which contain only high-frequency 
quantum fluctuations. The low-frequency and low- 
wavenumber part Ai of this relative density autocorrelation 
function is given by the terms with p=p' 

Ai(x-x') = l-(l/N2)X2>P)S 

s    p 

x {p(r-r')/h-(m2c2+p2) 1/2(t-t')(c/h))2aJn      (7) 

= 1 - (l/N)lPo(r-r')/K-mc2T/KI2a/;rt 

for pp«lp03-mc2T/zl.      (8) 

Here we have used the mean value theorem, considering 
the 2CC/JI power as a slowly varying function of p and 
neglecting p0 in the coefficient of % =t-t', with z=lr-r'l. 
Using the identity15, with arbitrarily small cutoff co0, we 
obtain from Eq. (8) with 9 = lp0(r-r')/R-mc2t/KI the exact 
form 

Ai(x-x') = 1 + [(2O/JIN) J(mc2/h(o)2a/,1cos(0(o)dco/co] 

xfcosa + (2a/7t) X(6co0)2n-2a/7t[(2n)!(2n-2a/K)]-1}-1. 
n=0 

(9) 
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This indicates a or1-20'/'1 spectrum and a 1/N dependence 
of the spectrum of fractional fluctuations in density n and 
current j, if we neglect the curly bracket in the 
denominator which is very close to unity for very small 
co0. The fractional autocorrelation of current fluctuations 
Sj is obtained by multiplying Eq. (5) on both sides with 
ep0/m, and dividing by (enp0/m)2 which is the square of 
the average current density j, instead of just dividing by 
n2. It is the same as the fractional autocorrelation for 
quantum density fluctuations. Then Eq. (9) for the 
coherent Quantum Electrodynamical chaos process in 
electric currents can be written also in the form 

Ssj/j(k) - [2a/7tcüN][mc2/hG)]2(X/7t = 2cc/7icoN 

= 0.00465/coN. (10) 

Being observed in the presence of a constant 
applied field, these fundamental quantum current 
fluctuations are usually interpreted as mobility 
fluctuations3. Most of the conventional quantum 1/f 
fluctuations in physical cross sections and process rates are 
also mobility fluctuations, but some are also in the 
recombination speed or tunneling rate. 

IV. Sufficient Criterion for Fundamental 1/f Noise 

In spite of the practical success of our quantum 
1/f theory in explaining electronic 1/f noise in most high 
tech devices, and in spite of the conceptual success of our 
earlier classical turbulence approach to 1/f noise, the 
question about the origin of nature's omnipresent 1/f 
spectra remained unanswered. During the last three 
decades, we have claimed repeatedly that nonlinearity is a 
general cause of 1/f noise. The present paper proves that 
nonlinearity always leads to a 1/f spectrum if homogeneity 
is also present in the equation(s) of motion. Specifically, 
if the system is described in terms of the dimensionless 
vector function Y(x,t) by the mth order nonlinear 
differential equation 

3Y/3t + F(x, Y, 3Y/3x1...3Y/9xn, 32Y/3Xl
2. 

3mY/3xn
m) = 0 (11) 

a 1/f spectrum is obtained if the nonlinear function F 
satisfies the homogeneity condition 

F[Xx, Y, 3Y/(X3x1)...3Y/(X3xn), a2Y/(X3Xl)
2 

 3mY/(X3xn)m] = X"PF(x, Y, 8Y/aXl...3Y/3xn, 

32Y/3Xl
2 3mY/3xn

m), (12) 

for any real number X. The order of homogeneity is the 
number -p. Performing a Fourier transformation of Eq. 
(10) with respect to the vector x(xi, X2, xn), we get in 

terms of the Fourier-transformed wavevector k the 
nonlinear integro-differential equation 

3y(k,t)/3t + G[k, y(k,t), kiy(k,t)...kny(k,t), 

ki2y(k,t) kn
my(k,t)] = 0, (13) 

where y(k,t) is the Fourier transform of Y(x,t). Due to 
Eq. (12), the nonlinear integro-differential operator G 
satisfies the relation 

Gftk, y, Mqy..Akny, (Mq)2y (Mcn)my] 

= M>G[k, y, kiy...kny, ki2y kn
my],     (14) 

where the integration differentials dk, dk', etc., are excepted 
from replacement with talk, talk', etc. Eq. (13) can thus 
be rewritten in the form 

dy/d(t/?iP) + G[Xk, y, lkiy..lkny, (Xk^y. 

(?Jcn)my] = 0, (15) 

Taking X=l/k, where k=lkl=(kj2+....+kn
2)l/2, and setting 

kPt=z, we notice that k has been eliminated from the 
dynamical equation, and only k/k is left. This means that 
there is no privileged scale left for the system in x or k 
space, other than the scale defined by the given time t, and 
expressed by the dependence on z. We call this property of 
the dynamical system "sliding-scale invariance". 

In certain conditions, instabilities of a solution of Eq. 
(10) may generate chaos, or turbulence. In a sufficiently 
large system described by the local dynamical equation 
(10), in which the boundary conditions become 
immaterial, homogeneous, isotropic turbulence, (chaos) 
can be obtained, with a spectral density determined only by 
Eq. (10). The stationary autocorrelation function A(x) is 
defined as an average scalar product, the average being over 
the turbulent ensemble 

A(x) = <Y(x,t)Y(x,t+T)> = J<y(k,t)y(k,t+x)>dnk 

= Ju(k,z)dnk. (16) 

Here we have introduced the scalar 

u(k,z) = <y(k,t)y(k,t+t)> (17) 

of homogeneous, isotropic chaos (turbulence), which 
depends only on Ikl and z=kPx. All integrals are from 
minus infinity to plus infinity. The chain of integro- 
differential equations for the correlation functions of any 
order obeys the same sliding-scale invariance which we 
have noticed in the fundamental dynamical equation above. 
Therefore, in isotropic, homogeneous, conditions, u can 
only depend on k and z. Furthermore, the direct 
dependence on k must reflect this sliding-scale invariance, 
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and is therefore of the form 

u(k,z) = k"nv(z). (18) 

Indeed, only this form insures that u(k,z)dnk and therefore 
also the corresponding integrals and multiple convolutions 
in k space have the necessary sliding-scale invariance. 

According to the Wiener-Khintchine theorem, the 
spectral density is the Fourier-transform of A(t), 

Sy(f) = Je2nifTA(x)dx = (1/0 Je27tit'Jk'-nv(z)dnk,df 

= C/f, (19) 

where we have set fx=t', kn=fk'n, z=knt=k'nt', and the 
integral 

C = I e27cit'Jk'-nv(z)dnk'dt' 

= |e2nit'Jk"-nv(k"n)dnk"dt' (20) 

is independent of f. We have defined the vector k"=t'^'n k. 
The general form of our criterion considers a 

system described in terms of the integro-differential system 
of equations 

*[t, x, Y, 3Y/3t, dY/dxv..dY/dxn, 32Y/3t2, 

32Y/3xi2 3mY/3xn
m) = 0        (21) 

where the vector function <& may be nonlinear in any of its 
arguments. // a number 0 exists such that Eq. (21) 
implies 

<6[Xet, Xx, Y, 3YAe3t, dY/ldxl...dY/Xdxn, 

d2Y/X2Qdt2, 32YA23x!2 dmY/Xmdxn
m) = 0    (22) 

for any real number X, the power spectral density of any 
chaotic solution for the vector function Y defined by Eq. 
(11) is proportional to llf 

Here we have assumed that there are no boundary 
conditions associated with Eq. (22), or that any boundary 
conditions included would satisfy the same homogeneity 
conditions. 

In conclusion, nonlinearity + homogeneity = 1/f 
noise, provided the system is chaotic. The ultimate cause 
of the ubiquitous 1/f noise in nature is the omnipresence 
of nonlinearities (no matter how weak) and homogeneity. 
The latter is finally related to rotational (or Lorentz) 
invariance and therefore to the isotropy of space (or space- 
time).   All our four specific theories of 1/f chaos in 

nonlinear systems are just special cases to which this 
criterion is applicable. They include our magneto-plasma 
theory of turbulence for current carriers in intrinsic 
symmetric semiconductors12 (1966), our similar theory 
for metals12 (1971), the quantum 1/f theory3"11 (pure 
QED, 1975), and the spectral theory of Musha's highway 
traffic turbulence results16 (1989). Applied to the motion 
of a nonlinearly interacting chain of atoms, it predicts no 
1/f spectrum. Starting from a wrong defining equation of 
the chain, both our criterion and direct calculation allowed 
for 1/f noise in a special case16, but the correct defining 
equation does not fulfill the criterion, and no 1/f spectrum 
is expected. However, 1/f fluctuations in phonon number, 
in frequency, and in phase are predicted by the criterion, are 
derived directly17 with the quantum 1/f theory, and have 
been experimentally verified17,18, in piezoelectric 
crystals. 

V. Application to QED: Quantum 1/f Effect as a Special 
Case 

The nonlinearity causing the 1/f spectrum of 
turbulence in both semiconductors and metals is caused by 
the reaction of the field generated by charged particles and 
their currents back on themselves. The same nonlinearity 
is present in quantum electrodynamics (QED), where it 
causes the infrared divergence, the infrared radiative 
corrections for cross sections and process rates, and the 
quantum 1/f effect. We shall prove this on the basis of 
our sufficient criterion for 1/f spectral density in chaotic 
systems. 

Consider a beam of charged particles propagating 
in a well-defined direction which we shall call the x 
direction, so that the one-dimensional Schrodinger equation 
describes the longitudinal fluctuations in the concentration 
of particles. Considering the non-relativistic case which is 
encountered in most quantum 1/f noise applications, we 
write in second quantization the equation of motion for the 
Heisenberg field operators \|/ of the in the form 

ifi3y/3t = (l/2m)[-inV -(e/c) A]2\|/, (23) 

With the non-relativistic form J = -ih> V\|//m + hermitian 
conjugate, and with 

A(x,y,z,t) = (h/2cmi)j^=^dx-      (24) 
Ix-x'l 

we obtain 

iria\i//3t=(l/2m)[-iriV 

■(eB^c^K^^VlV (25) Ix-x'l 

At very low frequencies or wave numbers the last term in 
rectangular brackets is dominant on the r.h.s., leading to 
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iß3V/3t = (-l/2m)[(eK/2c2m) KV^VW]V 
(26) 

For x replaced by hi., and x' replaced by X\\ we obtain 

at Xlx-x'l V 

= \2H\)/ = X_PH\)/. (27) 

This satisfies our homogeneity criterion with p=-2. Our 
sufficient criterion only requires homogeneity, with any 
value of the weight p, for the existence of a 1/f spectrum 
in chaos. Therefore, we expect a 1/f spectrum of quantum 
current-fluctuations, i.e., of cross sections and process 
rates in physics, as derived in detail earlier3"8-10"11. This 
is in agreement with the well-known, and experimentally 
verified, results of the Quantum 1/f Theory. 

In conclusion, we realize that, both in classical 
and quantum mechanical nonlinear systems, the limiting 
behavior at low wave numbers is usually expressed by 
homogeneous functional dependences, leading to 
fundamental 1/f spectra on the basis of our criterion. 

VI. Derivation of the Conventional Quantum 1/f Effect in 
Second Quantization 

The simplified description of quantum 1/f noise 
was presented above in the elementary terms of 
Schrodinger's statistical catalogue model, without using 
second quantization. This approach is natural in view of 
the close connection between this new effect and diffraction 
which is usually treated without second quantization, in 
the statistical catalogue model based on the single-particle 
solution of the Schrodinger equation, normalized to the 
number of particles N. Just as the superposition of 
elementary phase-shifted waves allows for the simplest and 
most intuitive description of diffraction through a slit, the 
description of quantum 1/f noise in terms of interference 
beats between slightly frequency-shifted scattered partial 
waves with brems-strahlung energy losses will always 
provide the simplest and most elementary quantitative 
derivation of the quantum 1/f effect, easily accessible even 
at the undergraduate level. 

Below we now present the derivation of the 
Quantum 1/f Effect in a general form which determines the 
scattered current j from the observation of a sample of N 
outgoing particles. The minimal outgoing sample for 
defining particle-particle correlations in the scattered wave 
consists of two particles, and therefore the effect can be 
calculated for the case of two outgoing particles. 

We start with the expression of the Heisenberg 
representation state IS> of N identical bosons of mass M 
emerging at an angle 0 from some scattering process with 
various undetermined bremsstrahlung energy losses 
reflected in their one-particle waves (pife) 

IS> = (N!)"1/2 Hi Jd34icpi(4i)V+(40 io> 
= rii Jd34icpi(^0 is°>, (28) 

where \|/+(^0 is the field operator creating a boson with 
position vector £i and I0> is the vacuum state, while IS°> 
is the state with N bosons of position vectors %\ with i = 
1 N. All products and sums in this Section run from 1 
to N, unless otherwise stated. 

To calculate the particle density autocorrelation 
function in the outgoing scattered wave, we need the 
expectation value of the operator 

0(xi,x2) = \|/+(x1)v
+(x2)v(x2)v(xi),        (29) 

known as the operator of the pair correlation. This 
operator corresponds to a density autocorrelation function. 
The presence of two-particle coordinates in the operator O 
does not mean that we are considering two-particle 
interactions, it only means that the expectation value 
which we are calculating depends on the relative position 
of the particles. Using the well known commutation 
relations for boson field operators 

¥(x)x|/+(y)-V
+(yMx) = 8(x-y), (30a) 

vWv(y)-v(y)vW = o, pob) 

V+(x)v+(y)-v+(y)v+(x) = 0, (30c) 

we first calculate the matrix element: 

N!<S°IOIS°> = 
S'uv^'mn8(llv-xi)5(llJi-X2)5(^n-x1)5(^m- 

X2)I(i,j)n
,
ij8(Tlj-^)> (31) 

where IS°> is the state with well defined particle 
coordinates. Here the prime excludes n=v and m=n in the 
summations and excludes i=m, i=n, j=n and j=v in the 
product. The summation Z(ij) runs over all permutations 
of the remaining N-2 values of i and j. On the basis of 
this result we now calculate the complete matrix element 

<SIOIS> = [1/N(N-1)] S^vS'mnJd^ujd^vjd^mJd^n 

X9u*(nu)9v*(llv)(Pm(^m)9n(^n)8(Tlv-xi)5(Tl^-X2)8^n- 

xi)8ßm-X2) = [1/N(N-1)] 

xZ'M.v2:'mnq)^*(x2)((>v*(xi)(pm(xi)(pn(x2).    (32) 

The one-particle states are spherical waves 
emerging from the scattering center located at x=0: 

<p(x) = (C/x)eiKx [1 + Eklb(k,l)e"iclx a+kj]. (33) 
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Here C is an amplitude factor, K the boson wave vector 
magnitude, b(k,l) the bremsstrahlung amplitude for 
emission of photons of wave vector k and polarization 1, 
while a+k,i is the corresponding photon creation operator, 
allowing the emitted photon state to be created from the 
vacuum if Eq. (33) is inserted into Eq. (32). The 
momentum magnitude loss Kq=Mck/K=27tMf/K is 
necessary for energy conservation in the Bremsstrahlung 
process. The reader can derive this expression of q=8p 
from the canonical equation v =3H/3p which yields 
8p=8H/v=M8H/p=M8H/KK. Substituting Eq. (33) into 
Eq. (32), we obtain 

<SIOIS> = IC/xl4(N(N-l) + 
2(N-l)Zkilb(k,l)l2[l+cosq(x1-x2)]}, (34) 

where we neglected a small term of higher order in b(k,l). 
To perform the angular part of the summation in Eq. (34), 
we calculate the current expectation value of the state in 
Eq. (33), and compare it to the well known cross section 
without and with bremsstrahlung 

j = (KK/Mx2)[l + Ekllb(k,l)l2] = j0[l + aAjdf/f],      (35) 

where the quantum fluctuations have disappeared, a=e2/hc 
is the fine structure constant, aA=(2a/37i)(Av/c)2 is the 
fractional bremsstrahlung rate coefficient, also known in 
QED as the infrared exponent, and where the 1/f 
dependence of the bremsstrahlung part displays the well- 
known infrared catastrophe, i.e., the emission of a 
logarithmically divergent number of photons in the low 
frequency limit. Here Av is the velocity change K(K- 
K0)/M of the scattered boson, and f=ck/2jt the photon 
frequency. Eq. (34) thus gives 

<SIOIS> = IC/xl4{N(N-l) 

+ 2(N-l)aA/[l+cosq(x1-x2)]df/f},   (36) 

which is the pair correlation function, or density 
autocorrelation function along the scattered beam with 
df/f=dq/q. The spatial distribution fluctuations along the 
scattered beam will also be observed as fluctuations in 
time at the detector, at any frequency f. According to the 
Wiener-Khintchine theorem, we obtain the spectral density 
of fractional scattered particle density p, (or current j, or 
cross section a) fluctuations in terms of frequency f or 
wave number q by dividing the coefficient of the cosine by 
the constant term N(N-1): 

P"2Sp(f) = j-2Sj(f) = cr2SG(f> = 2aA/fN,     (37) 

where N is the number of particles or current carriers used 
to define the current j whose fluctuations we are studying. 
Quantum 1/f noise is thus a fundamental 1/N effect. The 
exact value of the exponent of f in Eq. (37) can be 

determined by including the contributions from all real and 
virtual multiphoton processes of any order (infrared 
radiative corrections), and turns out to be ocA-1, rather than 
-1, which is important only philosophically, since 
ocA«l. The spectral integral is thus convergent at f=0. 

For fermions we repeat the calculation replacing 
in the derivation of Eq. (34) the commutators of field 
operators by anticommutators, which finally yields in the 
same way 

P"2Sp(f) = j-2Sj(f) = o-2SG(f) = 2aA/f(N-l), (38) 

The denominator causes no difficulties, since N>2 for 
particle correlations to be defined, and which is practically 
the same as Eq. (37), since usually N»l. Eqs. (37) and 
(38) suggest a new notion of physical cross sections and 
process rates which contain 1/f noise, and express a 
fundamental law of physics, important in most high- 
technology applications9. 

We conclude that the conventional quantum 1/f 
effect can be explained in terms of interference beats 
between the part of the outgoing DeBroglie waves scattered 
without bremsstrahlung energy losses above the detection 
limit (given in turn by the reciprocal duration T of the 1/f 
noise measurement) on one hand, and the various parts 
scattered with bremsstrahlung energy losses; but there is 
more to it than that: exchange between identical particles 
is also important. This, of course, is just one way to 
describe the reaction of the emitted bremsstrahlung back on 
the scattered current. This reaction thus reveals itself as 
the cause of the quantum 1/f effect, and implies that the 
effect can not be obtained with the independent boson 
model. The effect, just like the classical turbulence- 
generated 1/f noise12, is a result of the scale-invariant 
nonlinearity of the equations of motion describing the 
coupled system of matter and field. Ultimately, therefore, 
this nonlinearity is the source of the 1/f spectrum in both 
the classical and quantum form of the author's theory. We 
can say that the quantum 1/f effect is an infrared divergence 
phenomenon, this divergence being the result of the same 
nonlinearity. The new effect is, in fact, the first time- 
dependent infrared radiative correction. Finally, it is also 
deterministic in the sense of a well determined wave 
function, once the initial phases y of all field oscillators 
are given. In quantum mechanical correspondence with its 
classical turbulence analog, the new effect is therefore a 
quantum manifestation of classical chaos which we can 
take as the definition of a certain type of quantum chaos. 

We turn now to the connection to the coherent 
Quantum 1/f Effect. The coherent state in a conductor or 
semiconductor sample is the result of the experimental 
efforts directed towards establishing a steady and consiant 
current, and is therefore the state defined by the collective 
motion, i.e. by the drift of the current carriers. It is 
expressed in the Hamiltonian by the magnetic energy Em, 
per unit length, of the current carried by the sample; In 
very small samples or electronic devices, this magnetic 
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energy 

Em = J(B2/8rc)d3x = [nevS/c]2ln(R/r) (39) 

is much smaller than the total kinetic energy Ek of the 
drift motion of the individual carriers 

Ek = Xmv2/2 = nSmv2/2 = Em/s. (40) 

Here we have introduced the magnetic field B, the carrier 
concentration n, the cross sectional area S and radius r of 
the cylindrical sample (e.g., a current carrying wire), the 
radius R of the electric circuit, and the "coherece ratio" 

s = Em/Ek = 2ne2S/mc2ln (R/r) - 2e2N7mc2,      (41) 

where N' = nS is the number of carriers per unit length of 
the sample and the natural logarithm ln(R/r) has been 
approximated by one in the last form. We expect the 
observed spectral density of the mobility fluctuations to be 
given by a relation of the form 

(l/H2)Su(f) = [l/(l+s)][2aA/fN] + [s/(l+s)][2o(/jtfN] (42) 

which can be interpreted as an expression of the effective 
Hooge constant if the number N of carriers in the 
(homogeneous) sample is brought to the numerator of the 
left hand side. In this equation aA=2ct(Av/c)2/37c is the 
usual nonrelativistic expression of the infrared exponent, 
present in the familiar form of the conventional quantum 
1/f effect3"8. This equation is limited to quantum 1/f 
mobility (or diffusion) fluctuations, and does not include 
the quantum 1/f noise in the surface and bulk 
recombination cross sections, in the surface and bulk 
trapping centers, in tunneling and injection processes, in 
emission or in transitions between two solids. 

Note that the coherence ratio s introduced here 
equals the unity for the critical value N' = N" = 
2-1012/cm., e.g. for a cross section S = 2-10"4 cm2 of the 
sample when n = 1016. For small samples with N'«N" 
only the first term survives, while for N'>N" the second 
term in Eq. (42) is dominant. 

VII. Physical Derivation of the Coherent 
Quantum 1/f Effect 

This effect arises in a beam of electrons (or other 
charged particles propagating freely in vacuum) from the 
definition of the physical electron as a bare particle plus a 
coherent state of the electromagnetic field. It is caused by 
the energy spread characterizing any coherent state of the 
electromagnetic field oscillators, an energy spread which 

spells non-stationarity, i.e., fluctuations. To find the 
spectral density of these inescapable fluctuations which are 
known to characterize any quantum state which is not an 
energy eigenstate, we use an elementary physical 
derivation based on Schrödinger's definition of coherent 
states, which supplements the rigorous derivation which 
was given in Sec. Ill from a well-known quantum- 
electrodynamical propagator. The chaotic character of 
these fluctuations was discussed in Sec. V. 

The coherent quantum 1/f effect will be derived in 
three steps: first we consider a hypothetical world with just 
one single mode of the electromagnetic field coupled to a 
beam of charged particles; considering the mode to be in a 
coherent state, we calculate the autocorrelation function of 
the quantum fluctuations in the particle-density (or 
concentration) which arise from the nonstationarity of the 
coherent state. Then we calculate the amplitude with 
which this one mode is represented in the field of an 
electron, according to electrodynamics. Finally, we take 
the product of the autocorrelation functions calculated for 
all modes with the amplitudes found in the previous step. 

Let a mode of the electromagnetic field be 
characterized by the wave vector q, the angular frequency co 
= cq and the polarization X. Denoting the variables q and 
X simply by q in the labels of the states, we write the 
coherent state of amplitude IzJ and phase arg z in the 
form 

lzq> = exp[-(l/2)lzql2] exp[zqaq
+] I0> 

oo 

= exp[-(l/2)lzql2] X (zq
n)/n! In>. 

n=0 
(43) 

Here aq+ is the creation operator which adds one energy 
quantum to the energy of the mode. Let us use a 
representation of the energy eigenstates in terms of 
Hermite polynomials Hn(x) 

ln> = (2nn! Vn)-1/2 exp[-x2/2] Hn(x) eincot. (44) 

This yields for the coherent state lzq> the representation 

„ °°      r7 picohn 
Vq(x) = exp[-(l/2)lzql2]exp[-x2/2] £     L * Hn(x) 

n=0[n!(2nVC0)]1'i 

= exp[-lzql2/2]expt-x2/2]exp[-zq
2e-2icot + 2xzqeicot]. (45) 

In the last form the generating function of the Hermite 
polynomials was used. The corresponding autocorrelation 
function of the probability density function, obtained by 
averaging over the time t or the phase of zq, is, for 
lzql«l, 

Pq(T,x) = <l¥q|t
2|Vq|t+T

2 > 

={1 + 8x2lzql2[l + cos cor] - 2lzql2}exp[-x2/2].    (46) 
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Integrating   over   x   from   -<»  to °°,  we  find  the 
autocorrelation function 

A*(x) = (2)"1/2{1 + 2lzql2cos (öx). (47) 

This result shows that the probability distribution contains 
a constant background with small superposed oscillations 
of frequency CO. Physically, the small oscillations in the 
total probability describe self-organization or bunching of 
the particles in the beam. They are thus more likely to be 
found in a measurement at a certain time and place than at 
other times and places relative to each other along the 
beam. Note that for zq = 0 the coherent state becomes the 
ground state of the oscillator which is also an energy 
eigenstate, and therefore stationary and free of oscillations. 

We now determine the amplitude zq with which 
the field mode q is represented in the physical electron. 
One way to do this is to let a bare particle dress itself 
through its interaction with the electromagnetic field, i.e. 
by performing first order perturbation theory with the 
interaction Hamiltonian 

H^AJJJM- = -(e/c)v-A + e<]), (48) 

where A is the vector potential and <j> the scalar electric 
potential. Another way is to Fourier expand the electric 
potential e/r of a charged particle in a box of volume V. 
In both ways we obtain the well-known result 

IzJ^Ttte/q^OicqV)-1. (49) 

Considering now all modes of the electromagnetic field, 
we obtain from the single - mode result of Eq. (47) 
A(x)= C nq{ 1 + 2lzql2cos (0qT) =C{ 1 + Zq 2lzql2cos coqx} 

: C( 1 + 4(V/23ir3) Jd3q lzQl2cos coqx} (50) 

Here we have again used the smallness of zq and we have 
introduced a constant C. Using Eq. (49) we obtain 

A( x) = C {1 + 4Ä(V/23jt3)(47t/V)(e2/fic) J(dq/q)cos C0qX} 

= C{ 1 + 2(a/7t) Jcos(cox)dco/co}. (51) 

Here a = e2/Kc is Sommerfeld's fine structure constant 
1/137. The first term in curly brackets is unity and 
represents the constant background, or the d.c. part of the 
current carried by the beam of particles through vacuum. 
The autocorrelation function for the relative (fractional) 
density fluctuations, or for the current density fluctuations 
in the beam of charged particles is obtained therefore by 
dividing the second term in curly brackets by the first 
term. The constant C drops out when the fractional 
fluctuations are considered.   According to the Wiener- 

Khintchine theorem, the coefficient of coscox is the 
spectral density of the fluctuations, S\^\2 for the particle 
concentration, or Sj for the current density j = e(k/m)l\)/l2 

S|V|2<W"2> =Sj<j>"2 =2(a/7tfN) =4.6-10"3 HN"1. (52) 

Here we have included the total number N of charged 
particles which are observed simultaneously in the 
denominator, because the noise contributions from each 
particle are independent. This result is related to the 
conventional Quantum 1/f Effect considered in the next 
section. A similar calculation yields the gravidynamical 
quantum 1/f effect (QGD 1/f effect) by substituting 
gravitons for the photons considered so far as infraquanta. 

VIII. Derivation of Mobility Quantum 1/f Noise in n+-p 
Diodes 

For a diffusion limited n+-p junction the current 
is controlled by diffusion of electrons into the p - region 
over a distance of the order of the diffusion length L = 
(DnTn)^2 which is shorter than the length wp of the p - 
region in the case of a long diode. If N(x) is the number 
of electrons per unit length and Dn their diffusion 
constant, the electron current at x is 

In(j = - eDndN/dx, (53) 

where we have assumed a planar junction and taken the 
origin x = 0 in the junction plane. Diffusion constant 
fluctuations, given by kT/e times the mobility 
fluctuations, will lead to local current fluctuations in the 
interval Ax 

8AInd(x,t) = IndAx6Dn(x,t)/Dn. (54) 

The normalized weight with which these local fluctuations 
representative of the interval Ax contribute to the total 
current Id through the diode at x = 0 is determined by the 
appropriate Green function and can be shown to be 
(l/L)exp(-x/L) for Wp/L » 1. Therefore the contribution 
of the section Ax is 

8AId(x,t) = (Ax/L)exp(-x/L)Ind8Dn(x,t)/Dn, (55) 

with the spectral density 

SAld(x.f) = OWL)2 exp(-2x/L) Ind
2 SDn(x,f)/Dn

2.    (56) 

For mobility and diffusion fluctuations the fractional 
spectral density is given by otjjnd/fNAx, where a^nd is 

determined from quantum 1/f theory according to Sees II 
and VI. With Eq. (53) we obtain then 

SAld(x.O =(Ax/L2)exp(-2x/L)(eDndN/dx)2 aHnd/fN. (57) 
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T2 = 2 = , 
The electrons are distributed according to the solution of 
the diffusion equation, i.e. 

N(x) = rN(0)-Np]exp(-x/L); 
dN/dx = - {[N(0) - Np]/L} exp(-x/L). (58) 

Substituting into Eq. (57) and simply summing over the 
uncorrelated contributions of all intervals Ax, we obtain 

wp 
sId(f) = «Hnd(eDiA2)2 J[N(0) - NjV^dx /{[N(0) - 

0 r 

Sa(f)/crz = Sr(f)/Gz = (2a/icfN) = ac/fN (63) 

NpJe-x/L + Np). (59) 

2_ We note that eDn/Lz = e/xn. With the expression of the 

saturation current IQ = e(Dn/rn)l/2Np and of the current I 
= l0[exp(eV/kT) -1], we can carry out the integration 

1 

Sld(0 = aHnd(eI/f%> Ja2u3du/(au + 1) 
0 

= «HndCe^n) F(a)- (60) 

Here we have introduced the notations 

u = exp(-x/L),   a = exp(eV/kT) - 1, 

F(a) = 1/3 - l/2a + 1/a2 - (l/a3)ln(l+a).      (61) 

Eq. (60), obtained by van der Ziel and Anderson, gives the 
diffusion noise as a function of the quantum 1/f noise 
parameter aHnd- A similar result can be derived for the 
quantum 1/f fluctuations of the recombination rate r in the 
bulk of the p - region, the only difference being the 
presence of ajjnr istead of anna in Eq. (60). The total 
noise is the given by Eq. (60) with otHnd replaced by the 
sumccHnd + aHnr 

Sld(0 = («Hnd + «Hnr)(eI/fXn) F(a)- (60') 

IX. Review of Quantum 1/f Noise in n±p Junctions 

As we have seen in the Sec. II, quantum 1/f noise is 
a low-frequency fluctuation process present in elementary 
cross sections a and process rates Y, given by the 
fractional spectral density 

SCT(f)/a2 = Sr(f)/T2 = (4a/37tfN)(Av/c)2 (62) 

for conventional quantum 1/f noise which is applicable to 
small devices, and 

for coherent state quantum 1/f noise which is applicable to 
large devices in which the energy of the carrier drift motion 
is predominantly magnetic, rather than kinetic. Here Av 
is the velocity change of the carriers in the processes 
considered, a = 1/137 is the fine structure constant, N the 
number of carriers simultaneously interrogating the cross 
sections or process rates, ac = 4.6 10"3 the coherent 
quantum 1/f noise coefficient, and c the speed of light. 
The two forms of quantum 1/f noise are closely related 
infrared divergence phenomena which arise due to the 
interaction of electrons and soft photons. 

Both in n+p diodes^ and metal-insulator-semiconduc- 
tor (MIS) devices the current will be determined by cross 
sections sj such as recombination and scattering cross 
sections (by phonons and lattice defects), as well as by 
other process rates (e.g., band to band and trap-assisted 
tunneling, particularly important in long-wavelength Hgj. 

x CdxTe detectors). The spectral density of the resulting 
quantum 1/f current fluctuations is therefore 

ST(f) = Zi [8I/3ai]2SCTi(f) + S [31/311] 2Sn(f),   (64) 

where the spectral densities on the right hand side will be 
given by Eqs. (62) or (63), depending on the size of the 
device. 

The current density I of Eq. (64) contains a diffusion 
term Id, a term Ir caused by recombination in the space 
charge region, a surface recombination term Is, a tunneling 
term It and a photovoltaic term caused by the creation of 
electron hole pairs by photons: 

I = Id + Ir + Is + It + qnO 

= qni{(ni/n0)(Dn/Tn)1/2(eqv/kT-l) +(W/t)(eqv/2kT-l) +s} 
+It +qT|0. (65) 

Here nj is the intrinsic concentration, n0 the concentration 
of acceptors on the p side, Dn and xn the diffusion 
constant and lifetime of minority carriers on the p side, W 
the width of the depletion region, t = Xp0 + xno the 
Shockley-Hall-Read lifetime, V the applied voltage, s the 
surface recombination speed, T| the quantum efficiency and 
O the incident flux of photons. With the exception of the 
last term, the terms in Eq. (65) are known as dark current 
components. 

The first term in curly brackets in Eq. (65) gives the 
diffusion current density Id, and yields a noise term^ as 
shown in Eq. (60') 

Sid(f) = (ad+or)(qId/fTn)F(a); 

«d = (4a/3rc)(h/m*bc)2exp(-e/2T) (66) 
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in Eq. (64) for small devices, and = (8a/3rc) (vF
2/c2Nf) = 4 10"14/fQ, (69) 

SId(f) = ac(qId/fxn)F(a) (67) 

for large devices, with F(a) = -1/3 -l/2a +l/a2 

-(l/a3)ln(l+a) and a = exp(qV/kT) -1. Here b is the lattice 
•je 

constant, m the effective mass of the electrons, and q the 
Debye temperature. These results are obtained by adding 
the scattering and recombination quantum 1/f cross section 
fluctuation spectra for all points on the p side of a long 
n+p diode with the appropriate Green function weight 
[3l/3c7i]2, as prescribed by Eq. (64). The spatial 
dependence exp(-x/Ld) of this Green function is given by 
the diffusion equation applied to electrons on the p side, 
with Ld being the electron diffusion length. If the length 
Wp of the p side is shorter than Lj, we have to replace F(a) 
by F(a) - F[a exp(-Wp/Ld)] in Eqs. (66) - (67), and also to 
include the quantum 1/f noise of the recombination cross 
sections at the p contact. 

Similarly we obtain^ 

SIr = arqIrtanh(qV/2kT)/fx 

= (4a/37tc2)[2q(Vdiff -V) +3kT] {(mn*) V2 +(mp*)l%2. 

(68) 

The corresponding expression for the surface 
recombination current is given by Eq. (68) with half of the 
surface potential jump U added to the diffusion potential 
V(jiff. The tunneling current It and its noise is the same as 
in MIS devices,and will be discussed below. In the final 
form of Eq. (64) the fine structure constant a appears as a 
general factor. 

X. Quantum 1/f Noise in Squids 

As we have seen in Sec. II and VI above, any 
cross section or process rate defined for electrically charged 
particles must fluctuate in time with a 1/f spectral density 
according to quantum electrodynamics, as a consequence of 
infrared-divergent coupling to low-frequency photons. 
This fundamental effect leads to quantum 1/f noise 
observed in many systems with a small number of 
carriers, and is also present in the cross sections and 
process rates which determine the resistance and tunneling 
rate in Josephson junctions, providing a lower limit of the 
observed 1/f noise. 

In a Josephson junction the normal resistance Rn 

of the barrier is proportional to a scattering cross section 
or transition rate experienced by the electron in 
quasiparticle tunneling and by the Cooper pairs below the 
critical current J^. Therefore 

Rn"2SRn(0 = (4«/3*) [(Av)2/c2Nf) 

where we have approximated (Av)2 with 2vp2, vp being 
the Fermi velocity, and the number of carriers N 
simultaneously present in the barrier of volume Q. (in 
m3) by 10^, for barriers wider than lO'^cm. 

Assuming a linear relationship between the 
critical current Ic and Gn=Rn"l, we obtain , from Eq. (69) 
for Rn, the spectral density of voltage fluctuations 

Sv(f) = (4/f) 10-12(T/3K)[Rsg(V)/(Rs+Rj)]2 

x[IcRn(I2/Ic
2 -l)-l/2 + g(V)V]2Q-l, (70) 

where Rj(V) is the junction resistance, Rs the shunt 
resistance, and g(V)=Rn/Rj. 

The noise caused in a SQUID by the source 
considered above can be obtained as the sum of the noise 
contributions from the two junctions. 

The above quantum 1/f results of Eqs.(69) and 
(70) are in good quantitative agreement with the 
experimental data. 

In conclusion, the fundamental quantum 1/f 
fluctuations of the cross sections and transition rates 
which determine the normal resistance have been evaluated 
in this Section for the case of a Josephson junction. 
Considering the velocity change in the quantum 1/f 
formula equal to twice the Fermi velocity and the 
concentration of carriers in the barrier lO^cm"3, a 
spectral density of fractional fluctuations in the normal 
resistance of the barrier of 4 10" ^/f was obtained for a 
Josephson junction with a volume of the barrier of 
10~12cm3. These fluctuations are inversely proportional 
to the barrier volume and result in voltage fluctuations 
both directly and through the dependence of the critical 
current on the normal resistance, in good agreement with 
the experimental data. 

XI. Quantum 1/f Effect in Frequency Standards 

Frequency standards contain a main resonant mode 
which can be described as a harmonic oscillator with losses 

dx/dt + ydx/dt + a0
l\ = F(t). (71) 

The quantum 1/f fluctuations are present in the loss 
coefficient y. They are given by an expression of the form 

S8T/7(f> = A/f, (72) 

where A is a quantum 1/f coefficient characterizing the 
elementary loss process. 

The resonance frequency is given by 
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CO 2_ coo2 + Y2- (73) 
IAPI = (Nfi<co>/n)1/2(e/2e) (79J 

The quantum 1/f fluctuations in the resonance frequency 
are given by cor8cor = -2Y8Y, or 

8cor/cor =-2(Y/cor)
28y/Y = -(1/2Q

2
)(8Y/Y)>   (74) 

where Q=C0r/2Y is the quality factor. Squaring, averaging 
and particularizing Eq. (74) for the unit frequency interval, 
we obtain the Q"4 law21 

Substituting AP into Eq. (76), we get 

r-2Sr(f) = Naß<co>/3n7imc2fe2 & A/f.     (80) 

This result is applicable to the fluctuations in the loss rate 
T of the quartz. 

The   corresponding   resonance   frequency 
fluctuations of the quartz resonator are given by 

Sy(f) =<(8cOr/cor)
2>f =(1/4Q4)<(8Y/Y)2>f =A/4fQ4,   (75)        ar2S<n(f) =(l/4Q)(A/f) =Nan<co>/12njtmc2fe2Q4, (81) 

where y is the fractional frequency fluctuation 8cor/cor. 
This law was found in approximative form empirically by 
Gagnepain and Uebersfeld for the case of quartz resonators. 
The coefficient A is calculated for an ideal quartz crystal as 
follows. 

According to the general quantum 1/f formula in 
Eqs. (2) and (62), r-2Sr(f)=2aA/f, where A=2(AJ/ec)2/37t 
is the quantum 1/f effect in any physical process rate T. 

• 
Setting J=dP/dt=P where P is the vector of the dipole 
moment of the quartz crystal, we obtain for the 
fluctuations in the rate T of phonon removal from the 
main resonator oscillation mode (by scattering on a 
phonon from any other mode of average frequency <co>) of 
the crystal, (or via a two-phonon-process at a crystal defect 
or impurity, involving a phonon of average frequency 
<co'>) the spectral density 

Sr(f) = r24a(AP)2/37te2c2, (76) 

where (AP)2 is the square of the dipole moment rate 
change associated with the process causing the removal of 
a phonon from the main oscillator mode. To calculate it, 
we write the energy W of the interacting resonator mode 
<co> in the form 

W = nli<co> = 2(Nm/2)(dx/dt)2 

=(Nm/e2)(e dx/dt)2=(m/Ne2)e2(P)2; (77) 

The factor two includes the potential energy 
contribution. Here m is the reduced mass of the 
elementary oscillating dipoles, e their charge, e a 
polarization costant, and N their number in the quartz 
crystal.   Applying a variation An=l we get 

An/n = 2IAPI/IPI, or AP=P/2n. 

Solving Eq. (77) for P and substituting, we obtain 

(78) 

where Q is the quality factor of the single-mode quartz 
resonator considered, and <co> is not the circular frequency 
of the main resonator mode, co0, but rather the practically 
constant frequency of the average interacting phonon, 
considering both three-phonon and two-phonon processes. 

The corresponding AP in the main resonator mode has to 
be also included in principle, but is negligible because of 
the very large number of phonons present in the main 
resonator mode. 

Eq. (81) can be written in the form 

S(f) = ßV/fQ4, 

where, with an intermediary value <co>=108/s, with 
n=kT/K<co>, T=300K and kT=4 1014, 

(82) 

ß =(N/V)aK<co>/12njie2mc2 

=1022(l/137)(10-27108)2/12kTjtl0-279 1020=1. (83) 

The form of Eq. (81) shows that the level of 1/f 
frequency noise depends not only as Q"4 as previously 
proposed21, but also on the oscillation frequency or the 
volume of the active region17. 

The case of other frequency standards is studied by 
the paper of Handel and Walls in this volume. 

XII. Discussion 

The derivations of conventional and coherent 
quantum 1/f noise in Sec. II and III correspond to different 
physical situations. These two situations have been 
discussed on the first page of the 1966 turbulence paper12, 
at the beginning of this long journey which led us from 
the classical hydromagnetic or plasma turbulence to 
quantum 1/f noise and the general sufficient criterion. The 
discussion of these two situations was repeated 
identically10 for the quantized form of our turbulence 
theory, i.e., for the two related quantum 1/f effects in 
1985. It shows us that conventional quantum 1/f noise is 
observed in small samples, for which most of the drift 
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energy of the current carriers is included in the sum of their 
individual kinetic energies mv2/2. For larger samples, and 
larger values20 of the parameter s measuring this 
proportion numerically, most of the drift energy of the 
carriers is in their collective magnetic energy LI2/2. The 
transition between the two situations is given by a 
physical interpolation formula11, and is the focus a 
present research effort discussed by Handel and Zhang20. 

Our criterion shows how homogeneity provides 
the ingredient leading from nonlinearity to 1/f noise. 
Physically, the homogeneity is required both by the 
physical requirement of dimensional homogeneity of terms 
in the equations of physics, and by the invariance of the 
three-dimensional space with respect to rotations, i.e., by 
the isotropy of space, which requires xi, X2, and X3 to 
enter in the same way into the basic laws of nature. In 
general, we conclude that the ubiquity of the 1/f spectrum 
is caused by the omnipresence of nonlinearities, no matter 
how small, and by the simultaneous requirement of 
rotational and Lorentz invariance which shape the world of 
classical and relativistic physics respectively. In general, 
we conclude that ontologically, i.e., from the construction 
of our world with quarks and leptons, quantum 1/f noise 
theory gives the cause of fundamental 1/f noise, while 
epistemologically, i.e., in the world of general notions, 
the combination of nonlinearity and homogeneity required 
by our general sufficient criterion is the ultimate cause of 
all fundamental 1/f noise, including the ontlogically 
primordial quantum 1/f noise as a special case. 
Mathematically, this happens in all fundamental 1/f 
spectra on the basis of the idempotence of l/f1_e with 
respect to convolutions in the limit e->0, with e=aA in 
the case of quantum 1/f noise. In practice, however, the 
idempotent property of 1/f does not allow us to distinguish 
which systems will show 1/f fluctuations, while the 
general sufficient criterion, first presented at the 
Symposium on 1/f Nose and Chaos In Tokyo, March 
1991, allows us to easily recognize the systems which 
generate 1/f spectra, if their mathematical definition is 
given in terms of a dynamical system of nonlinear integro- 
differential equations, or in simpler terms. 

We note that our sufficient criterion explains the 
ubiquity of 1/f noise through a homogeneity which can be 
established sometimes even without knowing the exact 
form of the dynamical equation(s) governing a nonlinear 
system. The derivation of the criterion shows that it is 
obviously connected with (actually based on) the 
idempotent property of the 1/f spectrum with respect to the 
convolution operation. Therefore the 1/f spectrum 
corresponds to an accumulation point in Hubert space, as 
was first demonstrated12 directly in 1966 and 1971. Due 
to the divergence of the integral of 1/f at f=0, this author 
reformulated this accumulation point property in 
dimensional analysis terms before submitting his paper19 

for publication in 1980; in this form, the argument is 
more elegant and avoids the divergence at f=0. 
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Force Office of Scientific Research and of the National 
Science Foundation. 

REFERENCES 

1. J.B. Johnson, "The Schottky-Effect in Low- 
Frequency Circuits", Phys. Rev. 26, 71-85 (1925). 

2. W.H. Press, Comments Astrophys, Space 
Phys. 7, 103 (1978). 

3. P.H. Handel: "1/f Noise - an 'Infrared' 
Phenomenon", Phys. Rev. Letters 21, 1492 - 1494 
(1975); "Nature of 1/f Phase Noise", Phys. Rev. Letters 
3A 1495-1498 (1975). 

4. P.H. Handel: "Quantum Approach to 1/f 
Noise", Phys. Rev. 22A, p. 745 (1980). 

5. P.H. Handel and D. Wolf: "Characteristic 
Functional of Quantum 1/f Noise", Phys. Rev. A26. 
3727-30 (1982). 

6. P.H. Handel: "The Quantum 1/f Effect and the 
General Nature of 1/f Noise", Archiv für Elektronik und 
Übertragungstechnik (AEÜ) 43,261-270 (1989); 

7. P.H. Handel: "Starting Points of the Quantum 
1/f Noise Approach", Submitted to Physical Review B; 
"Fundamental Quantum 1/f Fluctuation of Physical Cross 
Sections and Process Rates", submitted to Phys. Rev. 
Letters. 

8. T.S. Sherif and P.H. Handel: "Unified 
Treatment of Diffraction and 1/f Noise", Phys. Rev. A26, 
p.596-602, (1982). 

9. A. van der Ziel, "Unified Presentation of 1/f 
Noise in Electronic Devices; Fundamental 1/f Noise 
Sources", Proc. IEEE 76. 233-258 (1988 review paper); 
"The Experimental Verification of Handel's Expressions 
for the Hooge Parameter", Solid-State Electronics 31, 
1205-1209 (1988); "Semiclassical Derivation of Handel's 
Expression for the Hooge Parameter", J. Appl. Phys. 63, 
2456-2455 (1988); 64, 903-906 (1988); A.N. Birbas et 
al., J. Appl. Phys. 6A 907-912 (1988); A. van der Ziel et. 
al., "Extensions of Handel's 1/f Noise Equations and their 
Semiclassical Theory", Phys. Rev. B 40, 1806-1809 
(1989); M. Tacano, Proc. XI. Int. Conf. on Noise in 
Physical Systems and 1/f Fluctuations, T. Musha, S. Sato 
and Y. Mitsuaki Editors, Ohmsha Publ. Co., Tokyo 
1991, pp. 167-170; M. Tacano, Proc. Fifth van der Ziel 
Conference "Quantum 1/f Noise and other Low Frequency 
Fluctuations" AIP Conference proceedings #282, P.H. 
Handel and A.L. Chung Editors, 1992; see also "Quantum 
1/f Bibliography" by P.H. Handel, unpublished. 

10. P.H. Handel, "Any Particle Represented by a 
Coherent State Exhibits 1/f Noise" in "Noise in Physical 
Systems and 1/f Noise", (Proceedings of the Vllth 
International Conference on Noise in Physical Systems 
and 1/f Noise) edited by M. Savelli, G. Lecoy and J.P. 
Nougier (North - Holland, Amsterdam, 1983), p. 97. 

11. P.H. Handel, "Coherent States Quantum 1/f 
Noise and the Quantum 1/f Effect" in "Noise in Physical 

20 



and 1/f Noise) edited by A. D'Amico and P. Mazzetti, 
Elsevier, New York, 1986, p. 469. 

12. P.H. Handel: "Instabilities, Turbulence and 
Flicker-Noise in Semiconductors I, II and III", Zeitschrift 
für Naturforschung 21a, 561-593 (1966); P.H. Handel: 
"Turbulence Theory for the Current Carriers in Solids and 
a Theory of 1/f Noise", Phys. Rev. Al, 2066 (1971). 

13. D. Zwanziger, Phys. Rev. D2, 1082 (1973); 
Phys. Rev. Lett. 2Ü, 934 (1973); Phys. Rev. DU, 3481 
and 3504 (1975); T.W.B. Kibble, Phys. Rev. 173., 1527; 
174. 1882; 171,1624 (1968); J. Math. Phys. 9, 315 
(1968). 

14. Y. Zhang and P. H. Handel, Proc. Fifth van 
der Ziel Conference "Quantum 1/f Noise and other Low 
Frequency Fluctuations" AIP Conference proceedings 
#282, P.H. Handel and A.L. Chung Editors, 1992. 

15. J.S. Gradshteiyn and I.M. Ryzhik, "Table of 
Integrals, Series and Products" Sec. 3.761, No. 9 and No. 
7, Academic Press, New York 1965. 

16. P.H. Handel, Proc. XI. Int. Conf. on Noise 
in Physical Systems and 1/f Fluctuations, T. Musha, S. 
Sato and Y. Mitsuaki Editors, Ohmsha Publ. Co., Tokyo 
1991, pp. 151-157. 

17. F.L. Walls, P.H. Handel, R. Besson and J.J. 
Gagnepain: "A New Model relating Resonator Volume to 
1/f Noise in BAW Quartz Resonators", Proc. 46. Annual 
Frequency Control Symposium, pp.327-333,1992. 

18. T. Musha, G. Borbely and M. Shoji, Phys. 
Rev. lett. 64, 2394 (1990). 

19. P.H. Handel, T. Sherif, A. van der Ziel, 
K.M. van Vliet and E.R. Chenette: "Towards a More 
General Understanding of 1/f Noise", submitted Physics 
Letters early in 1980. This unpublished manuscript 
received a wide distribution, in particular in Japan. 

20. P.H. Handel and Y. Zhang, Proc. XII. Int. 
Conf. on Noise in Physical Systems and 1/f Fluctuations, 
P. Handel, and A. Chung Editors, Amer. Inst. of Phys. 
Conf. Proceedings #285, St. Louis, 1993, pp. 172-175. 

21. P.H. Handel, "Nature of 1/f Frequency 
Fluctuations in Quartz Crystal Resonators", Solid State 
Electron. 22, 875-876 (1979). 

22. H. Hellwig, "A Look Into the Crystal Ball, 
the Next 25 Years" in 25th Annual Precise Time and Time 
Interval Applications and Planning Meeting", NASA 
Conference Publ. 3267 (1993) 

21 



1994 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM 

PIEZOELECTRIC RESONATOR MATERIALS 

Arthur Ballato and John G Gualtieri 

US Army Research Laboratory 
AMSRL-EP, Fort Monmouth, NJ 07703-5601, USA 

(908) 544-4308; -3733 fax; a.ballato@ieee.org 

Abstract 

We introduce a new metric for judging material 
suitability for high frequency resonator use, and tabulate 
its value for a number of resonator materials. The new 
metric combines all the physical quantities associated 
with acoustic wave propagation in piezocrystals: mass 
density, dielectric permittivity, piezoelectric modulus, 
elastic stiffness, and viscosity. Use of this metric to rank 
materials yields some nonobvious and counterintuitive 
conclusions with implications for the directions the 
technology might take, and where the emphases for 
future progress might be placed. 

Introduction 

Piezoelectric materials function in a variety of 
electromechanical devices, such as resonators, filters, 
sensors, transducers, delay lines, and actuators. The 
material properties of primary importance vary with the 
application. In wideband filters, e.g., coupling coefficient 
considerations are paramount. Crystal resonators for 
frequency control and selection have been gauged by a 
variety of material or circuit measures over the years. To 
an extent, the differing measures pertain to the intended 
uses; few will debate the importance of capacitance ratio 
in VCXO crystals, or the role of resonator resistance in 
determining the insertion loss of a narrowband filter. On 
the other hand, none of the usual performance figures is 
entirely adequate for characterizing resonator materials 
for cellular radio, radar, and similar applications at the 
higher frequencies. 

This paper describes the various performance 
metrics traditionally applied to resonators and resonator 
materials, and lists observed values for various 
piezoelectric crystals, both old and new. 

It then introduces a new metric for judging 
material suitability for high frequency resonator use, and 
tabulates its value for these same materials. The new 
metric is a combination of all of the physical quantities 
associated    with    acoustic    wave    propagation    in 

piezocrystals: mass density, dielectric permittivity, 
piezoelectric modulus, elastic stiffness and viscosity. Use 
of this characteristic number to rank resonator materials 
yields some nonobvious and somewhat counterintuitive 
conclusions that reflect on the directions the technology 
of these devices might take, and where the emphases for 
future progress might be placed. 

Piezoresonators 

The earliest bulk wave piezoelectric resonators 
were bars [1]. In order to go to the progressively higher 
frequencies required by applications, resonator 
development passed successively from use of length 
modes of bars and rods, through contour modes of plates, 
to thickness modes of plates, [1, 2] and presently to ring- 
supported, [3-8] stacked-filter, [9,10] and thin-film [11- 
16] configurations. 

To focus the discussion, we consider here 
piezoelectric bulk wave resonators operating in thickness 
modes [17-21]. We first discuss quartz, but will 
subsequently be led to material independent conclusions. 
The discussion can be broadened, mutatis mutandis, to 
encompass SAW, [18, 21] SBAW, [22, 23] and other 
structures and wave types using piezoelectric, as well as 
piezomagnetic [24] materials. 

In the early 1930s, typical frequencies for quartz 
plate resonators were 1 or 2 MHz. By the early 1940s, the 
upper frequency limit was 10 MHz; this was primarily 
dictated by manufacturing limitations. The limit that 
could be readily achieved in commercial practice 
remained about 10 MHz well into the 1950s. From the 
mid-1940s to the mid-1980s, the trend line for factory 
units showed a slope of about 70 years per decade, i.e., 
the upper frequency commercially manufacturable 
increased with a rate that would have led to a factor of 
ten increase over a time span of seventy years. For 
laboratory units, 30 MHz resonators could be made in the 
mid-1940s; the subsequent slope is 35 years per decade of 
frequency. 
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For the past half-century and more, the push to 
higher frequencies was driven by practical applications; 
it continues today. During this time, a recurring question 
has been "What is the highest useful acoustic resonator 
frequency?" Until relatively recently the answer depended 
entirely on manufacturing technology and not per se on 
the material involved. But with the introduction of IDT- 
driven SAW, and ion-milled BAW resonators, the 
limiting value appeared to devolve to the propagation 
medium, with a limiting value around several GHz. If 
this limit were to hold, it would thus represent a 
thousand-fold increase over the frequencies of the earliest 
thickness-mode resonators. 

We shall find that there is substantial reason to 
believe that the material-limited upper frequency for 
many piezoelectrics is considerably higher than this. 

Acoustic Velocity 

The orientation dependence of the propagation 
velocity of acoustic waves in crystals was known in the 
early 1930s [25]. For a given processing-limited 
minimum achievable plate thickness, it was recognized 
that use of the BT cut of quartz would give a frequency 
that was higher than that of the corresponding AT cut in 
the ratio of the frequency constants (half-velocities): 
N0(BT)/N0(AT) ~ 2.53/1.66 ~ 1.53. Acoustic velocity is 
one of the important attributes characterizing an acoustic 
medium; it depends primarily on the elastic stiffness and 
mass density. 

Acoustic Loss 

Another parameter of importance is that of 
acoustic loss. It is often quantified in terms of the Q of a 
vibrator. Starting in the 1950s, resonator designs and 
operating frequencies allowed one to separate out the 
losses due to the material and losses originating from 
external factors such as mounting and radiation into the 
ambient fluid surrounding the crystal [26-28]. It was 
recognized that a BT cut had a higher material-limited Q 
than an AT cut of the same frequency; indeed, it is even 
higher for plates of the same thickness. 

The material-limited losses in quartz are often 
spoken of in terms of the constancy of the (Q«frequency) 
product. A related, and for many purposes, a better 
measure is the motional time constant TJ [17, 29-31]. 
This quantity is related to the acoustic viscosity, [32] and 
to the correlation of Q with infra-red spectra [33, 34]. 

The motional time constant i\ is another 
important attribute characterizing an acoustic medium, 
since it is a measure of loss; it depends primarily on 
acoustic viscosity and elastic stiffness. 

Piezocoupling 

The piezoelectric coupling factor k [31, 35] is a 
dimensionless measure of efficacy of electromechanical 
energy conversion in a crystal resonator. It is formed 
from the piezoelectric, elastic, and dielectric coefficients, 
and is bounded by  0<k<l. 

The coupling factor is a third attribute of 
importance characterizing a piezoelectric acoustic 
medium, because it allows the resonator to be driven by 
an impressed voltage, and is a primary determinant of 
certain characteristic frequencies of interest. 

Equivalent Network 

The Butterworth-Van Dyke (BVD) equivalent 
network of a piezoelectric resonator [1, 2, 17-19, 36-39] 
is a simple, four-element, circuit used to characterize the 
mechanical vibrations of a crystal structure in electrical 
terms. The circuit element values [17, 18, 37] are related 
to the physical parameters of the medium and the 
geometry of the structure. For simplicity, we consider all 
material coefficients to be scalars, and the structure to be 
a thin plate of thickness t, with coextensive electrodes of 
area A on the major surfaces. Then, using conventional 
nomenclature for the material coefficients, circuit 
elements, frequencies, and harmonics, we can 
schematically outline the resultant concordance between 
physics and electrical engineering as follows: 

Physics (p, s, e, c, r\)     Geometry (t, A)     EE (CQ, CJ, RJ, LJ) 

c* = c + (e^ / e);     v^ = c* / p ;    k^ = e^ / (s c*); 
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r(M) = CQ/qCM) = [7i2/8k2] . M2 ; 

Tl(M) = Rl(M) Cl(M) = Rj Cl = ^ / c* = 1/c0M QJ^ . 

©M
2 = 1/L1(

M)C1(
M) ;   f<M) = Mv/it = coM/27t 

C0 = 8(M) 

C^CM) = [ 8 e2 /M2 7t2 c* ] (A/t) 

Ll(M) = L: = [ p / 8 e2 ] (t3/A) 

Rj(M) = [ M2 7t2 Ti / 8 e2 ] (t/A) 

Network Functions 

The BVD circuit yields the immittance 
functions, such as reactance, by simple network 
procedures. The nominal frequency of the resonator at 
harmonic M is given by fv^v = M v /£t ; this is often 
called the series resonance frequency, fs , and is used for 
normalizing the network functions. Despite the simplicity 
of the BVD circuit, there are quite a few other distinct 
characteristic frequencies; these are defined from the 
zeros and extrema of the various network functions [36]. 

For example, setting the reactance function to 
zero defines the resonance and antiresonance 
frequencies, fR and fA 

> %. ; these are found from the 
roots of the quadratic [(1 - x)2 + x/Q2] + (l/r)(l - x) = 0, 
where Vx = f/fs. Between fR and f^ the reactance is 
positive, indicating that the crystal looks like an inductor; 
outside this range the reactance is capacitive. For most 
oscillator applications the crystal operates in the region 
of inductive reactance. It is seen from the quadratic that 
the fR - f^ separation ("pole - zero" distance) depends 
jointly on Q and r. 

Reference [36] details the various measures used 
to describe the region and extent of resonance. For our 
purposes here it is enough to recognize that resonance as 
usually construed ceases to exist when the condition fR = 
f^ is satisfied. At this point the crystal jüst ceases to 
achieve a positive reactance, and its utility for frequency 
control and selection purposes is limited. The point at 
which fR and f^ coalesce to a single frequency is found 
by setting the discriminant of the quadratic equal to zero. 
This leads, in turn, to another quadratic on the square of 
the figure of merit, M = Q/r, as function of the 
capacitance ratio, r. By solving this we find JAr = (2 + 
1/r) + 2 V(l + 1/r); this is a weak function of r, and to a 

good approximation we get the criterion M = Q/r * 2. 
For values of M of 2 or less, resonance ceases to exist 

[2]. Since Q decreases with absolute frequency and r 
increases with harmonic, M is diminished both by 
increasing the harmonic as well as the frequency of 
operation. The limiting condition JA = 2 thus imposes a 
constraint jointly upon frequency (or equivalently, the 
thickness) and harmonic. 

This is a very simple criterion, and we shall see 
that it leads to interesting conclusions. On the other 
hand, it is somewhat arbitrary, and is by no means 
applicable to all situations. For example, in high stability 
oscillators the quality factor Q, by itself, has an 
overriding importance with regard to noise behavior [40, 
41]. 

Frequency Limits 

We now use the criterion M = Q/r = 2 to infer 
the frequency limits imposed on simple thickness mode 
resonators by the intrinsic phenomenological material 
constants of piezoelectric acoustic media [42]. From the 
BVD relations given above we have: 

rCM) = Co/qtM) = [7i2/8k2] . M2 , so    r(M) 
quadratic in M. 

Q = (27tfTi)"1 = (271T2)"1 • (1/f) ; 

f = f(M) = operating frequency at Mtn harmonic. 

Therefore, M = Q/r = [4k2/7i3 TX] • (f M2)"1. 

The condition for f^ = fR is 

is 
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M = 2 = [4k2/7t3 TJJ • (f M2)"1, so 

f M2 = [2k2/7i3 -q], therefore f M2 is equal to a constant. 

Using f(M) = M • v/2t = (N</t) • M with 

f M2 = [2k2/7i3 Til   aU°ws one t0 s°lvef°rM: 

M3 = [2k2/7t3 -q N0] • t; hence 

M3 = t / L0, where L0 is a characteristic length [42]. 

L0 = [7i3T1N0/2k2] 

By way of a concrete example, for AT-cut quartz, k = 
8.80%, T1 = 11.8 fs, and N0 = 1661 m/s [31, 32, 43]. 
Therefore, L0 « 39.2 nm, or roughly one hundred 
molecular spacings! L0 is the thickness for which M = 
Q/r = 2 at the fundamental harmonic. The smallness of 
L0 compared to the usual resonator thicknesses 
encountered in practice leads one to conclude that 
substantially higher frequencies are available as far the 
material constants are concerned; the difficulty arises 
from an inability to fabricate resonators to the requisite 
thinness so that they can be used at the fundamental 
harmonic. 

The characteristic length L0 can equivalently be 
expressed in terms of material (physics) constants: 

xy = r|/c ; N0 = '/2>/(c/p); k2 = e2/s^c ; so 

L0 = [TI
3
 xy No/2k2] = (TI

3
/4) • [V(c/p) • TJ • es/e2]. 

L0 contains all relevant acoustic parameters: p, e^, e, c, 
and r|. 

L0 = L0(velocity, coupling, loss). 

For a given plate thickness t, the maximum usable 
harmonic is 
M(max) = [t^ol173 ,*OTM = Q/r = 2, and [2t/ML0]in 

in general. 

Of course, M is to be rounded down to an odd integer. 

At M(maxv the operating frequency is: 

f=No/(L0.t
2)1/3. 

In general, for an arbitrary value of M: 

f3 = (N0
3/L0) • (21M) • (1/t2), so a plot of log f versus 

log t has slope -2/3. 

An Example 

Consider three AT-cut quartz plates of differing 
thicknesses, operating at M = 1, 3, and 5, such that M = 
2 in each case. 

From M^mj^) = [t/L0] ^3 , we find that the thicknesses 
go as IvP , and the corresponding fundamental 
frequencies are: 

fv1) = (N0/L0) • (1/M)3 . The frequencies at the 
intended harmonics are: 

fCM) = (N0/L0) • (1/M)2 . 

With L0 = 39.2 nm and N0 = 1661 m/s, one obtains: 

Plate 

#1 

#2 

#3 

-M_ thickness 

»1 = 

t3 = 

t5 = 

j^iaL 

L0 = 0.0392 

27 Lo=1.06 

125 L0 = 4.90 

f(1) = 42.4 

f<3)=   4.71 

fv5)=   1.70 
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If one desires to attain high frequencies, it is 
clear that one pays a severe penalty for using harmonics 
other than the fundamental. The issue is clearly settled 

on the basis of available technology for making thin 
films/membranes. Technology, not material, is the real 
limitation. 

To be sure, there are certain material-related 
issues associated with crystal growth, etch pits, channels, 
impurities, surface finish [44, 45], and contamination. 
Manufacturing problems, such as achieving films with 
adequate parallelism [46-48] are, however, the main 
difficulty. Other issues, such as dynamic thermal 
compensation [49] must be considered as well. With 
suitable attention focused not on material limitations but 
primarily on overcoming fabrication shortcomings, the 

way will be clear for assuring a bright future for acoustic 
resonators at microwave and millimeter-wave 
frequencies. 

Rotated Quartz Cuts 

The availability of the full viscosity matrix for 
quartz [32] permits calculation of L0 for all orientations. 
We use Bechmann's values [43] for the remaining quartz 
constants, and compute L0 for rotated-Y-cuts by way of 
illustration. Thickness-excitation (i.e., electrodes on the 
major surfaces) for these orientations drives only the pure 
mode with particle motion along the digonal axis, and 
results in simple expressions well suited for an example. 
The calculation proceeds in stages as follows: 

With c9 = cos G and s0 = sin 9, 

• Rotated elastic stiffness: 

c'66 (9) = cE
66 c

29 + cE
44 s26 + 2 cE

14 s9 c9 

• Rotated piezoelectric constant: 

e'26(e) = -c9 tell c9 + e14s9] 

• Rotated dielectric permittivity: 

8,22(9) = eS
11c

29 + ss33s
29 

• Piezoelectrically stiffened elastic stiffness: 

c*66(e) = c'66(e) + [e'26(0)]2/s'22(e) 

The piezoelectric contribution to the stiffening, [c*fö (9) - c'gg (9)], is plotted versus 9 in Figure 1. 

• Rotated frequency constant: 

N0 (9) = >/W(c*66 (9) /p) 

N0 (9) is plotted versus 9 in Figure 2. 

• Rotated piezoelectric coupling coefficient squared: 

[k'26 (9)]2 = k2 (9) = [e'26 (9)]2 / [c*66 (9) e'22 (9)] 

k'2(5 (9) is plotted versus 9 in Figure 3, and [k'2g (9)]2 is plotted versus 9 in Figure 4. 

• Rotated elastic viscosity: 

n'66 (6) = ^166 c2e + -H44 s2e + 2 TI14 s9 c9 

• Rotated motional time constant: 

^I(9) = TI
,
66(9)/C*66(9) 

TJ (9) is plotted versus 0 in Figure 5. 

• Rotated characteristic length: 
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L0(e) = [7t3/2]{T1(e)N0(9)/k2(e)} 

L0 (0) and 1/L0 (9) are plotted versus 9 in Figures 6 and 7 

Other Materials 

The examples and figures above pertain to 
quartz. This is only in part due to its ascendant 
importance as a frequency control material. The larger 
reason is that, for nearly all other piezoelectric acoustic 
materials, the elements of the viscosity matrix are 
unknown, and one is limited to patchy data in the form of 
Q values for specific cuts and modes [50-64]. The state of 
material science sophistication and accuracy of electrical 
parameter measurement have progressed to the stages 
where complete determinations of the viscosity tensor 
(including behavior with temperature) ought to be part of 
every data set. 

In Figures 8 and 9 are shown log-log plots of 
operating frequency versus plate thickness for various 
materials and cuts, subject to the constraint M = 2. Since 
f3 = (N0

3/L0) • (1/t2), the lines have slope -2/3. 
The lines are drawn by using M implicitly as a 
continuous variable. Indicated on each line are the 
physically meaningful, odd-integer, values of M in the 
range 1, 3,..., 25. Above each curve is the region where 
JA < 2; the inequality is reversed for the region below 
each curve. 

Figure 8 describes four non-temperature- 
compensated materials: A1N, ZnO, langasite, and lithium 
niobate. For the first three materials/cuts, the 
fundamental frequency is about 100 GHz, at thicknesses 
of 20 to 30 nm, or roughly 100 molecules thick. For 
lithium niobate, L0 is only 1.3 angstrom; at such 
dimensions the continuum approximation breaks down, 
but the general conclusion is still valid: frequencies in 
excess of 100 GHz should be accessible for acoustic 
resonators if fabrication difficulties can be overcome. 

Figure 9 is plotted for temperature compensated 
orientations of langasite, lithium tetraborate, and quartz. 
For these materials/cuts, the figure indicates that 
frequencies between 10 and 100 GHz are accessible, 
again providing that attention is focused on the 
manufacturing problems involved. 

Table I lists frequency constants (N0), motional 
time constants (xj), piezocoupling factors squared (k2), 
and characteristic lengths (L0) for some piezoelectric 
resonators. 

Conclusions 

We have introduced a new metric for gauging 
piezo materials for high frequency resonator application. 
It is a combination of velocity, loss, and coupling factor. 
Use of the measure leads one to conclude that piezo 
materials should be useful at frequencies well above X- 
band, and perhaps to 100 GHz and beyond. One 
concludes that much greater emphasis ought to be placed 
in the future on devising fabricating methods for making 
such resonator structures commercially manufacturable. 
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TABLE I.  MOTIONAL TIME CONSTANTS AND CHARACTERISTIC LENGTHS 
FOR SOME PIEZOELECTRIC RESONATORS 

Type/Cut N„ 
(m/s) 

Q 
(ps) 

k2 

(%) (^m) 
Refer- 
ence 

Bulk Resonators 

Quartz   (AT) 1661 0.0118 0.77 0.0392 [31] 

Quartz   (BT) 2536 0.0049 0.32 0.0620 [31] 

Quartz   (SC) 1797 0.0117 0.25 0.1309 [31] 

a-AlP04   (Y) 1813 3500 6.27 5.4 3.26 [63] 

GaP04   (Y,21°) 1258 5000 6.37 2.0 6.20 [62] 

GaP04   (Y,15°) 1261 12800 2.49 2.6 1.87 [62] 

GaP04(Y,12.5°) 1270 10100 3.15 2.6 2.39 [62] 

LiNbO-,   (Z) 1787 0.0029 60.7 0.0001 [65] 

La3Ga,Si014 

(Y) 
1384 0.0063 2.89 0.0047 [56,57 

58] 

La3Ga,Si014 

(X)+ " 
2892 0.0042 0.64 0.0294 [56,57 

58] 

Li2B407 

(TA)* 
2550 450 0.0078 1.32 0.0234 [59, 

60] 

Thin-Film Resonators 

ZnO   (c-axis) 
(edge-spt'd) 

2500' 7000 0.045 8 0.0218 [12] 

A1N   (c-axis) 
(edge-spt'd) 

5000' 5000 0.032 9 0.0276 [12] 

PVDF   (TE) 1025 12 128 1.44 141 [61] 

PZT/epoxy 
(TE) 

1950 37 878 32.5 81.7 [61] 

PZT   5A   (TE) 2225 135 236 22.09 36.8 [61] 

PZT/epoxy 
(LE) 

1060 25 17 0.64 43.6 [61] 

PZT   5A    (LE) 1450 40 11 9 2.75 [61] 

PZT   (radial) 2300 300 53s 27 7.00 [64] 

Measured for the a-mode. 
Assuming a thickness of 5 /xm. 

Measured for the b-mode. 
$ Assuming a frequency of 10MHz. 
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1994 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM 

MEASUREMENTS OP ACOUSTIC WAVE ATTENUATION IN La^GacSiO,,. 
USING HEAR TECHNIQUE 

G.D.Mansfeld 

Institute of Radioengineering and Electronics RAS 
Mokhovaya 11, Moscow, 103907, Russia 

The results of the investigation of 
the attenuation of bulk acoustic waves 
in one of the perspective material for 
acoustoelectronic - langasite are pre- 
sented. The data of propagation losses 
in principal crystalline directions are 
obtained using recently suggested and 
developed method of HBAR acoustic spect- 
roscopy. 

Introduction 

Langasite (La,Ga,-Si01.) is one of 
the perspective crystalline material for 
various applications in acoustoelectron 
and piezodielectric devices C1] . Most 
of physical properties of this material 
are already investigated L2,3] • This 
material seemed to have less acoustic 
losses than that of quartz £4] , but no 
systematic data about the attenuation 
were not known at the beginning or this 
work. The main goal of this report is to 
present recently obtained experimental 
data concerning acoustic losses in X, Y 
and Z principal crystalline directions 
in langasite. The samples were cut in a 
shape of thin flat parallel face plates 
which are usually used in bulk acoustic 
wave resonators. The most important pa- 
rameter of these devices - quality fac- 
tor depends on real losses in such stru- 
ctures. So it seems to be resonable to 
investigate acoustic losses using re- 
cently suggested and developed method of 
high overtone bulk acoustic wave resona- 
tor spectroscopy [5,6] . The total los- 
ses in structure consist of intrinsic 
(Akhieser and lattice) losses and losses 
connected with diffraction, nonparaile- 
lism of faces of the plate, roughness of 
their surfaces and other parasitic fac- 
tors. In order to separate these losses 
the experiments at room and at liquid 
helium temperatures were carried out. 
Then intrinsic losses were found as a 
difference between these data. The phy- 
sical nature and degree of contribution 
of parasitic factors in total losses are 
briefly discussed. 

Experiment 

Description of the method 

The idea of the method of HBAR spect- 
roscopy is based on frequency measure- 
ments of peculiarities of the phase ver- 
sus frequency dependenses of multifrequ- 
ency composite resonator structure shown 
on fig.1. 

Pig.1. Schematic representation of the 
resonator structure: 1 - investigated la- 
yer, 2 - piezoelectric film, 3,4 - elect- 
rodes, k and fi   - wave vectors, j&   and oL 
- attenuation constants, z and z - c     a 
acoustic impedances. 

The structure consists of investigated 
layer (1) - in our case langasite plate 
and electromechanical transducer (2) made 
of piezoelectric with metallic contacts 
(3), (4). Such a structure has the frequ- 
ency responses of impedance modulus and 
electromagnetic wave reflection coeffici- 
ent modulus and phase as shown on fig.2 
a,b,c correspondingly. As it was rigorous- 
ly shown in £5,6J the difference between 
positions of peaks on phase vs frequency 
characteristics A fn Cfor f  resonant 
peak) is directly connected with coeffi- 
cient of attenuation. For high loss mate- 
rials when it is possible to neglect los- 
ses connected with reflections and trans- 
ducer layers (in piezoelectric and con- 
tacts) _j 

oC = Xif   [S *] 
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n+1 

Fig.2. a) Modulus of electric impedance 
of the resonator structure as a functi- 
on of frequency; b) and c) Absolute va- 
lue and phase of electromagnetic wave 
reflection coefficient as a function of 
frequency. 

In low loss material it is necessary to 
take into account some of these neglected 
factors 

H 
ß>    - attenuation constant in piezoele- 
ctric material used in transducer, £,    - 
thickness of transducer, /^ - thickness 
of investigated layer, v~   - sound velo- 

city in this layer, y   - total losses 
connected with reflections from faces 
and nonparallelüsm per one travel. 

K'Y(ne kd)*/U+f({an kdfl 
Q   is the ratio of the acoustic impedan- 
ces of layer and transducer materials. 
The sound velocity may be found using 
measured frequency difference between 
two resonant peaks f. n+1 and f_ 

the formula from [5J . In composite reso- 
nator structure resonant peaks are usual- 
ly observed in a very wide frequency band 
up to few GHz. Distance between neighbour 
resonances depends on thickness of struc- 
ture and is of an order of few or tens 
MHz. So with the same composite resonator 
structure one can measure frequency de- 
pendence of attenuation coefficient in a 
wide frequency band. So and it is very 
important the only frequency measurements 
are necessary to perform in order to ob- 
tain data on acoustic attenuation in ma- 
terial in wide frequency band. 

The usage of the HBAR method is very 
informative for investigation of additi- 
onal losses arising due to nonideal cha- 
racter of the reflections of acoustic wa- 
ves from real surfaces. In contrast with 
echo-pulse method the amplitude and pha- 
se of measured signal in a much more deg- 
ree governed by multiple reflections of 
acoustic waves between surfaces. 

Samples 

Samples were cut in the form of flat 
parallel faces plates with dimensions 
approximately equal: width - 2 mm, length 
- 3 mm, thickness - 0.2 - 0.8 mm. In the 
best samples the faces were parallel with 
angle less then 8". Plate orientation 
with respect, to axis was better then 

0.3 . Paces were optically polished (14 
class). Density of dislocations as it was 
found experimentally in used material was 

not grater then 10 . Conventional methods 
were used to fabricate electromechanical 
ZnO transducers. Aperture of transducers 
was varied from sample to sample from 200 
to 600/tm correpondingly thickness of ZnO 
film in samples varied from 4 to &ytm. 

Procedure of measurements 

Samples were mounted in a special 
holder for measurement of electromagnetic 
wave reflection coefficient from structu- 
re at room and liquid helium temperatures. 
A conventional type network analyzer was ; 
used for measurement of peculiarities of 
phase vs frequency characteristics. 
Special electromagnetic wave transformer 
was used to mismatch resonator structure 
and 50 Ohm transmission line in order to 
avoid a mistake connected with strong 
coupling between resonator and line in 
accordance with [67 . 

At first the frequency dependence of 
total losses were measured at room tempe- 
rature and then at liquid helium tempera- 
ture. The difference between these data 
(after substracting losses in material 
of transducer) was considered as intrin- 
sic losses in material. 

n using 
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Results of the experiments 

The experimentally found frequency 
dependence of attenuation coefficient of 
longitudinal acoustic waves in Z directi- 
on are presented on fig.3. 

10 

8 

6 

.6 

.4 

JU_I ■ ■ ' ' ' 

f, GHz 

JLm 

• 4  »6  »8 1 3 4 

Fig.3« Frequency dependences of attenua- 
tion of longitudinal acoustic waves in Z 
direction. Upper curve - total losses, 
dashed curve - calculated diffraction 
losses. Lower curve - losses in material. 
Points 1,2- data for attenuation of 
longitudinal acoustic waves in quartz 
from Jo] and f7j . 

The upper curve is the total measured 
losses, the dashed one is a diffraction 
losses calculated from f7]. Intrinsic 
material losses are represented by lower 
curve with a slope corresponding to 

o 
Akhiezer's losses (f ). Points 1 and 2 
correspond to data for quartz C8»7j • As 
it follows from our experiments for 
longitudinally polarized acoustic waves 
in Z direction the losses in iangasite 
are of the same order as that of quartz 
for the same direction. 

For longitudinal wave in X direction 
2 

the almost ideal f  dependence is also 
observed (see fig.4). The measured losses 
are almost coincide (within the limits of 
experimental error) with the data of T4J 
obtained by echo-pulse method (point 1). 
The losses of longitudinal wave in X 

/ dB 
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■ 
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4 • 

2 /   / 
/   / 

X  2 
/   /, 

1' /    /f2 

.8 / 

.6 / 

.4 •     / 

.? 

'    +1 
x.   ,— t \      », 
1     2   3 4 f,GHz 

Fig.4. Frequency dependence of attenuati- 
on of longitudinal acoustic waves in X 
direction. 1 - data from echo-pulse 
measurements 4 4 2 - data for quartz. 

direction are noticeably less then that 
for X direction of quartz 182   (point 2). 

Experimental data for Y direction 
are presented on fig.5,6 correspondingly 
for longitudinal and slow transverse 
waves. 

°s/s 8 

6 

4 

1 

.8 

.6 

3 4   6 f, GHz 

Fig.5. Frequency dependence of attenua- 
tion of quazilongitudinal acoustic waves 
in Y direction. 
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Pig.6. Frequency dependence of attenuati- 
on of slow shear acoustic waves in Y 
direction. 1 - data from echo-pulse 
measurements [4]   ; 2,3 - our data for 
shear waves in BT and AT cuts of quartz. 

Discussion of nature of additional 
losses 

As it was found such factors as 
roughness and nonparallelism of faces led 
to higher total losses in structure and 
decrease of the Q-factor of resonator. 
The roughness of surfaces was experimen- 
tally measured using atomic force micro- 
scope technique It was found that this 
part of additio'nal losses became essenti- 
al-mean square roo.t deviation from ideal 
surfaces was of an ord:er of 10 nm on 
frequencies higher than 1 GHz. These 
additional losses also square dependent 
on frequency and could be estimated 
experimentally only from comparison of 
room and liquid helium temperature data. 
It is evident that this kind of additio- 
nal losses can easily be avoided by pro- 
per surface polishing. 

The special numerical calculations 
were performed to estimate losses of 
energy arising from nonparallelism of 
surfaces. Usually these losses are almost 
frequency independent in used frequency 
band. When the angle between faces has 
the order of few tens of arc seconds the 
additional losses may become comparable 
with intrinsic losses in material and 
Q-factor of resonator may be drastically 
decreased. This conclusion was drawn from 
the experiments with many samples. 

Diffraction effects also can increa- 
se the total losses in the structure. 
They can be taken into account using well 
developed formalism and in many cases be 
successfully avoided. 

Conclusions 

In both cases square dependences of 
acoustic losses as a function of frequen- 
cy were observed. The data for slow 
transverse waves (which are thermostable 
and hence interesting for practice) are 
in agreement with the echo-pulse data f4l 
and are somewhat less then our own data 
for BT (point 2) and AT (point 3)  cuts of 
quartz. 

The experimental results for 1 GHz 
point are presented in Table. 

Wave directi- 
on and pola- 
rization 

Velocity 
km/S 

Attenuation 
dB/yca-GEz2) 

X-longitud. 5.YB+.01 0.52+.04 
Z-longitud. b.Y5+.01 1 .30+.04 
Y-quasilong. b.79+.01 O.Y5+.05 

I-siow shear 2.77+.01 1.05+.05 

As it follows from obtained data the 
attenuation in LGS crystals is smaller or 
in some cases is of the same order as 
that for the same directions of quartz. 
The attenuation coefficients for measured 
directions of propagation and polarizati- 
ons have the square dependences on fre- 
quency and hence are in agreement at 
least qualitatively with Akhiezer's 
theory. The used method let to evaluate 
additional losses arising from nonparal- 
lelism of faces and roughness. 
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The optical activity change in quartz and 
langasite crystals and the appearance of gyration 
effect (rotation of the light polarization plane) in 
lithium niobate crystals under external load and 
internal stresses influence (stress-induced 
gyrotropy) have been investigated. The 
investigations have shown that internal stresses 
in crystals affect the gyrotropy in the same way, 
as the external load do. The possibility of 
internal stresses in crystals determination by 
gyration change has been discovered. Based on 
investigations made a method of internal 
stresses in these crystals has been developed. 

In anysotropical crystal materials internal 
stresses can induce the change of anysotropical 
properties. These stresses can be in consequence of 
mechanical strains and inhomogeneity thermal actions 
which arise during crystal growth and mechanical 
treatment. 

The cracking of crystals, sections and plates have 
taken place under mechanical treatment and other 
operations at a plants where piezoelectric devices have 
been manufactured. For example, the rejects during 
cutting process can attain 40% in stressed crystals. 
Therefore the problem of stresses' control in crystals is 
of considerable interest. 

We have investigated the influence of external 
load and internal stresses on optical activity (rotation of 
the light polarization plane) in piezoelectric crystals: 
alpha-quartz, langasite, lithium niobate and discovered 
the appearance of stress-induced optical activity in 
these crystals. 

Quartz and langasite crystals possess natural 
optical activity, lithium niobate crystals have not that. 
The optical activity in lithium niobate crystals appears 
under mechanical stress. 

Induced optical activity is the appearance or 
change in optical activity (gyration) under the influence 
of external conditions: magnetic or electric fields [1], 
stresses, etc. Stress-induced gyrotropy is caused by the 

change in propagation direction velocities of 
anticlockwise and clockwise circularly polarized waves 
in crystals and their corresponding refraction 
coefficients n. and n under mechanical stress action. 

The investigated samples having a form of a 
rectangular parallelepiped were placed into a press 
equipped with a load sensor (pressure sensor). For 
stress-induced gyrotropy observation a linearly 
polarized laser light with the wave-length of 628 nm 
was passed along the optical axis of crystal which was 
placed between crossed polarizers. The load was 
applied along the crystallographic X- and Y-directions. 
The gyration change was determined by angular 
position of the polarizer-analyzer in comparison with 
the original position. The minimum transmission of the 
polarizer-crystal-analyzer was registrated by means the 
photodetector with the indicator. 

The specific gyration (gyration angle at the unite 
of the crystal length) under mechanical stresses action 
p$ can be represented by expansion into a series by 
limiting quadratic terms only: 

i>3 =j>; + &</Gij + PiLjt>r>Sifid 1 ) 

where:   pi - is specific gyration with no stresses, 
determined by  933 components of the axial tensor 
of rank two;   at A = 628 nm in quartz   ?§ = 18,8 
degree/mm, in langasite J3

3°= 2,65 degree/mm, 
in lithium niobate J>f = 0; 
Gi-j 1 Gim - the components of stress tensor; 
foij '• ßiijlm - the stress-induced gyration coeffi- 
cients, which are in common case the components of 
the tensor rank four or six respectively. 

In fig. 1,2,3 experimental dependences of the 
char ge of gyration angle (at the unit of length), along 
the optical axis in quartz, lithium niobate and langasite 
crystals respectively under uniaxial stresses along axis 
<X> and <Y> influence are represented at the 
logarithmic scale. 

The measuring results (fig.l, fig.2) have shown 
that* effect of induced gyrotropy under uniaxial stress 
along X-axis in quartz and lithium niobate crystals 
manifests stronger than under uniaxial stress along Y- 
axis. 
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TABLE 
Stress-induced gyration coefficients 

Crystal 
PM $322 Xsi ^32 

degree-mm3- kgf2 degree •mm-kgf1 

quartz 2,8 0.92 - - 

lithium 
niobate 27 20 . 

langasite - - 0,47 0,66 

The change of specific gyration quadratically 
depends on load value (fig.l), the tangent of slope angle 
is equal to 2. This allowed to find the quadratic 
coefficients ß3U. and J3322(1) for this crystals. The 
linear coefficients foi and #32 (1) can be considered 
as zero. The values of these coefficients are given in the 
table. 

The rotation direction in quartz crystals is 
related with morphological enantiomorphism. The 
crystals with right morphological properties have the 
right gyration, the crystals with left morphological 
properties - the left one. 

The anticlockwise rotation of the light 
polarization plane in the light beam propagation 
direction is taken positive (as for right-handed quartz). 

The curves (fig. 1,2) have shown that uniaxial 
stress along X- and Y-axis for right-handed quartz and 
lithium niobate causes gyrotropy of opposite sign (left 
and right). The values of quadratic coefficients are 10 - 
20 times more in lithium niobate crystals than that in 
quartz crystals. 

The measuring results (fig.3) have shown that 
effect of induced gyrotropy under uniaxial stress along 
Y-axis in langasite crystals manifests stronger than 
under uniaxial stress along X-axis. The change of 
specific gyration versus the stress value is a linear 
dependence (fig.3) in this stress region that allowed to 
find the linear coefficients #3d and 832 (1) (see tab.). 
The quadratic coefficients £311 and f>3Z2 for langasite 
crystal can be considered as zero in this stress region. 
Stress-induced gyration for langasite occurs in 
clockwise direction that reduces the natural specific 
gyration J>|(1). 

All langasite crystals were investigated have had 
right natural gyration (as right-handed quartz). The 
value of natural gyration of langasite crystals is in 6-7 
times less than this of quartz crystals. 

The langasite crystals belongs to the space group 
of symmetry P321 - D 2   [2]. 

Sometimes in literature the symmetry of 
langasite crystals is believed the same as symmetry of 
alpha-quartz crystals due to this crystals belong to 
common point group 32. However the space group of 
symmetry of alpha-quartz is P3j2 - D3

4 or P322 -D3
5, 

but of langasite - P321 - D3
2. 

There were not found the langasite crystals with 
an orderly arrangement of Ga and Si ions that could 
offer to decrease of the space group of symmetry to P3 
(asforol-SiO)[2]. 

From trie crystal-chemical point of view the 
space group P321 does not assume the existence of 
morphological enantiomorphic forms. 

The change of the crystal symmetry and in 
consequence the change of the symmetry of the 
dielectric tensor Si] under stress influence is a main 
reason of the appearance or change its optical activity. 
These optical properties can be explained from 
macroscopic consideration of the dielectric tensor 
£ij with a spatial dispersion [3]. 

The increase of load in quartz crystal (more than 
1,0 kgf/mm") don't bring to change the form of curves. 
The increase of load in lithium niobate crystal (more 
than 0,15 kgf/mm2) results in change and complication 
of the curve form. This complication can be caused by 
the another factors influence such as the movement of 
the Lomain boundaries (reconstructure of the crystal 
domain structure), by the effect of piezoelectricity and 
its electric fields. 

The increase of load (more than 1,0 kgf/mm2) in 
langasite crystals results in weaker change of the curves 
form than in lithium niobate crystals. 

The different compressibility of these crystals 
along X-and Y-axis can give the different values of 
stress-induced coefficients and distinct dependence of 
the specific gyration versus stress. 

The possibility of internal stresses in crystals 
determination by gyration change has been studied. 
The investigations have shown that internal stresses in 
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crystals affect the gyrotropy in the same way, as the 
external loads do. Based on the investigations made a 
method of internal stresses in quartz, langasite and 
lithium niobate crystals has been developed. This 
method is based on the registration of the gyration 
change along the optical crystal axis, what enables to 
evaluate the internal stresses. The observation of 
stress-induced gyrotropy along the optical axis is 
preferred because it is not masked by optical 
birefringence. 

This method allows to determine the sign of 
stresses (tension or compression). There is 
compression along optical axis of quartz crystals if the 
additional rotation is carried out in clockwise direction 
about the original analyzer position (for nonstressed 
crystal) for right-handed crystal and in anticlockwise 
direction for left-handed crystal. There is tension along 
optical axis when the additional rotation is carried out 
in anticlockwise direction for right-handed quartz 
crystal and in clockwise direction for left-handed quartz 
crystal in the light beam propagation direction. 

As for as its sensitivity to small mechanical 
stresses (to 10"3 kgf/mm2) the method proposed can be 
comparable only with the interferometry methods, 
however, it is considerably simpler in realization and 
interpretation of the results. Moreover this method 
allows to control stresses in the samples with lapped 
surfaces and does not required high precision in the 
plan-parallelism of samples as in the case of the 
interferometry method. 
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Abstract 
Langasite (LaJ5ä5STÖT4) is a new effe- 

ctive piezoelectric with k<^0.17 and a 
structure analogous to that of quartz(32 
symmetry class). The single crystals with 
a diameter of about 60 mm and a mass rea- 
ching 1 kg were grown by the modified 
Czochralski method in direction [2110](x). 
The monophase raw material was prepared 
by the solid phase method. Determined we- 
re the main parameters of the crystals' 
quality and the functional characteris- 
tics of thermostable langasite elements. 
The basic characteristics of these ele- 
ments were found to compare favourably 
with those of quartz. In particular, the- 
ir resonance interval are 2-3 times as 
large, the dynamic inductance and dyna- 
mic resistance for VAW decrease by 6-18 
and 2-6 times, respectively, the squared 
electromechanical coefficient grow by 
2-3 times, the losses by SAW propagation 
drop by 2 times, the dimensions of LGSO 
elements being smaller by 20-30 %. 

Introduction 
Crystalline quartz which is a weak pi- 

ezoelectric cannot comply with the strin- 
gent requirements of modern piezo- and 
acoustoelectronics. Lithium tantalate 
(LiTa03) and berlinite (A1P04) the effec- 
tive piezoelectrics with zero temperature 
frequency coefficient (TEC) are not pro- 
mising due to their complicated growth 
methods and high cost. 

Lantanum gallium silicate La3Ga5Si0i4, 
i.e. langasite (LGSO) is a new effective 
piezoelectric, a structural analog of ex. - 
quartz (32 symmetry class). For the first 
time it was obtained in the USSR as an 
active laser medium /1,2/. As shown in our 
investigations /3,4/, it has cuts with 
zero TEC. 

Presented here are the results of stu- 
dying the process of raw material synthe- 
sis, the improvement of crystal growth 
procedure as well as the main physical 
and technical parameters of LGSO crystals 
in view of their possible practical use. 

Raw material synthesis 
As shown in /1/ LGSO is the only trip- 

le compound in La203-Ga203-Si02 oxide sys- 
tem which melts congruently (Tmo^1743 K) 
and has no phase transitions at tempera- 

tures higher than room one. However in the 
first series of experiments on the growth 
of LGSO by the Czochralski method the de- 
viations from the stoichiometric composi- 
tion and the presence of blocks were ob- 
served in the crystals. To some extent 
this was conditioned by the presence of 
unreacted components in the raw material 
and their interaction with the crucible 
material. 

The raw material used in our experi- 
ments was prepared from the stoichiomet- 
ric mixture of the high-purity components 
La203, Ga203 and Si02. The temperature 
and time conditions were chosen on the ba- 
se of differential thermal analysis (DTA), 
X-ray diffraction analysis and the measu- 
rement of the resistance R of tabletted 
LGSO and the mixtures of some of its com- 
ponents . 

1300    I7Q0T,K 

Eig.1. Derivatographic cur- 
■ves for La203 and La3Gari3i0iA 
(LGSO): DTA La203 (1); ÖTA 
LGSO (2); weight loss curve 
LGSO (3); weight loss curve 
La203 (4). 

The DTA curves (Pig.1) are characteri- 
zed by the presence of two endothermal ef- 
fects at 633 and 803 K, one endothermal 
effect at 663 and one exothermal effect 
at 1683 K. The first two effects seem to 
be_caused by the dehydration of lanthanum 
oxide, the third and the fourth effects 
are conditioned by the formation of the 
liquid and LGSO phase, respectively. 

As seen from the expansion-shrinkage 
curves (Eig.2), the size of the samples 
sharply changes starting from 1373 K and 
this increment reaches 9 % at 1573 K. 
Within 623-823 K interval a change in the 
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samples' resistance is also observed. 
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-& 

Fig.2. Expansion-shrinkage 
curve of LGSO. 

The behaviour of the R(T) and expan- 
sion-shrinkage curves points to the fact 
that at temperatures up to 1373 K no 
evident interaction takes place even in 
the surface-adjacent layers of the sam- 
ples. The investigation of mechanism so- 
lid phase interaction by the method of 
diffusive annealing, as well as the stu- 
dy of mass transfer by inert (platinum) 
mark method show that GaJ+ and Si* ions 
are the most "mobile" reactants. 

The performed investigations allowed 
to optimize the synthesis of the mono- 
phase raw material with the deviation of 
the main phase content from the preset 
value not exceeding 0.1 mass %,  the con- 
tents of the controlled Al, Cr, Pe, Mn, 
Cu, Mi, Pb, Mg impurities being not lar- 
ger than 10-5 - 10~4 mass %. 

Crystal growth 
The congruence of melting permitted to 

grow the crystals by the well-known Czo- 
chralski method. However the anisotropy 
of their structure imposes certain requ- 
irements to the orientation of the seed 
and thermal conditions. 

The growth direction along the third 
order axis C3(Z) is the most preferable 
/1,2/. Nevertheless, in view of practi- 
cal application the growth is to be rea- 
lized along the piezoelectric effect axes 
[2lTo] (x) and [1010J (y). Taking into ac- 
counts the crystal growth anisotropy 
(V„^2VV<VX /1,2/9 and consequently pos- 
sible cracking of the crystals, it is ne- 
cessary to ensure the axial symmetry of 
thermal field in the process of both cry- 
stal growth and cooling. In the case un- 
der consideration this is achieved by me- 
ans of a special design crystallization 
unit /5/. The unit consisted of a plati- 
num crucible shaped as cylinder with a 
diameter dc almost equal to its height 
Hc«100 mm, a cylindrical platinum scree- 
ning heater which were heated by radio 
frequency currents  (f=*8 kHz), as well 
as heat insulating corundum screens. The 
unit also comprised coaxial cylindrical 
ceramic rings with symmetric holes placed 
between the crucible and the heater. Du- 

ring the crystal growth the cross-section 
of the rings' holes were varied to create 
certain temperature gradients in the the- 
rmal zone. 

The monophase character of the raw ma- 
terial allowed to grow the crystals in 
air on x-oriented seeds using the modern 
apparatuses "Kristall-3M" and "Skif-5" 
produced in Ukraine. An automated system 
for controlling the main parameters (i.e. 
the crystal's diameter, pulling rate, ro- 
tation frequency as well as electrical 
power supplied to inductance coil) main- 
tained their stability to an accuracy of 
about 0.1 %.  This permitted to obtain ra- 
ther homogeneous crystals with a diameter 
of 60-70 mm and a mass reaching 1 kg 
(Pig.3). 

PAAHTACHT ~\ 
; ■        lLa^Gas sio^l 
Pig.3. LGSO crystal and oriented 
samples. 

The as-grown crystals were annealed in 
the crystallization unit in a special 
furnace at T ^1623 K. 

Crystal quality 
The defects usually observed in the 

crystals grown by the Czochralski method, 
i.e. volume defects localized in near the 
crystal axis and transverse growth lami- 
nation were not pronounced in the majori- 
ty of cases. The dislocation density de- 
termined from the member of etch pits in 
the plane z (0001 ),2-cut,did not exceed 
1o3 cm-2, the anomalous biaxiality angle 
2V<901, the changes of the ordinary and 
extraordinary refractive indices were the 
following: S n0^4«10

-5 cm" ', dne<7.4« 
10~4 cm~T. Mo other phases were revealed 
within the limits of X-ray diffraction 
analysis sensitivity (0.1 mass %). However 
present in some parts of the crystals were 
microblocks with a disorientation of 3-5 
angular min. 

The crystals were amber coloured. The- 
ir absorption spectra were characterized 
by the presence of a faint wide line in 
450 nm wavelength region (Pig.4). The 
d.c. resistance Rz>101;i Ohm^cm, the tan- 
gent of dielectric loss angle tg<5z «g 
3.6«10"4. The high quality of LGSO crys- 
tals manifest itself in a number of expe- 
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rimental samples (the plates of x- and z- 
cuts). 

t L 

ZOO 400   600   800    A.rtM 

Fig.4. Absorption spectrum of 
LGSO. 

The crystals under consideration are 
rather thermostable and nonhydroscopic. 
As shown by experiments performed under 
standard conditions, the oriented and po- 
lished samples of LGSO crystals measuring 
(5-10)«10'(15-20) mm3 withstand vibrati- 
on with f = 100-200 Hz under 5-20 g (g= 
9.8 m/s2) acceleration during 24 hours, 
impact load under 40 g and 500 g accele- 
ration (1200 and 3 impacts, respective- 
ly), the action of temperatures ranging 
from 233 to 373 K and moisture (98 %)  at 
313 K during 10 days. 

Main properties of langasite 
crystals and articles based on them 

Since LGSO and quartz belong to the 
same symmetry class, the similarity of 
their main physical properties should be 
expected, piezoelectric characteristics 
being the most important. As shown in /2/ 
the piezoelectric moduli of LGSO dij and 
eij and the elastic modulus cij exceed 
those of quartz by 2-6.3 and 2.2-15 times 
respectively, the attenuation of ultra- 
sound in LGSO at f 900 MHz is lower by 
2-5 times. 

The aim of our investigations was to 
study the thermal stability of the main 
LGSO parameters and to search for cuts 
with TCP=0 for volume and surface acous- 
tic waves (VAW and SAW,respectively). 

The temperature coefficients of elect- 
romechanical constants Cj_-j, e±$,  the die- 
lectric permeability £. ±$,  the thermal co- 
efficient c<ij and the acoustic wave velo- 
city at temperatures ranging from 196 to 
403 K and frequencies f varying from 
50 to 10 MHz were measured for the first 
time /6,7/. 

Calculated were the values of the rota- 
tion angles cy and ft  as well as the coef- 
ficients of electromechanical coupling 
factor K corresponding to the case of zero 
thermal velocity coefficients (TVC) 
(yxbl/j-/« ) cuts /6/. In particularly,for 
a thickness-shift mode  (c) Kmax = 0.17 at 

oc = -12.7°, r =0° for 1 order of TVC and 
c< =-0.9°, ^ =0° for 2 order of TVC» 

Experimental samples of VAW resonators 
different types of vibrations were made 
/7/. So, the main parameters of the thick- 
ness-shift resonators: the resonance in- 
terval (fg-fr)/fr = 0«5 %,  the capacitence 
ratio Co/Cic=100, the dynamic inductance 
L = 0.026 H, the dynamic resistance R = 
5 Ohm, the frequence variation <af/f = 
-3«10-4 in a interval of the temperatures 
T=213-353 K for the frequency f=3000kHz. 

For the longitudinal,countour,bending re- 
sonators these parameters are equal: (fa- 
fr)/fr=0.83; 0.25; 0.37, C0/Ck = 60; 200; 
130, L = 3.5; 1.2; 13 H, R = 100; 75; 
750 Ohm, 4f/f= -3.5; -3.5; -3.2«10"4 for 
f=128; 512; 123 kHz, respectively. 

The main peculiarities of the proper- 
ties of LGSO resonators are the following: 
the TPC of all the modes are parabolas 
with C = -(50-70).10-9/K^ the temperature 
of TPC extreme (To) may be easily cont- 
rolled by changing the angle of the cuts 
and the geometry of piezoelectric ele- 
ments within a wide temperature range; the 
requirements to the orientation accuracy 
of LGSO cuts are less stringent as aga- 
inst quartz; TPC for bent and longitudi- 
nal modes with the same T0 are realized 
in the cut xys/oc , the angle ex being 
unchanged; on passing from thickness- 
shift mode to the third overtone T0 shifts 
by 323 K, the coefficient C decreases from 
-60.10-9/K2 tO -50.10-9/K2; in LGSO piezo- 
electric effect is more prononounced as 
against quartz and provides the improve- 
ment of all the parameters of piezoelect- 
ric elements, in particular, the resonan- 
ce interval (fa-fr)fr increase by 2 or 
3 times, the dynamic inductance L and the 
dynamic resistance R0 decrease by 6-18 
and 2-6 times, respectively; the lower 
sound velocity in LGSO allows to reduce 
the dimensions of piezoelectric elements 
by 20-30 %  in comparison with those of 
quartz and lithium tantalate elements;the 
absence of ferroelectric properties in 
LGSO increases the temperature and time 
stability of dynamic and static parame- 
ters by 5 times; the Q-factor of LGSO pi- 
ezoelectric elements Q>-104, their elec- 
tric strength is 4 times as high in com- 
parison with lithium tantalate elements; 
the introduction of some additions (e.g. 
AI2O3 or Ti02) improves the main parame- 
ters of piezoelectric elements * e.g. for 
LGS0:A1 and LGS0:Ti longitudinal vibrati- 
on resonators the value of L decreases by 
5-7 % in 125-130 kHz range, Q increases 
by 12-18 %    as against the corresponding 
parameters of the resonators made of pure 
LGSO crystals. 

LGSO piezoelectric resonators meant for 
SAW also compare favourably with quartz 

resonators. As shown in /8/, the squared 
electromechanical coupling coefficient 
(K2) for SAW may exceed that of quartz by 
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10 times. So, for x-cut (2TT0) the Eule- 
rian angles ©=90° , if =0° ,oc =-6° and K2 = 
0.477, the phase SAW velocity on free 
surface Vf = 2382.8 m/s: for y-cut (10K)) 
6 = U> = 90°,oc=0° and K2 =0.355, Vf = 
2287.82 m/s. 

Manufactured were thermostable SAW de- 
lay lines on LGSO substrates (y'x and x'y 
cuts). For these samples we obtained the 
two- and three-fold increase of K2, the 
losses by the propagation of SAW with 
f=88.8 MHz being half as much in compari- 
son with those for the ST-cut of quartz 
(Table 1) /9/. 

Another important effect revealed in 
LGSO crystals is a strong eletrostatic 
interaction observed while studying the 
resonance frequency of longitudinal mode 
excited in the plates of xys/o< cuts and 
depending on the direction of the static 
electric field E=. The frequency was fo- 
und to be a linear function of E= and 
temperature within the whole range of the 
angles oc (Fig.5,6)/10/. 

MM.n r6 

Pig.5. Frequency variation for 
various LGSO cuts depending on 
external controlling field: 
1 - 0°; 2 - 10°; 3 - 15°. 
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ents Tf = 1/f.Af/a T. The obtained va- 
lues compared with those for other crys- 
tals are presented in Table 2. 

As seen from the Table 2, LGSO crys- 
tals are promising for the effective con- 
trol of elastic vibration frequency or 
sound velocity. They also may be used for 
the parametric amplification of elastic 
waves especially at frequencies larger 
than 100 MHz (in this case sound attenu- 
ation coefficient is a factor of 2-5 lo- 
wer in comparison with that for quartz). 

Conclusion 
Langasite is a promising material for 

piezo- and acoustoelectronics owing to 
the presence of a pronounced piezoelect- 
ric effect and first order zero TFC, low 
sound attenuation, strong electroacous- 
tic interaction, temperature and time 
stability of its parameters. 

A wide practical use of langasite is 
defined by a rather simple method of gro- 
wing large crystals of different orien- 
tation, the possibility to manufacture 
various articles from this material as 
well as its lower cost as against lithi- 
um tantalate or lithium niobate. 

The growth technique for langasite 
single crystals, the method of their 
modification by introducing aluminium 
and titanium additions, as well as the 
technique of manufacturing piezoelecric 
elements for various types of vibrations 
are protected by a number of patents 
beginning in 1984. 

Table 1 
Main parameters of SAW substrates made 

of LGSO and other materials 

Subst- 
rate 

V*, 
m/s 

K2 

B»cm_l •GHz2 

ST-Si02 3160 0.15 1.7 
y'x-LGSO 2790 0.35 0.8 

x'y-LGSO 2790 0.45 0.8 

xz-LipB.0y 3510 1.0 - 

yz-LiTaOo 3250 1.1 0.25 
yz-LiNbO^ 3490 4.8 0.3 
yx-AlP04 2750 0.25 48 

*SAW velocity 
** <ß  sound attenuation 

Pig.6. Frequency variation of 
various LGSO cuts as a function 
of temperature: 1 -0°; 2 - 10°; 
3 - 15°. 

Calculated were the efficiency of such 
an interaction Q2 =£2/c£ f the frequency 
control coefficient r =1/f• df/^E and 
the corresponding temperature coeffici- 
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Table 2 
Electrostatic interaction parame- 

ters for LGSO and other types of crys- 
tals 

Crystal 10"6 K~1 
2-   . 

10~12 m/V 10"12 m/J 

LGSO 60 200 10 
sio2 25 15 0.4 
LiTaO, 35 60 0.3 
LiNbOo 95 80 0.7 
Bi12Ge020 140 130 80 
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Abstract 
The gallium phosphate (GaP04) is, as 

berlinite, a close crystallographic analogue of 
quartz with the advantage that it has no a-ß 
phase transition. It was shown that this material 
has very attractive properties for the 
applications to piezoelectric devices, due to its 
large coupling coefficients and to the existence of 
compensated cuts [1,2]. Furthermore, it can be 
used up to extremely high temperatures (900°C). 
To obtain much larger crystals, epitaxial growth 
of GaP04 on berlinite plates with several 
orientations  was  performed  [3]. 

The langasite crystals (LGS: La3SiGa50i4) 
were obtained by the Czochralsky method. This 
new material has probably one compensated cut 
with a large coupling coefficient and a very 
reduced   angular   sensitivity. 

Using the synchrotron radiation delivered 
by the DCI storage ring at the LURE (Orsay, 
France), we have studied by the X-ray 
topography technique the crystalline perfection 
of new GaP04 samples and different langasite 
crystals of different sources. For this study we 
have used traverse  and  section topography  . 

Introduction 
The gallium phosphate and the langasite 

belong to the crystal class 32 as quartz and 
berlinite. the gallium phosphate is a close 
crystallographic analogue of quartz with the 
advantage that it has no a-ß phase transition 
and then it can be used up to high temperature 
(900°c). This material being obtained by the 
hydrothermal     growth     method,     seeds     are 

necessary. To obtain rapidly much larger 
crystals, epitaxial growth on berlinite plates was 
performed. With seeds cut in the X zone of such 
crystals a new growth in phosphoric acid gives 
large  crystals. 

The langasite crystals were obtained by 
the Czochralsky method, and then there is no 
problem of seed. 

For the study of these two materials we 
have used traverse and section topography with 
the synchrotron radiation at Lure in Orsay. 

Properties     of    materials 
The most important properties related to 

the crystal growth of these materials are 
summarised in the table 1 with those of quartz 
and   berlinite. 

Quartz and its analogous, berlinite and 
phosphate gallium, have phase transitions below 
their melting point. They display non negligible 
solubility in both alkaline and acid aqueous 
solutions    at    elevated    temperature    and    high 

Material Phase 
Transition Solvent Growth 

Method 
Tempera- 
ture CC) 

d 
kg.m-3 

Quartz alpha/beta 

573-C 
Alkali 

(Acid salts) 

Hydro- 
thermal 

Na0tVNa2CO3 

320-450 2655. 

AIP04 atphafaeta 

581 "C 
Acids 
(Salts) 

Hydro- 
thermal 

H2S04/HCI 
H3P04 

220-350 2640. 

GaP04 alpha/cristo. 

933-C 
Acids 

+ ? 

Hydro- 
thermal 

H3PO4/H2S04 

170-400 3570. 

LGS no Acids 
Alkali. 

Czochral. 
Pulling 

Tf=1470 5764. 

Table   1-Properties  and  growth  methods  of the 
four piezo-electric materials of class 32. 
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pressure. So that the natural choose for crystal 
growth for them is the hydrothermal method. 
Langasite presents no phase transition up to its 
melting point, so that it is usually grown using 
the Czochralsky method. The table shows that 
quartz and berlinite have a comparable low 
density whereas gallium phosphate and 
particularly langasite have higher one, more 
than twice that of quartz for langasite. 

The figures la and b show the typical 
quality observed for quartz and berlinite. In a 
the topograph is related to a Y plate, of about 1 
mm thick, of synthetic quartz grown by SICN. 
The observations that can be made in the 
topograph are representative of the most 
frequently encountered crystalline quality. The 
dislocation density is about 10 per 1 mm2, and 
is nearly constant from the seed to the end of 
the Z growth sector. Most of the dislocations are 
the prolongation of those existing in the seed, 
very few are created  at the  surface of the  seed 

Figure   1-This  figure  shows  the  typical  quality 
observed   for   quartz   in   a   and  berlinite  in   b 
grown by SICN. 

or due to inclusions in the Z growth sector. 
Quartz crystals having a much reduced 
dislocation density, a few per cm2 and even zero 
dislocation, can be grown but, to our knowledge, 
there is presently no steady production of such 
crystals. The topograph in the figure lb is 
relative to an AT plate of berlinite grown at 
SICN. It represents also the usual present quality 
of berlinite crystal. Some fluctuations can be 
observed at the growth restart, but the 
dislocation density is of the same order as for 
the quartz sample. Some surface defects due to 
the polishing process can be observed together 
with contrasts due to the mounting clips and to 
the edges of the electrodes deposited on the 
plate. 

Gallium     phosphate 
The gallium phosphate crystal in figure 2b, 

obtained from a Z berlinite seed in sulphuric acid 
and VTG method, has only the growth rate along 
X  significant.  The  figures  2a  and  2c  show  two 

•■   •mmm. 

fTTt::.!; 

—^—Hf 

—mm- 

Figure 2-This gallium phosphate crystal in b, 
obtained from a z berlinite seed in sulphuric 
acid and VTG method, has only the growth rate 
along X significant. In a and c two traverse 
topographs of this crystal. 
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traverse  topographs  of this  crystal,  in  a the  top 
of the berlinite seed and the X zone appear, in c 

the berlinite seed and a part of the X zone. In a, 
strains, which decrease when the distance to the 
seed increases, appear at the interface between 
the berlinite seed and the gallium phosphate. 
To analyse this epitaxial growth, section 
topographs have been made with a fine vertical 
slit. 

An example of a section topograph 
obtained with this crystal is shown in the figure 
3. The image of the seed appears very well on 
the left, the images of the two gallium phosphate 
layers are not separated because the strong 
strains give over large images. On the top the 
gallium phosphate of the X zone becomes better 
progressively far from the seed. At the interface 
between the seed and the X zone no image 
appears showing that there is an amorphous 
zone. Alone the epitaxial gallium phosphate 
seems  to be unbroken. 

Figure 3-An example of section topographs 
obtained with the crystal of the previous figure. 
The image of the seed appears very well on the 
left, the images of the two gallium phosphate 
layers are not separated because the strong 
strains give over large images. 

The three sections topogoraphs of another 
crystal, in the figure 4, have been recorded 
simultaneously with different diffraction vectors 
in the same Laue pattern. In each of these 
topographs three zones are visible. The central 
zone is composed of the image of the berlinite 
seed which appears as a black line and the 
images of the layers of gallium phosphate which 

Figure   4-These   three   sections   topographs   of 
another      crystal      have      been      recorded 
simultaneously     with     different     diffraction 

vectors in the same Laue pattern. The X zone is 
double, the two layers of the gallium phosphate 
are separated and give two crystals which grow 
parallel. 

are very perturbed. The two other zones below 
and     above     the    previous     one     correspond 

respectively to the X and X zones. The X zone is 
well defined and shows a good crystalline 
quality of the gallium phosphate. However the 
interface between this  zone and the  seed is very 

disturbed. The X zone is very interesting. This 
zone is double, the two layers of the gallium 
phosphate   which   are   in   position   of  epitaxy,   at 

each side of the seed, are separated in X zone 
and give two crystals which grow parallel. In the 
X zone, it may be observed that at the start, the 
growth had a double direction. Progressively, the 
two parts joint together and give rise to a single 
X zone. 

This example shows that the growth of the 
gallium phosphate is obtained from the epitaxial 
layers   on   the   berlinite   seed   which   develop   to 

give the X and X zones instead of a direct growth 
on the lower and the upper parts of the seed. 
This result is very interesting and shows how to 
obtain large good seeds of gallium phosphate. 
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To have a significant growth rate along Z 
we continue the growth from the crystal in 
phosphoric acid and composite gradient method. 
This method, with nutrient in the colder side of 
the glass autoclave, allows to obtain larger 
crystals than the slow heating method. The fluid 
circulation, from cold to hot zone due to the 
horizontal temperature gradient, is done at 
constant temperature or coupled to a slow 
heating rate of 0,25 to l°C/day. Then we can cut 
gallium phosphate X seeds for a growth in 
sulphuric acid and VTG method or Z seeds for a 
new growth in phosphoric acid and the SHT 
method  or the composite  gradient method. 

The two topographs in the figure 5 show 
two examples of growth from this type of seed. 
On the top a Z slice of a crystal obtained from a X 
seed of gallium phosphate and on the bottom a X 
slice of a crystal obtained from a Z seed. The 
quality of these crystals is quite good. It is 
possible to see  some individual dislocations. 

Figure 5-a/ Topograph of a Z slice of a crystal 
obtained from a X seed of gallium phosphate. 
b/ Topograph of a X slice of a crystal obtained 
from a Z seed of gallium phosphate. 

Langasite 
This section shows some results concerning 

the langasite crystals. For different samples the 
crystalline quality is analysed and different 
plane  or plano-convex  resonators  are  studied. 

Figure 6-Two topographs of a langasite plane 
resonator of about 0,5 mm thick. The surface of 
this Y plate is about 1 cm^ and the electrode 
diameter is equal to 6 mm. These two 
topographs are obtained simultaneously in the 
same Laue pattern with two perpendicular 
diffraction   vectors. 
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Figure   7-Response  curve  of the  crystal  of the 
previous   figure. 

51 



The figure 6 presents two topographs of a 
plane resonator of about 0,5 mm thick. The 
surface of this Y plate is about 1 cm^ and the 
electrode diameter is equal to 6 mm. These two 
topographs are obtained simultaneously in the 
same Laue pattern but with two perpendicular 
diffraction vectors. The dislocations which 
appear are parallel with the pulling axis and 
their density is quite similar to the density of 
dislocations in the Z zone of a good quartz 
crystal. The little dots correspond to the images 
of precipitates which are due to a chemical 
doping. The large bands alternatively black and 
white which appear in the topograph in the 
figure 6a are growth bands. They are 
perpendicular to the pulling axis and do not 
appear on the other topograph because the 
diffraction    vector    is    perpendicular    to    their 

| *%**f«ii*K~«»v*   ! 

fnmmm 

displacement vector. Indeed, generally the 
displacement vector of the growth bands is 
perpendicular  to  the  bands. 

The response curve of this crystal is 
represented in the figure 7. The frequency of the 
fundamental mode is equal to 3.950 MHz. The 
mode which appears in the middle of the right 
side has been identified like a flexure mode, we 
shall see it in the figure 8. The two next modes 
are two antisymmetrical enharmonic modes, the 
last is a symmetrical enharmonic one. The first 
antisymmetrical enharmonic mode appears 
before the antiresonance of the fundamental 
mode, this fact is a characteristic of materials 
with a high electromechanical coupling. 

The topographs in the figure 8 show the 
fundamental vibrating mode (Fig.8a and b) and 
the  flexure  vibrating  mode  (Fig.8c  and  d).  The 

"* ■ . • -  - 

Figure 8-These topographs show the fundamental vibrating mode (ul component 
in a and u3 component in b) and the flexure vibrating mode (ul component in c 
and u3 component in d). 
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topographs of the same line are obtained 
simultaneously with two perpendicular 
diffraction vectors and reveal the ui component 
(Fig.8a and c) and the quasi pure u3 component 
(Fig.8b and d). With the flexure mode appears 
the fundamental mode by coupling because they 
are very close together. 

In the figure 9, the topographs of the same 
line are also obtained simultaneously and reveal 
the ul component (Fig.9a and c) and the u3 
component (Fig.9b and d) of the two 
antisymmetrical enharmonic modes. The mode 
(Fig.9a) with a nodal line parallel to the x 
direction is the first antisymmetrical enharmonic 
one and it appears coupled with the flexure 
mode. 

These two antisymmetrical enharmonic modes 
are due to a small defect of the parallelism of 
the plate. We can see that because the two parts 
of the mode in the figure 9c, in particular, are 
not equal. 

The last topographs, figure 10, of this 
crystal show the symmetric enharmonic mode, 
the ul component in the figure 10a and the u3 
component in the figure 10b. This mode is 
coupled with a plate mode which is not the 
previous flexure mode. The plate mode interacts 
with the growth bands which divide it into 
fractions. The unusual shape of the symmetric 
enharmonic mode is due to the fact that it 
extends to the edges of the plate. 

i*fcSÄ*i 

—.   c 

Figure  9-Topographs   of the  two  antisymetrical  anharmonic  modes. 
a and c/ the ul  component.      b and d/ the u3   component. 
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Figure   10-Topographs  of the  symmetric  anharmonic  mode,  the  ul   component in 
a and the 113  component in b. 
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Figure 11-Another example of langasite crystal, a/ a topograph of the crystal 
without vibration, b/ a topograph of the fundamental mode. It appears diffuse 
because the numerous  parallel dislocations  guide the  energy. 

Another example of langasite crystal is 
presented in the figure 11. In the figure 11a a 
topograph of the crystal without vibration is 
obtained with the diffraction vector which does 
not show the growth bands. We can see the same 
density of dislocations that in the previous 
sample but with an inhomogeneous distribution. 
In the figure lib the fundamental mode appears 
diffuse because, in particular, the numerous 
parallel dislocations guide the energy like in the 
quartz   resonators. 

Topographs of two another samples are 
represented   in   the   figure   12.   The   first  crystal 

(Fig.12a) presents many dislocations with 
unusual contrasts. It is necessary to make 
further investigations to explain these images. 
The second one (Fig.12b) has also many 
dislocations but with usual contrasts. The pulling 
direction is vertical, parallel to the dislocations. 
We have studied the acoustic modes with this 
sample which is a Y cut piano convex resonator 
of about 750 mm thick, it has a square form 15 
by 15mm; the electrode diameter is equal to 8 
mm and the curvature radius to 200 mm. The 
figure 13 presents the third overtone of this 
resonator.   The   excitation   level   is   enough   high 
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a      b 

Figure   12-Topographs  of  two   another  Iangasite  samples. 

but however the excited area is smaller than in 
an equivalent AT quartz resonator. Moreover it 
is elongated along the z direction and its edge is 
diffuse because of the dislocations. The response 
curve  shows  a  low  transmission  losses.  We  can 
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Figure 13-Topograph of the third overtone of 
the resonator represented in the figure 12b. 
The response curve shows a low transmission 
losses. We can remark that the phase slope is 
steep at the resonance but still more at the 
antiresonance. 

remark   that   the   phase   slope   is   steep   at   the 
resonance but still more at the antiresonance. 

The fifth overtone (Fig. 14) is elongated 
along the x direction, like in quartz but its 
anisotropy is more important. The response 
curve shows a Q factor equal to that of the third 
overtone but at a frequency higher. 
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Figure 14-Topograph of the fifth overtone.The 
response curve shows a Q factor equal to that of 
the third overtone but at a frequency higher. 
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Figure 15-This topograph, of the seventh 
overtone, is a stroboscopic topograph. The 
vibration is synchronous with the pulsed 
synchrotron radiation, but there are no 
progressive   components. 

Thickness excitation 
Y cut 2h=0.756mm    Rc=200mm 

R=1.04%   2Re=8mm        Co=16.41pF 

Ov. l_r(1VIHz) 
Q(FD Q(5MHZ) L(H) lohm) 

3 5.435 0.607 
•1.248 

0.660 
•1.357 

0.157 8.87 

5 9.061 0.681 
•1.084 

1.234 
•1.965 

0.181 15.2 

7 12.677 0.609 
•0.750 

1.545 
•1.903 

0.224 29.3 

(*) Q factors of antiresonance (all Q in 10**6) 

Table 2-Principal parameters of the resonator 
showed in the figure 12b and some values for 
the overtones 3, 5 and 7. 
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For the seventh overtone shown in the 
figure 15, the excitation level is higher that 
previously and the anisotropy is still important 
along the x direction. This topograph is a 
stroboscopic topograph, the vibration is 
synchronous with the pulsed synchrotron 
radiation, but there are no progressive 
components. 

On the table 2 there are the principal 
parameters of the resonator showed in the 
figure 12b and some values for the overtones 3, 
5 and 7. Electrically these three modes are good 
with a Q factor, calculated for 5 MHz with the 
usual hypothesis of 1/f dependence, respectively 
equal to 0.6, 1.2 and 1.5 millions. These values 
are very good especially for our first langasite 
resonator with parameters which were not 
totally   optimised. 

Figure 16-Response curve of the crystal 
represented in the figure 12b. It shows the 
existence of a very great number of 
anharmonics with an electric response no 
attenuated, for instance, the topograph, in b, of 
a mode with many nodal lines. 
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The response curve (Fig.16) shows the 
existence of a very great number of anharmonics 
with an electric response no attenuated, for 
instance, the topograph, in the figure 16b, of a 
mode with many nodal lines. The great number 
of non attenuated modes results from the large 
dimensions of the resonator compared with 
those of the vibrating area. Then it is possible to 
make, with this material, miniaturised 
resonators. 

CONCLUSION 
In conclusion this investigation has 

demonstrated the feasibility of gallium 
phosphate epitaxy on berlinite seeds. Therefore 
the topography permits to explain this kind of 
growth   mechanism. 

We have seen, with the topography 
technique, different behaviours of the langasite 
non foreseeable. These observations allow to 
further optimise the parameters of the 
resonators in particular for the high overtones. 
Indeed the calculation does not give for instance 
the direction of the anisotropy. 
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Abstract: In this communication, we compare the properties of the 
new piezo-electric materials that belong to crystal class 32: the alu- 
minium phosphate, the gallium phosphate and langasite with those 
of quartz. In a first part, a comparison of the main piezo-electric 
properties of these crystals is made. Computed and experimental 
results concerning the Y rotated cuts and particularly the compen- 
sated cuts are given. The most important facts observed are the 
increase of the coupling coefficient from quartz, to berlinite, langasite 
and gallium phosphate, and the simultaneous shift of the angular 
position of the most interesting compensated cuts towards the 
angles of maximum coupling coefficient. New determinations of the 
angular positions of the corresponding compensated cuts of gallium 
phosphate and doped langasite are also reported; the former one 
displays the largest coupling coefficient and an outstanding thermal 
stability. 

In the second part, the energy trapping properties of these four 
materials are compared. We first consider the fundamental and the 
3rd overtone of the piezo-electric (shear) modes. For the latter, the 
conventional energy trapping behaviour disappears for angular 
regions whose sizes increase from quartz to gallium phosphate. 
Computed and experimental results relative to the trapped modes of 
plane resonators using the different overtones of Y-cut langasite are 
then reported. A comparison of the mode shapes and of the electri- 
cal properties of filter type resonators using the four materials of 
class 32 is then made. It indicates that filters having more than 4 
times the bandwidths obtained with quartz can be made using the 
new materials. Extremely high Q factors and the ability to withstand 
large excitation levels were observed in langasite resonators making 
use of energy trapping by the geometry (plano-convexe). They 
appears as very promising for low phase noise applications. 

We conclude to the important interest of these materials which 
possesses an unique set of complementary properties, a high cry- 
stalline perfection, superior thermal behaviours, and different coupl- 
ing coefficients adapted to an extremely broad range of filtering and 
frequency generation applications. 

1. INTRODUCTION: 
The evolution of electronic systems towards higher fre- 

quencies and baud rates has led to the interest to find new 
thermally compensated piezo-electric materials permitting to 
obtain filters with larger bandwidths and oscillators with larger 
shifts or larger frequency stability (mostly short term) than 
quartz. This evolution conducts to favour the materials that 
allow the obtainment of very high frequency devices by some 
intrinsic property or some particular ability to withstand tech- 
nological operations leading to higher operating frequencies. 
Another evolution of the electronics equipments lead to 
research an important reduction of the dimensions of the 
devices [1][2]. 

In the recent years, it was successively observed that 
berlinite (AIP04), lithium tetraborate (Li2B407), gallium phos- 
phate (GaP04), and langasite (La3Ga5Si014), can fulfil these 
conditions while equalling or surpassing quartz for other very 
important properties such as the crystalline perfection, the 
acoustic losses. Most of these new materials belong to the 
crystal class of quartz. Two of them are close structural ana- 
logues of quartz. 

Berlinite was the first analogue of quartz to be synthesized 
[3][4][5][6]. Important progresses in the growth methods and in 
the knowledge of this material were obtained in the past ten 
years [7][8][9][10][11]. Since few years, crystals with a good 
crystalline perfection and a sufficient size are available to per- 
mit precise evaluation of devices [10][12] and industrial proto- 
types. It was recently establish that bulk wave devices using 
this material have outstanding thermal stabilities and shifts or 
bandwidths twice those of quartz. 

The second quartz analogue, for which crystals having 
significative dimensions and perfection were obtained was 
gallium phosphate. The growth of such crystals, the measure- 
ments of several sets of constants [14][16], and the first evalu- 
ations of devices [16][17][19][20] were reported in the recent 
years. Two major advances in the development of high quality 
crystals were reported more recently: the growth by lateral 
epitaxy on berlinite seeds [18][19][21] and the growth using the 
direct solubility at high temperature [22]. 

A very impressive amount of results concerning a lantha- 
num silico-gallate (La,Si3Ga014 Langasite or LGS), and sev- 
eral of its modifications (substitution of one or several of the 
elements of the formula by other elements) or structural 
analogs has been obtained in Russia since the beginning of 
the eighties [23][24]. Very recently several important advances 
were reported: the obtainment of crystals having large dimen- 
sions [25][26][27][28][30], the measurement of several sets of 
constants and of physical properties [25][29][31] and the 
studies of devices [25][29][30][31]. Langasite and its analogs 
belong also to the crystal class of quartz. 

Many domains of applications of piezo-electric devices are 
now requiring new characteristics for these devices either to 
enhance the achievable system performances or simply to 
allows the implementation of new systems. The most import- 
ant among them are most probably, the recent and the future 
land mobile and space digital radiocommunication systems. 
They are now requiring filtering devices with much larger 
bandwidth at increased centre frequencies so that new res- 
onators having larger coupling coefficient together with better 
thermal stabilities are required. For these applications, a 
drastic reduction of the volume of the devices is also wanted to 
allow to decrease the size of the equipments (hand-held ter- 
minal). Devices using the new materials considered above, 
are among the best candidates to fulfil such requirements. 

Equally, for some of these radio-communication systems, 
for the high baud rates optical fibre transmission systems and 
for radars an important advance of the frequency stabilities of 
the oscillators (often short term, or of their phase noise) may 
be required. The obtainment of larger values of the shifts for 
the VCXO together with enhanced spectral characteristics will 
also be necessary in many cases due to the larger frequency 
bands allocated to the new systems and to the larger band- 
width of their signals. 
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Table  1:   Properties  of  SAW  device  using  the  new 
materials. 

MATERIALS FOR I.F. FILTERS 
(MOBILE GSM, DCS1800, UMTS). 

SAW FILTERS B.W.# 270 & 1080kHz 

Material k2 (%) Relative 
shift 
for100°C 

Shift (kHz) 
at 

225MHz 

Max.Band 
W. 
At 225MHz 

Quartz ** 
(ST cut) 

0.14 
dv/v=.058* 

90 10"6 20 *** 

AIP04 
(ST cut) 

dv/v=.245* lower than 
for quartz ? 

? *** 

GaP04 
(ST cut) 

dv/v=.146* 105 10'6 

or smaller? 
28 *** 

L.G.S. 
& analogs 

0.45 quite 
small? 

? *** 

Li2B407 >0.8 ? .50-1.0 10'3 112-225. 

Tali03 1.3-1.5 ** 2.400 10'3 540. 
>15MHz 

LiNb03 
(coupe Y) 

4,8 -5.57 ** 7.2-9.4 103 1900. 
>25MHz 

* Wallnöfer et al. [16],   "Large wafers available 
***max. bandwidth and insertion losses are not independent 
they are very dependant on the kind of design used. 

Table 2:  Properties of  BAW devices  using the  new 
materials. 

MATERIALS FOR I.F. FILTERS 
(MOBILE GSM, DCS1800, UMTS). 

B.A.W. FILTERS, B.W.=270 & 1O80 kHz) 

Material k(%) A/// 
-25" to +75" 

Shift (kHz) 
at 225MHz 

Max. B.W. 
at 225MHz 

Quartz 
(AT cut) 

8. 12.10-6. 2,7 (OK) 500.kHz 

AIP04 
(AT cut) 

>11 <20.10'6 4.5 (OK) HOO.kHz 

GaP04 
(AT cut) 

>16 
(>18?) 

<20.10"6 4.5 (OK) 2300.kHz 
ov.3 OK for 
270kHz. 

LG.S.     & 
analogs ** 

15 to 
25? 

100? to 
150.10"6 

22.5?-33.7 
(OK?) 

1900.kHz 
ov.3 OK for 
270kHz ? 

Li2B407 ** 23 300 ? to 
600.10'6 

too much 4800.kHz 
ov.3 OK for 
270kHz. 

Tali03 
"(Xcut) 

45 400.10"8 too much >16. MHz 

' Max. bandwidth=4k2/n2pi2 (somehow conservative). 
"Large wafers available. 

An example of the new requirements that can be fulfilled 
by devices using the new materials, can be found considering 
the intermediate frequency filters for the present and future 
European radio-communication systems. Schematically, most 
of these systems (GSM, DCS1800, DECT, UMTS....) make 
use or will probably use two kinds of channel width (one of the 
order of 200kHz, the other of about 4 times this value) [1]. The 
centre frequencies of these filters are being increased from 
typically 70-150 Mhz for the GSM to probably more than 
300MHz for the 1.8 and 2GHz systems. For the lowest value of 

the channel width, at the very high centre frequencies, it may 
be very useful to find devices having a better thermal stability 
than that presently obtained, so that new devices using more 
thermally stable waves or materials, or both, can be the poss- 
ible solutions. For the largest value of the channel width, the 
use of a new material can be very helpful to obtain larger 
coupling coefficients, a lower impedance level and reduced 
dimensions. The new possibilities given by the use of new 
material in SAW and BAW filters are summarized in tables 1 
and 2. A more detailed discussion of the interest of using new 
materials in the frequency generation and filtering devices for 
the future radiocommunication systems, can be found in refer- 
ence [1]. 

In this paper we report investigations made to further pre- 
cise and compare the piezo-electric properties of the new 
materials of class 32 and the most important characteristics of 
devices that can be obtained with them for applications to 
filtering and frequency generation in the telecommunication 
equipments. 

2. BULK WAVE PROPAGATION AND EXPERIMENTAL 
RESONATORS PROPERTIES. 

2.1 Computed results: 
A comparison of the piezo-electric properties of the bulk 

waves propagating in these four materials was made using 
computed results concerning the plane piezo-electric (elastic) 
waves propagating in the Y rotated cuts. These computations 
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Figure 1a: Velocities of the thickness modes in the Y rotated 
cuts of quartz. 
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Figure 1b: Velocities of the thickness modes in the Y rotated 
cuts of berlinite. 
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Figure 1c: Velocities of the thickness modes in the Y rotated 
cuts of gallium phosphate. 
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Figure 2a: Coupling coefficient of the piezoelectric shear 
mode of the Y rotated cuts of quartz. 
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Figure 1d: Velocities of the thickness modes in the Y rotated 
cuts of LGS. 

were made using the most recent constants published for each 
material [34][35][16][29].ln the Y-rotated plates, one two fold 
axis of class 32, is always contained in the plane of the plate 
which keeps a monoclinic symmetry. For plates of such sym- 
metry, only one, among the 3 one dimensional modes is 
piezo-electrically excited by an electric field normal to the 
surface. Depending on the rotation angle, the piezo-electrically 
active mode is either the slow or the fast shear. The longitudi- 
nal mode is never excited with this field configuration but it can 
be of interest in U.H.F. composite resonators or in resonators 
with lateral field excitation (see below §3). 

Three quantities which determinate the most important 
properties of the devices will be considered hereafter: the 
phase velocities (or the related frequency constants NFa=V/2), 
the coupling coefficients and the temperature coefficients of 
the resonance frequencies. 

In figures 1 a,b,c,d, the variations of the velocities of the 
plane waves existing in the Y-rotated cuts of these 4 materials 
are represented as a function of the rotation angle (theta). We 
can observe a similar angular behaviour for quartz and berli- 
nite but with some how reduced velocities for the latter 
material. For GaP04, the extreme values of the velocities for 
each mode, appear at quite different angle than for quartz and 
berlinite. For this material, the velocities are now quite smaller 
either for the longitudinal mode or for the shear ones. The 
shear velocities of LGS are of the same order of magnitude as 
for gallium phosphate but the longitudinal mode is much faster. 
The angular variations observed for LGS present some simila- 
rities with those computed for quartz and berlinite. 
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Figure 2c: Coupling coefficient of the piezo-electric shear 
mode of the Y rotated cuts of gallium phosphate. 
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Figure 2d: Coupling coefficient of the piezo-electric shear 
mode of the Y rotated cuts of LGS. 

In figure 2a,c,d we compare the coupling coefficients of 
quartz, gallium phosphate and langasite. For berlinite, no 
curve is given since the published sets of constants leads 
either to much too optimistic or to rather pessimistic results. 
The exact values for this material would most probably give a 
curve situated between those of quartz and gallium phos- 
phate. For all the materials considered, the angular variations 
are very similar. This is mostly the consequence of the fact 
that, in   all cases, one of the two independent piezo-electric 
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constants is dominant compared to the other and thus that the 
relevant rotated constants e'2? have essentially the same 
angular variations. We must notice that the coupling coefficient 
increases in a significant manner from quartz to gallium phos- 
phate. We must also emphasize the fact that for most of the 
resonators properties, it is the square of the coupling 
coefficient which must be considered. Then, the differences 
between the materials become much more important. 

The larger coupling coefficient observed for the new 
materials of class 32 allows to use overtones of higher ranks 
than with quartz, and thus is a very favourable factor for appli- 
cations at higher frequencies. 

On figures 3a,b,c,d, we compare the variations of the first 
order temperature coefficient of the resonance frequencies 
(RFTC) of the three modes. Again, the angular variations of 
the FTC are very similar for quartz and berlinite. Again slightly 
reduced values are observed for berlinite. For these materials 
two Y rotated compensated cuts exist. We have demonstrated 
that the Y-33" cut of berlinite has a 3rd order behaviour very 
similar to that observed for the AT cut of quartz. The AT cut of 
berlinite display a somehow reduced angular sensitivity as 
compared to the AT cut of quartz. The experiments have also 
shown that the FTC measured with recent high purity berlinite 
crystals are, for many orientations, lower than the computed 
values. 
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Figure 3a: FTC of the thickness modes in the Y rotated cuts of 
quartz. 
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Figure 3b: FTC of the thickness modes in the Y rotated cuts of 
berlinite. 
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Figure 3c: FTC of the thickness modes in the Y rotated cuts of 
gallium phosphate. 
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Figure 3d: FTC of the thickness modes in the Y rotated cuts of 
LGS. 

For gallium phosphate, the curves calculated using the last 
published constants [16] [36] display a very reduced amplitude 
of variation around zero. This is a first indication of the fact that 
gallium phosphate has a much greater thermal stability. Two Y 
rotated compensated cuts appear to exist. Only one of them 
displays a large coupling coefficient for a thickness excitation. 
The angular sensitivity of this cut appears to be much lower 
than for the AT cuts of quartz and berlinite (reduced value of 
the slope of the curve at FTC=0). 

The angular variations of the FTC of the Y rotated cuts of 
LGS are very different of the preceding ones. Two compen- 
sated cuts exist but again, one only corresponds to a large 
coupling coefficient for thickness excitation. This cut has also a 
lower angular sensitivity than the AT cut of quartz. 

For several of these materials no accurate values of the 
temperature coefficients of the piezo-electric constants are 
known. Calculations made supposing that they are of the 
same order of magnitude as for quartz, have indicated that 
slightly different results can be found for the temperature 
coefficients of the resonance frequency, particularly in the 
angular regions of large coupling coefficients. 

As suggested in several recent publications (see for 
example reference [29] and [30]), the numerous possibilities of 
substitutions of La, Si and Ga atoms of the LGS formula by 
other elements can permit to vary greatly the angular position 
and the properties of the compensated cuts. 
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An important observation is to be made about the figures 2 
and 3. From quartz to berlinite, gallium phosphate and langa- 
site, the angular position of the most interesting compensated 
cut shifts towards the small values of theta (in absolute values) 
and hence towards the region of maximal coupling coeffi- 
cients. This fact is one of the most important reasons of the 
large interest of the non-quartz materials of class 32. 

2.2 Experimental results: 
Many experiments were made to find the compensated cut 

of berlinite [12][14]. Recently, similar experiments concerning 
gallium phosphate and LGS energy trapping plane resonators 
were made using crystal grown respectively at the Montpellier 
University and by CRISMATEC. 

In table 3, the experimental results concerning the most 
interesting Y rotated compensated cuts of berlinite gallium 
phosphate and langasite are summarized and compared to 
similar quantities for AT quartz. For all the new materials, the 
experimental angular positions of the compensated cuts are 
slightly different (some degrees) of the computed values. For 
berlinite and gallium phosphate this results of the progress of 
the quality of the materials which has made that the materials 
used for the present measurements have a better quality than 
those used some time ago to measure the material constants 
used in the calculations. For LGS, this results probably of the 
use for these measurements of Nd doped crystals. These 

Table 3: Comparison of experimental results (main compen- 
sated cuts of crystals of class 32). 

Material THETA 
(degree) 

k"2 Nfr 
(kHi.mm) 

Q 
(•15MHz) 

FTC2 
(10-9"C-2) 

FTC3 
(10-11 "C-3) 

Quartz AT •35.25 .65% 1650 2.7 e6 .0 
125'C) 

9-10 
I2S-CI 

AIP04 AT -33.02 1.3% 1471 B.5e5 .0 
(62'CI 

8-12 
162'Cl 

GaP04 AT -13.1 2.8% 1270 7.5 e4 #.0 
MO-C1 

4-16 
(40. "C> 

LGSY #.0 2.2% 1381 B.5e5 -63. 
<»'C) 

-2.6 

doped crystals have shown extremely interesting properties 
(the cut compensated at room temperature is the Y cut, and 
they have a favourable energy trapping behaviour (see §3)). 

The agreement between calculated and experimental 
results is quite good for the velocities (or the frequency con- 
stants). However, as in previous measurements [7][10], we 
have observed that the frequency constants and almost the 
coupling coefficients measured for the best samples of berli- 
nite and of gallium phosphate are higher than the computed 
values (see also below). The berlinite material is now 
stabilized at a high level of quality, so that a new determination 
of the constants and of their temperature coefficients can be 
very useful. 

The experimental thermal behaviour observed near the 
compensated cuts of berlinite, gallium phosphate and langa- 
site are represented in figures 4a,b,c. For berlinite, the thermal 
variations of the resonance frequency near the AT cut are very 
similar to those of quartz but with a larger inflexion tempera- 
ture. The value of the third order temperature coefficient of the 
resonance frequency is given in table 3. 

The gallium phosphate crystals used for this study display 
a reduced concentration of OH impurity (of the order of 
100-150ppm) and the experience acquired with berlinite leads 
us to believe that the thermal behaviour observed is already 
quite close of the intrinsic behaviour of highly pure GaP04. 
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Figure 4a: Thermal behaviour near the AT cut of berlinite. 
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Figure 4b: Thermal behaviour near the AT cut of gallium 
phosphate. 
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Figure 4c: Thermal behaviour for the Y cut of LGS (Nd doped 
crystals). 
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The present results indicate a third order behaviour with a 
cancellation of the second order temperature coefficient in the 
vicinity of 40°C. In spite of some dispersions, nearly all the 
examined samples having an orientation near to theta=-13"15' 
have displayed an extremely good thermal stability (of the 
order of 20 ppm in the temperature range [-20,+80'J for the 
best samples). 

For LGS we have observed parabolic thermal variations 
similar to those previously indicated by Russian authors [25]. 
The measured value of the second order temperature coeffi- 
cient is 63.10"9'C2. 

During the experiments many cases of strong coupling of 
the fundamental shear mode with plate modes (mostly flexure) 
were observed by x-ray topography [33][46] for gallium phos- 
phate and LGS resonators. Many of the dispersions observed 
in the measured temperature coefficients of the resonance 
frequency may result of such couplings which occur more fre- 
quently when rectangular plates are used. 

The responses curves of resonators, typical of the obser- 
vations made with AT berlinite, AT gallium phosphate and Y 
cut LGS are represented in figures 5a to 5c. The "effective" 
coupling coefficient displayed on these figures and in table 3 
are the values extracted from the resonance-antiresonance 
relative difference using the formula Af/f = 4k2/niti without any 
correction for the parasitic capacitances of the resonators. For 
berlinite and for gallium phosphate filter type resonators, the 
plate to case capacitances have values ranging from one 
quarter to half the static capacitance, so that they lead to much 
under-estimated values of the coupling coefficients. For 
example, for the AT gallium phosphate resonator of figure 5b, 
which was made using elliptical electrode respecting very 
nearly the in-plane anisotropy (see §3 below), the values of 
the parasitic capacitances were found to be Cp1#Cp2#0.948pF, 
the "true" static capacitance was: Co#2.295pF while the "ef- 
fective" static capacitance was 
C,

o=Co+Cp1.Cp2/(Cp1+Cp2)=2.770pF. The observed 
antiresonance frequency was 5.569680MHz it corresponds to 
the capacitance C'„, the corrected antiresonance frequency 
(corresponding to Cp) is of about 5.5832MHz, while the reson- 
ance frequency is, in first approximation, independent of the 
stray capacitances (5.505905MHz). The coupling coefficient 
corresponding to this value, calculated using the preceding 
formula is k=18.4%. When it is calculated using the exact 
expression for a one dimensional mode a very similar value is 
found (k=18.35%). These values are much greater than those 
predicted by the calculations. 
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Figure 5a: Response curve for an AT cut berlinite plane res- 
onator. 
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Figure 5b: Response curve for an AT cut Gallium Phosphate 
plane resonator. 
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Figure 5c: Response curve for an Y cut LGS plane resonator. 

3. ENERGY TRAPPING PROPERTIES. 
3.1 Computed results: 
3.1.1 y coefficients for the piezo-electric modes of 

class 32 crystals: A comparison of the energy trapping prop- 
erties of the four materials was made using models of the 
plane resonators [37][38][39] based upon the equations given 
by H.F. Tiersten and co-authors [40][41][42]. On figure 6 we 
have represented the angular variations of the square root of 
the ratio of the two first coefficients of the equation governing 
the lateral variations of the main displacement (u,) of the fun- 
damental mode in plane resonators. The solutions of this 
equation, are very dependant on this ratio which, when it is 
real, is one of the most important factor of the lateral variations 
of the mode. When it is imaginary no conventional energy 
trapping can occur. For the Y rotated cuts of class 32 
materials, the M„ coefficients can be real positive or negative 
numbers or complex numbers. For the plano-convexe resona- 
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tors, in which the energy trapping results of the contouring, the 
lateral anisotropy of the mode is governed by Vy= x^MjP* 
[40] [42][43][44]. 

For the fundamental mode, as we can observe in figure 6, 
yis always a real number, greater than unity, which means that 
the vibration modes excited by circular electrodes are elon- 
gated in the direction of the two fold axis x. This lateral aniso- 
tropy increases from AT quartz to AT berlinite and AT gallium 
phosphate while keeping quite moderate values. It is very 
large for the BT cut of these materials and for the compen- 
sated cut of langasite. The angular variations of y are very 
similar for quartz, berlinite, and, surprisingly, for LGS. 

-90     -75     -60     -45     -30     45       0       15      30      45 

Rotation angle (Theta) 

Figure 6: y coefficients for the fundamental piezo-electric 
mode of Y rotated cuts of class 32 crystals. 

Several characteristics of plane resonators are very 
dependant on the mode shape and hence on the value of y. 
Among them are the values of the motional elements of the 
equivalent scheme which depend of a quantity that is very 
approximately the fraction of total acoustic energy confined 
under the electrodes. For a resonator having round electrodes 
of a given mass loading, a value of y very different from the 
unity leads to a mode shape elongated in one direction and to 
a value of the inductance which is greater than for y#1. We 
have previously demonstrated that the use of elliptical elec- 
trodes having an axis ratio equal to y minimizes the inductance 
and optimizes the anharmonic spectra (for given values of the 
electrode area and mass loading). This technique will have a 
large interest for several of the new materials. The lateral ani- 
sotropy is also an important factor of several non linear prop- 
erties of the resonators [force-frequency effects, acceleration 
sensitivity ). 

The values of the y ratio for the third overtone are repre- 
sented for each material in figure 7. We can observe that there 
are angular regions where y is not real so that no conventional 
energy trapping can occur. For quartz and berlinite resonators, 
there are two angular regions where energy trapping exists, 
they are separated by two small regions. For GaP04 and LGS 
energy trapping exists only in one angular region which is very 
small in the case of GaP04 but include the AT cut. For the third 
overtones of the Y rotated cuts of the materials of class 32, 
very large or very small values of y and hence very anisotropic 
modes can be encountered. 

In figure 8 the values of the y coefficients computed for the 
different overtones of LGS in the vicinity of the compensated 
cut (situated near the Y one) are represented. Very near the Y 
cut there are several angular regions where no energy trapp- 
ing exists for a given overtone. Particularly, energy trapping 
disappears for the third, the 7th, and the 11th overtone at 
small positive angles, situated close to the Y cut. 
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Figure 7: y coefficients for the 3rd overtone of the piezo-elec- 
tric mode of Y rotated cuts of class 32 crystals. 
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Figure 8: y coefficients for the different overtones of the 
piezo-electric mode of Y rotated cuts of langasite. 

For these overtones, this implies fast variations and hence 
noticeable angular or "geometric" sensitivities for the aniso- 
tropy of the mode. These, in turn, imply noticeable sensitivities 
for the properties which are directly related to this quantity 
such as the values of the elements of the equivalent scheme 
and the anharmonic spectra. This may lead to the need of 
using more precise orientations than could be required by the 
quite low angular sensitivity of the compensated cut. 

According to the computed values of y, the fundamental 
mode extends in the x direction while the 3rd one is elongated 
in the z direction. The computations predict a more isotropic 
behaviour for the 5th and the 7th overtones. On figure 8, we 
have shown by square dots the experimental observations of 
the mode shape that were made using X-ray topography (§3.2 
and 3.3). 

3.1.2 Comparison of filter type resonators: The mode 
shapes and the properties of filter type plane resonators using 
the four materials were computed using the same hypothesis: 
20MHz fundamental resonance frequency, mass loading =1%, 
elliptical electrodes respecting in each case the lateral aniso- 
tropy (axis ratio= y) and having the maximal area allowing to 
have no symmetrical anharmonic. The most important results 
are given in table 4. 
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Table 4: Comparison of the properties of filter type plane res- 
onators using the main compensated Y rotated cuts of class 
32 materials. 

Material Gamma 2h 
(urn) 

2.AX1 
(mm) 

L Co 
(10-12 F) 

Quartz AT 1.261 82.1 3.35 3.542 3.38 

AIP04 AT 1.304 71.2 2.90 3.571 2.97 

GaP04 AT 1.392 61.1 1.65 2.415 1.40 

LGSY 1.710 68.5 1.85 0.884 3.82 

In table 4, we can observe that the electrodes dimensions 
decrease strongly from quartz to gallium phosphate and LGS. 
The motional inductances and almost the static capacitance 
decrease some how from quartz to gallium phosphate. This 
indicate an increased sensitivity to the stay capacitances, 
which should be carefully minimized or compensated, particu- 
larly for VCXO applications (see the end of § 2.2). For LGS, 
the inductance is much lower and the static capacitance 
larger, due to the larger value of the dielectric constant (see 
the expression of the motional inductance in ref. [37]). 
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Figure 9: Computed mode shapes for filter type fundamental 
mode resonators using the main compensated Y rotated cut of 
class 32 crystals. 

The mode shapes are compared in figure 9. They are 
drawn at the same scale (x1 and x3 coordinates) and the 
modes are normalized to have the same amplitude at the 
centre of the resonator x,=x3=0. The observed diminution of 
the "size" of the modes when the coupling coefficient increase 
is very favourable to obtain, at a given frequency, a reduction 
of the dimensions of the devices. 

Another remark must be done about the choice of the 
hypothesis: due to its symmetry (centro-symmetric) in a trans- 
formed coordinate system, the first symmetrical anharmonic is 
theoretically unexcited with such an electrode geometry. This 
may allow to use larger electrodes to suppress only the 2nd 
anharmonic, and so to have lower inductances; but the exact 
realisation of the symmetry and geometric conditions required 
to suppress the 1st anharmonic may require a much greater 
accuracy in the technology. 

3.2 Experimental results for plane resonators: 
3.2.1 Vanishing of energy trapping: For the 3rd overtone 

of Y rotated quartz and berlinite resonator, the calculation 
indicates that energy trapping disappears very near the Y cut 
while it exists for the fundamental mode. The response curve 
and the mode shape of a Y cut quartz resonator operating on 
the fundamental mode are given in figures 10a and 10b. The 
response curve, and the mode shape observed for this funda- 
mental mode are very characteristic of energy trapping. The 
response curve corresponding to the third overtone for the 
same resonator is given in figure 11a. Near the expected res- 
onance frequency of the 3rd overtone, we can observe a non- 
usual distribution of modes which present all a large 
attenuation. X-ray topography observations of the mode shape 
of all the resonances appearing in figure 11a were made. No 
mode shape similar to those expected for the anharmonics of 
the 3rd overtone were observed. The topographs have 
revealed that the modes have very unusual geometries. Four 
topographs showing the u, and u3 components of two of the 

Wl b,   in HM »o «•/ 
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Figure 10: Response curve and mode shape of the funda- 
mental mode of a Y cut quartz resonator. 
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most intense resonances are displayed in figure 11 b,c,d,e. We 
can observe that the 2 components of these modes have both 
a very intricate shape and very nearly the same amplitude. We 
can also see that the components extend up to the edges of 
the plate particularly in the tab regions. There are also several 
indications of the existence of some progressive part for these 
components [32]. A similar electrical response was observed 
for the 3rd overtone of Y cut berlinite indicating a similar 
behaviour. 

3.2.2 Comparison of computed and experimental 
mode shape for quartz, berlinite and gallium phosphate: 

Experimental determinations of the mode shapes of fun- 
damental and overtone resonators using the compensated 
cuts of these four materials were made using conventional or 
synchrotron radiation topography [32][46]. These observations 
were compared to mode shapes computed using a model of 
the plane resonators. Several of the corresponding results 
were previously presented in the case of quartz and berlinite. 
A very good agreement was observed for AT quartz resona- 

CHl  Sa!        loa  M*B 

Figure 11a: Response curve near the expected resonance 
frequency of the 3rd overtone of a Y cut quartz resonator. 
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Figure 11b.c: Mode shape ( u, and u3 components) for the 
attenuated resonance observed near 29.934MHz (modett on 
figure 11a). 
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Figure 11c,d: Mode shape ( u, and u3 components) of the 
attenuated resonance observed near 29.947MHz (mode D on 
figure 11a). 

tors; the mode shapes, the resonance frequencies and the 
values of the elements of the equivalent scheme are very 
accurately predicted by the model [37]. For the AT cut of berli- 
nite [17][37][39] the agreement is quite good for all these 
quantities. A first comparison of experimental and computed 
values of the elements of the equivalent scheme [17] and the 
first experimental observations of the mode shape of near AT 
GaPO« resonators [33] were recently reported. Further experi- 
ments and computations are now being made using the much 
better crystals and material constants now available. 

3.2.2 Comparison of computed and experimental 
mode shapes for langasite. On figure 12, the mode shape 
experimentally observed for the different overtones of a Y cut 
plane langasite resonator (plate thickness =.432mm, round 
electrodes 3.5mm diameter, mass loading= .23 %) are com- 
pared with the computed ones. The experimental response 
curves are also displayed for each of these modes. For the 
fundamental, the third and the fifth overtones modes the 
agreement between the experimental mode shapes, and the 
computed ones is good. As predicted by the calculations, the 
direction of maximum extension of the 3rd overtone (z) is dif- 
ferent of those existing for the fundamental and the fifth over- 
tone (x). The anisotropy of the fundamental mode is very 
important. We can notice, on the response curves of the 3rd 
and the 5th overtones, that the Q factor is very high (for a 
plane resonator) 

The higher overtones of the same langasite plane resona- 
tor (up to the 9th one) display useful responses and present 
large Q.f products. The agreement between the experimental 
and the computed mode shapes for the 7th and the 9th over- 
tones is not as good as for the 3rd and 5th overtones. This is 
probably due to some differences between the material 
constants determined for pure LGS and those of the doped 
crystals used here. We must also notice the fact that the 
calculation of the coefficients of the Tiersten equation involves 
to evaluate weighted differences of several constants, and 
hence these coefficients are quite sensitive to small differ- 
ences in the material constants. 
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Figure 12: Comparison of computed and observed vibration 
modes of a Y cut plane resonator using langasite. 
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3.3. Experimental results for LGS contoured resona- 
tors. 

Several plano-convexe Y-cut resonators using 15x15mm 
square plates cuts in non-doped materials elaborated by Cris- 
matec were made using different designs. The plates were first 
polished using a cerium oxyde mixt on pitch then using a 
commercial colloidal silica dispersion [45] on a clothe. They 
were etched at 80'C with concentrated phosphoric acid nearly 
saturated with aluminium phosphate. A second mecha- 
no-chemical polishing operation was then made and it was 
followed by a second etching removing some microns without 
destroying the polish. The resonators were electroded using 
Cr/Au metallizations to obtain either a thickness excitation or a 
lateral field excitation (in the x or in the z directions). In such 
resonators the energy trapping phenomena results from the 
thickness variations and the anisotropy is governed by the 
ratio of Mn to Pn at the power 1/4. So that, modes, less aniso- 
tropic, than in plane resonators, are obtained. 

3.3.1 Thickness field excitation. On table 5, the results 
of measurements made on a Y cut plano-convexe LGS res- 
onator with thickness excitation are displayed together with the 
design parameters. High Q factors were measured for the 
resonance frequencies of several overtones. Still higher Q 
factors were measured at the antiresonance of several over- 
tones. This is a first indication that much higher values can be 
obtained at the resonance. It was also observed that electrical 
impedance level corresponding to these resonances are much 
lower than what is observed for the corresponding overtone of 
AT quartz. Further results and the mode shapes observed by 
X-ray topography for other resonators of a quite similar design 
can be found in ref. [46]. The mode shapes, are very different 
of those known for quartz or berlinite plano-convexe.resona- 
tors (different anisotropy and much smaller spatial extension 
at equal power). The smaller "dimension" of the modes is 
predicted by the theories of the plano-convexe resonators 
[40][42][43][44]. In the theory of H.F.Tiersten [40], it results of 
the greater values of the coefficients a„,ß„ in the expressions 
of the Gaussian terms of the Hermitto-Gaussian main dis- 
placement (u,).. 

Table 5: Properties of the overtones of a Y cut plano-convexe 
resonator using LGS (thickness excitation). 

Thickness excitation LGS Y cut 
2h«0.737mm 2Ra-6mm      Rc=200mm       FU2.4e-3 

Ov. Fr(MHz) Q(Fr) Q(5MHZ) L(H) R(Ohm) 

1 1.887 0.081 0.030 0.064 9.32 

3 5.590 0.527 0.590 0.149 9.97 

5 9.320 0.600 
•1.471 

1.230 
•2.743 

0.177 15.7 

7 13.039 0.602 
•0.772 

1.570 
•2.013 

0.218 29.7 

(*) Q factors measured at the antiresonance 

The response curve of the different overtones of the pre- 
ceding resonators are displayed on figure 13. The measure- 
ments of table 5 and the curves were obtained at a source 
power of 15 dBm. No distortion of the amplitude response was 
observed even at higher excitation power (up to +20dBm). On 
the phase response curves, the steep phase slope observed 
at the anti resonances can be noticed. It much probable that 
some further optimization of the resonator designs, and of may 
be of the material, will lead to still higher values of the Q fac- 
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Figure 13: Response curves of the different overtones of the 
Y-cut LGS plano-convexe resonator of table 5 (thickness exci- 
tation). 
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tors for the resonance frequency of the overtone of the slow 
shear (C) mode. Still higher values of the Q.f product were 
measured at the antiresonance of other resonators. An 
example corresponding to observations made for the 5th 
overtone of a thicker plano-convexe resonator is given in fig- 
ure 14. The Q.f product measured at the anti-resonance ( 
Q=3.09 106 , Q.f=1.5 1013 for this resonator) is of the same 
order of magnitude as the values obtained using the HBAR 
technique by G.D. Mansfeld [31] whose measurements con- 
stitute another very important indication of the possibilities to 
obtain extremely high Q factors from LGS devices. 

3.3.2 Lateral field excitation in the x direction. 
The low impedance level predicted and observed for con- 

ventional plano-convexe LGS resonators indicate interesting 
possibilities for lateral field excitation. In table 6, some results 
obtained for a resonator using a lateral excitation by a field in 
the x direction are presented. As indicated by several authors 
and particularly by A.Ballato for quartz and other materials 
(See the references given in [47]), the x field excite the longi- 
tudinal mode and the fast shear mode. We can notice that very 
high Q factors are obtained for several overtones of the 
longitudinal (A) mode whereas the overtones of the fast shear 
(B) seem to present higher acoustic losses with this design. It 
has been observed that several anharmonics of the even 
overtones of the C mode that are excited due to their antisym- 
metry relatively to the collecting electrodes have also interest- 
ing properties. The impedance levels obtained with this design 
are high but they can be some how reduced using the gap 
parameter. The experiments made have shown that slight 
variations in the design and in the realization of the resonators 
can permit to obtain much larger Q factors. This is illustrated in 
figure 15 by the results obtained with a resonator having a 
similar design except for a reduced gap (1mm). The Q.f prod- 
uct, then reproducibly measured, is among the highest ones 
ever measured for a plano-convexe resonator (Q.f =1.65 1013 

;Q 5Mhz=3.3 106). Further experiments with plano-convexe res- 
onators of more varied designs are required to find the maxi- 
mal achievable values of the Q.f product for the different 
modes; they migth be surprisingly high. 

Table 6: Properties of some modes of a plano-convexe res- 
onator using a lateral field excitation in the x direction. 

Ycut 2h-1.746mm    Rc»150mm 
E field in X direction Gap=1.5mm 

Uode Ff(MHz) <ib-8> 
Q(SMHZ) L(H) R(Ohm) 

A5 8.284 0.681 1.296 4.86 371. 

A7 11.577 1.154 2.672 6.06 381. 

A9 14.869 0.656 1.952 4.69 668. 

B5 4.333 0.176 0.153 5.13 791. 

B7 6.023 0.256 0.309 8.74 1077. 

C4 
410 

3.192 0.724 0.462 30.95 857. 

C6 
610 

4.769 1.040 0.993 12.95 370 
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Figure 15: Response curves for a Y-cut LGS plano-convexe 
resonator showing .an extremely large Q.f product at the res- 
onance of the 7th overtone of the A mode (x field excitation). 

3.3.3 Lateral field excitation in the z direction. 
For LGS, the dielectric constant in the Z direction £33 has a 

much larger value than those relative to the x direction e„ so 
that using lateral excitation in the Z direction, leads to reduced 
impedance level (the inductance is a linear function of l/e). On 
figures 16a,b,c, we can observe that then the 4th and the six 
overtone of the C mode so excited, have impedance level 
similar to that of 5th overtone quartz using thickness excita- 
tion. The Q factor of the 4th overtone is 1 million and those of 
the 6th overtone is .75 million. The response curve of figure 
16c indicates that the distribution of the anharmonics of the 6th 
overtone is very similar to what is known for the odd overtones 
excited by a thickness field. 
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Figure 16: Response curves of the 4th and the 6th overtone of 
the C mode excited in a Y-cut LGS plano-convexe resonator 
by a lateral z field. 
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4 CONCLUSION: 
The properties of the most important new piezo-electric 

materials of class 32 were compared. The calculations and 
the experiments have shown that quartz and its structural 
analogs possess an outstanding high thermal stability. They 
have also shown that the energy trapping properties and 
hence the design rules of the devices using the new materials 
can be very different of those known for quartz. 

The larger coupling coefficients of GaP04 and LGS allow 
to obtain much larger shift for the oscillators and bandwidth for 
the filters. It permits also to use overtones with much higher 
ranks than for quartz. 

LGS displays extremely reduced acoustic losses and is the 
prototype of a series of analogs which may also have very 
interesting properties (including probably for some of them, 
very large coupling coefficients). LGS is very promising to 
obtain extremely high Q factor devices for applications requir- 
ing very low phase noise. 

Gallium phosphate presents an outstanding set of qualities 
(large coupling  coefficients,  extremely favourable thermal 
behaviour ). It must be further developed to obtain the large 
and highly perfect crystals required for the applications to 
filtering and VCXO's. 

Berlinite presents a very interesting compromise of prop- 
erties, and it is much probably an outstanding surface wave 
material. Its present state of development is already sufficient 
to allow in depth investigations of the properties of devices, the 
obtainment of industrial prototypes and new measurements of 
the material constants. 

On the whole, it appears that the piezo-electric materials of 
class 32 have very interesting, complementary properties that 
can cover a very broad range of applications for frequency 
generation and filtering. The new materials of this crystal class 
can surpass greatly quartz for all the applications requiring a 
high coupling coefficient, and also for many other ones 
demanding a new level of performances on other characteris- 
tics (such as: lower losses or reduced phase noise, much 
reduced dimensions, lower impedance level, high temperature 
operations, etc.). They are particularly adapted to the new 
applications to filtering and frequency generation requiring a 
high level of performances such as in telecommunication 
equipments. 
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Abstract: The mode of occurrence and the origin 
of cracking of 3-inch diameter Li2B4Ü7 single 
crystal during growth have been investigated. From 
these considerations, growth conditions for 
crack-free single crystal have been examined and 
crack-free 3-inch diameter lithium tetraborate 
(Li2B407) single crystals by Czochralski 
method have been successfully grown. 

Introduction 

Lithium tetraborate (Li2B407) is a piezoelectric 
material which belongs to the point group 
4mm [1]. This single crystal have attracted 
much attention as a surface wave (SAW) 
substrate for high frequency because of its 
high coupling factors (k2) and low 
temperature coefficient of frequency (TCF) 
[2,3] since whatmore[4] first reported. 
Li2B407 melts congruently, and 
consequently it is grown by the Czochralski 
[5,6] and Bridgman Methods [7]. The most 
important practical points for growing 
Li2B407 single crystals are to prevent 
cracking and incorporation of voids at the 
solid-liquid interface during growth. 
Voids are generated in the melt close to the 
solid-liquid interface by the accumulation of 
impurity (almost H2O) which is contained in 
starting materials, and are incorporated into 
the crystal by the fast solidification [8]. The 
incorporation of voids can be avoided by the 
use of H20-free starting materials. On the 
other hands, this crystal easily cracks during 
growth due to the strong habit of specific 
parting plane to <1,-1,2> direction and high 
temperature gradient above the melt when 
Li2B4U7 single crystal are pulled to the 

<110> direction. Resolving this crystal 
cracking   problem   is   essential   to   achieving 

good reproducibility and quality in crystal 
growth. The growth of crack-free crystals 
for commercial use has been successfully 
investigated by various people: Matsumura et 
al. [5] for the relationship between temperature 
gradient above the melt and crystal crack, Kamiyama 
et al. [9] and Sugawara et al. [10] for the 
relationship between the disarray of growth ridge 
and crystal crack and Komatsu et al.[ll] for the 
crystal cracking due to the change of melt 

properties. 
We have been studying the increase of growth rate 

of 3-inch diameter Li2B407 single crystals by the 
Czochralski method for the decrease of wafer cost. 
In our experiments, the increase of growth rate 
brings about crystal crack, and thereby it needs to 
clear the origin of crack in order to increase the 

growth   rate. 
In   this   paper,   we have   examined   the  mode of 

occurrence  and   origin   of  crystal   cracking   during 
growth, and have considered to establish the growth 
conditions of crack-free 3 inch-diameter Li2B4Ü7 

single crystals. 

Experimental Procedure 

3 inch-diameter Li2B407 single crystals were 
grown by the Czochralski (CZ) technique using 
R.F. heating and an automatic diameter control 
(ADC) system[ll]. The starting material was 
purified Li2B4Ü7 polycrystalline powder with the 
molar ratio (B/Li) of 2.00. The growth conditions 

are   summarized   in  Table 1. 
The crystal diameter was 80mm and the length of 

grown crystal was 100mm. A Pt-Pt:13%Rh 
thermocouple was placed at the bottom of the Pt 
crucible, which was used to monitor the melt 
temperature during the growth. A schematic diagram 
of the furnace is illustrated in Fig.l. Cracks were 
classified by the occurrence position of crack and 
the character of each classified crack was examined. 
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From those character,    the origin of each classified 
crack was considered. 

Table 1.     Growth  conditions   for L12B4O7   single 

crystals. 

Crystal Growth axis 

Diameter 

Control parameters Growth rate 

Rotation rate 

Crucible Pt 

Atmosphere 

Space length (d) 

<110> 

80mm 0 

0.6mm/h 

0.2 - 5 rpm 

130mm 0 x130mmh 

Air 

20, 0,  -30 mm 

Results and Discussions 

Crystal growth 
Crystal crack occurrence rate during growth was 

70 to 80% at the position of d=20mm which is 
shown in Fig.l. According to the lowering of d, 
this occurrence rate became small and was almost 
0% at the position of d=-38mm. Figure 2 shows 
crack-free crystals successfully grown under this 

condition. 

Alumina 
s'    ceramics 

Alumina 
ring 

o 
Aller 

O    liealer(Pt) 

Zirconia 
powder 

Thermocouple 

Fig.l. A schematic diagram of furnace system. 

'■"^:;v 

Li2B4Ö7Si$ 

Fig. 2.      Grown   3   inch-diameter   U2B4O7   single 
crystals. 

The effect of crystal rotation rate on crystal 
cracking was not clear. The orientation of cracks in 
crystal are varied, although <112> is predominantly 
observed, as same as that in 2-inch diameter crystal 
[10]. Although the crystal cracking during cooling 
is a few, there are main two modes of occurrence of 
cracking during the growth of 3 inch-diameter 
single crystal. One occurs over 60mm diameter at a 
shoulder formation. The other occurs at a later stage 
of growth after the crystal attains a constant 
diameter. 

Crack at a shoulder formation 
This crack occurs when crystal diameter is 60 to 
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80mm. The example of this crack is shown in Fig.3. 
The character of this crack is large concave interface 
to melt as shown in Fig.3. This shape of interface is 
originated from crystal remelt [12] because the 
decrease of crystal weight is observed before 
cracking. Growing crystal is eventually separated 
from the melt with the progress of crystal remelt, 
and this separation leads to crystal cracking. It is 
considered that the crystal remelt is due to the 
accumulation of latent heat which evolves at the 
interface during growth. Whenever crystal remelt 
occurs, the temperature at crucible bottom and its 
fluctuation increases. Therefore this cracking can be 
prevented by the temperature control at crucible 
bottom until crystal diameter attains from 60 to 

80mm. 

Fig.3.   Crack at a shoulder formation. 

Crack at a later stage of growth 
According to the lowering of d (20mm, 0mm, 

-38mm), crack occurrence rate became to be small. 
From the microscopic observation of cracked and 
crack-free crystal, we found that striation which is 
banded structure on the crystal surface changes with 
the decrease of d. Figure 4 shows striations in 

cracked (d=20mm) and crack-free (-38mm) crystal. 
Figure 4(a) shows striations, grown under the 
condition of 70 to 80% crack occurrence rate 
(d=20mm), while that in crystal at 0% crack 
occurrence rate (d=-38mm) is shown in Fig.4(b). 
Striations in crack-free crystal are regular, while 
that in cracked crystal are irregular. It is reported in 
Si [13] and semiconductor compound [14] crystals 
that striation is related to the fluctuation of growth 
rate. We measured the fluctuation of growth rate of 
lithium tetraborate which is observed by the change 
of crystal weight during growth.    Figure 5  shows 

(a) cracked crystal 5mm, 

(b) crack-free crystal 

Fig.4. Striations in crack-free and cracked crystal. 

15 

-IS 

—-•— Cracked crystal 

—* - - Cracked crystal 

O     Crack-free crystal 

5 10 

Time  [Min / 10] (*) 

15 

Fig.5. The deviation of the increase rate of crystal 
weight from the programmed rate. 
(*) 0 indicates the time when the length of grown 
crystal trunk attains 50mm. 
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the deviation of the increase rate of crystal weight 
from the programmed rate. 

Figure 5 shows that the deviation in a cracked 
crystal is +-12%, while that in a crack-free crystal 
is less than +-3%. These results indicate that the 
large deviation comes from the fluctuation of 
growth rate, the growth rate fluctuation in cracked 
crystal is larger than that of crack-free crystal and 
crack occurs when the fluctuation of growth rate is 
large. 

Chikawa [15] reported in Si that striation is 
related to the irregular temperature oscillation in 
melt. Brice [16] shows that the fluctuation of 
growth rate results from temperature fluctuation in 
melt below the interface. It was considered that 
temperature fluctuation in melt below interface is 
essential to preventing crystal crack, and thereby we 
examined the temperature oscillation in melt below 
interface. Figure 6 shows a schematic diagram of 
measurement system. Pt-Rh thermocouple was 
inserted into melt below interface, as shown in Fig. 
6. Temperature oscillation is normally generated by 
melt convection. There are two factors controlling 
melt convection. One is crystal rotation which 
dominates forced convection, the other is work-coil 
position which dominates natural convection, 
work-coil position is denoted as d, as shown in 
Fig.l. 

O 

O 

O 
o 
o 

Thermocouple 
80mm 

Crystal 

5mm depth 

Melt 

130mm 

O   130mm 

o 

d(mmV^ 

 ^ 

o 
o 

. o 
Pt crucible 

Workcoil 

Thermocouple 
o 
o 

Fig.6. Arrangement of thermocouples, work-coil 
and Pt crucible. (*) d is defined as d=Hw-Hc, 
where Hw is the height of the top of work-coil from 
ground level and Hc is the height of the top of Pt 
crucible from ground level. 

The measurement of temperature fluctuation in melt 
Typical examples of temperature, recorded in 

melt below the interface and at the bottom of 
crucible, are shown in Fig.7. 

10min 
Tmax 

5K 

Train 

zdT = Tmax - Train = 5 K 
(a) below the interface 

10min 

Tmax 2K 

Tmin 

ZlT = Tmax - Tini = 1.5K 

(b) at crucible bottom 

Fig.7.     Typical     examples     of     the     temperature 
fluctuation. Crystal  rotation rate  is   0.3rpm. 

This temperature fluctuation seems to be 
irregular. The difference between maximum and 
minimum temperature for a period of 10 minutes is 
regarded as the maximum temperature fluctuation 
and the relationship between this maximum 
fluctuation and crystal rotation rate are shown in 

Fig.8.    30 
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Fig. 8.      The      relationship      between      maximum 
temperature fluctuation and crystal   rotation  rate. 
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Figure 8 shows the following three important 
things; the behavior of the maximum temperature 
fluctuation in crucible bottom is almost as same as 
that in melt below the interface, the maximum 
fluctuation at the interface is over 5K and that at 
crucible bottom is over 1.5K in the range of 0-5 
crystal rotation rate (rpm). The origin of largest 
irregular temperature fluctuation at 0.8rpm is not 
clear, however it is almost certain that unsteady 
strong convection of melt is produced when crystal 
rotation rate is 0.8rpm. The relationship between 
the crystal rotation and the maximum temperature 
fluctuation at crucible bottom on three d value 
(20,0,-38mm)   are  shown   in  Fig.9. 

W ark-coll position 

m m 

- • - <20mm 

--€>■- 0 mm 

■ »■■■■  38   mm 

l\ 
1  \ 

1    t 
*      1 

1         1 
 i 4 * 
t 
i 

i « 
■■■*  

----- 
+ 2C 

1 * * 
f 

1 
§ 

* Omm "" 

m -o—•"""" 

.... -3 «m 

0 0.5 1 1.5 2 2.5 3 3.5 
crystal rotation (rpm) 

Fig.9. The change of maximum temperature 
fluctuation at crucible bottom with crystal rotation 
rate and   d values (20,0,-38mm). 

Figure 9 shows that the maximum fluctuation 
decreases according to the lowering of d value, and 
become to about 0.7K in d = -38mm. According to 
the lowering of d value, temperature gradient below 
interface become low, and thereby the melt viscosity 
in crucible become high. This high viscosity makes 
melt convection weak and temperature fluctuation 
which originate from melt convection become to be 
small. This small fluctuation at crucible bottom 
indicates that the temperature fluctuation in melt 
below   the interface may be also small. 

The   effect   of     temperature   fluctuation   in   melt 
on     crystal   growth 

The temperature fluctuation may be originated 
from the convection of melt. Unsteady convection 
of melt results the irregular temperature fluctuation, 
and the larger fluctuation causes from stronger 
convection of melt. It is known that unsteady 
convection brings about the variation of the growth 
rate   in   the   growth   of   metal   and   semiconductor 

crystal [17]. We observed that the temperature 
fluctuation changed from regular to irregular when 
crystal remelt occurred at the shoulder formation. 
This shows that unsteady convection may be 
concerned with the change of crystal growth rate. 
We examined the variation of increase rate in crystal 
weight    during       growth    and    revealed    that    the 

variation of increase rate in crystal weight was 
about +-12% in d=20mm, and less +-3% in 
d=-38mm [18]. Crystal length grown for 10 
minutes is about 0.06mm and too short for the 
crystal diameter to change, and thereby this 
variation of weight increase mainly results from that 
of growth rate at the interface. This shows that the 
growth rate of U2B4O7 single crystal actually is 
not constant in spite of a constant pulling rate. The 
large variation of growth rate corresponds to the 
large temperature fluctuation which results from the 
strong convection of melt. Crystal cracking rate 
became to be almost 0% under the condition of 
d=-38mm which showed the small temperature 
fluctuation. Hence it is concluded that the origin of 
crystal cracking is mainly due to the large 
variation of crystal growth rate at the interface. 
There are two possibilities of crystal cracking by 
the growth rate variation. One is lattice mismatch 
induced by the variation of impurity concentration 
due to that of growth rate in the growing crystal. 
OH" is detected as main impurity in grown crystal. 
The other is polycrystallization at the growing 
interface when the growth rate reaches largest. 
Since cracking at a later stage of growth after the 
crystal attains a constant diameter begins at the 
interface, it may be considered that this cracking 
results from polycrystallization. On the other hand, 
crystal cracking during cooling is frequently 
observed. This crack may be originated from the 
intense variation of impurity concentration. 

Conclusions 

There were two modes of occurrence cracking of 
3-inch diameter V\2^^Q1 single crystal during 
growth. One occurred at a shoulder formation and 
originated from crystal remelt. The other occurred at 
a later stage of growth and was mainly related to 
large growth rate fluctuation. Growth rate 
fluctuation originated from unsteady convection of 
melt. Crack-free 3-inch diameter lithium tetraborate 
(Li2B4Ü7) single crystals by Czochralski 
method has been successfully grown by the 
suppressing crystal remelt and large temperature 
fluctuation in melt. 
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Defects in lithium tetraborate Li2B407 (LBO) and their 
influence on performance of devices are concerned by 
crystal material researchers and device engineers with 
production of 3-inch diameter LBO crystal by the 
Bridgman (BR) technique and application and design of 
surface acoustic wave (SAW) devices fabricated on LBO 
substrate. The defects in the BR-grown LBO of 3-inch 
diameter are observed by chemical etching and 
microscopy. The main defects in the crystal are sub-grain 
boundaries and dislocations. Growth striation, scattering 
particle and twin occur in the crystal occasionally. The 
configuration of the defects, their origins and lessening 
methods are described also in this paper. 

1. Introduction 
Lithium tetraborate Li2B407 (abbnLBO) crystal as a new 

piezoelectric and non-ferroelectric substrate material is 
developed into pilot production by the modified Bridgman 
technique [1-3] and LBO wafers are fabricated for surface 
acoustic wave (SAW) devices with middle band width, 
high stability of central frequency and miniaturization for 
industrial manufacture of movable communication 
equipments [4-7]. LBO is a stoichiometric compound in 
Li20-B203 system with congruently melting point 917°C 
and belongs to tetragonal crystallographic system. Macro 
imperfection, core and crack, and X-ray topography of 
dislocation of density lO^cm"2 in CZ-grown LBO crystals 
were reported [5,6,8,9]. Although the BR growth of LBO 
crystal of three-inch diameter without core, crack, growth 
striation, scattering particles and twin has been carried 
out, the researchers of the crystal and devices are 
concerned about defects in the BR-grown LBO crystals 
and their influence on device performance. 

We have investigated systematically the main defects in 

the BR-grown LBO crystals of three-inch diameter by 
chemical etching and X-ray topography and their origin 
and elimination meanwhile we optimize the growth 
conditions of large diameter LBO crystals. The results 
observed by chemical etching are reported in this paper. 

2. Experimental 
LBO crystals of three-inch diameter are grown by the 

modified BR technique as the procedure described in 
reference [1]. The orientations of the crystals are < 110> 
or < 001 > directions. The samples for optical observation 
are cut from as-grown boules, finely lapped, sometimes 
polished in the standard procedure. The defects are 
revealed by chemical etching in 25 % aqueous acetic acid, 
15-25°C, 30-120 min and observed by the eyes or with 
Olympus microscope BH-P-2 and others. 

3. Results and discussion 
3-1. Sub-grain boundary 

After chemical etching, sub-grain boundary on the cross- 
section (110) face of < 110 > -grown $3" LBO boule can 
be seen obviously by the eyes through reflection of light 
from the surface. There is a big difference between the 
boules, on the (110) surfaces of some boules very dense 
sub-boundaries such as the net configuration are 
demonstrated while for other boules, only thin sub- 
boundaries on the surface. In order to investigate the 
origin and propagation of sub-boundary during LBO 
growth, two ends, top and bottom cross-sections, of the 
boules of 20-50 mm length are observed. As Figure 1 
indicates, dense net sub-boundaries on the bottom surface 
decrease obviously to thin sub-boundaries on the top 
surface through 20mm growth length. The original sub- 
boundaries merge with each other or change into range of 
separated dislocations during the optimized growth. Bulk 
defects such as core and inclusions create often the 
original sub-boundaries on the place of diminishing these 
bulk defects. In Fig. 2, the arrows indicate the inclusions 
which create the sub-boundary along themselves. Fig. 3 
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top surface 

growth direction <110> LBO as-grown boule 

bottom surface 

Fig. 1  The dense net sub-boundaries merge each other during LBO BR-growth. 
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Fig.2 The inclusions along themselves create the sub-boundary in LBO BR-grown crystal. 
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Fig. 3 Few and scattered sub-boundary configuration in the BR LBO crystal 

demonstrates a LBO crystal with few and scattered sub- 
boundaries. As a matter of fact, the sub-boundaries 
propagate mainly from those in seed crystal so that the 
best ways of decreasing sub-boundaries in LBO are 
optimizing the conditions of the crystal growth, specially 
controlling the shape and stability of solid-liquid (s-1) 
interface during the growth and choosing the seed with 
less sub-boundaries. 

3-2. Dislocation 
Tetrahedral cone of etch pits on (001) face (Fig. 4) and 

deformed pentahedral cone of etch pits on (110) face (Fig. 
5) on the polished surface of LBO crystal can be observed 
easily by microscope. The densities of etch pits on 
different areas of the crystal surfaces are quite different 

(Fig. 6), from 102'3 cm"2 to 104"5 cm"2, depending on the 
distribution of the original dislocations in the seed and the 
density of bulk defects such as core and inclusions in as- 
grown LBO crystals. In most of the cases, high density of 
etch pits appears in the core region or around the 
inclusions. For example, in Fig. 5, black region at the 
centre is an inclusion. That means the bulk defects create 
the original dislocations in as-grown LBO crystal. On the 
other hand, the dislocations in the seed crystal propagate 
generally into as-grown LBO crystal. Choosing the seed 
with low density of dislocation is most effective for 
decrease of density of dislocation in as-grown boule. 
Another way to prepare the seed is changing the growth 
directions of the seed crystal according to the equivalent 
axis, for example, < 110> seed changes into <110> or 

Fig.4 Tetrahedral cones of etch pits and sub-boundaries 
on (001) face of LBO crystal. 

Fig.5 Pentahedral cones of etch pits around an 
inclusion on (110) face of LBO crystal. 
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Fig.6 Low or high density of the dislocations on different areas of LBO BR-crystal. 
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< 110 > seed. Thus the density of dislocation on the 
cross-section  of  the  seed  in  the  changed  direction 
decreases. 

3-3. Growth striation 
In as-grown BR LBO crystals there is (are) while 

striation(s) of 1-5 mm width in the direction of growth 
called "growth striation" parallel to the cross-sections of 
LBO boule. As a matter of fact, growth striation consists 
of a lot of the constitutional supercooling inclusions. The 
shape of growth striation is in coincidence with the shape 
of s-1 interface during the growth and the position of 
growth striation in LBO boule corresponds to the place on 
which vibration of furnace temperature occurs. Generally, 
the growth striation forms during the abrupt decrease of 
furnace temperature more than 0.3-0.5°C per hour. 
Meanwhile the less deviation from the stoichiometry 
(Li2O/Bi2O3=0.2146) for melt composition tolerates the 
more vibration of furnace temperature during the growth 
without the formation of growth striation. Although the 
growth striation is a macro-imperfection for LBO boule, 
LBO wafers of 0.5-2 mm width cut in parallel to the 
growth striation do not contain the growth striation. 
Therefore, growth striation do not influence the 
performance of LBO wafer. 

3-4. Scattering particle 
Using He-Ne Laser beam, we observed the whole 

volume of $3" LBO boules in dark circumstance, there 
are a few scattering particles occasionally. They are 
filament holes or small inclusions in several tens 
micrometer and form from the non-cured rift in the seed 

or growth interface breakdown during occasional vibration 
of furnace temperature or accumulation of non- 
stoichiometric component and impurities in local micro- 
regions. 

3-5. Twin crystal 
Twinning in LBO crystal appears occasionally also 

specially for <001> growth of LBO crystal. After 
chemical etching in acetic acid, two parts of the twin are 
easily observed. The etching velocities of two parts of 
LBO twin are quite different from each other. For 
example, on (001) surface, tetrahedral hills cover one part 
of the twin while very fine flat on another part of the twin 
(Fig. 7). The laminar twins create some time in <001> 
growing LBO at the temperature of near melting point by 
thermal stress from shrinkage of Pt crucible (Fig. 7). The 
bulk defects such as inclusions, growing rift from 
interface breakdown can create original twins also in as- 
grown LBO crystal by thermal stress so twin in LBO 
belongs to mechanical twin. 

4. Conclusion 
The main defects in the BR-grown LBO crystal of 3-inch 

diameter are sub-grain boundaries and dislocations. They 
can be decreased by choosing the seed crystal containing 
less imperfection and optimizing the growth conditions. 
The influence of the sub-boundaries and dislocations on 
performance of devices fabricates on LBO substrate is not 
clear and the comparison of relative data from the 
substrates with quite different defects configuration is 
needful to make conclusion. 

a. Laminar twins (x0.6). b. Tetrahedral hills covered on one part and flat surface 
on another part of LBO twins. 

Fig.7 Two parts of twins on (001) face of LBO crystal 
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Abstract 

This paper presents an improved resonator 
method for the determination of piezoelectric material 
constants. The improved method addresses a 
fundamental limitation of the measurement methods 
recommended in the current IEEE Standard on 
Piezoelectricity: the relations between vibrator response 
and material constants presented in the Standard are 
based upon the one-dimensional approximation of an 
essentially infinite flat plate with a uniform distribution 
of vibratory motion. The calculation or measurement of 
the vibrational amplitude distribution is a non-trivial 
task. The practical result is that the current IEEE 176- 
1987 resonator method recommendations are of limited 
usefulness in the determination of "intrinsic" 
piezoelectric material constants. The limitation can, 
however, readily be overcome using an improved 
measurement technique based on measurands unaffected 
by the vibrational amplitude distribution. In the 
improved technique, the measurands of choice are the 
zero-mass-loading, fundamental mode, TE antiresonance 
or LE resonance frequencies. 

Introduction 

This paper presents an improved resonator 
method for the determination of piezoelectric material 
constants. The improved method was developed during 
the course of a recently reported Li2B407 material 
constants determination [1], as important discrepancies 
were   noted   between   piezoelectric   coupling   values 

obtained using the resonator measurement methods 
recommended in the current IEEE Standard on 
Piezoelectricity, IEEE Standard 176-1987 [2], and those 
obtained using measurements of essentially plane-wave 
velocities. The magnitude of the discrepancies is 
illustrated in Table I, wherein several "effective" values 
of piezoelectric coupling measured using the IEEE 176- 
1987 resonator method recommendations are compared 
to the corresponding "intrinsic" values calculated using 
material constants derived from the measurements of 
plane-wave velocities. The "effective" piezoelectric 
coupling values are only 60%-80% of the corresponding 
"intrinsic" values, leading directly to discrepancies of 

TABLE I 
COMPARISON OF MEASURED "EFFECTIVE" AND 

"INTRINSIC" PIEZOELECTRIC COUPLING VALUES OF THE 

c(2) AND c(3) MODES OF LI2B407. 

 $  e Mode k(eff) k 
0 28.2 c(2) 11.3 14.4 
0 45 c(2) 13.3 20.3 
45 45 c(2) 14.4 21.3 
45 56.1 c(2) 16.4 24.4 
0 90 c(2) 28.0 41.3 

0 0 c(3) 12.1 18.4 
45 0 c(3) 12.3 18.4 
0 28.2 c(3) 13.3 18.9 

0 45 c(3) 14.9 23.6 
45 45 cC3) 14.3 23.0 
45 56.1 c(3) 19.3 27.1 
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10%-25% in the determination of piezoelectric stress 
constants, as well as secondary discrepancies of varying 
size in the determination of associated elastic stiffnesses. 

The discrepancies between the "intrinsic" and 
"effective" values of piezoelectric coupling, as well as 
other important effects, have been identified as arising 
from the non-uniform distribution of vibratory motion 
found in practical plate resonators. Such effects are not 
accounted for in IEEE 176-1987. Further, the 
measurement and/or calculation of the vibrational 
amplitude distribution and its effects on the quantities of 
interest is a non-trivial task. Consequently, the 
improved measurement method is based upon a set of 
measurands unaffected by the vibrational amplitude 
distribution. 

Limitation of IEEE Standard 176-1987 

Various techniques for determining dielectric, 
piezoelectric, and elastic constants are covered in 
Chapter 6 of IEEE 176-1987, with resonator 
measurements discussed in detail in Section 6.4. The 
resonator method recommendations are based upon the 
presumption that the relations between vibrator response 
and material constants are accurately known. This is 
stated in the Standard as follows: 

"For each of the modes of vibration analyzed in Section 
4, there is a transcendental expression for the electrical 
impedance Z(co) that, in the absence of losses, is exact 
except for the approximations made in obtaining the 
equation of motion and boundary conditions." 

Such approximations form the primary 
limitation of the IEEE 176-1987 resonator method 
recommendations, as the relations between vibrator 
response and material constants presented in the 
Standard are based upon the one-dimensional 
approximation of an essentially infinite flat plate with a 
uniform distribution of vibratory motion. Unfortunately, 
some of the basic measurands used in the recommended 
techniques (Ci and fs) are strongly dependent on the non- 
uniform distribution of vibratory motion found in 
practical plate resonators. The net result is that such 
measurements are useful in establishing the "real world" 
behavior of a particular resonator design, but are of 
limited usefulness in the determination of piezoelectric 
material constants 

Non-Uniform Distribution of Motion Effects 

IEEE Standard 176-1987 recommends three 
procedures for determining piezoelectric coupling and 
piezoelectric   constants   using   thin   plates,    namely 
1) measurement of the difference between the 
fundamental resonance and antiresonance frequencies, 
2) measurement of the motional capacitance (using either 
the slope of the resonator reactance near resonance, 
measurement of the altered resonance frequency with a 
series load capacitor (the so-called load frequency), or 
measurement of fS) Q, and R,), and 3) measurement of 
the fundamental and first or higher overtone resonances. 
These techniques accurately measure the "effective" 
piezoelectric coupling of the device under test, and as 
such are useful in establishing the "real world" behavior 
of a particular resonator design. However, the basic 
measurands used in the recommended techniques are 
strongly dependent on the particular details of the 
distribution of vibratory motion in the piezoelectric plate. 
A difficulty arises, therefore, when the measured 
"effective" quantities are misinterpreted as being the 
"intrinsic" quantities associated with the ideal one- 
dimensional plate resonator. 

The effects of the non-uniform distribution of 
vibratory motion on the various elements of the 
Buttcrworlh-Van Dyke equivalent electrical circuit 
parameters were first published by Bechmann in 1952 
[3]. The "intrinsic" values of Rj, L], and d associated 
with the infinite flat plate are modified by a factor <J> 
arising from the non-uniform distribution of motion: 

R,(eff)=RiM\ 

L,(eff)=LiM>, 

and 

C,(eff)=CrO. 

From equation (3) it follows that 

k2(eff)=Ok2. 

(1) 

(2) 

(3) 

(4) 

For the air-gap measurements of flat, unelectroded 
Li2B407 plates as listed in Table I, O ranges from 0.38 to 
0.61 with a mean value of 0.45. 
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The effects of the non-uniform distribution of 
motion on the critical frequencies may be found by 
substituting k2(eff) (and also n(eff) [4]) into the 
transcendental equations describing the resonator 
transimpedance; the thickness-field excitation (TE) 
resonance frequencies and lateral-field excitation (LE) 
antiresonance frequencies are among those frequencies 
strongly affected. 

The factor O may be calculated from the 
normalized vibrational amplitude distribution g(r,9) as 

<D    = 
[l/AjAe g(r,e)rdrdef 

1/A JA g2(r,6) r dr d0 
(5) 

wherein A represents the area of the major plate surfaces 
and Ae represents the area of the driving electrodes. The 
amplitude distribution may be calculated using the 
techniques developed by Tiersten and coworkers [5-8], or 
determined experimentally (see, for example, Sauerbrey 
and coworkers [9-11]]), however these are non-trivial 
tasks. 

Measurement Procedure 

The limitations of the IEEE 176-1987 
recommended methods can readily be overcome using an 
improved measurement technique based on a properly 
chosen sample set of measurands unaffected by the 
vibrational amplitude distribution. In the improved 
technique, the measurands of choice are the zero-mass- 
loading (unelectroded), fundamental mode, TE 
antiresonance or LE resonance frequencies, which are by 
definition independent of both electrode mass loading 
and piezoelectric coupling values, and thus by extension 
are independent of non-uniform distribution of motion 
effects. 

The critical frequencies of unelectroded plates 
can be measured using TE and LE air-gap test fixtures 
(see, for example, Guttwein, et al. [12] and Ballato, et al. 
[13]) in conjunction with a network analyzer/balancing 
bridge system as shown in Fig. 1. The frequencies are 
measured in a transmission mode with the shunt 
capacitance of the resonator balanced out. The TE 
resonance frequencies are measured with the air-gap as 
close to zero as possible («10|j.m), while the TE 
antiresonance frequencies are measured with the air-gap 
as large as possible (a 4.0mm air-gap is achievable using 

Frequency Counter 
(Stable Reference) 

DUT 

Test 
Fixture 

Network Analyzer/ 
S-Parameter Test Set 

Port 1       Port 2 

Hybrid 
Junction 

Variable 
Capacitor 

Fig. 1.   Critical frequency measurement apparatus. 

the test fixture described in [12]). The LE resonance 
frequencies can be measured using a pair of planar 
electrodes, separated by a gap on the order of the plate 
thickness, placed as close to the upper surface of the 
resonator as possible. 

For the most reliable results, multiple harmonics 
of the various critical frequencies should be measured, 
and the results checked for self-consistency using 
Ballato's exact transmission line analogs of the 
piezoelectric plate resonator [14]. These analogs are 
exact for both the infinite flat plate with a uniform 
distribution of vibratory motion and the finite plate with 
a non-uniform distribution of motion; in the latter case 
the "intrinsic" piezoelectric coupling and mass loading 
are simply replaced by the corresponding "effective" 
values [4]. For the TE case, the resonance frequencies 
are related as 

tanX = - 
X 

r+(.ix 
X: 

n  f™ 
2   f. 

RJf_ 
(0 (6) 

while the antiresonance frequencies are related as 

tanX = —, 
MX' 

X: 
n   fW 
2   f(l> (7) 

For the LE case, the resonance frequencies are related as 

tanX = X = 
71    I, 

(M) 

&' "2   f<i> 
(8) 

while the antiresonance frequencies are related as 
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TE: M=l 
T2.43Ö5" 

. M=3 

"38."3982" 

38.5371 

12.8457 

M=5 
"64.140" 

M=7 
""89.853"" 

89.9144 

12.8449 

M=9 
f(M) 
1R|i 

f(M) 
1A^ 

l)Use C>/M to find f£>: 

12.8401 

12.8401 

27.8% 28.0% 

2) Use fJJ? to find k$> = Vx/tanX (Assuming ueff«0): 

3) Use f$ to check ue(r=l/X tanX: 

0.04% 
2k „. 

4) Check critical harmonic Mc = —j^= , Mc=10 

64.2240 

12.8448 

115.601 

12.8446 
Average value in region of convergence = 12.8448 

28.4% 28.5% 

LE: M=l 
"12.8366"' 

M=3 
"38.5219 

 M=5  M=7 
89.8813 

M=9 
"1'1'5.55'j f(M) 

l)Use f#°/M to find f£>: 

2) Use f^ to check ueff=l/X tan X 

12.8366 12.8406 12.8401 

0.03% 

12.8402 12.8398 
Average value in region of convergence = 12.8400 

Fig. 2.    Sample data analysis for the Li2B407 Z-cut longitudinal mode (frequencies in MHz). 

tanX = - 
X 

-k'+nX' 
x = 

-n-     f(M) 

2 ' f(1) (9) 

where k represents the LE piezoelectric coupling. 

A sample data analysis is given in Fig. 2. For 
the unelectroded plate, the mass loading \i is nominally 
zero, and the various harmonics of the TE antiresonance 
or LE resonance frequencies should be integer multiples 
of the fundamental frequency (1st harmonic, M=l). In 
practice, small deviations from harmonicity 
corresponding to a parasitic "effective" mass loading on 
the order of 0.04% have been observed. Such parasitic 
effects are readily identified through the recommended 
measurement of multiple harmonics.   In measurements 

performed to date, the agreement between TE and LE 
measurements of a given mode and the agreement 
between repeated measurements using TE or LE have 
both been on the order of 10"4. 

Extraction of Material Constants 

Resonator method measurements of either TE 
f™ or LE f^ yield essentially the same information as 

is obtained from corresponding measurements of plane 
wave velocities. The extraction of piezoelectric material 
constants from the measured data is thus accomplished in 
much the same way as for pulse-echo or high overtone 
thickness mode data. 



In order to obtain piezoelectric material 
constants from the measured data, the stiffness 
eigenvalues are first extracted using the well-known 
relation for the zero-mass-loading, TE antiresonance 
frequency f^ of the M* harmonic of the infinite flat 

plate resonator, 

C=M.f« M 

2(2h) \ p 
(10) 

Thus, the piezoelectric stress constant ds may be readily 
determined from the difference between c<3) for the 
Y-cut and c(3) for the Z-cut. In other cases, simple 
separations are not possible and the "intrinsic" constants 
must be determined as part of a least-squares fit to 
eigenvalue data from multiple orientations. 

Conclusions 

In (10), M = 1,3,5,... denotes the harmonic number, 2h 
is the plate thickness, c is the piezoelect-rically stiffened 
elastic stiffness, and p is the mass density. The zero- 
mass-loading LE resonance frequency f^ is also given 

by (10). Note that the extraction of the stiffness 
eigenvalues requires not only the measurement of the 
critical frequencies, but knowledge of the plate thickness 
and mass density as well. While the critical frequencies 
can be measured quite accurately, it is difficult to 
determine the plate thickness and mass density to better 
than 0.01%. As a consequence, measurement of the 
critical frequencies to a higher degree of accuracy is of 
limited usefulness. 

The non-uniform distribution of vibratory 
motion encountered in practical plate resonators cannot 
be neglected in resonator method measurements of 
instrinsic constants. An improvement to IEEE 176-1987 
which addresses this effect has been developed. 
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Summary 

Analytical methods, principal component 
analysis and multivariate regression, have been applied to 
the spectroscopic infrared data and chemical analyses of 
quartz crystals in order to find the variations, co- 
variations and internal relationships between data and 
samples. These analytical methods generate calibration 
models which can be used for classification and 
prediction. So differences and likenesses between samples 
can be well detected. An attempt has been made to get the 
chemical analysis of crystals by using only a room 
temperature infrared spectrum. The absorption in the 
infrared range was measured between 3300 to 3600 cm"1 

and the chemical analyses performed by ICP. 
Key words: quartz, infrared spectroscopy, 

principal component analysis, multivariate regression. 

Introduction 

It is well known that impurities in quartz crystals 
induce alterations of the physical properties of the 
material and more particularly, the absorption is changed 
in the infrared radiation range *. All the absorption bands 
observed over the entire transmission range, between 
50000 to 2000 cm"l, are generally used for identification 
of impurities and rarely for quantitative measurements. A 
few of them are used to determine the quality of the 
material2. 

Different workers have developed non- 
destructive quantitative measurements such ESR 3 and 
He-Ne laser absorption 4>5 in order to determine the 
aluminum content and its partition within crystals, or 
infrared spectroscopy in order to calculate the water 
content 6. With these techniques, the amount of the other 
impurities, such as alkali, iron....could not be known and, 
to get them for all the impurities, a chemical analysis of 
the material is necessary. Until now, the chemical 
analyses of quartz crystals have been carried out by 
destructive methods, i.e. inductively coupled plasma 
(ICP) or atomic absorption. 

For each of these techniques, specific samples, in 
size, orientation or thickness, are necessary and, 
moreover, the measurements are quite never performed on 
the same part of a bar. So, for industrial applications, the 
quality of each bar used and, more particularly the quality 
of the useful part of the bar, cannot be quickly checked by 
these methods. In order to overcome this problem, the 
application of a non-destructive technique has been 
studied and applied to the quartz material. This method 
which is in fact a statistical method, can take into account 
all together the modifications detected over a large range 
of the infrared spectra of a quartz crystal. It needs only an 
initial calibration, using one set of data given by an easy 
to perform technique i.e. room temperature infrared 
spectroscopy and another set of data which is supposed to 
be directly correlated to the quality of the bar, i.e. 
chemical analyses. When the calibration is achieved, a 
non destructive mean will be proposed to check the 
quality of bars, by using only the data given by infrared 
spectra. 

Experimental procedures 

Infrared transmission measurements were made 
between 3300 and 3600 cnr1 using a single beam Nicolet 
Magna 750 FTIR spectrometer. In this study, 52 polished 
crystals were measured at room temperature, normal to 
the Z-direction. Some of them were also measured normal 
to the Y-direction. The usual beam size was 5 mm wide. 
The samples used for this investigation were generally Y- 
cuts, between 0.5 and 1.9 cm thick. 

The chemical analyses were made using a 
Perkin-Elmer Inductively Coupled Plasma 6500. The 
impurities were measured out after dissolution of 4 to 8 
grams of quartz in a hydrofluoric solution. To use more 
than one emission radiation for each element, when that is 
possible, leads to a better reliability of the measurements. 
The low contents of impurities needed a particularly 
procedure for the dissolution of the samples: 

- all the solutions used for cleaning (acetone, 
hydrochloric, nitric and hydrofluoric acids) were high- 
pure solutions. The water used to rinse was high-pure too. 
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- the samples were broken by a thermal shock in 
high-pure water after heating 10 minutes at 1000 °C. The 
analysed quartz material was weighed after a 15 hour 
heating at 120 °C in a Teflon beaker. Then, the 
hydrofluoric dissolution was made in that beaker. It 
needed at least 2 or 3 days at 140°C. 

- after evaporation, a 2% ultrapur nitric acid 
solution was used to prepare the solution to be analysed. 2 
ppm of scandium were added to the solution to be used as 
an internal standard. 

The analytical methods 

The study of the data from infrared spectroscopy 
and from chemical analyses was performed by using a 
commercial software, "The Unscrambler" 7- It runs in 
good conditions with a computer 486 DX 16 MB. This 
software can be used to solve different problems of 
identification and analyses 8. The first step is the 
normalisation of the infrared data in order to become free 
from the thickness and defects on the surface of the 
samples. Then, absorbance or derivation can be used. 

Four fundamental parts must be differentiated in 
the possibilities of this software: 

- in one set of data, i.e. absorbance at different 
wavelengths for various samples, the data decomposition 
is carried out by PCA (the principal component analysis) 
in order to find which are the most important wavelengths 
for the total variation in all the data set. This information 
leads to make the model called the PCA-model. 

- to establish regression relationships between 
sets of data, i.e. infrared absorbance and the chemical 
analyses, two well known data sets must be first used. 
These training sets lead to create a new model which will 
be the calibration model. This is carried out by PCR (the 
Principal Component Regression) or by PLS (the Partial 
Least Squares regressions). PLS-1 handles one variable at 
time, i.e. on the one hand, Al content or Na content, and 
on the other hand, the absorbance data. It must be 
distinguished from PLS-2 which, simultaneously, handles 
several variables, i.e., on the one hand, Al- and alkali- 
contents and on the other hand infrared data. 

- the third part is the classification of unknown 
samples which can be achieved by using the PCA or PCR 
models. 

- the last part is the prediction of the chemical 
analysis. By using the calibration models (PCR or PLS-1), 
the amount of impurities can be estimate in unknown 
samples from the infrared spectra. 

PCA, PCR and PLS are projection methods. The 
many dimensional co-ordinate system made using the data 
sets are reduced in two- or three-dimensional 
representations where the samples can be localised. The 
"scores" are the co-ordinates of the samples in the new 
axes, the principal components. The estimation of the 

chemical contents is given numerically or graphically 
with a standard deviation. 

Experimental results 

Table I gives the known or measured 
characteristics of the samples used. A comparison 
between their commercial quality was made by the 
calculation of the value of 

a -   1/ 
thickness „ log 10 

'3800/ 
43500 

-1 even if the transmission T38OO at 3800 cm"1 and T3500 
at 3500 cm"1 were not exactly measured with the standard 
conditions which, until now, need a double beam 
spectrometer. 

Table 1: The characteristics of the samples 

sample a origin sample a origin 
1 0.045 syn 27 0.032 B 
2 0.038 syn 28 0.029 B 
3 0.030 syn 29 0.028 Avs 
4 0.036 syn 30 0.030 C 
5 0.059 syn 31 0.029 A 
6 0.040 syn 32 0.046 Bs 
7 0.032 syn 33 0.039 Cs 
8 0.037 syn 34 0.033 B(+X) 
9 0.039 syn 35 0.187 B(-X) 
10 0.041 syn 36 0.028 natural 
11 0.038 syn 37 0.018 D 
12 0.041 syn 38 0.022 D 
13 0.040 syn 39 0.022 D 
14 0.029 syn 40 0.023 D 
15 0.029 A 41 0.025 D 
16 0.024 A 42 0.026 D 
17 0.022 A 43 0.029 D 
18 0.022 A 44 0.027 Dl 
19 0.028 A 45 0.028 D1(Z) 
20 0.024 A vs 46 0.032 D2 
21 0.030 A vs 47 0.032 D2(Z) 
22 0.034 A vs 48 0.019 D3 
23 0.023 A vs 49 0.020 D3(Z) 
24 0.027 A vs 50 0.022 D3 
25 0.029 B(Z1) 51 0.022 D3 
26 0.031 B(Z2) 52 0.017 D3 

A, B, C are different quartz manufacturers 
Zl, Z2, +X, -X are the growth zones of the same Y-cut 
D is a Premium Q run, (Z): Z-dir. observation 
Dl: Na-doped, D2: K-doped, D3 Li-doped 
s, vs: sold as swept or vacuum swept material 
syn: synthetic quartz sold before 1987. 
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Part 1: PCA data decomposition 

1 - results 
Several different steps are shown on figures 1 to 

8. The reduction of the data - the 311 absorption values 
measured for each of the 52 samples, between 3600 and 
3300 cm"l> data space 0,964 cm"*, - gives the "scores" in 
the new axes system. Figure 1 is a three-dimensional 
projection. As the axes PC #1, PC #2 and PC #3 which 
explain respectively 94,5 and 1 % of the full information, 
this projection explains all the relative space distribution 
of the samples. As the axes 1 and 2 explain 99 %, the two- 
dimensional projection (PC #1,PC #2), figure 2, shows 
that samples 35 and 36 are "out of range" and are located 
far from all the other. These "outliers" are a natural crystal 
(sample 36) and a -X zone of a synthetic crystal (sample 
35). All the other synthetic crystals are located in the 
same part of the graph. 

On figures 3 and 4, the outliers are removed. The 
new calibration gives a new distribution of the samples. 
The (1,2) projection which explains 98 % and the (1,3) 
projection which explains 95 %, show several different 
information which can be correlated to the samples. Quite 
all of the samples from the Premium-Q run (samples 37 to 
52) are located in the same part of this projection, except 
sample 52. They are differentiated from the other 
commercial runs. For this particular run, all the treatments 
have an effect on the position of the representative point 

- the as-grown crystals, samples 37 to 43, remain 
very close, except the sample 39 

- the Na-doped samples 44 and 45, the K-doped 
samples 46 and 47 and the Li-doped samples 48 to 51 can 
be located in different parts of the projections 

- the highest and the lowest a -values 
(respectively for sample 32 and sample 52) are located in 
two opposite parts on the (1,2) projection plane. 

SAMPLES 1 TO 52 
A 3D PROJECTION 

0.06 _ 

0.2    .0.25 -0.15 -°-l° 

pea     1,   PC(axpl):    <1(94%),2(5%) ,3(1%)> 

Figure 1: Each sample gets its new co-ordinates in the set 
of axes PCA #1, PCA #2 and PCA #3. 
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Figure 3: As the samples 35 and 36 are removed, a better 
projection can be given for the remaining samples. 
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Figure 2: On this two-dimensional projection, the samples 
35 (-X zone) and 36 (natural crystal) are well 

differentiated from the other synthetic quartz crystals. 

Figure 4: This other 2D-projection gives complementary 
information for the remaining samples. 
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At least, both these projections are needed to 
observe variation and co-variation for all the 52 samples. 

On figure 5, only the samples 1 to 34 are studied. 
The new calibration indicates that the older produced 
samples (1 to 14) are quite all in the upper left part of the 
two-dimensional (1,2) representation. These samples were 
cut from marketed bar grown before 1987. All the other, 
samples 15 to 34, were sold in 1992 or in 1993. 

SAMPLES! TO 34. 

ir~ To -16 -id 
pea    3,   PC(«xpl):   <1(74%),2(20%)> 

Figure 5: Dispatching and gathering according to the 
known information or particular positions. 

Figures 6 to 8 are one-dimensional 
representations. These projections, respectively on the 
axis 1 (explaining 74 %), 2 (explaining 20%) or 3 
(explaining only 4 %), show this difference - the co- 
ordinate values are negative or positive mainly depending 
on their "period of production" and their hydrogen 
content, figure 6 - or the particularities of some samples 
(5, 10, 27, 32, 33), figure 7, or a difference between 
samples which looked similar on figures 6 and 7 like the 
samples 5 and 10 or 32 and 33, figure 8. 

2- discussion 

The PCA decomposition and the knowledge 
about the different samples cannot be easily correlated by 
using only one of the specific characteristics such as 
production, treatment, or commercial quality value. 
However, it is able to well indicate on the one hand, some 
waited likenesses and differences, and on the other hand, 
some unexpected points. The PCA analysis takes into 
account all together the known and unknown 
characteristics of the samples which have an effect on the 
infrared absorption range. 
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Figure 6: This one-dimensional projection on PC #1 
shows the maximal difference between the samples. 
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Part 2: multivariate calibration 

1 - the calibration model 

The calibration model is made by using the 
infrared data and the chemical analyses of the samples 15 
to 34. The chemical analyses of these samples are given in 
table 2. 

12. 

1 -1: Principal Component Regression 
The PCR analysis is resumed by the figures 9 to 

table 2: ICP chemical analyses (samples 15 to 34) 

sample # K Li Na Al 
15 0.09 0.39 0.66 1.62 
16 0.00 0.02 0.21 0.70 
17 0.11 0.02 0.23 0.36 
18 0.20 0.02 0.53 0.45 
19 0.38 0.01 0.33 0.74 
20 0.95 0.01 2.71 0.95 
21 1.32 0.02 2.68 1.84 
22 0.44 0.01 1.06 0.79 
23 0.62 0.00 0.51 0.67 
24 0.38 0.01 0.15 0.53 
25 0.00 0.08 0.00 1.57 
26 0.00 0.08 0.00 1.93 
27 0.41 0.16 0.79 0.96 
28 0.40 0.19 0.77 2.70 
29 0.12 0.03 0.51 2.72 
30 0.30 0.38 0.69 2.91 
31 0.47 0.30 0.44 1.80 
32 0.25 0.59 0.23 1.35 
33 0.39 2.01 0.51 1.93 
34 0.00 0.61 3.36 2.92 

PCR 20 SAMPLES 

7 r-~x. 

0.03     .0.02 

perl 0,   PC(axpl):   <1(81%),2(13%),3(5%)> 

Figure 9: A three -dimensional representation using the 
principal components #1, #2 and #3 
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Figure 10: Gathering of similar samples 
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Figure 11: Similar samples remain together. 
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Figure 12: This projection is confirming the similar 
samples 

As indicated on these previous figures, samples 
can be gathered together. In fact, similar samples remain 
together whatever the modes of projection are. Some 
correlations can be made between analyses and roundup: 
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- samples 28 and 30 are similar, 
- samples 25,26,31,34 have a high Al- content, 
- samples 15 to 23 are from the same 

manufacturer. On figure 10, sample 21 which has a high 
Al-content is close to samples 25, 26, 31 and 34. It is far 
from these samples on figures 10 and 11. That can be due 
to the difference in Na-content. The cleanest samples 17 
and 18 are on each projection at the opposite side of all 
these samples. 

- sample 33 remains always alone. Its Li-content 
is the highest measured by ICP in these 20 samples. 
Moreover, its aluminum concentration and its a-value are 
high too. 

1-2: The PLS calibration 
A PLS-1 calibration model is created for K, Li, 

Na and Al using the infrared data and the chemical 
analyses given in table 2. 

2 - Applications of the created model 

Five unknown samples (noted A, B, C, D and E) 
were measured using only their infrared spectra and the 
calibration model. The a-values of these samples are 
reported in table 3. 

table 3: a-values of the 5 unknown samples 

A B C D E 
0.0260 0.0365 0.0266 0.0328 0.0303 

2- 1: Classification 

From the infrared spectra, the classification of 
the new samples can be made by using the PCA or PCR 
model. 

Figures 13 (a, b, c) show the position of each 
new sample in comparison with the samples of the 
training set Sample A is equivalent to the samples 28 and 
30, samples C and E move together with the samples 15, 
16 and 19 in each projection. Samples B and D look like 
similar to sample 27 on figure 13(b) but a large difference 
is obtained on figure 13(a) or on figure 13(c). 

In comparison with the values given in table 3, 
these observations indicates that a classification using 
only the commercial a-values is not valid. 
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Figure 13: Dispatching of the new samples within the 
model. 

2-2: Prediction of the impurity contents 
Each PLS-1 calibration model can be used with 

the infrared data of the training set. The graphical results 
are given on the figures 14 and 15 for the samples 15 to 
35. 
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Figure 14 : The re-calculated alkali contents for the 
training set 

The infrared spectrum of the sample 21 from the 
training set was added to the infrared spectra of the 
unknown samples. The PLS-1 calibration carried out 
using or the absorbance or the first derivative, permits 
now a prediction of the impurity concentration of the 6 
samples using only the infrared data. 

In table 4a, the estimate impurity contents and 
those measured by ICP are reported. Using or the 
absorbance (Abs) or the first derivative (Dl), the 
concentrations predicted for aluminum remain close. For 
2 samples, a good accuracy is obtained between PLS and 
ICP. For sodium, the estimation is good using the 
absorbance, but worse using the first derivative. For 
potassium and lithium, the values are too low to make a 
significant comparison. The standard deviation of each 
method is compared in table 4b. 

table 4 a) chemical analyses 

A B C D E 21 
ICP 3.13 2.46 2.28 1.05 2.77 1.84 

Al Abs 1.73 2.41 0.89 1.27 1.42 1.83 
Dl 1.05 2.81 0.48 1.13 1.26 1.85 
ICP 0.16 0.27 0.23 0.39 0.35 0.02 

Li Abs 0.46 0.31 0.32 0.14 0.15 0.02 
Dl 0.15 0.51 0.11 0.02 0.05 0.01 
ICP 0.14 1.22 0.84 0.73 0.75 2.68 

Na Abs 0.11 1.24 0.98 0.47 0.97 2.68 
Dl 0.60 3.45 0.52 1.73 1.32 2.68 
ICP 0.25 0.39 0.01 0.14 0.02 1.32 

K Abs 0 0 0 0 0 1.32 
Dl 0 0 0.19 0 0.22 1.32 
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table 4 b) standard deviation 

A B C D E 21 

ICP 0.68 0.28 0.55 0.68 0.27 
Al Abs 0.13 0.20 0.04 0.12 0.05 0.05 

Dl 0.08 0.15 0.04 0.09 0.04 0.07 
ICP 0.01 0.01 0.03 0.01 0.01 

Li Abs 0.09 0.13 0.03 0.09 0.03 0.03 
Dl 0.02 0.04 0.01 0.02 0.01 0.01 
ICP 0.01 0.10 0.02 0.05 0.01 

Na Abs 0.23 0.38 0.08 0.24 0.09 0.10 
Dl 0.05 0.07 0.03 0.06 0.03 0.05 
ICP 0.03 0.04 0.01 0.01 0.02 

K Abs 0.07 0.13 0.03 0.08 0.03 0.04 
Dl 0.02 0.03 0.01 0.02 0.01 0.02 

This method leads by using a training set of well 
known samples to models. 

The models can be used as a clean way for 
environment for the prediction of the impurities 
concentrations without a chemical analysis or for the 
classification of new samples. 

To reach the impurity contents with a good 
accuracy, the calibration model must be developed by 
increasing the number of "selected" samples having a 
larger variation of impurity contents. 

The qualification of quartz crystals can be carried 
out by using more than few wavelengths of the infrared 
spectrum on which the effect and the concentration of all 
the impurities could act and interact. It is possible with 
this statistical method to "read" the infrared spectra of 
new samples and to classify them in comparison with 
reference crystals. 

3 - discussion 

Using the PCR model, the classification for the 
new samples shows differences and likenesses between 
each of them. Never the a-values nor the chemical 
analysis results are sufficient for the full explanation of 
their relative positions. The model permits to find with 
a good accuracy the impurity concentrations in the sample 
21 from the training set even if this sample is introduced 
as an unknown sample. However, for the other unknown 
samples, a larger difference between the predicted 
impurity contents and those determined by the ICP 
chemical analysis is noted. 

The model used was built with 20 reference 
samples. In this training set of quartz crystals, the 
variation of each impurity content is not wide enough to 
generate all the possibilities of their effects on the infrared 
spectra. The calibration model must be developed not 
only by increasing the number of the samples but by 
adding "better" samples. That will increase the validity of 
the results. 

The hypothesis that each impurity has not only a 
specific effect on the infrared spectra, but that it induces 
consequences according to the other impurities and their 
relative concentration, can be made. In that case, the 
classification using a PCR or the PCA model seems to be 
the best way to qualify crystals than any of each 
qualification test used separately. 
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Conclusion 

In this study, a method for a non destructive 
qualification of quartz crystal, using the principal 
component analysis and multivariate calibrations has been 
applied. 
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ABSTRACT 

Synthetic quartz crystal has been grown in a platinum lined 

autoclave measuring 0 20 cm X 300 cm. The seed, measured 

purity of the liquid solution and the nutrient are carefully 

selected to minimize impurities and dislocations in the "as 

grown" quartz crystal. The three-layer autoclave has been 

newly designed to grow a highly pure and inclusion free 

synthetic quartz crystal. The liner and the fixtures such as 

basket, frame and baffle plate for the autoclave are all made 

from platinum. Etch channels, etch pits and inclusions are not 

detectable in this synthetic quartz crystal using a detection 

limit of 10 ßm. 

A wide-range cryogenic temperature sensor is fabricated 

from this highly pure synthetic quartz crystal. An optimum Y 

cut plate is mounted in a hermetically sealed enclosure 2mm in 

diameter and 6mm in length to realize a cryogenic temperature 

sensor covering a wide temperature range from 4.2K to 400K. 

The sensor operates in fundamental mode at about 28MHz 

through either an extended cable connection or wireless echo 

sensor system. Although degradation in crystal impedance and 

an abnormal frequency change of the temperature sensor was 

initially found at about 60K, these disadvantages have been 

eliminated by applying a "sweeping method". 

INTRODUCTION 

In 1990, Tokyo Denpa Co., Ltd. started a contract with 

Science and Technology Agency of Japan. The subject of the 

contract was "Wireless Cryogenic Thermometer and Applica- 

tion to Cryogenic Temperature Control System", and it 

consisted of three parts, the growth of high quality quartz 

crystal, the development of the temperature sensor and the 

temperature control system for cryogenic temperature.    The 

investigation was continued for two and half years for these 

three themes. In this paper, the results of crystal growth and 

the performance of the temperature sensor are described. 

Growth of High Quality Quartz Crystal 

Many researchers have been studying on purifying synthetic 

quartz crystals to an ideal level by using superior seed, solution 

liquid and lascas, and by selecting better growth conditions, 

but nowadays more superior performance for synthetic quartz 

crystal is required for the sophisticated application such as 

temperature sensing system, and high frequency fundamental 

quartz crystal products. 

The researchers were concerned about contaminations and 

impurities that come from the inner wall of the autoclave or 

from the nutrient, lascas. To minimize these unnecessary 

objects, various researches have been done for a long time. An 

application of a liner made from the precious metal like gold or 

silver is one of the efforts for this purpose. 

In 1988, Rovert Irvine et al.fl] of Sawyer Research Products, 

Inc. presented a study result on growing a synthetic quartz 

crystal using a silver lined autoclave. In this study, they used a 

sizable silver liner and acquired useful data for successive 

researchers. 

We started a study for an ideal autoclave structure and soon 

understood that a liner was effective to minimize the defects in 

a synthetic quartz crystal. Then we decided to employ 

platinum as a liner material, because gold is too soft for a large 

vessel and silver tends to scatter in an autoclave. 

The investigated items are as follows. 

Design for autoclave 

Design for platinum liner 

Growth of crystal without liner 

Growth of crystal with platinum liner 

Sweeping method 
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Cryogenic Temperature Sensor 

It is well known that a certain quartz crystal unit is suitable 

for a temperature sensor because it has a frequency output that 

can be easily converted to a digital signal.LC-cut [2], AC-cut 

and Y-cut have been used for temperature sensing, but the 

operating temperature range is comparatively narrow, 77K- 

523K. The early works on a quartz cryogenic temperature 

sensor were done by Flynn et al.[3] and Smagin et al.[4]. 

Flynn reported that the frequency of the quartz resonator 

decays almost linearly with reducing temperature but had a 

kink near 60K. 

We cut an optimum Y cut plate, which has a maximum 

temperature coefficient, from the high quality synthetic quartz 

crystal and used it as a cryogenic temperature sensor because it 

could show the satisfactory sensitivity at lower temperature. 

Since a smaller size is desirable for the temperature sensor, we 

investigated a rectangular quartz crystal plate, blank, and 

mounted it in a small cylindrical enclosure measuring 02X6mm. 

The investigated items are as follows. 

Improvement in sensitivity 

Reducing enclosure size 

Highly reliable enclosure 

Approximation for accurate measurement 

AUTOCLAVE DESIGN 

In order to achieve an ideal autoclave, we discussed the 

following points as a basic concept. 

Sizable autoclave to acquire effective data for mass 
production (height: 3 m, inner diameter: 20 cm) 

Use of a platinum liner, vessel, to minimize inclusions 
and impurities 

Pressure-balanced platinum liner, vessel, to avoid con- 
taminations 

Platinum made hardware such as basket, baffle plate, 
frame and suspension 

Absolute   and  stable  temperature  difference  between 
dissolution and growth zone 

At the first stage of this study, we planned to make a true 

platinum liner on an inner wall of the autoclave by plating 

method or clad metal method or by plating with explosion. 

But our research results did not indicate that these methods 

were realistic, because the size of the autoclave was too large 

for these methods. Therefore, we decided to use a platinum 

vessel that had thin practical wall to reduce the cost. 

Figure 1 illustrates the final structure of the autoclave. The 

autoclave consists of an outer vessel made from an iron alloy, 

iron-chromium- vanadium, and an inner platinum vessel and a 

frame, made from the alloy, to protect the platinum vessel. As 

can be seen in the figure, dissolution and growth zone are 

insulated from the outer vessel with the platinum liner. Sub 

baffle plates are attached to the iron frame to prevent 

convection in the gap between the platinum liner and the outer 

vessel. At the beginning of this program, some innovative 

structure was applied at the top of the platinum vessel to keep 

the purity in the platinum vessel with keeping the pressure 

balance, but later on, the structure was removed because a 

more efficient method was devised. 

To keep accurate size and lower cost for the platinum vessel, 

it was fabricated with four thin platinum plates 0.3 mm thick. 

The plates were formed and butt-welded to form the vessel and 

was finished on a lathe. 

Figure 2 shows photographs of the autoclave and the 

platinum vessel with the iron frame. 

GROWTH OF QUARTZ CRYSTAL 

After forming a protective layer on the inner wall of the 

outer vessel, a series of experimental runs were conducted to 

find optimum run conditions. The quartz crystals were grown 

three times in the outer vessel without the platinum vessel to 

determine the optimum run conditions. To obtain a superior 

performance, the nutrient was carefully purified as follows. 

First stage Lascas 

I 
Synthetic quartz crystal 

Z zone synthetic quartz crystal 

Second stage Z zone synthetic quartz crystal 

J 
Synthetic quartz crystal 

Z zone synthetic quartz crystal(nutrient) 

Processing the lascas in this method, the impurities were 

reduced drastically. Table 1 shows the impurity levels. 
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Figure 1. Final Structure of the Autoclave 

Figure 2. Photographs of the Autoclave and the Platinum Vessel with Iron Frame 
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Table 1. Impurity Level of raw material      unit: ppm 

Lascas 
Z zone of 
synthetic 

quartz crystal 

Z zone crystal 
for nutrient 

Aluminum 52.2 9.4 1.2 

Iron 41 2.9 1.0 

Table 2 presents the run conditions for the growth without 

platinum vessel. 

Table 2. Run Conditions (without platinum vessel) 

Items   (Unit) Run without Platinum Vessel 

Raw Material synthetic quartz 

Weight of Raw Material (kg) 38.9 

Quantity of Seed (pes) 41 

Surface Area of Seeds (xlO'cm2) 4.403 

Solution Sodium Hydroxide 

Solution Concentration (%) 4 

Temperature at Growth Zone 

(degree centigrade) 

333.7 

Temperature at Dissolution Zone 

(degree centigrade) 

359.5 

Temperature Difference 

(degree centigrade) 

25.7 

Pressure (kg/cm") 1543 

Run Days (day) 51 

Opening the autoclave after 51-day-run, comparatively large 

41 pieces of synthetic quartz crystals were obtained. The 

performance of the crystals were checked in detail and is 

shown in Table 3. 

Table 3. Performance of crystal grown 

without platinum vessel 

Item Performance 

Growth Rate (mm/day) Z axis 0.419 

Growth Rate (mm/day) X axis 0.256 

Q   (xlO6) 2.67 

Etch Channel Density (pes/cm2) 3.12 

Inclusion Density (pes/cm3) 0.23 

Impurity Level      (ppm) 

Aluminum 2.4 

Sodium 0.3 

Iron 1.0 

GROWTH WITH PLATINUM VESSEL 

Acquiring the fundamental data for run conditions, the 

platinum vessel was installed in the autoclave and we started to 

grow high quality quartz crystal using the platinum vessel. 

Prior to an actual crystal growth, we had to consider a 

method to keep the pressure balance to maintain the 

cleanliness of the inside of the platinum vessel. At the 

beginning, we attached a mechanism that consisted of distilled 

water and siphon structure. However, it was so delicate to 

handle that we soon removed it and studied a new method. 

The new method we finally devised was to adjust degree of 

fills for the platinum vessel and for the space between the outer 

vessel and the platinum vessel. Several experiments were 

conducted to confirm the efficiency and eventually, the 

optimum ratio of fill was determined. 

Following the experimental runs, two actual growth runs 

were done in the platinum vessel. The growth conditions and 

the results are shown in Table 4 and 5, respectively. 

Table 4. Growth Conditions 

Items   (Unit) First Run Second Run 

Raw Material sysnthetic quartz synthetic quartz 

Weight of Raw Material (kg) 15.2 16.0 

Surface Area of Raw Material 

(xlO'cm2) 

1.95 NA 

Weight of Seeds (kg) 0.64 0.88 

Quantity of Seed (pes) 31 33 

Surface Area of Seeds 

(xlO'cm2) 

1.92 2.13 

Solution Sodium Hydroxide Sodium Hydroxide 

Solution Concentration (%) 4 4 

Temperature at Growth Zone 

(degree centigrade) 

314.0 324.3 

Temperature at Dissolution 

Zone (degree centigrade) 

369.8 379.7 

Temperature Difference 

(degree centigrade) 

55.8 55.4 

Pressure (kg/cm2) 1476.8 1590 

Supplied Electric Power (kW) 11563.0 14435.5 

Run Days (day) 50 59 

Growth Rate (mm/day) 0.361 0.428 

As can be seen in the table, the crystals show superior 

performance and can be classified as an optical grade. 
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Table 5. Results of Growth 

Mass 

Production 

Autoclave 

without 

platinum liner 

Autoclave 

with Platinum 

Liner(I) 

Autoclave 

with Platinum 

Liner (2) 

Etch Channel 

Density (pcs/cm2) 
30 3.12 0.1 0(ND) 

Etch Pit Density 

(pcs/cm2) 
70 6.2 1.8 0(ND) 

Inclusion Density 

(pcs/cm') 
4.84 0.23 0.16 0(ND) 

Q (x 10s) 2.48 2.67 2.2 3.0 

Impurity Level     (ppm) 

Iron 3.1 1.0 0.3 0.02 

Aluminum 4.9 2.4 1.5 0.69 

Sodium 3.4 0.3 0.5 0.48 

ND: not detectable (limitation of detection is 10/<m) 

At the second run, extremely high quality synthetic quartz 

crystals were obtained. 

Etch channels were checked with X ray topography. Figure 

3 shows the topography of the etch channel free crystal grown 

in the platinum vessel and Figure 4 is a photograph to show the 

surface of the crystal. 

CRYOGENIC TEMPERATURE SENSOR 

USING HIGH QUALITY QUARTZ CRYSTAL 

SENSOR CONSTRUCTION 

In order to obtain high resolution and reliability, we have 

developed and tested a newly designed quartz crystal tempera- 

ture sensor operated at about 28MHz in fundamental mode. 

The construction of the temperature sensor is shown in Figure 

5. The quartz crystal blank was sliced in optimum Y cut, 

which is called Ys cut, from the high quality synthetic quartz 

crystal. After depositing the silver electrode on the blank, it is 

bonded to the leads on one end with electro-conductive 

adhesive. The enclosure is sealed with a radial compression 

method in helium atmosphere and is sealed again with laser 

beam welding to keep the high reliability. The cantilever 

support system for the blank also gives high reliability by 

reducing thermal stress in it. 

Cap 

Electro-conductive, 
adhesive 

Support 

$/    Structure of Existing 
Temperature Sensor 

Figure 3. Topography of the Etch Channel Free Crystal 

m±^..mM 

Electrode 

Electro-conductive, 
adhesive 

Laser weld Structure of Improved 
Temperature Sensor 

Figure 4. Photograph of the Crystal Surface( X150) Figure 5. Structure of the Sensor 
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TEMPERATURE DEPENDENCE 

OF THE RESONANT FREQUENCY 

The newly designed small quartz crystal temperature sensors 

have been made with several different aspect ratios of the 

quartz blanks. The sensors have been calibrated by using a 

platinum resistor, a thermocouple, Au-0.07 atom% Fe/ 

Chromel, and a germanium resistor. The quartz crystal units, 

sensors, are operated in thickness shear mode through extended 

cable connection or a radio wave from a transmitter. The 

resonant frequency of the optimum Ys cut quartz crystal varies 

non-linearly but continuously from room temperature to liquid 

helium temperature. The dependence of the frequency and CI, 

crystal impedance, are shown in Figure 6, and the sensitivity of 

the sensors are listed in Table 6. 

Table 6. Sensitivity of the Sensors 

Temperature(K) 

Sensitivity (Hz/K) 

Sensor Frequency 

10.5 MHz 

Sensor Frequency 

28 MHz 

10 1 10 

20 45 100 

25 90 200 

50 350 700 

100 550 1300 

150 650 1800 

200 800 2300 

250 850 2550 

As it is obvious from the data above, 28 MHz sensor has the 

higher sensitivity than old 10.5 MHz sensor. 

400 , 

28MHz,/ 
300 

// 

200 /^ 
s'                                 10.5MHz^_^ 

100 

^^^^^^'^' 
250 

TEMP. (K) 

Frequency-Temperature Characteristics 

Figure 6. Frequency-Temperature Characteristics 

of the sensors 

REPRODUCIBILITY 

Since the reproducibility of the sensor is the most important 

property for cryogenic temperature sensor, several quartz 

crystal temperature sensors were selected and subjected to the 

thermal shock test. The temperatures for this test were 283K 

and liquid helium temperature, 4.2K. The sensors were soaked 

in the methanol bath and liquid helium bath alternately. A 

standard quartz crystal temperature sensor was used in the 

methanol bath to keep the temperature at 283K + lmK. The 

test results are shown in Figure 7. The sensors show excellent 

reproducibility of frequency within 2.6 ppm and 0.3 ppm, 

0.001K, typically. 

IMPROVEMENT IN PERFORMANCE 

BY USING SWEPT QUARTZ CRYSTAL 

The synthetic quartz crystal has a loss peak at about 60K and 

it causes the deterioration, dip, in crystal impedance at this 

temperature. The loss peak is probably due to contaminant, 

sodium ions, in the quartz crystal as reported by Fräser [5]. 

Since the dip in crystal impedance causes abnormal frequency 

shift, the dip should be removed for accurate measurement. In 

order to eliminate the dip, sweeping method was applied to the 

synthetic quartz crystal. The sweeping conditions are shown in 

Table 7. 

Table 7. Sweeping Conditions 

Item Condition 

Test sample size 10 x 8 x 200 mm (lumbered type) 

Electrode Gold 

Atmosphere Air(l atm.) 

Voltage DClkV 

Temperature Change Heated to 500 deg. at a rate 20deg/hour 

Keep 500 deg. for 24 hours 

Cooled down at a rate 20deg/hour 

A new quartz crystal temperature sensor was made from the 

swept crystal and the crystal impedance at about 60K was 

checked. Figure 8 shows the test results for the sensors made 

from swept and unswept quartz crystal. As can be seen in the 

figure, the dip in crystal impedance is eliminated for the sensor 

made from the swept quartz crystal. Figure 9 indicates the 

measurement error due to the dip in crystal impedance of the 

temperature sensor. The error has been improved to a great 

extent by using the swept quartz crystal. 
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Frequency Shift of Existing Temperature Sensor 

After Thermal Shock 

Frequency Shift of Improved Temperature Sensor 

After Thermal Shock 

Figure 7. Results of the Thermal Shock Test 

5 
BO 

Ys cut  (3BMHz) : Unswept 
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Temperature (K) 
100 125 
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Cl-Temperature Characteristics of Temperature Sensor made 

from unswept quartz crystal 

Cl-Temperature Characteristics of Temperature Sensor made 

from swept quartz crystal 

Figure 8. Temperature Dependenceof the Crystal Impedance 
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Temperature (K) 

Error of Unswept Sensor Error of Swept Sensor 

Figure 9. Error of Temperature Measurement 
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WIRELESS ECHO SENSOR SYSTEM CONCLUSIONS 

Since the measurement at cryogenic temperatures are so 

sensitive to the thermal flow through the wire of the sensor, a 

wireless sensing system called wireless echo sensor system has 

been investigated. The system is based on the stored 

resonance energy and the emission of electro-magnetic wave 

of the sensor, quartz crystal unit, at the resonance frequency. 

The basic concept is illustrated in Figure 10. The sensor 

assembly consists of a quartz sensor and an antenna coil, 

sensor antenna, as shown in Figure 11. The temperature is 

converted to the resonance frequency of the quartz crystal 

temperature sensor. The echo wave from the quartz resonator 

is emitted through sensor antenna and is received by a 

receiving antenna, TX-RX antenna, which also serves as a 

transmitting antenna. The temperature is determined by 

measuring the frequency of the echo waves. 

TX-RX Antenna 

Sensor 

Temperature 

Figure 10. Principle Diagram for 

Wireless Echo Sensor System 

Figure 11. Photograph of the Wireless Temperature Sensor 

By using a platinum vessel as a liner in an autoclave, a high 

quality synthetic quartz crystal has been produced. The 

density of etch channel, etch pit and inclusion is not detectable 

at the criteria of 10 ßm. A technique for pressure balance for 

the platinum vessel is devised to prevent the contamination 

from the outside of the platinum vessel. 

A cryogenic temperature sensor has been developed using 

the high quality synthetic quartz crystal. The quartz crystal 

temperature sensor is operated at 28MHz in fundamental mode 

and the sensor measures the temperature over 25K to 400K 

with sufficient resolution of 200Hz/K. 

A wireless temperature sensing system called wireless echo 

sensor system has been developed to avoid the measurement 

error caused by the thermal flow through the wire of the 

sensor. Since battery is not required for the sensing element, 

it is suitable for the cryogenic temperature measurement. 
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ABSTRACT 

The outgassing of quartz crystal plates was 
measured with a high resolution mass spectrometer using 
thermal desorption techniques. As the quartz was heated 
from 40°C to 1200°C in a vacuum, the mass spectrometer 
identified several types of gases. The primary species that 
appeared were NH3, OH, and H20. The bonding sites of 
the OH and H20 are discussed, including the temperature 
dependence of the desorption peaks which is used to 
calculate the activation energies of the surface states. 
Bakeout times and temperatures to insure clean surfaces 
are calculated. The effect of bakeout conditions on aging 
is also discussed. 

The presence of NH3 was unexpected, but it is 
believed that the NH3 was due to the sample preparation 
which included etching the samples in ammonium 
bifluoride. 

T. INTRODUCTION 

Many operations need to be performed correctly 
to make a high precision quartz resonator. The quartz 
needs to be grown with low defect and impurity density 
and then cut to the correct angles with a high degree of 
accuracy. Next, the quartz blanks need to be lapped, 
contoured, polished, electroded, mounted, and sealed into 
a vacuum enclosure. If any of these steps are performed 
incorrectly, the performance of the crystal is degraded. 
However, even when everything is done correctly, the 
aging is rarely lower than parts in 1012/day.[l] Many 
factors are thought to contribute to aging: stress relief in 
the mounting structure, mass transfer to or from the 
resonator surfaces due to adsorption and desorption, 
changes in the electrodes, changes in the quartz material, 
and leaks into the enclosure. 

It has been suggested, that the outgassing of 
quartz is a possible aging mechanism, however, the 
magnitude of this mechanism has been unknown. 
Although a large amount of information  is available on 

the outgassing characteristics of vitreous Si02[2-4], no 
reports on the outgassing of quartz crystals could be 
found.fl] 

One of the main obstacles to reducing the aging 
is that after the crystal enclosure is sealed, there is no way 
to tell what is happening inside. In the past, one of us 
(JV) had tried to open metal enclosures and analyze the 
interior gas using a mass spectrometer. It was found that 
punching a hole into an unsealed enclosure released as 
much gas as punching a hole into a sealed resonator. 
Measuring what was originally in the enclosure was 
impossible with such a technique. Since we cannot look 
into the resonators after they are sealed, we decided to 
look at what came off the quartz using a thermal 
desorption mass spectrometer (TDMS).[5-7] 

Heating speeds up the removal of impurities from 
surfaces and increases the diffusion rate through the 
bulk.[3] Most manufacturers include a high temperature 
bakeout in their processes, but this bakeout is usually 
limited by the mounting structure components or 
electrodes to approximately 300°C. The bakeout of the 
quartz itself is limited to 573°C, due to a phase change 
(although changes can take place at lower temperatures, 
especially if the quartz is stressed). Several papers 
suggested that hydrogen, the single largest impurity in 
cultured quartz, can be mobile even without the electric 
field used in sweeping.[8-l 1] It has been reported that the 
hydrogen concentration changed at room temperature over 
a period of years.[12] If this were true, it could certainly 
affect the performance of resonators. So, we were 
interested in determining the outgassing of quartz crystals 
as a function of temperature. Our initial findings on the 
outgassing from quartz are reported in this paper. 

n. EXPERIMENTAL 

The outgassing experiment centers on the ability 
to heat processed quartz blanks in an ultrahigh vacuum 
while monitoring the vaporizing species. Two methods of 
heating were used; tantalum cell and laser. 
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A. Tantalum Cell Heating: 

Pieces of processed quartz blanks were 
introduced into a tantalum foil cell to which a tiny 
thermocouple was attached (see Figure 1). The cell was 
spotwelded to a vacuum feedthrough which could be 
introduced into the vacuum chamber for analysis. Cell 
temperature was ramped in a linear fashion up to 1500°C 
with feedback control of a 100 amp power supply using 
a fast PID (proportional-integral-difference algorithm) 
temperature controller. Typical ramp rates were about 
8K/sec. Fast ramp rates were advantageous in determining 
small quantities of outgassing species. 

Quartz pieces were placed in the cell in air and 
then placed under vacuum. Once the appropriate vacuum 
was achieved, the cell was heated and vaporizing species 
and their outgassing rates were determined by line of sight 
detection with a mass spectrometer. 

3cm 
Figure 1: Tantalum vaporization cell 

Initial experiments with the cell alone, without 
any sample, revealed that water desorbed from the surface 
of the cell. Tantalum metal is covered with an oxide that 
adsorbs water. The region of the tantalum cell water 
desorption peak was useful as an internal sensitivity 
calibration to determine the relative quantities of water 
and other species desorbing from the quartz sample. 

B. Laser Heating: 

The other type of heating consisted of directing 
C02 laser radiation onto the entire back of a quartz blank 
(approximately 1 cm diameter-see Figure 2).[6] A blank 

suspended by two small gold coated molybdenum clips 
could be precisely positioned such that the laser beam was 
centered on the backside of the crystal while the front side 
was directed toward the entrance of the mass spectrometer 
ion source. The laser beam delivery system included a 
series of lenses that defocussed the beam to approximately 
cover the entire surface of the quartz blank. 

A pyrometer which was focussed on the front 
side of the crystal utilized a chopped pyroelectric detector 
and ZnSe optics. The low temperature limit of this 
pyrometer was approximately 120°C. The pyrometer used 
a narrow band IR filter with transmission between 5.5 and 
7 microns. This filter was chosen because quartz has a 
high emissivity in this wavelength range (approx 
0.90).[13] The pyrometer was calibrated using a 
thermocouple joined to the surface of a quartz blank and 
the estimated accuracy of the quartz surface temperature 
measurement was about +/- 10 degrees. 

Figure 2: Quartz blank in laser desorption holder 

C. Analysis System: 

The multi-chamber vacuum system consisted of 
a preparation chamber, analytical chamber, and mass 
spectrometer chamber. The analytical chamber used two 
turbopumps in series and included a liquid nitrogen trap 
with an integral titanium sublimator. Typically, a sample 
could be analyzed within one to two hours in the mid-10"9 

torr range after being introduced from air. 

The analysis chamber was uniquely designed for 
thermal desorption experiments and material outgassing 
studies. Line of sight to the mass spectrometer ion source 
could be maintained from the quartz blank surface or the 
opening of the tantalum cell. Several viewports were 
present which gave a clear view of the sample in the 
analysis position. One viewport was used for introduction 
of C02 laser radiation and another used for sample surface 
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temperature measurement using the specially designed 
pyrometer. 

The mass spectrometer has ultra-high mass 
resolution provided by the triple focussing (electrostatic- 
magnetic-electrostatic) geometry. The advantage of high 
mass resolution is that molecules very near in mass can be 
completely separated. Of particular relevance to this study 
was the ability to separate NH3(17.027amu) and 
OH(17.003amu). 

P. Sample Preparation: 

The quartz samples used in this work were 
grown by three different manufacturers. Thermo 
Dynamics, Sawyer Research Products and Motorola. The 
TR absorption values at 3500cm'1 and the H content are 
shown in Table 1. 

Thermo- 
Dynamics 

Sawyer Motorola 

alpha3S0O 0.061 0.19 0.08 

Total H 
content 
(relative to 
atomic Si)* 

300 ppm 900 ppm 400 ppm 

* Special high alpha bars provided for outgassing study 

Table 1: Quartz samples 

The samples were prepared by: lapping using a 
five and then a three micron aluminum oxide abrasive, 
cleaned in boiling trichloroethane (TCA) and then 
ultrasonically cleaned in TCA, cleaned using RCA 
standard cleaning solutions 1&2 then UV ozone cleaned, 
etched in saturated ammonium bifluoride for 20 minutes 
at 85°C then thoroughly rinsed in hot 18 megohm-cm 
deionized water and blown dry with UHP N2. 

TTT. RESULTS 

A. Outgassing using tantalum cell: 

In Figure 3, the first set of desorption spectra 
shows outgassing from quartz in the tantalum cell. 
NH3

+,OH+,H20
+, and C02

+ were seen as well as minor 
components that appear to be hydrocarbons. In all 
samples, water was detected and along with the H20

+ 

signal, OH+ was also detected. In every case the OH+ 

mirrored the H20
+, maintaining a constant OH+/H20

+ 

signal ratio typical of hydroxyl ion produced as a water 
byproduct in the ion source of the mass spectrometer. No 
evidence for molecular OH desorption was obtained. Also, 
no elemental hydrogen (H or Hj) or any fluoride species 
were detected. Fluoride might be expected as a result of 
the ammonium bifluoride etch. We looked for fluorine 
with Auger electron spectroscopy in our early experiments 
and none was detected.[14] 

Beginning about 110-120°C, a desorption state of 
water is clearly seen both for the Cell and the 
Cell+Sample spectra (see Figure 3). The upper water 
spectrum represents the cell which was brought out into 
air and then returned to the vacuum system and analyzed. 
The 180°C peak constitutes water adsorbed on the cell 
surface most likely in the molecular form. This peak 
shows a considerable tail at higher temperature (220- 
600°C) and probably represents surface hydroxyls (H- 
bonded?-see discussion). At even higher temperatures 
(>750°C) a continuous outgassing of water begins that 
rises with temperature. Further experiment showed that 
this water is due largely to outgassing of the tantalum cell 
support assembly and vacuum surfaces. With high 
temperature heating of the cell, the assembly temperature 
rises due to thermal conduction and radiation heating. 

80        120       160 
Time (sec) 

200 

Figure 3: Outgassing of quartz in tantalum cell 

In the set of desorption spectra labelled 
"Cell+Sample", the water desorption spectrum has 
changed considerably as a result of the presence of the 
quartz sample. As expected, desorption from the cell 
surface is evident from the peak at 180°C. In addition 
there is a distinct peak at higher temperature (labelled 
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"690°C"). At higher temperatures, a continually rising 
water signal begins which is similar to that seen with the 
empty cell. 

In addition to water, NH3 and C02 are seen 
desorbing at various temperatures. The C02 is the first 
species detected after the cell surface water and has a 
peak at 350°C. In addition, C02 is detected continually 
with subsequent peaks in the 900°C region. The origin of 
the C02 is not clear, but may be related to the growing of 
the quartz in presence of carbonate which might leave 
some carbonate species that can be desorbed. 

At cell temperatures above about 400°C, 
outgassing of water and ammonia begin from the quartz 
and both peak at a cell temperature of about 690°C. The 
peak heights of the three species shown in Figure 3 for 
the Cell+Sample are the actual relative mass spectrometer 
signals. Figure 3 does not include any correction for the 
instrument's sensitivity to the various species, however, 
the inclusion of normalization would have only a minor 
effect on the relative signal intensities. 

The tantalum cell temperature was measured by 
a thermocouple spotwelded to the surface. Linear 
temperature ramps were obtained. One problem however, 
was that as the cell was ramped, the actual temperature of 
the quartz pieces inside (1 to 7 pieces) was unknown. A 
calculation of the temperature lag, based on a heat balance 
model of the cell, predicted a considerable lag. Since the 
quartz pieces varied in number, size and shape, the 
variations in actual sample temperature among runs would 
be considerable. 

The tantalum cell analysis was particularly useful 
in determining the identity and quantity of various 
outgassed species as well as a relative temperature of their 
production. However, as a result of the lag in temperature, 
a direct correlation of the cell outgassing results to 
resonator stability is obscured. Of particular interest are 
the "690°C" peaks because, based on the thermal model of 
the cell, the temperature at which the quartz begins to 
outgas was actually about 120°C! 

B. Outgassing using laser heating: 

In order to obtain more precise outgassing 
temperature information, quartz blanks were analyzed by 
laser thermal desorption with pyrometric detection of the 
surface temperature. The laser was adjusted to give a 
ramp rate on the order of 10K/sec over the range 150- 
400°C. Figure 4, shows the desorption spectra of water 
and ammonia from a quartz blank. Here it can be seen 
that both species begin outgassing at the same time. The 

onset temperature is estimated to be about 110-120°C. The 
ammonia peaks somewhere in the 200°C region, however, 
the water did not show a distinct peak (until 475°C). hi 
some of the samples analyzed with the laser under the 
same conditions, a pronounced peaking around 200-300°C 
was seen for both ammonia and water. 

210°C 
o 450°C 

370 C    \ 

Crystal Crocks 
^475 C 

Ho0 
J^ 

p/vU^1 

NH3
+x5 

0 20 40        60        80       100      120 
TIME(SECONDS) 

Figure 4: Outgassing of quartz using laser heating 

All quartz desorption results showed a close 
relationship between water and ammonia at the onset, as 
if they are mutually bonded or bonded in some similar 
way to the surface. In some of the samples, the ammonia 
signals were comparable in size to that of water (Figure 
3, 690°C region) and in other cases were 20% to 30% of 
the water signal (see Figure 4, 690°C region). 

In Figure 4, the water signal remains well above 
the baseline in the region 120°C-450°C. Several 
mechanisms, operating simultaneously or independently, 
can explain the persistence of the H20 signal in this 
region. Multiple states of bound water can be considered 
which involve varying degrees of hydrogen bonding and 
various types of water-quartz surface bonding. Also, 
inefficient pumping of water in the vacuum system can be 
considered. This mechanism could be used to explain a 
high temperature tailing off of water desorption states, 
where the pressure rise from a water desorption state 
would decrease with some time constant. Since water 
peaks were seen in some cases (for example the water on 
the tantalum cell surface), the system's pumping speed for 
water appears to be fast enough to prevent significant 
quantities of residual water from lingering in the vacuum 
system. Finally, the contribution of near surface and bulk 
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water and water related species can be considered. Water 
may be moving continually to the surface and desorbing 
as the temperature increases. 

At higher temperatures, a sharp desorption peak 
of both water and ammonia occurs at about 475°C, at 
which point the crystal fractures. As is well known, 
crystalline quartz undergoes a phase transition at 573°C 
and it is possible that the cracking under laser heating is 
related to this transition. Since the laser heating is directed 
onto one side of the crystal during analysis, a thermal 
gradient through the crystal exists that can induce stresses 
leading to fracture. In addition, the laser beam profile is 
not flat across the crystal surface and the variation in 
heating across the face also induces stresses. 

In Figure 5, the laser temperature ramp associated 
with the desorption spectra in Figure 4 is shown. At the 
point of crystal fracture, the temperature immediately 
drops. This drop results from the loss of crystal fragments. 
The remaining pieces held by the clips are still being 
heated by the laser and the temperature is still going up 
with continued radiation. The pyrometer only senses the 
radiation output from the target area and when a fraction 
of that area is lost, an apparent drop in temperature 
results. 
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The instantaneous desorption as the crystal cracks 
may be related to the increase in surface area along the 
fracture lines. When this internal surface is exposed with 
the crystal at high temperature, the water near the surface 
may be escaping rapidly. Ammonium bifluoride solution 
can progress deep into the crystal during the etching 
process forming etch channels and an artifact of the 
ammonium bifluoride may have been trapped by capillary 
action and released suddenly upon cracking. 

Rapid outgassing associated with crystal fracture 
occurred in samples under laser heating, however, with 
the tantalum cell, heating did not lead to fracturing. This 
can be explained by the fact that smaller pieces were used 

and heating inside the cell produces a more uniform 
temperature field, with lower thermal stresses. 

Figure 6, shows the ammonia desorption from 
three samples performed in succession under identical 
conditions. It can be seen that the pattern of desorption is 
the same for each, but the amount of ammonia is 
different. The three samples were processed together but 
the surface of the Q-16 sample had noticeable etch 
damage which was assumed to be a clustering of etch pits. 
The increased desorption signal correlates with this 
observation. Thermal desorption analysis may provide a 
measure of etch pit and channel density. Preliminary 
results (not shown) also revealed a strong relationship 
between water desorption and surface roughness, where 
samples etched to give greater surface roughness desorbed 
considerably larger amounts of water. 

CRYSTALS 
FRACTURE 

100°C 300°C 

475°C 

Q-16 

Q-17 

Q-18 

i^^m'sA IIH^WH_ 

Figure 5: Quartz temperature ramp under laser heating Q 20      40       60      80      100    120 
TIME (SECONDS) 

Figure 6: Laser desorption of ammonia from quartz 

IY. DISCUSSION 

Considerable work has been done studying 
adsorption on silica which can be used as a model for 
adsorption on quartz surfaces. In particular, the adsorption 
of water onto oxide surfaces has been studied in great 
detail.[15-17] As a result of extensive infra-red studies, 
various states of water-silica bonding have been 
identified.[ 18-25] There are three primary categories: 
molecularly adsorbed, hydroxyl formation involving 
hydrogen bonding, and isolated hydroxyl formation. These 
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various types of bonding of water have different 
temperature stabilities which are directly relevant to the 
discussion of the outgassing properties of quartz. 

Molecular adsorption: Water termed molecularly 
adsorbed, resides on top of a hydroxyl covered surface 
and can exist as multilayers at lower temperatures. As 
Si02 is placed under vacuum, some water immediately 
desorbs at room temperature. As a result of differing 
degrees of hydrogen bonding, molecular water persists to 
above room temperature. It has been suggested [20],that 
molecularly bound water can be desorbed from the surface 
after heating to a temperature of about 150°C. 

Hydroxyls/H-bonded: Water can form a stronger 
chemical bond by reacting directly with the surface to 
form hydroxyls. For example, infra-red studies have 
indicated that water will adsorb and readily react with 
certain siloxane bridge bonds Si-O-Si to form two Si-OH 
units.[20-25] In the reverse reaction, two Si-OH bonds can 
be condensed to form a siloxane bridge and water. The 
temperature at which the condensation reaction takes place 
depends on the nature of the Si-OH bonds involved. As 
determined by titration of surface hydroxyls, the silica 
surface can be hydroxylated to the extent of 
4.6/100A2.[19] Similarly, ^a labelled NaOH quartz was 
found to have 425 OH/100A2.[17] Based on a calculation 
of the packing density of hydroxyls, the maximum 
number of hydroxyls for quartz(OOl) and quartz(lOl) 
surfaces was predicted to be 9.6/100A2 and 6.0/100A2 

respectively.[17] 

With a high surface coverage of OH, hydrogen 
bonding occurs between nearby hydroxyls. The hydrogen 
bonding is believed to have the effect of weakening the 
Si-OH bond.[20] As silica is heated, first the molecularly 
adsorbed water desorbs followed by water originating as 
hydrogen bonded hydroxyls. Infrared absorption indicates 
that the hydrogen bonded hydroxyls are removed over a 
broad temperature range to about 500°C where they are 
completely removed.[ 18-20] The broad range can be 
explained as varying degrees of hydrogen bonding 
destabilization of the Si-OH bond. One important aspect 
to note is that the process is rapidly reversible upon 
exposure to water vapor. 

Hydroxyls/non H-bonded: Hydroxyls which are 
not hydrogen bonded are divided into two types, Type A: 
isolated single hydroxyls and Type B: isolated pairs. The 
isolated pairs have been explained as geminal, Si(OH)2 

and vicinal, HO-Si-O-Si-OH (or nearby).[ 19,25] Both have 
OH groups geometrically too far apart to H-bond. The 
Type B groups are less thermally stable and will 
condense liberating water at a lower temperature than 

Type A. In the temperature range above 500°C to about 
800°C the Type B group are condensed preferentially. 
Type A, which are considered truly isolated, persist to at 
least 1000°C.[19] 

Outgassing studies of glass particles of various 
composition showed outgassing states spanning the 
temperature range of about 90°C to 380°C.[26] Another 
study considered the effect of particle size on the 
outgassing of water from magnesium-alumino-silicate 
glass with a water content of approximately 400ppm.[27] 
In that study water desorption states were observed in the 
range 120°C to 500°C. These states were not dependent 
on particle size and were judged to be associated with the 
surface. At higher temperature, another distinct water 
desorption peak was observed but the peak position was 
dramatically affected by particle size. This type of water 
was considered to be originating from the bulk of the 
glass material. 

V. CONCLUSIONS 

Quartz crystals can be expected to have water 
related surface species similar to those detected on silica 
surfaces. In addition, quartz has internal hydrogen that 
exists in various forms, such as molecular water, Al-OH 
at aluminum substitution sites, and Si-OH at defects and 
dislocations.[28] Typical hydrogen concentrations for 
synthetic quartz range from 250-2500 H-atoms per million 
Si atoms.[12] It has been suggested that molecular water 
is the dominant hydrogen species.fll] 

With respect to resonatorperformance, outgassing 
from the surface or bulk contributes to aging. In this 
outgassing study, we hoped to characterize the nature of 
hydrogen in quartz by following the thermal desorption of 
hydrogen bearing species such as H2, OH, and H20 and in 
the process discovered the presence of NH3, C02, and 
other minor species. 

Desorption of water from quartz can be seen in 
Figure 4, where water was detected continually after the 
sample reached about 110°C. The onset temperature 
identifies the most weakly bound state. If we assume the 
peak of this state to be on the order of 200°C and we 
further assume first order desorption kinetics and a 
standard preexponential factor of 1013/sec, an activation 
energy of 28 kcal(119kJ) can be calculated using 
Redhead's desorption analysis method[5]. Higher 
temperature desorption results from states with higher 
activation energies. Desorption centered at 300°C and 
400°C can result from states with activation energies of 
about 35 kcal(146kJ) and 41 kcal(172kJ) respectively. 
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The practical implication of the outgassing 
analysis can be seen when baking time and temperature is 
considered. The half-life of a desorption state can be 
estimated from kinetic parameters and the results of 
representative calculations are given in Table 2. 

If the bakeout of resonators was 100°C, it would 
be impossible to remove water having activation energies 
of desorption of 35 and 41 kcal. The more weakly bound 
water however, with a lower activation energy (28 kcal) 
is easily removed (note: 10 half lives=5 hours which 
removes 99.9%). At 200°C the 35 kcal state is removed 
in a reasonable time and at 300°C the 41 kcal is removed. 

300°C 
Bakeout 

Surface 
coverage 

(monolayers) 

Desorption 
rate at 
100°C 

(monolayer 
/day) 

Aging 
rate per 

day 

Ohr. 
1 

8 x 10"7 8 x 1013 

Ihr. 0.5 4 x 10'7 4 x 10" 

lOhrs. 0.001 8 x 1010 8 x 10" 

Activation Energy (kcal)/ 
Desorption Peak Temperature (°C) 

Bake 
Temp. 

28 kcal/ 
200°C 

35 kcal/ 
300°C 

41 kcal/ 
400°C 

100°C 30 min. 7 years lOVs 

200°C 1 sec. 3 hours 72 days 

300°C 3 msec. 2 sec. 1 hour 

Table 2: Desorption half-life of water 

The efficiency of the baking step in resonator 
fabrication is only as good as the vacuum that the 
resonator is contained within. As mentioned earlier with 
respect to studies done on silica, hydroxyls will 
immediately reform on surfaces which have been baked to 
remove water (100°C-400°C). If these hydroxyls can be 
assumed to be bound with activation energies in the 28-41 
kcal range a significant contribution of outgassing to 
resonator aging can be expected as a result of adsorbed or 
readsorbed water. 

As an example, consider a single monolayer of 
hydroxyl groups present on an ideally flat quartz surface. 
Assume also a moderate bonding to the surface, with an 
activation energy for desorption of 35 kcal. If the 
resonator was operated at a constant 100°C, e.g. in an 
OCXO, then 1/2 of the monolayer could be expected to 
have desorbed in the first seven years. A 5MHz 
fundamental mode crystal is about 1 million molecular 
layers thick and the loss of a 1/2 monolayer of water will 
constitute a change in frequency on the order of 1/10 ppm 
(adjusting for atomic mass), which will result in a 
frequency change of 4 parts in 10n/day. 

Table 3: Aging rate due to a monolayer of 41 kcal bound 
water 

The aging rate at 100°C can be calculated for 
quartz baked at 300°C assuming one monolayer of water 
with a binding energy of 41 kcal. The more weakly bound 
water will be rapidly removed at this temperature and 
need not be considered. In Table 3, the bake time, surface 
coverage after baking, desorption rate at 100°C, and aging 
rate are given. It can been seen that a bakeout temperature 
of 300°C will remove sufficient water, so that an aging 
rate of better than 1 part in 1012 can be achieved. Note, 
that in this simplistic example no provision for the effect 
of water under the surface has been considered. A more 
detailed study of surface and bulk outgassing is currently 
underway. 
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Abstract 

Sensor applications are increasing the use of 
quartz crystals at high-temperatures. At these temper- 
atures the interstitial alkalis thermally escape from the 
traps and drift in the shallow potential wells of the Z- 
axis channel. Their random motion leads to a thermally 
activated acoustic loss which may degrade oscillator 
performance. Point defects may also lead to acoustic 
loss peaks; Fräser has reported a peak near 300° C in 
swept quartz. We have investigated the acoustic loss of 
unswept (Li-compensated). Na-compensated, and swept 
(H-compensated) AT-cut resonator blanks from room 
temperature to over 400° C. In swept quartz, we find a 
loss peak centered at 600 K which increases linearly 
with the aluminum content. This peak most likely 
results from relaxation of the Al-OH center. The 
acoustic loss of unswept and Na-compensated 
resonators remained relatively constant up to about 
500 K; at higher temperatures it increased exponentially 
with T(K)"\ The Al-OH loss peak in the swept blanks 
with higher Al content caused them to have a larger loss 
in the 400 to 600 K range than unswept blanks 

Introduction 

Sensor applications such as pressure trans- 
ducers and thermometers are causing an increased use of 
quartz crystals at high temperatures. 1_4 Quartz contains 
interstitial alkali ions which are trapped near the 
substitutional aluminum or other defects. At high 
temperatures the alkali ions thermally escape from the 
traps and drift in the Z-axis channel. Their motion in 
the shallow potential wells of the channel leads to an 
acoustic loss which increases exponentially at higher 
temperatures.5,6 An increasing acoustic loss corresponds 
to an increasing series equivalent resistance which may 
degrade the oscillator's performance. Sweeping or 
electrodiffusion replaces the alkalis with hydrogen and 
might be expected to remove the high temperature 
acoustic loss.7,8 However, Fräser has reported an 
acoustic loss peak near 300° C in natural and cultured 

quartz that had been electrolyzed (swept). More 
recently, Koehler9 and Lipson, et al.10 have also 
reported the presence of this high temperature acoustic 
loss peaks in swept quartz. 

Anelastic loss arises when a defect or impurity 
has two (or more) equivalent orientations separated by a 
potential barrier.5 The maximum loss occurs when the 
thermally activated hopping rate matches the frequency 
of the crystal. The loss, AQ"1, is given by 

Aß" 
nGcoT 

l + o)2r2 (l) 

where n is the number of centers per unit volume, G 
measures the coupling to the crystal vibration, © is the 
angular frequency of the vibration, and T is the 
relaxation time for reorientation of the defect. Since 
the relaxation is thermally activated 

T - r0 exp(£'i / kT) (2) 

where Eb is the barrier height, and x0 contains the 
number of equivalent orientations and the attack rate. 
The loss is usually determined by measuring the 
crystal's Q or series resistance as a function of 
temperature. As the temperature is swept AQ"1 reaches a 
maximum at a temperature, T^, where COT = 1. Loss 
peaks are often described in terms of Tmax; the 53 K peak 
due to the Al-Na center is, perhaps, the classic case in 
quartz crystals. At high temperatures, the alkali ions 
thermally escape from the Al-site and drift in the 
shallow potential wells of the Z-axis channel. The 
number of free ions, n, is given by 

n = (c/ 2)ll 2 N0 exp(-Ea I kT) (3) 

where c is the mole fraction of Al traps, N0 is the 
number of Si02 molecules per unit volume, and Ea is the 
association energy between the ion and the trap. The 
square root dependence comes about because two defects 
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are created: the mobile ion and the fixed ionized trap.11 

The resulting acoustic loss would be described by Eq. 1 
with n replaced by Eq. 3 and, therefore, would contain 
two activation energies., Ea and Eb. 

Experimental Procedure 

Cultured quartz from a number of sources was 
used for these experiments. All of the crystal blanks 
were taken from the Z-growth region of the stone with 
the exception of an R-growth stone, HA-A, of high 
aluminum content. Table I summarizes the character- 
istics of the samples. EPR measurements were used to 
determine the aluminum concentration,12 and low 
temperature infrared scans were also made on the 
samples. Plano-convex 5 Mhz 5th overtone resonator 
blanks were commercially fabricated from the bars. 

TABLE I. Samples 
Sample       Source Al(ppm) Mech. Q (Li) 
X67            Rome Lab 0.2 2.6xl0-6 

PQ-E          Sawyer 10-12 2.5x10"* 
HA-A         Russian 60-70 2.0xl0"6 

After fabrication, the blanks were sodium, lithium, or 
hydrogen swept using our standard process.13 The swept 
blanks have been well characterized through their use in 
a number of our earlier investigations.14"17 The Na- 
swept HA-A blank had been irradiated to about 7 Mrad 
in 1987-88 and it was decided to investigate its high 
temperature acoustic loss during the anneal process. All 
of the other blanks were well annealed at temperatures 
greater than 450° C before they were used for this study. 

Acoustic loss versus temperature measurements 
over the room temperature to 300° C range were made 
using our automated transmission method system.18 

Above 300° C, the acoustic loss was measured using our 
log-decrement system.14 The resonator blanks were 
mounted in a gap-holder which was placed in an 
evacuated furnace for all of the measurements. The gap 
holder consisted of ceramic end caps with an AT-cut 
quartz ring spacer. The 15 mm diameter blanks were 
supported only on the outer 1 mm of their 
circumference. A thermocouple was attached to the 
gap-holder. 

Results 

compensated blanks increases rapidly with temperature 
above about 500 K for both Al concentrations. 

TEMPERATURE (°C) 

100 200 300 400 500 

300        400        500        600        700 

TEMPERATURE (K) 

800 

Fig. 1. The acoustic loss vs. temperature curves for the 
Li-, Na-, and H-compensated 0.2 ppm Al (X67) samples 
are shown. 
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Figures 1 and 2 show the acoustic loss versus 
temperature results for the 0.2 ppm Al sample and the 
60 ppm Al sample respectively. These results represent 
the best and worst cases.   The loss for the Li- and Na- 

Fig. 2. The acoustic loss vs. temperature curves for the 
Li-, Na-, and H-compensated 60 ppm Al (HA-A) 
samples are shown. 
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As expected the results for the 60 ppm samples are 
larger than for the 0.2 ppm samples. As reported by 
Fräser6 the high temperature loss is larger for Li- 
compensated samples than for the Na case. The swept 
or H-compensated 60 ppm sample shows a loss peak 
near 600 K while the loss in the swept 0.2 ppm sample 
is small and constant up to 700 K. The peak near 
600 K is the same peak reported previously in swept 
quartz.5'910 The results for the 12 ppm Al sample lie 
between those for the 0.2 and 60 ppm samples. The 
12 ppm sample shows the 600 K loss peak. 

Discussion 

H-compensated 

Figure 3 compares the acoustic loss versus 
temperature results for the three H-compensated (swept) 
samples. 
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Figure 3. The acoustic loss curves are shown for the 
three H-compensated samples. 

Below 650 K the results for the 0.2 ppm sample are 
essentially independent of temperature. They represent 
the loss due to the interaction with the thermal phonons. 
The higher Al concentration samples show a loss peak 
near 600 K. This peak is the same as the one reported 
earlier.5'9'10 Sweeping removes the alkalis trapped by 
the aluminum and replaces them with hydrogen. Thus, 

the Al-M center is changed into the Al-OH center which 
is responsible for the 3367 and 3306 cm"1 infrared 
bands. No loss peaks below room temperature have 
been found that could be attributed to the Al-OH center. 
If we assume that the results for the 0.2 ppm sample 
represent the "intrinsic" acoustic loss then the difference 
between the data for the other two samples and that for 
the 0.2 ppm sample gives the height of the 600 K peak. 

<0 
O 

O 
i 

< 
_i 
tu 
Q 

c (ppm) 

Fig. 4. The difference at 600 K between the curves for 
the 60 and 12 ppm Al concentration samples and the 
0.2 ppm versus Al concentration is shown. 

Figure 4 shows that this difference increases linearly 
with the aluminum concentration. Therefore, the 600 K 
loss peak in swept quartz must result from reorientation 
of the Al-OH center. Such relaxations are likely. The 
infrared bands broaden with increasing temperature due 
to thermal motion. Using low temperature electron 
irradiation, Sibley, et a/.19 were able to alter the relative 
population of hydrogen between long and short bond 
oxygens; the normal population recovered upon 
warming to room temperature. Thus, hydrogen is able 
to jump between the oxygens adjacent to the aluminum; 
the entire center relaxes during such a jump. The curves 
through the data points for the 12 and 60 ppm samples 
were calculated by adjusting the parameters in Eq. 1 and 
Eq. 2 to fit the data. Table 2 gives the parameters found 
from the calculation. 

TABLE II. Al-OH acoustic loss peak parameters. 
G (ppm Al)-' E (eV) T„ (sec) 
3xl0"7 0.36 3xl0-' 

There are two "versions" of the Al-OH center. One 
responsible for the 3367 cm-1 band and the other the 
3306 cm"1 band. We assume that one corresponds to the 
hydrogen on the "short" oxygen bond and the other the 
hydrogen on the "long" oxygen bond. It is probable that 

117 



there are actually two overlapping loss peaks, both 
centered near 600 K. Lastly, the upturn at higher 
temperatures shown in Fig. 3 may be due to residual 
alkalis or to hydrogen moving in the channel. 

Alkali compensted 

The acoustic loss for the 0.2 ppm Li- and Na- 
compensated samples increases rapidly above 500 K. 
The small slowing of the increase at higher temperatures 
suggests that the Tmax for the Li and Na loss peaks is 
well above 700 K. Thus, CöT » 1 and the coV in the 
denominator of Eq. 1 dominates giving 

i-l A<2    « nGcor0 exp(-Eb I kT). (4) 

Eq. 3 gives the number of free ions. If we combine the 
multiplicative constants in Eqs. 3 and 4 we find that the 
loss, Q'\ can be written as 

i-l Ö_I*ö*«c*+Cexp(-£/*r) (5) 

The activation energy of 1.1 eV is higher than that 
reported by Fräser6 but similar to the values found in 
sweeping Li into quartz.15 

iooon"(K"1) 

whereg^is the background loss. The constant C is 
proportional to the square root of the aluminum 
concentration, c. The activation energy, E, contains both 
the association energy of the ion with the aluminum and 
the barrier height: 

(6) 

This activation energy is the same as that found in ionic 
conductivity. Then for T « T^ the loss increase due 
to the ions moving in the channel is thermally activated. 
As shown in Fig. 5 the data for the Li-compensated 
samples give a straight-line on a log(Q"') versus 1000/T. 
The data for the 0.2 ppm aluminum sample deviate at 
the higher temperatures because the T « T,^ 
approximation is breaking down. The lines through the 
points represent a fit of Eq. 5 to the data. The fitting 
parameters are given in Table III. 

TABLE III. Lithium high temperature loss parameters. 

Al (ppm) 
0.2 
12 
60 

Qback 
4.1x10' 
4.1x10"' 
4.1x10' 

C(arb) 
2.8xl03 

3.3xl04 

1.2x10s 

E(eV) 
1.1 
1.1 
1.1 

Figure 5. This log (Q ) vs 1000/T plot shows that the 
high temperature acoustic loss for the Li-compensated 
samples is thermally activated. 
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Figure 6. This log(Q_1) vs 1000/T plot shows that the 
high temperature acoustic loss of the Na-compensated 
samples is thermally activated. 

Figure 6 shows that the high temperature 
acoustic loss for the three Na-compensated samples is 
also thermally activated.   The lines through the points 
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represent a fit of Eq. 5 to the data, 
parameters are given in Table IV. 

The fitting 

TABLE IV. Sodium loss fitting parameters. 
Al(ppm)        fid* C(arb) E(eV) 
0.2 
12 
60 

3.9x10" 
5.1x10"' 
6.7x10 ,-7 

600 
6.5xl03 

1.2xl04 

1.05 
1.05 
1.05 

The activation energy is only slightly smaller than the 
1.1 eV value found for lithium and is similar to our 
results from sweeping. In both cases, the activation 
energy contains both the association energy and the 
barrier height. 

If we assume that the aluminum site is the 
source of the alkali ions then the constant C in Eq. 5 is 
proportional to the square root of the aluminum 
concentration. As shown by the log-log plot of C versus 
the aluminum concentration in Fig. 7, C does have the 
expected square-root dependence. 

1.0 10.0 

CONCENTRATION (ppm) 

100.0 

Figure 7.   The constant C in Eq. 5 increases as the 
square-root of the aluminum concentration. 

Anneal study of an irradiated Na-compensated sample 

As part of an earlier study, the Na-compensated 
60 ppm (HA-A) sample had been irradiated to about 7 
Mrad17 and it was decided to track its high temperature 
acoustic loss during the anneal process. Irradiation 
converts the Al-M*^ centers into a mixture of Al-OH 
centers and Al-hole centers. Since HA-A quartz has a 
high aluminum content relative to its other defect 
content irradiation at room temperature produces a large 
concentration of Al-hole centers. The Al-hole center 
has an optical absorption band that peaks near 500 run 
in the visible; this band is responsible for the color of 

smoky quartz. The Al-hole visible absoprtion band and 
the Al-OH infrared band allowed us to track both 
centers during the anneal. The anneal process was 
carried out as follows. First, the infrared Al-OH 
absorption was measured at 80 K and the visible range 
Al-hole absorption was measured at room temperature 
then the blank was place in the high-temperature 
acoustic loss system and data collected as it was heated 
to the desired anneal temperature. The infrared and 
visible optical scans were then repeated and the sample 
measured to the next anneal temperature which was 
increased by 25 K The acoustic loss versus temperature 
curves for a selection of of the runs are shown in Fig. 8. 
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Figure 8. The acoustic loss data collected during the 
anneal runs on the irradiated 60 ppm sample are shown. 

The data for the intial run to 450 K show that the Al-OH 
loss peak discussed above is present. As irradiated, this 
sample has about 12 ppm Al-OH centers and the loss is 
comparable to that of the 12 ppm H-compensated 
sample. Annealing is a dynamic process, and if we 
were to hold the irradiated sample at a fixed temperature 
such as 500 K we would see a steady decrease in loss 
until it reached the value given by the curve for the 
725 K run. 

Figure 9 shows the anneal of the Al-hole center 
and the Al-OH center as determined by the optical 
absorption scans. These anneal curves are in good 
agreement with our earlier results.12'14 The Al-Na 
center recovery which was estimated from the optical 
results for the Al-hole and Al-OH center also agrees 
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with our early results. The Al-Na center does not fully 
recover until the sample is heated to above 700 K. The 
acoustic loss at 600 K as measured during the 625 K 
anneal run is considerably lower than that measured 
during the final 725 K run. This suggests that most of 
the alkalis participating in the thermally activated high- 
temperature acoustic loss are released from the 
aluminum site. The situation may be different in natural 
quartz since significant numbers of alkalis are also 
trapped at other point defects. 

TEMPERATURE (°C) 

100 200 300 400 500 

300        400        500        600        700 

ANNEAL TEMPERATURE (K) 

800 

Figure 9. The anneal of the Al-OH and Al-hole centers 
as determined from the optical absorption is shown. 
The Al-Na recovery is estimated from these data. 

Conclusions and Summary 

The acoustic loss of Li-compensated, Na- 
compensated and H-compensated (swept) AT-cut 
resonator blanks with aluminum concentrations ranging 
from 0.2 ppm to 60 ppm has been measured from 300 K 
to nearly 700 K. A loss peak near 600 K was observed 
in the swept samples. This loss peak increases linearly 
with the aluminum concentration and, therefore, is due 
to the Al-OH center. Both Li- and Na-compensated 
samples showed a thermally activated loss at high 
temperatures. The high temperature loss was greater in 
the Li-compensated samples than in the Na- 
compensated samples. For both lithium and sodium the 
loss increased as the square-root of the aluminum 

concentration. This result shows that the aluminum site 
is the major source of the alkalis. 
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The fabrication of acoustic sensors with sol-gel selective 
coatings requires the deposition of thin films on quartz 
resonators using solution chemistry techniques. Oxide 
films are spin-cast, then heat treated. A variety of film 
compositions are deposited, requiring a variety of firing 
schedules. Network analysis of the untreated AT-cut 
quartz devices revealed a resonant frequency of 5.0 
MHz, corresponding to a pure thickness-shear mode 
resonance. For devices that were rapidly fired to 400°C 
and rapidly air cooled, network analysis showed the 
shear-mode response at 5.0 MHz disappeared, while a 
predominantly compressional mode response at 7.3 MHz 
emerged. Structural analysis explored the crystal 
structure changes induced by processing which resulted 
in this new mode. 

Introduction 

The effects of thermal processing on the 
resonant frequency and mode displacement of a quartz 
crystal micro balance (QCM) are investigated in this 
paper. The QCM is utilized in the fabrication of 
chemical sensors designed to detect metal ions in an 
aqueous solution. A sol-gel coating is deposited on the 
surface of a QCM, then fired in a furnace to form and 
consolidate an oxide film. The firing temperature affects 
the composition, structure and porosity of the sol-gel 
film and the optimum firing temperature varies with 
composition. For titanium dioxide films, a heat 
treatment to an elevated temperature (400°C) is required. 
In this paper, the effects and limits of thermal processing 
extremes on the resonator characteristics were explored. 

Sol-gel coatings are spun onto the surfaces of 
QCMs to fabricate the sensors. After the films are spin- 
cast, the sensors are 
fired for 20 minutes in a pre-heated furnace at 
temperatures of 150 or 400°C, depending upon the 
coating composition. After firing, the sample is removed 
and air cooled on an unheated block. In this processing 
scheme, the sensor structure was rapidly heated and then 
rapidly cooled, or quenched. This processing cycle is 

standard for the sol-gel coatings, which were originally 
designed for other applications. The quartz resonators 
used were designed to oscillate at 5.0 MHz. After the 
rapid processing to 400°C, the dominant resonant 
frequency of the quartz resonator had shifted from 5.0 
MHz to 7.3 MHz. Sensors rapidly processed to 150°C 
still resonated at 5.0 MHz. 

Experimental 

The structure of the unfired and fired crystals 
was probed using X-ray diffraction rocking curve 
analysis performed with a Blake Industries Double 
Crystal X-Ray Diffraction System employing a four 
bounce Si monochromator with a resolution of eight arc 
seconds. A single Bragg reflection, corresponding to the 
101 plane of the quartz crystal, was analyzed. Scanning 
Electron Microscopy (SEM) of the resonator surfaces 
was performed on a JEOL 6300V microscope. The 
surfaces were examined both with the electrode still on 
the surface, and also with the electrode removed. The 
resonators with the electrode removed were lightly 
coated with a thin layer of a gold palladium alloy to 
compensate for sample charging under the electron 
beam. The surface of the resonators were also examined 
using cross polarized light in an optical microscope. 

Transmission electron microscopy was 
performed on plane-view and cross-sectional samples of 
the quenched crystal. The plane view sample was 
prepared by mechanically thinning the sample on one 
side to a thickness of approximately 10 (im, then the 
sample was thinned to perforation in an ion mill. The 
cross-sectional sample was prepared by making a 
sandwich by gluing the quartz crystal together with 
pieces of a Si wafer to obtain adequate thickness; then 
the cross-section was thinned and perforated as the plane 
view sample. The samples were lightly coated with a 
layer of amorphous carbon to avoid specimen charging 
under the electron beam. The analysis was performed 
with a JEM 2000FX microscope. 

Results 

The chemical sensors are designed to detect 
metal ions in solution. The resonance of the crystal is 
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modified by the contacting liquid. Figure la and b show 
schematic drawings of an uncoated resonator and the 
shear displacement profile of the quartz and a contacting 
liquid. As illustrated in Figure lb, the shear oscillation 
of the AT quartz causes entrainment of the contacting 
liquid. Changes in the liquid characteristics affect the 
resonant frequency and crystal damping[l]. 
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Figure 1. Schematic of the resonator (a) and plot of the 
liquid entrainment induced by surface oscillation (b). 
Schematic view of the test case (c). 

Figure lc is a schematic drawing of the sensor 
configuration used to measure the sensor response. The 
coated resonator is placed into the test case and sealed; 
an uncoated reference quartz crystal is also sealed in a 
test case. An ion-containing solution is passed over the 
oscillating sensor and reference crystal, and the 
frequency shifts of both are recorded. The resonant 
frequency of both crystals will be lowered due to liquid 

entrainment. A selective thin film deposited onto the 
resonator surface will preferentially react with certain 
ions in solution, altering the resonant frequency of the 
coated crystal by an additional, measurable amount. 
Figure 2a shows a plot of the typical response measured 
for a sol-gel coated device, oscillating at 5.0 MHz for 
various metal ions. The effect of the interaction of the 
ion solution with the thin film is to shift the resonant 
frequency by approximately 40 kHz. 

To investigate the emergence of the 7.3 MHz 
mode, uncoated quartz resonators were fired for various 
firing times in a furnace preheated to 400°C. The 
magnitude of the electrical admittance (IYI) vs. 
frequency for the series of samples is shown in Figure 3. 
The scale of the expanded ordinate is arbitrary to permit 
the curves to be included in die same plot. The only 
peak present in the spectrum of the unfired resonator is 
at 5.0 MHz. After 5 minutes in die pre-heated furnace, a 
small peak is present at 7.3 MHz, and the magnitude of 
the 5.0 MHz peak is decreased. The size of the 7.3 MHz 
peak increases with longer firing times, while the 
intensity of the 5.0 MHz peak decreases until, after a 20 
minute bake, it is completely absent. 

-0.06 
1000 2000 3000 4000 5000 6000 7000 8000 9000 

Time (seconds) 

Figure 2. Plot of the sensor response to metal ion 
solutions 

The reproducible and progressive nature of the 
emergence of the 7.3 MHz suggests the cause is a 
structural change in the crystal. The longer the firing 
time, the greater the extent of the damage. The motional 
resistance or dissipation in the QCM also increased with 
firing time, by two orders of magnitude. This result is 
obscured in the figure due to the arbitrarily expanded 
scale. The increased motional resistance is also an 
indication of crystal damage. 

At the fundamental resonance, the velocity (v) 
of the acoustic wave propagating across the crystal 
thickness is related to the frequency, f, and crystal 
thickness, h, by the expression v = 2hf. When f = 5.0 
MHz, the wave velocity is 3.3 x 10-* cm/s, consistent 
with the shear wave velocity in quartz. When the 
resonant frequency is 7.3 MHz, the velocity is 4.8 x 10^ 
cm/s, close to the compressional wave velocity.  The 
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change in resonant frequency from 5.0 to 7.3 MHz 
indicates a conversion from pure shear displacement to 
dominantly compressional displacement. 

The displacements associated with the untreated 
5.0 MHz resonance and the treatment-induced 7.3 MHz 
resonance were investigated by measuring device 
response resulting from liquid contact. A series of 
alcohols, with varying viscosities and densities were 
placed in contact with the quartz crystal. Viscous 
entrainment of a contacting liquid (see Figure lb) by 
shear displacement causes motional resistance changes 
proportional to (ptl)^, where p and r\ are liquid density 
and viscosity. The motional resistance arising from 
surface-normal displacement, if present, is proportional 
to p and independent of rj. 
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Figure 3. The effect of firing time at 400°C on the 
resonant frequency of a quartz resonator. 

As shown in Figure 4, the motional resistance 
of the unfired (5.0 MHz) device is proportional to 
(pT|)l/2j indicating a pure shear surface displacement. 
The fired device (7.3 MHz) resistance also has a 
component proportional to (pii)^, indicating some 
shear displacement; however, there is a large offset, 
indicating surface-normal displacement as well. 
Apparently, the heat treatment has changed the quartz 
properties so that the resultant displacement is a 
combination of shear and compressional displacements. 
Since the slope of the fired (7.3 MHz) is less than the 
unfired (5.0 MHz) device, the shear component has 
diminished. 

To investigate the nature of the structural 
change suggested by the network analysis, X-ray rocking 
curve analysis was performed on the unbaked and fired 
and quenched QCMs.    The QCMs were etched to 

remove the metal electrodes; the results are shown in 
Figures 5a and b. The pattern obtained for the unbaked 
sample (Figure 5a) shows a single sharp peak with a full 
width half max (FWHM) thickness of approximately 10 
arc seconds or 0.1°, which is at the limit of the 
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Figure 4. Plot of the network analysis of tlie as- 
received (5.0 MHz) and quenched quartz resonators (7.3 
MHz) measured with various alcohols in contact with the 
surface. 

instrument's resolution. The extreme narrowness of the 
peak indicates the high order and perfection of the as- 
received crystal. The incident beam energy is listed in 
the figure for each sample. The x-ray pattern shown in 
Figure 5b was acquired for the fired and quenched 
crystal and is very different from the pattern of the 
unfired crystal. A higher incident power was required 
to evaluate this sample and the number of counts 
reaching the detector was greatly reduced. The peak is 
much broader, and secondary peaks appear to be present 
in the pattern. The FWHM of the broadened peak is 360 
arc seconds or 0.36°. The higher incident energy 
required, as well as the broadening of the peak, suggest 
the order of the single crystal structure has been 
disturbed by the rapid processing. 

The above results document that rapid thermal 
processing causes crystal damage, even though neither 
SEM, TEM nor optical microscopy revealed surface 
cracks or twin formation in the fired and quenched 
sample. For comparison, quartz crystals were heated and 
cooled at varying rates, then characterized using a 
network analyzer. For the crystal which was heated and 
cooled at a slow rate, the resonant frequency remained at 
5.0 MHz, with no evidence of crystal damage as 
indicated by a 7.3 MHz response. In contrast, samples 
heated slowly then air quenched, as well as samples 
heated rapidly then slowly cooled, had a 7.3 MHz 
response indicating the importance of heating rate, as 
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opposed to the temperature reached in causing crystal 
damage. 
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Figure 5. X-ray rocking curve results for AT-cut quartz, 
as received (a) and fired at 400°Cfor 20 minutes (b). 

Discussion 

Crystal damage is thought to arise from shear 
stresses induced by thermal gradients created across the 
crystal during rapid heating and/or cooling. In the heat 
treatment, the samples were placed individually into a 
preheated furnace while sitting on edge in a slot of an 
alumina boat. In this configuration, radiative heat 
transfer is the primary heating mechanism for the crystal. 

Figure 6 schematically illustrates the thermal 
gradient created within the crystal and its effect. As the 
sample is heated or cooled, the surface will be heated or 
cooled faster than the center, creating a temperature 
differential (Fig. 6a), and a shear stress within the crystal 
results (Fig. 6b). The thermal expansion coefficient of 
AT cut quartz is 1.4 x 10"^ [2], thus the stress within the 
crystal due to the thermal gradient will be quite high. 
When the level of strain within the crystal exceeds the 

damage threshold, permanent changes (damage) to the 
crystal structure result (Fig. 6c). The damage threshold 
is the energy required to break bonds within the material, 
or cause a rotation of the tetrahedra. The pure shear 
mode of the quartz is a result of the perfect ordering of 
the crystal and the alignment of the particular plane. 
When this order is disrupted, a compressive mode 
emerges. 

damage 
tlireshhold 

Figure 6. Schematic representation of the effect of 
thermal strain on the quartz crystal. 

The liquid test results indicate that heat 
treatment has induced conversion from pure shear 
displacement to displacement that includes a surface- 
normal component. The reproducible change in resonant 
frequency from 5 to 7.3 MHz is consistent with the 
conversion from shear waves to higher velocity 
compressional waves. These results suggest that the 
crystal structure has been altered or damaged by the heat 
treatment. 

Structural changes induced by heat treatment 
were examined using x-ray analysis. The broadening of 
the x-ray rocking curve peak can be explained by a 
number of phenomenon within the crystal structure, 
including the presence of micro-cracking at the surface, 
the existence of twins in the crystal and the presence of 
amorphous or disordered regions within the crystal. 
Analysis of the crystal surface by SEM, TEM and optical 
microscopy did not reveal the presence of micro- 
cracking. The existence of subsidiary peaks in the 
rocking curve pattern might be due to sub-grains within 
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the single crystal[3]. Sub-grains in the single crystal a- 
quartz may indicate the presence of twinned micro- 
domains. There are a number of twin types that occur in 
cc-quartz. Dauphn6 twins are formed a-quartz when the 
orientation or tilt of the silica tetrahedra in the basal 
plane rotates in response to an applied stress[4]. This 
transition occurs without the breaking of bonds, and thus 
no reconstruction of the crystal is required. The 
evidence of the subsidiary peaks, however, is not 
conclusive, as various experimental conditions may 
cause subsidiary peaks in the pattern. The presence of 
twinning within the crystal could not be confirmed by 
either TEM (for micro-domains) or optical microscopy 
(for macro-domains). 

Another mechanism that would relieve strain of 
the crystal is the formation of amorphous regions, the 
local disordering of the crystal structure. The presence 
of amorphous regions is difficult to verify. Evidence of 
amorphous regions (suggested by a broadening of the 
peaks in the pattern) is not discernible in an x-ray 
diffraction pattern until the volume percent of the 
amorphous material is greater than 5%. Amorphous 
regions within the crystal would be visible by viewing 
the lattice fringes of the crystal in the TEM, but this 
analysis could not be done due to the instability of the 
sample under the electron beam. 

Though the exact nature of the crystal damage 
could not be ascertained, it is clearly demonstrated that 
rapid thermal processing of the quartz crystal in the 
sensor fabrication process has a deleterious effect on the 
structure of the crystal and leads to changes in the 
acoustic mode excited. Crystal damage due to 
thermally-induced stresses are avoided if the sensor are 
heated and cooled at slower rates. 
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Summary 

The rapid heating and cooling of quartz 
resonators result in the generation of a surface normal 
displacement component. The emergence of the surface 
normal component is caused by damage to the crystal 
microstructure, which results from thermal gradients 
induced during the rapid thermal processing. Slower 
heating and cooling rates avoid the generation of this 
damage to the crystal structure, as indicated by the lack 
of the surface normal component 
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Abstract 

A completely monolithic high-ß oscillator, fabricated via a 
combined CMOS plus surface micromachining technology, 
is described, for which the oscillation frequency is con- 
trolled by a polysilicon micromechanical resonator to 
achieve high stability. It is shown that the closed-loop, 
steady-state oscillation amplitude of this oscillator can be 
controlled through the dc-bias voltage applied to the capac- 
itively driven and sensed uxesonator. Brownian motion and 
mass loading phenomena are shown to have a greater influ- 
ence on short-term stability in this micro-scale. 

Introduction 

Crystal oscillators are widely used to generate preci- 
sion frequency standards for complex integrated circuits. 
With the current trend to include increasing amounts of a 
total system on a single silicon chip, designers have begun 
to include the oscillator function, without the crystal, on the 
silicon die. A fully monolithic high-ß oscillator, which 
includes the "crystal" element as well as sustaining CMOS 
electronics on-chip, is thus desirable. 

Such an oscillator has recently been demonstrated [1], 
which utilizes a surface-micromachined, polycrystalline sil- 
icon resonator [2] frequency-setting element and CMOS 
electronics to sustain oscillation, all fabricated onto a single 
silicon chip (Fig. 1). The cross-section of the combined 
CMOS plus surface micromachining technology used to 
fabricate this oscillator [1,3] is shown in Fig. 2. 

Fig. 1: SEM of the integrated CMOS uresonator oscillator. 

With ß's of over 80,000 [4] under vacuum and center 
frequency temperature coefficients in the range of -10 ppm/ 
°C (several times less with nulling techniques) [5], polysili- 
con micromechanical resonators can serve reasonably well 
as miniaturized substitutes for crystals in a variety of high- 
ß oscillator and filtering applications. As the high-ß ele- 
ment is miniaturized, however, such phenomena as Brown- 
ian motion and mass loading noise [6] begin to have greater 
influence on oscillator short-term stability and may limit the 
ultimate stability of micro-scale resonators unless design 
strategies which minimize these effects are implemented. 
After an initial focus on resonator transducer and oscillator 
design, this paper will address some of these performance 
limiting effects. 

1 st Sensor Poly 
(Ground Plane Poly) 

2nd Sensor Poly 
(Structural Poly) Tungsten 

Interconnect 
Poly-to-poly 

Capacitor 

Fig. 2: Cross-section of the MICS technology for integration of CMOS and microstructures. 
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Anchor 

Fig. 3: Overhead and cross-sectional view of a vertical 
parallel-plate capacitively driven resonator with typical 
applied bias and excitation voltages. 

Resonator Design 

To simplify the task of integrating CMOS with micro- 
mechanics, capacitive excitation and detection is utilized for 
the |J,resonators in this work. A variety of capacitive topolo- 
gies are available in this technology, and each will dictate 
the frequency tuning range and stability of the (iresonator. 

Figure 3 shows the cross-section of a parallel-plate 
capacitively driven |J.cantilever resonator in a typical bias 
and excitation configuration. [7]. Here, an ac voltage v,- elec- 
trostatically drives the cantilever. The dc-bias voltage VP 

amplifies the resulting force components at the frequency of 
Vj. In this scheme, the beam-to-electrode capacitance is non- 
linearly dependent upon beam displacement, and thus, the 
change in capacitance vs. displacement, dC/dx, is a strong 
function of displacement: 

dC = £o| j 
dx       i" (1) 

where C0 is the static beam-to-electrode capacitance. Using 
(1), the components offeree/^ at the input frequency acting 
on the beam of Fig. 3 are 

Sä = l-(v ■ 
c       ,c 

= -v -% +\?—x p d   '      p '2 (2) 
co0 " d 

The second term of (2) implies an electrical spring constant, 
ke=Vp2(C0/d

2), which adds to the mechanical spring con- 

Comb 
Fingers 

Folded-Beam 
Suspension 

Drive 
Electrode 

Sense 
Electrode 

Fig. 4: Perspective view of a two-port, folded-beam, lateral 
comb-driven resonator with typical applied bias and 
excitation voltages. All areas of the resonator and 
electrodes are suspended 2 |Xm above the substrate, 
except for the darkly shaded areas, which are the anchor 
points. 

stant km and makes the center frequency f 0 a function of 
the dc-bias voltage VP: 

f   = f ■J  0 J0 
1 

TJL r V/2 
-L-2. 
k   J2 Kmd  ) 

(3) 

The above provides a convenient means for voltage control 
of the center frequency, making parallel-plate driven reso- 
nators useful for VCO applications. A -3600 ppm/V frac- 
tional frequency change is typical for a 20 kHz uresonator 
with a nominal Vp=10 V. However, (3) also suggests that 
oscillators referenced to parallel-plate capacitively driven 
uresonators are less stable against power supply variations, 
due to electronic noise or temperature. If Vp=10 V is sup- 
plied by a Zener diode reference, which typically varies 250 
mV over a 0°-100°C range, the corresponding fractional 
frequency variation for a 20 kHz ^.resonator is 864 ppm 
over this temperature range. If a bandgap reference is used 
(3 mV variation over a 0°-100°C range), the Af/f0 variation 
is 10 ppm. 

To eliminate this component of frequency instability, 
the electrode-to-resonator capacitance must be made to 
vary linearly with resonator displacement. In this work, this 
is achieved by using interdigitated-comb finger drive and 
sense capacitors [2]. Figure 4 shows a |aresonator which uti- 
lizes interdigitated-comb finger transduction in a typical 
bias and excitation configuration. The ^resonator consists 
of a shuttle mass, with fingers on opposite sides, suspended 
2 |J,m above the substrate by folded flexures, which are 
anchored to the substrate at two central points. The shuttle 
mass is free to move in the direction indicated, parallel to 
the plane of the silicon substrate. Folding the suspending 
beams as shown provides two main advantages: first, post- 

128 



18688 
f\/~\—1 1  i    i 1— 

„ 18686 
N 
I 

1Q - 

>> 18684 (^ J) 
C 
0) - <Q 
§■ 18682 

U. 

- Q. 
- Q. 

18680 — CJ        ~ 

18678 
■         i         i i            i          Sr 

10 22 14 18 

Applied DC-Bias Voltage [V] 
Fig. 5: Plot of center frequency vs. dc-bias voltage VP for 

a comb-driven (^resonator. 

fabrication residual stress is relieved if all beams expand or 
contract by the same amount; and second, spring stiffening 
nonlinearity in the suspension is reduced, since the folding 
truss is free to move in a direction perpendicular to the res- 
onator motion. 

The drive and sense capacitors consist of overlap 
capacitance between the interdigitated shuttle and electrode 
fingers. As the shuttle moves, these capacitors vary linearly 
with displacement. Thus, dCldx is a constant, making the 
drive force fd at the input frequency independent of x: 

fä\ 
v 3C 

(4) 

The electrical spring constant ke is, thus, ideally nonexist- 
ent, and the resonator center frequency is independent of 

For actual comb-driven (iresonators, nonidealities do 
not permit absolute cancellation of ke, and some variation 
of frequency with VP is observed. Figure 5 shows a plot of 
center frequency vs. dc-bias for a micromachined comb- 
driven resonator. The frequency variation is about -54 
ppm/V, corresponding to 14 ppm and 0.2 ppm fractional 
frequency variations over a 0°-100°C range for a Zener 
diode and a bandgap reference, respectively. 

Oscillator Design 

The equivalent circuit for the two-port ^mechanical 
resonator of Fig. 4, shown transformed to an equivalent 
LCR representation, is presented in Fig. 6 [7,8]. Due to the 
use of weak capacitive electromechanical transduction, the 
motional element values are quite different from those for 
quartz crystal units (which typically have /?X=50Q, 
Cx=0.04 pF, Lx=0.25 H), and this dictates differing strate- 
gies in the design of uresonator oscillators versus macro- 
scopic crystal oscillators. The detailed, transistor-level 
circuit design and operation of this oscillator has already 
been discussed elsewhere [1]. The focus of the present dis- 
cussion centers on issues of amplitude limiting. 

Figure 7 shows a system-level schematic describing 
the basic architecture used for this oscillator. Since the 
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Fig. 6: Equivalent circuit for a two-port |Iresonator showing 
the transformation to the more convenient LCR form. 
In the equations, k is the system spring constant and 
(dC/dx)n is the change in capacitance per displacement 
at port n of the uresonator. 

Current-to-Voltage 
Amplifier 

3-port 
Microresonator 

Output 
Buffer 

Fig. 7: System level schematic for the (iresonator oscillator. 

motional resistance of the (iresonator is large (Fig. 6), a 
series resonant oscillator architecture is utilized to mini- 
mize ß-loading [1]. As shown, the system consists of a 
three-port micromechanical resonator, for which two ports 
are embedded in a positive feedback loop with a sustaining 
transresistance amplifier, while a third port is directed to an 
output buffer. The use of a third port effectively isolates the 
sustaining feedback loop from variations in output loading. 
Conceptually, the sustaining amplifier and (xmechanical res- 
onator comprise negative and positive resistances, respec- 
tively. During start-up, the negative resistance of the 
amplifier Ramp is larger in magnitude than the positive 
resistance of the resonator Rx, and oscillation results. Oscil- 
lation builds up until either some form of nonlinearity or a 
designed automatic-level control circuit alters either or both 
resistors so that, Ramp=Rx, at which point the oscillation 
amplitude limits. 

For oscillators controlled by quartz crystals, the nonlin- 
earity usually appears in the sustaining circuit, where tran- 
sistors enter the triode region at large voltage amplitudes, 
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reducing effective device transconductances until the loop 
gain drops to unity. Limiting due to crystal nonlinearity is 
rare, since quartz crystal units display very little nonlinear- 
ity over normal oscillator operating voltage ranges [9]. 

On the other hand, even though comb-driven, folded- 
beam limechanical resonators are only slightly less linear 
than crystals [1], limiting due to nonlinearity in flexural- 
mode (Jresonators is quite practical through adjustment of 
the dc-bias voltage Vp. As seen from the equations of Fig. 6, 
the values of the motional circuit elements representing the 
capacitively driven |J.mechanical resonator are strongly 
dependent upon the dc-bias voltage VP applied to the reso- 
nator. In particular, the value of motional resistance Rx is 
inversely proportional to the square of Vp and thus, it can be 
set to just under Ramp at the start of oscillation by proper 
selection of Vp As oscillation builds up, stiffening nonlin- 
earities in the resonator springs then increase the effective 
Rx of the ^resonator until Rx=Ramp, when the loop gain 
equals one and the amplitude limits. The steady-state ampli- 
tude of oscillation is thus a function of the initial separation 
between Rx and Ramp, which is in turn a function of Vp. 

To quantify this limiting process, we first write an 
expression describing the spring nonlinearity. Since at reso- 
nance, the force is amplified by the Q, we have 

2 3 
(5) 

where kj is the small displacement system spring constant, 
and k2 and k3 model the spring nonlinearity. A series rever- 
sion then yields 

x = blQf+b2(Qf)2 + b3(Qf)3 + ..., (6) 

-1 -3 
where&T  = k,  , b7 = -k0ki  , and b o    ■"~   £/CijK,i /Co/Ci     . 

Retaining only those components at resonance, the phasor 
form for displacement X is then given by 

X= bxQF+3-b^F\ (7) 

Inserting expressions for current Ix as a function of X and 
force F in terms of input voltage Vi into (7) [8], assuming a 
Duffing nonlinearity in the resonator springs (k2=0), and 
differentiating, we have 

dV, AdxJ     4   ,4 pKdxJ R, (8) 

Equation (8) shows that as the amplitude of oscillation V, 
grows, the small-signal series resistance Rss increases until 
it equals the transresistance of the sustaining amplifier, 
Ramp, at which point the loop gain is unity, and Vi settles at a 
steady-state value. From (8), the steady-state Vi is clearly 
controllable through the resonator dc-bias voltage Vp 

Fabrication 

The enabling technology for the fully monolithic high- 
Q oscillator combines planar CMOS processing with sur- 
face micromachining [3]. The technologies are combined in 
a modular fashion, in which the CMOS processing and sur- 
face micromachining are done in separate process modules, 
with no intermixing of CMOS or micromachining steps. 
This Modular Integration of CMOS and microStructures 
(MICS) process has the advantage in that it allows the use 
of nearly any CMOS process with a variety of surface 
micromachining processes. 

In order to avoid problems with microstructure topog- 
raphy, which commonly includes step heights of 2 to 3 iim, 
the CMOS module is fabricated before the microstructure 
module. Although this solves topography problems, it intro- 
duces constraints on the CMOS. Specifically, the metalliza- 
tion and contacts for the electronics must be able to survive 
post-CMOS micromachining processing with temperatures 
up to 835°C. Aluminum interconnect, the industry standard, 
cannot survive these temperatures. For this reason, tungsten 
with TiSi2 contact barriers is used as interconnect for this 
process. 

A cross-sectional outline of the MICS process 
sequence is presented in Fig. 8. The fabrication process 
begins with standard CMOS up to and including the contact 
cut for the first metallization (Fig. 8(a)). At this point, a thin 
film of titanium is sputter deposited onto the wafer surface, 
and then rapid-thermal annealed (RTA) for 30 seconds at 
600°C in a nitrogen ambient to form TiSi2 at points where 
titanium contacts silicon. Unreacted titanium is then etched 
away using a 3:1 NH4OH:H202 solution, and another RTA 
is performed for 10 seconds at 1000°C. At this point, the 
cross-section appears as in Fig. 8(b). A 6000 A film of 
tungsten is then sputter deposited and patterned to form the 
single-level interconnect (Fig. 8(c)). Subsequent low-pres- 
sure chemical vapor depositions (LPCVD) of 5000 Ä of 
low-temperature oxide (LTO) and 1500 Ä of silicon-rich 
nitride, at 450°C and 835°C, respectively, serve to passivate 
the metal (Fig. 8(d)). 

Vias are then plasma etched through the nitride and 
underlying oxide to expose gate polysilicon runners that 
were formed during CMOS processing (Fig. 8(e)). These 
runners serve as an intermediate conductive level that joins 
the CMOS tungsten interconnect with the structural polysil- 
icon interconnect. Direct contact between the first structural 
(ground plane) polysilicon and tungsten metal never occurs. 
This originally was a precaution to prevent contamination 
of the polysilicon deposition system by tungsten. 

Next, 3000 Ä of in situ phosphorous-doped LPCVD 
polysilicon is deposited at 610°C and patterned to define 
the interconnect and ground plane polysilicon for the 
microstructures (Fig. 8(f))- This is followed by a 2 (im 
LPCVD deposition (450°C) of phosphosilicate glass (PSG) 
that serves as a sacrificial layer to be removed when releas- 
ing the mechanical structures. Next, a contact cut in the 
PSG defines the anchor points for resonators and electrodes 
(Fig. 8(g)), and 2 ^.m of in situ phosphorous-doped LPCVD 
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Fig. 8: Cross-sectional process flow for the CMOS plus 
microstructures fabrication technology, (a)-(c) constitute 
the metallization steps; (d)-(f) present the circuit-to- 
structure interface; and (g)-(h) show the micromachining 
steps. The final cross-section is presented Fig. 1. 

polysilicon is deposited at 610°C to serve as the structural 
material. 

The structural material is then capped with a 5000 Ä 
film of LTO, which deposits conformally onto the polysili- 
con. A thin layer of photoresist is applied and patterned with 
a single mask that defines resonator geometries, including 

Cross-section illustrating how a conformal oxide mask 
can reduce photoresist thickness requirements over 
large steps, thus, enhancing lithographic resolution. 
The oxide is much thicker vertically in the regions 
where photoresist is thin. 

interdigitated-comb fingers. The oxide cap is first plasma 
etched using a CF4/C2F6-based chemistry, which is very 
selective towards oxide, but which etches silicon very 
slowly. The oxide then serves as a hard mask for the ensu- 
ing plasma etch that patterns the structural polysilicon. This 
etch is done using a Cl2-based chemistry that attacks sili- 
con, but etches oxide very slowly. At this point, the struc- 
tural polysilicon is fully patterned, and the cross-section of 
Fig. 8(h) results. 

Use of this oxide mask greatly enhances the resolution 
with which finger gaps may be defined. Without the oxide 
mask, a double or triple layer of photoresist would be 
required to insure proper coverage of large steps, which 
occur around the anchors of the resonators and electrodes. 
With an oxide mask, however, the photoresist is no longer 
required to cover large steps, since now oxide protects the 
underlying polysilicon. During the oxide mask etch, the 
oxide along the step slopes may be attacked, since the pho- 
toresist is very thin along the steep slopes. However, as 
illustrated in Fig. 9, the vertical thickness of the conformal 
oxide layer is much larger along the these slopes, so oxide 
will remain to protect polysilicon even after long anisotro- 
pic overetches during oxide mask patterning. Thus, a much 
thinner film of photoresist may be used when an oxide 
mask is present, which leads to improved lithographic reso- 
lution. High resolution is extremely important for oscillator 
or signal processing applications of capacitively transduced 
resonators, since the degree of electromechanical coupling 
achievable via capacitive transduction is directly related to 
the gap spacings between interdigitated fingers. 

Continuing with the process flow, a stress anneal is per- 
formed via RTA for 1 minute at 950°C, followed by a 
sequence of etches to expose the conductive backside of the 
silicon wafer. Finally, the wafer is dipped in 5:1 buffered 
hydrofluoric acid to remove the sacrificial PSG and free the 
microstructures. The wafers are dried using a supercritical 
carbon dioxide technique, which prevents sticking of the 
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structures to the substrate by eliminating surface tension 
forces during drying [13]. The final cross-section is shown 
in Fig. 1. 

Although quite different from the traditional 1 hour at 
1050°C furnace stress anneal [2], which cannot be used 
here due to the presence of CMOS electronics, the rapid 
thermal stress anneal performs comparably. However, due 
to the heavy phosphorous concentration in the polycrystal- 
line silicon, the residual compressive stress in the polysili- 
con films of this work is still quite large and is difficult to 
anneal away. Thus, stress-relaxing designs, such as cantile- 
vers or folded-beam resonators, are required for the current 
process. The aforementioned stress problems may be allevi- 
ated in the future by lowering the phosphorous content in 
the uresonators, or by using in situ boron-doped polysili- 
con. The latter solution has the additional advantage of sub- 
stantially reducing the polysilicon deposition rate. 

Short-term Frequency Stability 

Superposed Electronic Noise 

The phase noise power due to superposed electronic 
noise from the sustaining amplifier may be predicted theo- 
retically using a procedure similar to that in [10]. Assuming 
a linear oscillator, and thus, neglecting 1//mixed noise, the 
equation for the relative oscillator phase noise density Nop 

to carrier C power ratio at a deviation fm from carrier fre- 
quency f0 is 

'   .2 , . , I „2 
N '/A/I*      i 

*A 
JfJ> (9) 

8/ = /„ "Z/"m~       8ß 
where Rin and RL are the input and load resistances, respec- 
tively. 

For the case of an oscillator utilizing a micro-scale res- 
onator, the noise current power ia above must include both 
contributions from the amplifier and from Brownian motion 
of the miniaturized resonator. Using the thermal equilib- 
rium arguments of [11], the Brownian noise displacement at 
resonance is given by 

AQjmkJT 
,3/2 

4m (10) 

where k is the (small displacement) spring constant, kB is 
the Boltzmann constant, and T is temperature. Equation 
(10) predicts that as a resonator is further miniaturized, the 
noise displacement power due to Brownian motion will 
decrease, which at first glance would seem to improve noise 
performance. However, capacitive transduction detects the 
velocity of the resonator, not its displacement. Thus, the 
output current ix of the uresonator corresponds to velocity, 
and the effective noise current due to Brownian motion is 
given by _ 

i2      4k„T      1 
JL  =  _B_oc^, (11) 
A/       Rx       4m \} 

which increases as resonator size decreases. For the oscilla- 
tor design of this work, the electronic noise contribution 

10" 10" 10 

Pressure [Torr] 

10" 

Fig. 10:Predicted plot of mass loading-derived phase noise 
density 100 Hz off the carrier vs. pressure for a 14.4 
kHz uresonator oscillator in an ambient of gas 
molecules with the molecular weight of nitrogen. 

from Brownian motion is usually equal to or less than that 
from the sustaining amplifier. 

Mass Loading Noise 

In addition to superposed electronic noise, any physical 
phenomenon which causes instantaneous frequency devia- 
tions in the resonator will contribute to the total phase noise 
power. Given that the typical mass of a umechanical resona- 
tor is on the order of 10"11 kg, mass loading noise is 
expected to make a sizable contribution. Mass loading noise 
[6] arises from instantaneous differences in the rates of 
adsorption and desorption of contaminant molecules to and 
from the resonator surface, which cause mass fluctuations, 
and consequently, frequency fluctuations. Some of the fac- 
tors which determine the magnitude of mass loading noise 
include the adsorption/desorption rate of contaminant mole- 
cules, contaminant molecule size and weight, pressure, and 
temperature. 

An expression which estimates the phase noise density 
due to mass loading noise has been proposed by Yong and 
Vig [6], and is repeated, here: 

S,(f)  = 
sv^A/r/w 1 (12) 

where r0 is the mean rate of arrival of contaminant mole- 
cules at a resonator site, r,- is the desorption rate of mole- 
cules from the surface, and N is the total number of sites on 
the resonator surface at which adsorption or desorption can 
occur. Equation (12) assumes a sticking probability of one if 
an adsorption site is uncontaminated and zero if contami- 
nated, so the magnitude of phase noise predicted will be 
higher or lower than the actual value, depending upon the 
actual sticking probabilities for the molecules involved. The 
qualitative trends predicted by (12), however, are useful. 

Using (12) and accounting for the pressure dependence 
of r0 [6], the phase noise density due to mass loading for the 
14.4 kHz uresonator of Fig. 1 can be plotted as a function of 
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pressure. Figure 10 presents such a plot for phase noise at a 
100 Hz deviation from the carrier, where a contaminant 
molecule with the molecular weight of nitrogen has been 
assumed. The desorption energy was assumed to be 12 
kcal/mol. The mass loading-derived phase noise density is 
largest at an intermediate value of pressure and smallest at 
the higher and lower pressures. At the peak (around 0.5 
mTorr), the predicted phase noise density is -130 dBc/Hz, 
which is higher than that predicted for macroscopic quartz 
resonators of comparable frequency. 

As the uresonator frequency increases, its mass gener- 
ally decreases, and the phase noise contribution from mass 
loading is expected to become even more significant. The 
mass of a 10.7 MHz tuning fork uresonator is on the order 
of only 10 kg, and for this design the predicted phase 
noise density due to mass loading at the peak of the pres- 
sure curve is-105 dBc/Hz for 100 Hz deviation from the 
carrier and -142 dBc/Hz for 5 kHz deviation from the car- 
rier. 

For |lmechanical resonators with Q's in the range of 
50,000 to 500,000, viscous gas damping [12] ceases to be 
the dominant energy dissipation mechanism at pressures in 
the range of 0.1 to 1 mTorr, where intrinsic material damp- 
ing mechanisms become dominant, and the Q of the resona- 
tor is maximized. As seen from Fig. 10, the phase noise 
density due to mass loading may still be large at this pres- 
sure value, and even lower pressures are required to allevi- 
ate this noise source. Thus, by setting an upper limit on 
operation pressure given a required phase noise density 
level, mass loading phenomena may ultimately dictate the 
design of ^mechanical resonator oscillators. 

On-chip vacuum encapsulation techniques have been 
previously investigated which provide vacuums with pres- 
sures below 300 mTorr [16], or perhaps better [14,15]. 
Encapsulation strategies which use gettering elements to 
remove residual gases may potentially provide the even 
lower pressure ranges (10 to 10"6 Torr) requested by Fig. 
10. 

Experimental Results 

The fabricated oscillator was bonded up in a dual-in- 
line package and tested under a variable pressure vacuum 
probe station. Figure 11 shows a typical oscilloscope plot 
for a 16.5 kHz version of this oscillator. The amplitude of 
oscillation was visibly controllable through adjustment of 
Vp, consistent with the discussion of Section III. A mea- 
sured plot of steady-state oscillator output voltage versus 
uresonator dc-bias is presented in Fig. 12. Over most of the 
range of Vp, the oscillation was visibly and measurably 
clean. However, over about a 5 V range some chaotic 
behavior of the resonator was visible under microscope. 
This indicates that in a finite range of dc-bias voltage, the 
oscillator may be exhibiting second-order nonautonomous 
behavior when limiting through resonator nonlinearity [17]. 
This phenomenon is currently under investigation. 

In addition, accurate measurements of the phase noise 
of this oscillator are in progress. 

Fig. ll:Oscilloscope waveform for a Uresonator oscillator. 
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output amplitude as a function of Uresonator dc-bias. 

Conclusions 

Completely monolithic, highly stable, high-g oscilla- 
tors utilizing surface-micromachined polysilicon mechani- 
cal resonators have been designed, fabricated, and tested 
with particular attention to amplitude control and phase 
noise performance. Due to the novelty of the process and 
the devices, conservative measures were taken for the 
designs, and oscillators up to only 100 kHz were fabricated. 
Designs up to a few megaHertz are feasible using folded- 
beam resonator designs, and higher frequencies (tens of 
MHz) should be feasible using more advanced designs 
aimed at maximizing resonator quality factor, which may 
otherwise degrade with increasing frequency. Both material 
and architectural improvements should be possible to 
increase uresonator Q. 

The consequences associated with miniaturization of 
high-g elements were addressed via this oscillator. Brown- 
ian motion and mass loading were identified as phenomena 
which become increasingly important contributors to phase 
noise as resonator dimensions shrink. According to theory, 
mass loading-induced phase noise can be substantially 
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reduced by operating the miniature |xmechanical resonator 
under very low pressures. For this reason, integrated vac- 
uum encapsulation techniques may play an important role 
in the future. 
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Abstract-- We have fabricated thin film bulk acous- 
tic resonators (FBARS) with measured Q's of over 
1000 and resonant frequencies as low as 1.5 GHz 
and as high as 7.5 GHz. The device, as currently 
fabricated, consists of the piezoelectric material 
aluminum nitride (A1N) sandwiched between elec- 
trodes all of which lie on a thin low-stress silicon 
nitride (SixNy) membrane. Integrated on the mem- 
brane are small microheaters for frequency tuning 
and/or temperature stabilization. We have observed 
frequency shifts of 50 to 80 ppm per degree C 
depending on relative material thicknesses. Max- 
imum temperature excursions over 580 C could be 
achieved using the microheaters We have also 
observed frequency shifts of 5 to 10 ppm per volt 
depending on harmonic. 

Introduction 
Recently, there has been a growing excitement in 
rf frequency applications motivated in part by the 
"wireless" bandwagon. Applications that are begin- 
ning to impact the market are inexpensive GPS 
transponders, integrated radios with palmtop com- 
puters, and of course cellular telephony. 
Thin Film Bulk Acoustic Resonators, or FBARS, 
hold the promise of being extremely small and ulti- 
mately integrable onto active substrates. FBARs 
can be made as small as a few ten's of microns on a 
side (and on the order of 1 micron thick) to a few 
100's of microns on a side. This gives 5 to 8 orders 
of magnitude decrease in volume as compared to 
ceramic resonators and metal cavity resonators. 
Furthermore, there appears to be no intrinsic rea- 
son why these devices cannot be integrated with 
electronic circuitries. One can envision a simple 
low-temperature process that can accept any sub- 
strate (for example, a wafer with BiCMOS circuits) 
and allow FBARS to be integrated on top. 

Process Overview  & Highlights 
The FBAR device is supported on a thin low-stress 
SixNy membrane that lies over a back-etched cavity 
in the silicon wafer. The silicon nitride membrane 
is about 0.5 fjim thick and lies in the acoustic path 
of the FBAR  element.    We use aluminum   nitride 

(A1N) as our piezoelectric material. 
We incorporated several innovations into our pro- 
cess including a proprietary silicon etch process to 
insure high yields of testable wafers using standard 
processing techniques. One drawback to our etch 
process is that it sometimes leaves a silicon residue 
(looks like "cigarette ash") on the backside of the 
silicon nitride membrane. 
The interconnects from pad to FBAR device were 
not optimized in our first-generation mask set and 
introduced 20 to 40 ohms of parasitic resistance in 
series with the FBAR device. This defect was 
corrected in the next mask revision and results 
from both mask sets will be reviewed. 
Figure 1 shows a cross-section of an FBAR device. 

Aluminum  Nitride Deposition and Patterning 
The aluminum nitride films were reactively sputter 
deposited using a load locked system with a base 
pressure in the low 1 x 10"8 Torr range. The two 
inch diameter (99.999% pure) aluminum target was 
located two inches from the substrate. The rf 
power was 400 W with a deposition rate of about 
200 A/min. The substrate was not heated and typi- 
cally stayed below 100 C. The pressure was 5 
mTorr and the ratio of nitrogen to argon was 
about 1:1. 
The deposited films were characterized by ellip- 
sometry (every film) and X-ray diffraction (some 
films). Typically, 20 to 60 ellipsometric measure- 
ments across the 4" dia. wafer were taken. Since 
the film uniformity resulting from using such a 
small target varied by about 25% from the center 
to the edge, these measurements allowed one to 
plot the values of i|/ vs A (a measure of the ellipti- 
city of reflected light of a circularly polarized light 
incident on a substrate), over the full range of the 
ellipsometry curve giving a very accurate fit to the 
film index of refraction, nf) as well as the underly- 
ing electrode's optical constants, ns and ks. The 
A1N film measured index of refraction is 2.065 
with ±0.002 uncertainty. This number was deter- 
mined from multiple measurements on 19 wafers 
deposited under a variety of conditions. 
X-ray diffraction was used to determine the phase 
of the materials (9-20 scans) and the grain orienta- 
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tions (rocking curves). One sees only the A1N 
(0002) peak in the 0-29 scans. No other phases or 
orientations of this material were found. The rock- 
ing curve for the A1N peak shows a FWHM of 
about 3.3 degrees. An SEM cross-section of the 
same film from which the X-ray data was taken 
shows columnar structure and dense packing of the 
grains, consistent with the X-ray data. 
Some investigations of the sputtering parameter 
space were made prior to choosing the sputtering 
conditions described above. As a starting point, we 
chose to operate in the rf mode since the target 
self-bias tracks the film deposition rate. This 
allowed us to use the self-bias parameter to track 
the hysteresis typically found in reactive sputtering 
processes in a simple way as a direct readout from 
the power supply. We began by working just below 
the knee in this curve where the target has been 
nearly fully poisoned by the reactive N2. We have 
been able to achieve films with low stresses (< 
± 2 x 109 dynes/cm2). 

As a matter of practical concern, we have never 
seen a short (due to pinholes or otherwise) in any 
of our devices, and we have measured over 300 
devices. Also, we have used a sloped profile etch 
when patterning and opening up the via holes 
through the A1N. So far, we have never seen an 
open due to insufficient metal coverage over a via 
hole. 

Measurement  Technique 
All FBAR devices were measured in reflection 
(Sn), using an HP 8510C network analyzer and a 
Cascade microwave probe. The probe and network 
analyzer were calibrated using a Cascade calibra- 
tion standard. Typical data, in our case, consists of 
the real and imaginary terms of Sn for 801 points 
over some frequency span. The 8510 was con- 
trolled by a Basic program running under RMB- 
UX (Rocky Mountain Basic on UNIX). The data, 
extracted from the 8510 and stored as an ASCII 
file on a local workstation, was then moved over, 
via the network, to an HP 735 workstation run- 
ning Mathematica. 
Each filename was made up of a unique descriptor 
concatenated with a timestamp. Mathematica is 
then used to create a relational database, where 
basic parameters (such as loaded Q, k?, series and 
parallel resonant frequencies, ...) are extracted 
from each device data file. This data can be then 
re-assimilated and displayed in some convenient 
format (for example, wafer maps showing the best 
FOM, (Figure of Merit), at each die and the area 
of that particular device). 
The loaded series Q (or parallel) were measured 
using the equation [1] 

f     dc|>z 

where <bz is the argument of the complex 
impedance and fs, fp are the series and parallel fre- 
quency resonant peaks. Due to the sparseness of 
our data directly at the resonance/ QJ"168 is actually 
a bit higher than we report. 
The ratio of mechanical to electrical energy, k, 
(also referred to as the coupling constant), was first 
measured using the equation [1] 

k? = (b/Tan((j>r); <|>r = (ir/2)(fi/fp) 

Later,   we  realized   that   this   equation   could   be 
replaced by the empirically found equation 

fp-fs 
kt  4-8 £,+£ 

Qf = df 

This simple equation was quite accurate for values 
of k? < 7%. The figure of merit (FOM) used for 
these devices is defined as the product of Qf * kf. 
For devices fabricated with the original mask set, 
most of the resonant circles (both impedance circles 
and S-parameter measurements) were completely 
below the real axis. For these devices, the meas- 
ured Q was determined by the half-power points 
found on the Smith Chart. The k? was only quali- 
tatively determined from best fits to the data from 
a full blown simulation (using the Mason model 
[2]) of the device for the measured thickness of 
each metal electrode, the silicon nitride membrane 
and the A1N piezoelectric layer. 

Results & Discussion 
Figures 2 and 3 show measured data taken from 
two different devices on the same wafer (using the 
revised mask set). This particular wafer suffered 
from acute concentrations of silicon "ash". It was 
also the first wafer using the revised mask set. 
This ash acts as mass loading that leads to both 
local variations in resonant frequencies and depres- 
sion of the measured Q's. 
The wafer from which data shown in Fig.'s 2 & 3 
had device-to-device frequency variations of up to 
1% within a given 1 cm die. An overall trend of 
10 % variation from center to edge is seen on 
several wafers with and without the "ash" and is 
indicative of the variation in AlN thickness due to 
our sputter deposition geometry. The average 
loaded Q's of this wafer were Qs = 200 for the 
series resonance and Qp = 320 for the parallel 
resonance, with a maximum Qi of 500 for Qs and 
900 for QP. 
Devices tested on wafers showing little or no "ash" 
had measured Q's on the order of 1200 to 1300. 
These devices had 20 to 40 Ohms of parasitic resis- 
tance in series with the resonator. We are confi- 
dent that the loaded Q will go up when this parasi- 
tic resistance is reduced and all residue of the "ash" 
is eliminated. 
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We have made devices with the active piezoelectric 
film thickness's as thin as 4300 A and as thick as 
8000A and have seen fundamental resonances as 
low as 1.7 GHz and third harmonics as high as 7.5 
GHz. Thus, the whole 1 to 10 GHz frequency 
band has the potential of being covered by these 
devices. 
The maximum "fQ" product for the series reso- 
nance was 9.3 x 1012 for a wafer showing little or 
no ash, and 2.0 x 1012 for a later wafer with "ash" 
and with the revised mask set. 
Using Mathematica, scatter plots of various param- 
eters were constructed using the data as measured 
over 82 devices sampled across the 4" die. It was 
immediately seen that the loaded Q's were "evenly" 
distributed from "0" to 500 (due to the "ash" as 
described above). However, the k2 values were 
more tightly distributed about the average value of 
2.4% (with a few points at or near 5%). 
We believe that we are not quite optimized for 
A1N deposition and now are trying to correlate 
FBAR performance with deposition conditions. 

Frequency Tuning (Using Thermal and Voltage 
Tuning Techniques) 
Early on, we recognized the need for active fre- 
quency tuning capability for these devices. We 
explored temperature and DC voltage "in-situ" tun- 
ing. One of the fundamental properties of any pro- 
cessed FBAR device is its TCF, the thermal coeffi- 
cient of frequency (8f/f vs. T). We are interested 
in several aspects: 1) how much power is needed to 
obtain some AT; 2) The potential thermal time 
constant of these devices; and 3) to see what vari- 
ous blends of metal electrode, SixNy, A1N 
thickness's that could either maximize the TCF for 
tuning purposes or minimize TCF for stabilization 
reasons. 
The heater resistors are fabricated at the same time 
and at the same mask level as the bottom electrode 
of the FBAR device. This heater layer is con- 
veniently sandwiched between the SixNy supporting 
layer below and the A1N piezoelectric layer above, 
preventing the resistors from being exposed to oxy- 
gen while running at elevated temperatures. The 
heater meanders around the FBAR electrode, 
while still contained within the membrane region. 
Log magnitude frequency plots of these devices 
with and without heaters suggested that the prox- 
imity of the heaters did not impact the electrical 
properties of the FBAR. 
We have measured voltage as a function of current 
for our heaters and used this data to plot resistance 
(V/I) versus power (V*I) and have found this to be 
extremely linear for power inputs up to 250 mW 
and corresponding calculated temperatures of about 
580 degrees. At these extreme temperatures, the 
membrane is quite distorted.  Eventually,   cracks in 

the A1N form and oxygen reacts with the heater 
forming an open. 

We did not actually measure the temperature 
directly, instead, we measured the change in the 
heater resistance and calculated the temperature 
from the values of the TCR (thermal coefficient of 
resistance) of the heater. 
The ratio of input power to calculated temperature 
(units of thermal conductance) ranged from .4 to 
.8 mW/K for a limited set of geometries. This sug- 
gests that one could get a much wider range of 
values if needed. The calculated heat capacity of 
these membranes are on the order of 10 "7 Joules/K, 
suggesting thermal time constants on the order of 
100 to 200 fJLsec. Of course, there is a direct 
trade-off in response time and power needed to 
achieve a particular temperature. Faster thermal 
time constants would require more power for a 
given temperature excursion. 
We made various devices with different ratios of 
electrode thickness to piezoelectric thickness (keep- 
ing the SixNy thickness constant), to see the effect 
on the TCF of these devices. Although, results are 
somewhat preliminary, we have been able to 
change TCF from 45 ppm to 78 ppm. 
We also measured the frequency shift of our 
FBAR resonators as a function of applied dc vol- 
tage. The maximum frequency shift (per volt) was 
about 10 ppm for the 2nd harmonic and signifi- 
cantly smaller for the 1st harmonic. We saw some 
("5%) nonlinearity in frequency shift as a function 
of applied dc voltage. This measurement has not 
yet been repeated for the devices on the new mask 
set. 

Conclusions 
This work represents an early investigative phase 
studying the applicability and usefulness of FBAR 
devices. We have demonstrated that temperature 
tuning is possible and have obtained respectable 
values for the quality factor, Q, and the coupling 
coefficient, k2, terms. We are currently working on 
correlating various properties of the A1N films and 
of the FBAR devices with A1N deposition condi- 
tions. 
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Abstract 

Micromachined piezoelectric heterogeneous bimorphs 
have been fabricated using the techniques of I.C. fabri- 
cation. The voltage across the piezoelectric element of 
a heterogeneous bender causes it to contract or expand 
while the passive element is compressed or elongated 
and responds with a counterforce, thus building up a 
moment, which bends the structure. 

This dynamic moment has been calculated, and 
the corresponding Euler - Bernoulli equation has been 
written with a time-dependent voltage as a source ter- 
m in the inhomogeneous part of the equation, thus be- 
coming a Rayleigh equation. The bending resistance 
has been determined using the transformation of area 
method. Once the solution of this equation is found 
the deformation can be calculated and the resulting 
dielectric displacement can be determined. From the 
latter we can determine the charge that flows into the 
electrodes, by integrating over the surface area. The 
relation between the charge on the electrodes and the 
driving voltage is the capacitance C. The capacitance 
has the expected resonance behavior: the bimorph goes 
through resonance at frequencies which are the solu- 
tions of the implicit relation cosfiL coshf2£ =-1. The 
deflection of the bimorph has also been calculated and 
follows a similar behavior. 

Introduction 

Piezoelectric bimorphs are useful as actuators or 
sensors, as they exhibit large displacement per applied 
volt, larger than any other piezoelectric construction. 
This large effect is reached at the cost of sacrificing 
force for displacement, so as force generator they are 
not strong, but they are geared toward being a good 
deflector. The equation for the deflection is derived a- 
long the lines as set out in Timoshenko's paper on the 
bending of a bimetallic [1]. A full account of bending, 
rotation and volume displacement and electrode charge 
due to an applied voltage and also due to an applied 
force, a moment, and a pressure has been given in [2], 
while the dynamic behavior is presented in [3]. An elec- 
trical network equivalent for bimorphs is detailed in [4]. 

Fabrication 

The bimorphs consist of a sputtered piezoelectric 
ZnO layer sandwiched between AuCr electrodes, on a 
sputtered nonpiezoelectric SisN4 layer. The ZnO film 
was around 1/zm thick as was the Sis^film, while the 
AuCr films consisted of 1000A of Cr and 2000Ä of Au. 
After the deposition of these films photoresist was spun 
on and a moat around the beam was opened to etch 
a "U" shaped window in the Si3N4, which was then 
etched in HF, until the etch stopped at the silicon sub- 
strate. Then the wafers were immersed in the ZnO 
etch bath to remove the sacrificial ZnO layer of which 
the deposition preceded the deposition of the previous- 
ly mentioned films. This ZnO etch bath consisted of an 
acetic-phosphoric acid mixture. 

The deflection has been measured as a function of 
the AC voltage as well as of the DC biasing voltage 
and has been compared with the theoretical prediction 
of the deflection behavior. As it turns out there is a 
second bending effect present: the ZnO is conductive, 
which results in Joule heating of the beam. As the 
structure is highly asymetric with Au on the top and 
Si3N4on the bottom, with respective thermal expansion 
coefficients of 18 and 0.5 ppm, one can expect consider- 
able bimetallic bending due to this thermal effect. This 
effect also shielded the experimental observation of the 
frequency dependence of the capacitance, as the resis- 
tance was in parallel with this capacitance. Due to the 
quadratic nature of Joule heating, resonance at half of 
the natural resonance frequency was found as well. The 
DC deflection versus voltage curves could well be rep- 
resented by a linear term for the piezoelectric effect, a 
quadratic term for the Joule heating, and a fourth order 
term, for which no good physical effect could be identi- 
fied, but which corresponds to a saturation effect. The 
coefficient of the linear term was found to correspond 
to a piezoelectric coefficient of ^31 = 5.2xl0-12, equal 
to the accepted bulk value of ZnO. As the measured de- 
flections are quite large, up to 1mm, with voltage sensi- 
tivities up to 300/xm per volt for a 3mm long bimorph, 
it could well be that the Euler-Bernoulli equation is no 
longer valid, as it presumes that the deflections remain 
"small", hence it may be that the fourth order term 
is a mechanical nonlinear effect. Corresponding to the 
fourth term there was a resonance peak at one quarter 
of the fundamental mode of the beam. 
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Centroid and Bending Stiffness 

A beam of constant width w consisting of more 
than one material, each having a different Young's mod- 
ulus can be represented by another beam of the same 
total thickness, and of the same Young's modulus by 
modulating the widths of the components. A stiffness 
difference in the original beam shows up as a width 
difference in the new beam. 

The profile of a bimorph which consists of a com- 
posite of Si3N4, Cr, Au, ZnO, Au and Cr again, can be 
calculated using the Young's moduli of those materials, 
which are (in the order of the first four) 131 GPa, 324 
GPa, 42.7 GPa, 133 GPa. The ratio of these Young's 
moduli with respect to that of ZnO is 0.985, 2.44, 0.321, 
1. This is the ratio of the widths of the composite's 
cross-section as shown in figure 1. The thickness of 
each of the layers is respectively, (starting with Si3N4) 
l/i,0.1/i,0.2/x,l/i,0.lM,0.2/x. 

The centroid position of the beam can be deter- 
mined using the equation for centroids [5]: 

SAy
dA 

JAdA 
(i) 

Au 
Cr 
ZnO 
Au 
Cr 
Si3l 

e*-  r~i 

b 

FIGURE 1, Cross section (a) and transformed cros 
section (b) of the beam. 

which turns out to be at a distance of 1.28/x from tl 
bottom of the bimorph, almost in the Gold-ZnO inte 
face. Using this value we can determine the moment 
inertia of the beam around the centroid using the the 
expression 

1* JA 
dA (2) 

for the specific densities of 3000, 7140, 19320, 5600, in 
the order of the first four layers, we find:p.A<.^ = 3.55 x 
10~6, which results in a term EIeff/pAeff = 1.08 x 
10~5. This calibrates Q as Q = ^/w/3.29 x 10~3. We 
use this to get a value for the factor a = ^EIejj /pAefj = 
3.29 X 10-3. This can be used in the expression for the 
deflection and capacitance [3]: 

+ 

. _       3d3iVsmnL sinh ÜL 
1'~ 4/i2n2(i + cos nx cosh ni) 

rvL   T      i 
2h K 33        3  ' 

3w d?i   cosh SlLsmUL + cos HL sinh ML 

(3) 

8h sftn 1 + cos £IL cosh CIL (4) 

where we will make the appropriate substitutions, as 
mentioned above, as well as 

s = SiSii,<i//i (5) 

We have also measured the deflection of bimorphs 
as a function of frequency and we have plotted the mea- 
sured deflection together with the theoretical prediction 
in figure 2. 

where the center of the coordinate system has been cho- 
sen at the centroid position. For this particular film we 
found that the bending stiffness EIe}f is 3.8 xlO-11 

Nm2. The mass of an infinitesimally thin slice of the 
beam with length dx is given by pAe}jdx = E.ujpjtidz, 
where t,- is the thickness of the t-th layer. Using values 

FIGURE 2 Theoretical deflection and measured 
deflection of a ZnO on SiaN^imorph. 

As can be seen in figure 2, we have good qualitative 
agreement between the measured and the theoretical 
deflections. The resonance of the bimorph was calculat- 
ed using the thicknesses of the different layers, as they 
were measured with a Scanning Electron Microscope, 
however, the accuracy of a thickness measurement is 
not that great, if the thicknesses are of the order of a 
few thousand Angstrom, and as the resonance frequen- 
cy depends on the six thicknesses and the six Young's 
moduli, and the six specific densities of the constitutive 
materials, in all eighteen variables, we can see that the 
agreement is quite remarkable. 
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Capacitance 

The capacitance has been calculated using expres- 
sion (4) in which we have substituted for the ratio 
^3i/5n the appropriate expression, taking into account 
that the piezoelectric element is loaded by the five other 
layers, which results in a static part of the capacitance 

C      - wL(fT 
33 

4i 
ZfsiU/h' (6) 

In the dynamic part the sfj has been removed with 
its moment of inertia and replaced with the bending 
stiffness as taken from (2). The theoretical frequency 
behavior of the capacitance is plotted in figure 3. 

Conclusions 

We have shown that the resonance behavior of the 
deflection of a cantilever multilayer bimorph follows 
from the Euler -Bernoulli-Rayleigh equations. We cal- 
culated it and compared it with the experimentally ob- 
served deflections of a Si3N4, Au, Cr, ZnO, Au, Cr, 
cantilevered bimorph. Resonance was observed at 141 
Hz and calculated at 138 Hz. The capacitance has the 
same resonance frequency, and an antiresonance fre- 

quency of 139 Hz. 
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f- 

Figure 3, The capacitance of the bimorph as a func- 
tion of frequency. 

We have not been able to confirm the capacitance 
experimentally, as the piezoelectric ZnO turned out to 
be conductive, and the parallel resistor it forms over- 
shadowed the capacitance. From figure 3 we see that 
the resonance of the capacitance occurs at the beam res- 
onance of around 138 Hz, but that the antiresonance is 

quite close, at 139 Hz. 
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Abstract 

Quartz tuning fork resonators in the overtone 
mode have been studied in less detail than those in the 
fundamental mode. We will discuss here the 
characteristics and optimal design to put them into 
practical use. 

l.Introduction 

Recently quartz crystal resonators with 
frequencies of hundreds of kilo-hertz are being used 
widely in the field of pagers and wireless instruments. 
Quartz tuning fork resonators in the overtone mode 
are suitable for such applications because of their 
smaller size. However, quartz tuning fork resonators 
in the overtone mode have been studied in less detail 
than those in the fundamental mode. This is because 
the resonators in the fundamental mode have been 
used in wristwatches for a long time. It is necessary 
for quartz tuning fork resonators in the overtone 
mode to be carefully designed from the following 
viewpoint: total vibrational system design including 
the mounting leads and capsules, since the vibration 
in the base portion of quartz tuning forks is 
transmitted to the mounting leads and the capsules as 
a result of the larger amplitude in the base portion. 

We will discuss here the characteristics and optimal 
design from the above mentioned point of view. 

2.1nfluence of vibrational leakage 

2-1.Evaluation of vibrational leakage 

Figure 1 shows a simplified view of a sample of a 
quartz tuning fork resonator unit in the overtone 
mode. Resonant frequency is about 500 kHz. Diameter 
of supporting lead is 200p.m, the length in the capsule 
600[im and the length of attached area to a quartz 
tuning fork 500pm. The deviations of resonant 
frequency and crystal impedance(CI) are defined as 
the data of the clamping test when the capsule is 
clamped by a paper clip in the direction of z-z' in 

Fig.l. Such clamping test data are useful to evaluate 
the influence of the vibrational leakage of quartz 
tuning fork resonators in the overtone mode. Figure 
2(a) shows the experimental data of the resonant 
frequency deviations in the cases of two different 
types of capsules. Capsule A is better designed and 

Quartz Crystal Supporting Lead 

Capsule Supporting Lead 

Fig.l View of a quartz tuning fork resonator. 
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Fig.2 Experimental data of (a)the resonant frequency 
deviations and (b)CI deviations in two different types 
of capsules. 
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has a diameter 1.3 times larger than that of capsule B. 
Figure 2(b) shows the data of CI deviation in the same 
clamping test. It is considered that the differences of 
the characteristics are caused by the differences of 
the mechanical boundary conditions for the capsules 
in the total vibrational system including the quartz 
tuning forks, mounting leads and capsules as shown in 
Fig.l. This means that the vibration of the quartz 
tuning fork is transmitted to the mounting leads and 
the capsules. In this way, the vibrational leakage 
influences the resonant frequency and CI depending 
on the clamping conditions. 

2-2.Influence on temperature characteristics 

One can often observe unwanted temperature 
characteristics of the resonant frequency and CI in 
quartz tuning fork resonators in the overtone mode as 
shown in Fig. 3 and 4. There occur abrupt changes in 
both frequency and CI at specific temperatures; e.g., 
O'C and 80" C in Fig.3 and 35'C in Fig.4. 

65 105 
Temperature(°C) 

Fig.3 Measured frequency-temperature characteristics and 
CI-temperature characteristics of a sample resonator. 

mode. The coupling phenomenon between modes in a 
quartz resonator has been studied often and reported 
by Koga , Onoe , Tomikawa and Okazaki from the points 
of view of electrical coupling and mechanical coupling 
mechanisms. They reported that the unwanted 
temperature characteristics were changed when the 
loading capacitor in the oscillator was changed, 
especially in the case of electrical coupling of plural 
vibrational modes. In our case, however, there are no 
changes in the above mentioned characteristics in 
Fig.3 and Fig.4. We can therefore suppose that the 
dominant coupling mechanism is mechanical coupling. 
Furthermore, it will be considered that it is not caused 
by the usual mechanism in which the vibrational modes 
in the quartz tuning fork are mutually coupled, but 
instead by coupling the main mode with the vibrations 
of the supporting leads and capsules. 

First, we intend to explain the above mentioned 
phenomena using the equivalent circuit model as 
shown in Fig. 5. It consists of the arms of the main 
vibration of a quartz tuning fork, a vibration of 
supporting leads,and a vibration of a capsule 
corresponding to the mechanical structures shown in 
Fig.l. A peak of a sudden change of the frequency and 
also that of the crystal impedance can be solved by 

use of this model. The circuit may be simplified such 
that only the part in the dotted line is used when a 
mode coupling with a main mode is specified among 
several coupling modes. In that case, port 3-3' may be 
shorted when the boundary condition at port 3-3' is 
mechanically free. For this condition, a peak of a 
sudden change of the frequency DF and also that of a 
crystal  impedance DR can be written as follows. 

x=l- =a-AT, 

2C2 X 

(4 + 1 

Ql 
)x2- 

Ql 

l 

Ql 

Af     i q c£ 

AR, ^2   Q2       CK 

(1) 

(2) 

(3) 

(4) 

55-15        25        65      105 

Temperature  (°  C) 

R     R, (fK 2C2x' 

Fig.4 Measured frequency-temperature characteristics and 
CI-temperature characteristics of a sample resonator. 

„  i c,c,a (5) 

It is supposed that the phenomenon of unwanted 
temperature characteristics is caused by the coupling 
of other vibrational modes with the main vibrational 

R-, ci (6) 
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L3 C, 

( a ) (b ) ( c ) 

Fig.5 Equivalent circuit for a quartz tuning fork resonator 
in the overtone mode. (a)Circuit for the main vibrarion 
of a quartz tuning fork. (b)Circuit for vibration of 
supporting leads. (c)Circuit for vibration of a capsule. 

In eq.(l), 6> , 6>. , a , AT are the angular resonant 
frequency of the quartz tuning fork, the angular 
resonant frequency of the other structures, the 
temperature coefficient and the deviation of 
temperature, respectively. In this equation, it is also 
assumed that o> will change less than o)^ when the 
temperature is changed and that the temperature 
deviation A T is measured from the temperature point 
at which o,=a. In the other equations, C,, C,, R,, R2, 
Q. , Q, and C» are the values corresponding to the 
devices in Fig.5. CJ'is approximately the capacitance 
deviation from C, for the load at port 2-2'. In eq.(3), 
Af/f is the frequency deviation of the synthesized 
frequency f in the total vibratiohal system from the 

resonant frequency of the main mode of the quartz 
tuning fork. AR/R is the deviation of the crystal 
impedance R of the above mentioned total vibrational 
system compared with that of the quartz tuning fork. 

DF, DR and Q, are derived from the experimental 
data in Fig.6 and Fig.7. 
The value a cannot be measured directly because it is 
the first temperature coefficient of a vibration of 
mechanical structures which are not able to be excited 
electrically. We adopted our own way to measure the 
value as shown in Fig.8. We prepare the samples with 
slightly different resonant frequencies, and measure 
the frequency temperature characteristics of the main 
vibrational mode of the quartz tuning fork resonators, 
each of which has abrupt changes of the 
characteristics. Then we get the line in Fig.9 which 
connects the points of the abrupt changes. We obtain 
a=-105ppm/'C, because it is the coefficient of the line. 
As a result, we show all of the equivalent circuit 
parameters in Fig. 10 when R. equals 4 M ohm. Using 
these parameters, the calculated temperature 
characteristics are shown in Fig.11 as the rigid line, in 
which the experimental values are also shown as the 
circles corresponding to the specimen shown in Fig.4. 

Based on this analysis using the equivalent circuit, 
we can regard the abnormal phenomena of the 
frequency-temperature characteristics of the quartz 
tuning fork in the overtone mode as being caused by 
the frequency-temperature characteristics of the 
mechanical vibration of the structures coupling with 
the vibration of the quartz tuning fork. CI- 
temperature characteristics can be also explained as 
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Second, the relation between the result of the 
clamping tests and those of the temperature 
characteristics will be clarified. 
The resonant frequency and CI are measured when the 
capsule is clamped with a paper clip in the direction of 
Z-Z' as shown in Fig.l. After removing the paper clip, 
the resonant frequency and CI are again measured. 
The mass m of the paper clip was 3.3 g. In this way we 
obtained the changes of the resonant frequency and 
CI. We were able to evaluate the abnormal phenomena 
of the above mentioned temperature characteristics 
using these changes of frequency and CI. Clamping 
the capsule with the paper clip corresponds to a 
mechanical load m at port 3-3' in Fig. 5. In electrical 
terms this means that inductance L has been inserted 
at the port 3-3'. We obtain the curves in Fig.12, which 
show the changes of the frequency and CI, by using 
eqs.(3) and (4). In the circles A, B and C we show the 
relations between the two frequencies G>. and a, of the 
resonant frequency of the quartz tuning fork and the 
mechanical structures. In A, t>, is larger than o>, at a 
room temperature of 25' C. In B, a. is nearly equal to o>, 
at a room temperature of 25"C. In C, to, is smaller than 
to, ■ T. defined as the temperature at which the two 
frequencies w, and to, are nearly equal. Since 
temperature T. is lower than the room temperature 
value of 25'C in A, frequency o> in eq.(3) is located in 
the vicinity of A on the graph in Fig.12. When the 
capsule is clamped with the paper clip, o>» decreases 
corresponding to the insertion of inductance L. This is 
equivalent to the temperature increasing from room 
temperature in Fig.12 when inductance L is not 
inserted, because the temperature coefficient of at, is 
negative. Therefore, the state of point A on the graph 
in Fig.12 is moved to the state of point A' when 
clamping with the paper clip. The states of points B 
and C are moved to the points of B' and C', 
respectively as well. In Fig.12 the upper figure shows 
the frequency deviation and the lower figure shows 
the CI deviation. The points A, B and C in both upper 
and lower figures of Figure 12 correspond to the circle 
diagrams A, B and C. 

Figure 13 shows the equivalent temperature 
changes which are estimated from the point of view 
Fig.12 using the experimental data of CI change. 
Figure 14 shows the equivalent temperature changes 
which are calculated using the experimental data of 
frequency change. 

-60   -20    20     60   100 

Temperature (° C) 

Fig.11 Calculated(solid line) and experimental(circles) 
frequency temperature characteristics. 
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Fig.12 Frequency-temperature characteristics and 
CI-temperature characteristics for three cases 
(&>i>a>2, a)i = &)2, o)i<o>2) and their relation to 
the effects of clamping with a paper clip and 
temperature changes. 
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As a result of these figures, we find that 
temperature changes of 40 to 60'C are equivalent to 
the mass changes caused by the paper clips. This 
corresponds to a 1% change of inductance L, in Fig.2. 
The mass changes, as the boundary conditions caused 
by the clamping test, are equivalent to the 
temperature changes. 

Thus, we clarified that there was a relationship 
between the data of the clamping test and the data of 
the temperature characteristics. 

3.0ptimal design for preventing influence 

3-1. Selection of capsules 

Three dimensional modal analysis of the capsules 
was done using three dimensional FEM in order to get 

the optimal capsule selection. Figure 15 shows the 
mode charts of the vibrations for four types of the 
capsules. Figure 16 illustrates the typical vibrational 
modes. Using the mode charts, the capsule was well 
selected not to have any vibrational modes in the 
vicinity of the designed frequency. 

3-2.Design of supporting leads 

We calculated the vibrational mode shapes for the 
tuning forks with supporting leads. Several kinds of 
vibrational modes in which the lead portion was mainly 
displaced were observed. Figure 17 shows a mode 
chart for the lead length. The resonant frequency of 
the mode strongly relating to the lead length(lead 
mode) decreases as the lead length decreases. Because 
this lead mode is considered to be a spurious mode, the 
design should be done to avoid the region where the 
lead mode frequency is near the targeted frequency. 
Next, the length of the leads was designed to minimize 
the influence of the vibrational leakage from the 
quartz tuning fork to the capsule of the resonator. 
Figure 18 shows the lead length dependence on the 
vibrational leakage for a 307 kHz quartz tuning fork 
resonator. In this figure, the deviation of the 
frequency caused by the vibrational leakage was about 
-50 ppm at a lead length of zero but it became almost 
zero when the lead length was set to 400 um. 
It is well known that the CI of a contour mode 
resonator is reduced when it is mounted with a lead 
having an optimal length. This optimal length is 
considered to be 1/4 of the wavelength of the dominant 
sound wave propagating through it. In the calculation 
for our 307 kHz tuning fork resonators, the wave 
lengths of the longitudinal, transversal and flexural 
waves are 13.2 mm, 8.2 mm and 2.0 mm, respectively. 
The optimal lead length 400 um obtained experimentally 
is close to 1/4 of the wavelength of the flexural wave. 
It can be concluded that the vibrational energy of the 
quartz tuning fork leaks through the lead dominantly 
by the flexural wave and that the length of leads 
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should be set to 1/4 of the wave length of the flexural 
wave for minimization of the influence of the 
vibrational leakage. 

3-3.Design of quartz tuning forks 

In order to minimize the vibrational leakage from a 
quartz tuning fork to the supporting leads, the base 
portion of it was designed optimally based on the 
result of FEM analysis. Figure 17 shows the mode chart 
calculated by FEM. In this figure, we selected an 
adequate region for the length of the base portion 
from the point of view of avoiding the spurious modes. 
Then, we had to design the length so that the 
vibrational leakage was minimized. Figure 20 shows the 
stress of the lead at the end portion as calculated by 
FEM. The experimental data of CI is also shown in 
Fig.20. The experimental data of the test samples show 
good accordance with the results of the analysis. 
Based on the analysis.we achieved an optimal design of 
the base portion of the quartz tuning fork with the 
least vibrational leakage. 

4. Conclusions 

We clarified the mechanism of the unfavorable 
characteristics of the quartz tuning fork resonators in 
the overtone mode by considering the influence of the 
vibrational leakage. 

The abnormal phenomena of the frequency- 
temperature characteristics and CI-temperature 
characteristics of the quartz tuning fork in the 
overtone mode can be regarded as being caused by the 
frequency-temperature characteristics of the 
mechanical vibration of the structures coupling with 
the vibration of the quartz tuning fork. 

The relation between the results of the clamping 
tests and those of the temperature characteristics also 
was clarified. 

Consequently, based on the above mentioned 
considerations and FEM analysis of the total 
vibrational system including supporting leads and 
capsules, we can design quartz tuning resonators in 
the overtone mode with excellent characteristics 
without the influence of vibrational leakage. 
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Abstract 
Analysis of a composite microcantilever is per- 

formed with specific application to resonant accelerom- 
eters. The structures of interest are composite plates 
consisting of Silicon with piezoelectric layers such as 
Zinc Oxide or Quartz. A classical laminate theory 
approach is applied to the problems of static and 
dynamic behavior of layered piezoelectric plates under 
cylindrical bending assumptions. These methods are 
suitable for the study of thin plates (a/b > 20). A first 
order plate expansion is used which includes the effects 
of shear deformation and rotatory inertia. The particu- 
lar solution under uniform mechanical and electrical 
loading for the static bending problem is presented in 
closed form. Using the static and dynamic solutions, the 
acceleration sensitivity of the composite cantilever is 
estimated using a perturbation method. 

1 Introduction 

Analysis of a composite microcantilever is performed 
with specific application to resonant accelerometers. 
Numerous examples of resonant structures exist in the area 
of microelectromechanical systems (MEMS) for sensing 
applications [8]. These devices include accelerometers 
[9,10], pressure/force sensors[l 1], and resonant strain 
gauges[12]. All these sensors share one thing in common: 
they measure a mechanical quantity by observing the 
change in resonant frequency of a small vibrating beam or 
plate. The present study is concerned with layered compos- 
ite structures which are constructed of piezoelectric materi- 
als on silicon. Figures (1) and (2) show the basic problems 
of interest. 

A classical laminate theory approach [7] is taken in the 
analysis which has the advantage that the composite plate 
can be viewed as a whole and complicated layer-wise solu- 
tions are not introduced. The disadvantage of this approach 
is that the microscopic composite behavior (i.e.: traction 

continuity at layer interfaces) is not addressed, and while 
the macroscopic plate behavior can be made accurate, 
extending the results to microscopic composite behavior 
should be avoided. The laminate theory applied here is 
accurate for thin plates with a/b > 20. 

The approximate equations for the composite plate are 
developed by employing Mindlin's plate expansion[l] and 
truncating the series to a first order approximation. A set of 
shear correction factors are applied to improve the accu- 
racy of the equations. The shear correction factors are 
determined by comparing the exact cutoff frequencies for 
the layered plate to those predicted by the first order expan- 
sion. Dynamic and static solutions are obtained for cantile- 
ver plates under the assumption of cylindrical bending. In 
these solutions all displacement components representing 
flexure, shear, length extension, thickness extension, and 
the zero and first order U3 components are retained. The 
general particular solution for the cylindrical bending of a 
composite plate under uniform mechanical and electrical 
loading is presented in closed form with the specifics listed 
in appendix A. 

To calculate the sensitivity of the composite cantilever 
to normal acceleration, Tiersten's methods [4] are 
employed with the plate expansion which results in a set of 
non-linear equations from which a perturbation in fre- 
quency is obtained. This analysis is applied to a composite 
cantilever consisting of a Quartz-Si-Quartz sandwich plate 
with a proof mass located at the free end. 

2 Mindlin's Approximate Plate Equations 
For A Layered Plate 

Equations of Motion and Boundary Conditions 

Mindlin's approximate equations of motion for a lay- 
ered piezoelectric plate are developed by assuming dis- 
placement and potential fields in the form of infinite 
power series in the thickness coordinate.When this is done 
the three dimensional equations of motion are rendered as 
an infinite sequence of two dimensional partial differential 
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equations independent of X£ In this framework, stresses 
and electric displacements are rendered as resultants and 
equilibrium is satisfied with respect to these quantities. In 
general, equilibrium will not hold for actual stresses and 
electric displacements when a truncated series is used. Fig- 
ure (3) shows the orientation of a plate with pertinent quan- 
tities labeled. The thickness of the plate is denoted as 2b 
and is assumed to be constant throughout. The area in the 
X1-X3 plane occupied by the plate is denoted as A and the 
curve formed by intersecting the boundary of A with the 
middle plane of the plate (X2= 0) will be denoted by C. 
Figure (4) shows a cross-sectional view of the layered 

plate. The quantities y^, y2, •••y^_\ denote the loca- 

tions of the layer interfaces and the quantities JQ = — b 

andyN = b denote the location of the bottom and top 

surfaces, respectively, of the plate. A point (jCj, x2, X^) 

is an element of the r   layer if (jCj, X?) S A and 

x2z lyr-i,yr1- 
The plate equations are obtained by assuming the fol- 

lowing form of the displacements and electric potential: 

u. = ]T M.(«)riw       $ = 2 4>
(B)

TT (1) 

n = 0 n = 6 
where u; and <|> are the components of displacement and 

electric potential, respectively, and T] = x2/b is a 

dimensionless thickness coordinate. Equation (1) is used in 
the variational form of the three dimensional equations of 
motion and charge equations of electrostatics, and after 
simplifying the thickness portion of the integral, the fol- 
lowing two dimensional equations are obtained: 

TiP) - - Ti" - 1) + 1 pin)   =    V   p (m + n) & (*) 
y>«     h 2J h J ^ J (2) 

m = 0 

N        11r 

Dfn) = E   J Dlr]^n dr\ (5) 

r=1 n,_i 
„to are, respectively, the n   order stress and electric displace- 

ment resultants with Tip and D xr* denoting the com- 

ponents of stress and electric displacement for the r   layer 

N     r- 

,00     =      J] 
,n+l n+V 

n+1 
,[r] (6) 

r= 1 

represents a weighted average of layer densities with pw 
denoting the density of the r    layer, and 

F/«) = T2j(b) - (~l)nT2j(-b) +^pW  (7) 

Z)(") = D2(b) - (-l)nD2(-b) (8) 

where F-00 are the components of the n   order surface 

traction and body force resultant, with a; denoting the j 

component of acceleration, and D (n> denotes the n 
order surface charge resultant. 

Using equation (1) in the three dimensional strain-dis- 
placement and electric field-potential relations yields infi- 
nite power series for the strain tensor, s;;, and electric field 
vector, Ej: 

00 CO 

sij=   Z^V E.=   I>/"V     (9) 
n=0 n=0 

1 J.(»)   =  L 
'J 2 

w.Op + uff (10) 

+ (^±l)(M/-i)52. + M/(-i)52j.)] 

(ii) 

where: 

Dif -"DiK_1) +_Z)(")  =0 (3)       where S-0») are the n01 order components of strain and l'1      b b lJ 
Ein> are the n   order components of electric field. From 

the surface portion of the variational integral, the natural 
and forced boundary conditions for the plate problem are 
deduced as: 

N       T| 

r.oo 
y 

iv 'I 

£   J ri'Vrfn (4) 

1   Tl,_, 
and Tj = n{rtj a = niDi on A (12) 

150 



fin)   = nJ^ "(»)   = ntp(n) (13) 

a = 1,3 on C 

u. = u: <|> = <|> on A (14) 
J -* 

M.(") = ufn) (()(") = <j)(n) on C (is) 

where the barred quantities Tj, a, 7^"', a *■" , My, <|), 

M/"' , and <)> ^n' represent quantities which are specified 

on the plate's boundary. The quantities Tj-n' and O"(n) 

are defined as the edge traction and edge charge resultants 
and are given as: 

1 1 

7\(«) =   jV.-rfdri a*") =   \<yr\ndr} (16) 

-1 

First Order Truncation 

The general infinite system of equations implied by 
equations (2) and (3) is truncated to a first order approxi- 
mation by setting to zero all components of displacement 
and electric potential that are greater than one: 

M.(«)  =0 (|)(")  = 0 n>\        (17) 

When this is done the zero and first order stress and electric 
displacement resultants can be expressed in terms of the 
remaining displacement and potential terms as: 

+^l8)*<1>+ciB«iV+«S)*i1) 

T^-'4H°? + 1
h^

ui1)+e&^0) (19) 

+ 54}H<1>+cgKV+4?)H1) 

b 

^o) + (i)+4i)^V-eii)^) 

l:(D 

D/0)   =  4<? u(y + 1 -$ Mfe(1) _ 40) ^0)      (20) 

^(1)=41/)"fc
(0?+^^-41)(t>)i

0)       PI) 

-^i1)*(1)+«i?^V-«i2)*i1) 

The quantities c^ , ej$ , and S(.C") appearing in equa- 

tions (18) through (21) represent effective plate material 
constants for the composite which are weighted averages 
of the constants for each layer and are defined as: 

4n) = Z 

(22) 

(23) 

(24) 

r= 1 

where cM , ejf} , and 8 W represent, respectively, the 

elastic stiffness, piezoelectric stress constants, and dielec- 

tric permittivity constants for the r01 layer. Using the 
strain-displacement and electric field-potential relations 
(10) and (11) with the constitutive relations (18) through 
(21) in the zero and first order equations of motion and 
electrostatics obtained from equations (2) and (3) yields the 
general zero and first order differential equations: 

^H^H1^®*®       (25) 

'®»®i+'}S»lä-*!P*W (26) 

+ 1D(°) =0 
b 
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+»& ♦# - #W+5 (W - ^> «£V 

;$"$ + «#»$-«JW » 

+ lfl(')=0 
The barred quantities in equations (18) through (21) 

and (25) through (28) represent quantities to which have 
been applied shear correction factors K\, K2, and K3 accord- 
ing to the following rule: 

■(p)   _     u (0) 
e*y        Ki+j-2ekij 
where: 

'$   = «hj-l'&M 

[I   =   COS2f !^_ I -f) of kin v = coszl — (32) 

In equations (29) through (31) there is no implied sum on 
ij,k, and 1. These correction factors are determined for the 
composite by using a method similar to that which is dis- 
cussed in ref [6]. The exact cutoff frequencies are obtained 
from an exact solution for an infinite layered plate using a 
transfer matrix analysis [5] and the correction factors are 
computed by comparing them to those obtained from the 
plate equations. 

In addition to the differential equations of motion, the 
condition for orthogonality of eigen-solutions is obtained 
in the usual way as: 

J(p(0)«/(0)'»II.(0)'» (33) 
A 

+ pO) [uWmuWn + uWmuWn] 

+ p(2)M.(1)"'u.(1)n)   = N2   ,5 

Where u <°)n, u W m, u.(l)", and u jl)m denote the 

zero and first order displacement components of the n 
and m   eigen-solutions with N,. the normalizing con- 

stant for the m~ eigen-mode. 

3 Dynamic Solutions 

General Straight Crested Wave Solution 

The dynamic solutions to the first order plate equa- 
tions under cylindrical bending are obtained by assuming 
the following forms for the displacements and electric 
potentials: 

M(0) = ^(0)^(^,-0)0 (34) 

4,(0) =Apei&xi-(0t) 

M.(i) = -iAlX)ei{&*-mt) 

(35) 

(36) 

^O) = -iApei(^-mt) (37) 

Where % is a wave number along x\ and a is the angular 
frequency. Using equations (34) through (37) in the gen- 
eral differential equations (25) through (28) yields an 8X8 
matrix equation with terms which are polynomials in \ 

multiplying a column vector of the terms A.(") , A .(*) , 

A|°) , and A^1) . This equation can be organized into the 

following form: 

[^G2 + ^G1 + G0-co2Gp]A = 0 
or: 

GA = 0 

where: 

A = [A/°) A/D A4(°) Aj1)]' 

(38) 

(39) 

(40) 

and the matrices G,, G. , GQ, and G   are matrices of 
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plate material constants. 

For given values of % and co, the terms A^> , and 

Ai^ are statically condensed from equation (39) as fol- 

lows: Solve the S^row of (39) for A j1) to give: 

A4(D 
= G\Ap+G'2Ap+G'3A^) 

+ G' 
where 

(41) 

+ G\Ap + GsAp + G'6Ap + G'7Ap 

G'i = -p^ i= 1,2,...,7 
G88 

which results in the reduced system: 

G'A' = 0 

where A' is a seven component vector made up of the 

components of A, less the term A^> and: 

(42) 

(43) 

G'iJ = Gif 
GiSGSj 

G88 
(44) 

This procedure is repeated on the reduced matrix to elimi- 

nate A|°) to give: 

GH " 

G77 

i = 1,2, ...,6 

and 

where: 

G"A" = 0 

G'i7G'li 
Gij-Gv--G^r 

(45) 

(46) 

(47) 

is a 6X6 matrix representing a piezoelectrically stiffened 

elastic problem and A" is a six component vector contain- 

ing the displacement components. For a non-trivial solu- 

tion to equation (46) to exist, the determinant of G" must 

vanish: 

\G"\ = 0 (48) 

Equation (48) is the dispersion relation for the piezoelecti- 
cally stiffened problem. This equation represents a 12m 

order polynomial in even powers of £. This polynomial 

will admit 12 roots, £„, q = 1,2,...,12, and 12 corresponding 

amplitude ratios, OC-W), O,^, q  =   1, 2, ..., 12. 

With this, the displacement components can be represented 
as a linear combination of 12 partial wave solutions (omit- 

ting the emt term): 

12 

M.(o) = 2 vA0)e'Vl 

12 

(49) 

(50) 

q=\ 
With given solutions (49) and (50) the electric potential 
components can be reconstructed as: 

12 

where: 

*(0) =  IVi?VVl 

9 = 1 

q=\ 

(51) 

(52) 

7 = 1 
and 

<>=  ZEa^^ + a/OG?^,,] 
;=i 

(54) 

W?^ 
Using these equations in the constitutive relations (18) 
through (21) gives expressions for the xj-normal compo- 
nents of stress traction and electric charge as: 

q = \ 

9=1 

(55) 

(56) 
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12 12 

DP) =   YBdWe** 

12 

^i(1) = Iv^^1 

(57) 

(58) 

where fij(°) and df£) are amplitude ratios for stress and 

electric displacement which are functions of the wave 
numbers, displacement and potential amplitude ratios, and 
the composite plate material constants. 

Free Vibrations Of A Cantilever 

The boundary conditions for a cantilever with a 
mechanically clamped end at xi = -a and a mechanically 
free end at x\ = +a are given as follows: 

w.(") = 0 Xj = -a (59) 

T[f) = 0 Xj = a (60) 

When a rigid proof mass is present at xi = +a the condi- 
tions (60) are modified as: 

bT[f)+Müj-Q) = 0 

i.(0) 

Xj = a 
(61) 

b2T[j) +6ljM(x1üP -x2ütU)) = 0 
where M is the mass of the proof mass per unit width and 

Xj and %2 represent the distances along xi and X2, respec- 

tively, from the centroid of the proof mass structure to the 
end of the plate's middle surface (xj = a, xj = 0). It is 

assumed that X3 = 0. Using equations (49),(50),(55), 

and (56) with the boundary conditions (59) and (61) gives: 

■it 

ZBrfr5Va0 

<?=l 

12 _.7l 

q=\ 

q"-jq 

(62) 

(63) 

(64) 

■= 1 

•7t 

£ BJ®>e-*< - q"jq (65) 

q=\ 

7C 
where z    = t./— is a dimensionless wave number, q        q  2b 

r = a/b is the aspect ratio of the plate, and the terms 

djq    and äjq    are given as: 

'£> ~dff>-frH* (66) 

and 

Equations (62) through (65) can be arranged into a 12X12 
matrix problem of the form: 

HB = 0 (68) 

For a non-trivial solution to equation (68) to exist, the 
determinant of the coefficient matrix must vanish: 

\H\  = 0 (69) 

Which is the frequency equation for the cantilever prob- 
lem. The values of a which satisfy (69) are the resonances 
of the cantilever. 

Figure (5) shows the flexural and shear mode shapes 
for the first three resonances of a ZnO-Si bimorph. Figure 
(6) shows the effect of an end mass structure on the first 
resonance of a Quartz-Si bimorph. 

4 Static Solutions 

Homogeneous Solution 

The homogeneous solution for the deflection of the 
plate under cylindrical bending is obtained by setting the 

traction and charge resultants FW , FW , D (®> , and 

D^) to zero in the static differential equations (a> = 0) 
and assuming the following form of the displacements and 
potentials: 

w.(°)=A/°)^ i|/(°) = Ape*     (70) 

w(i) = AMe^ \|/0)  = A^)e^     (71) 

xl 
where C, = -7- is a dimensionless coordinate along X] and 
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z represents a constant to be determined. To differentiate 
the static solutions from the dynamic ones, the notation: 

H».(") and \\f (") are used for static displacement and 

electric potential, respectively. Using equations (59) and 
(60) in the differential equations (25) through (28) results 
in an 8X8 matrix equation similar to equation (72) with 
terms which are polynomials in z. This equation can be 
represented as: 

GA = 0 (72) 

A non-trivial solution to equation (61) exists if: 

|G| = 0 (73) 

Equation (62) represents the characteristic equation which 

takes the form of a 16   order polynomial in z. This polyno- 
mial will admit 16 roots, or characteristic values, only 6 of 
which are non-zero (4 for the non-piezoelectric case). For 
each Zq, q = 1,2,...,6, there exists an amplitude ratio, 

aA°^' aj'P' # =  1 > 2, ... 6. With this the homoge- 

neous solution may be written as a linear combination of 
functions: 

w/°) =82.rc4
+(A. + 82.z?7K3 + (80) 

W f) = - 451;r<;3 + (*F;. - 361;.ß7) C
2 +      (8i) 

(My. + JV/B7-261/BgK + 
E. + s.57 + n.ß8 + ^.mßm+8 + ^.ß15 

X)/«»   =  A4C3-r(tf4 + A4ß7K
2 (82) 

+ ß15^ + ß16 

\i/0) = ^4;
2+(M.+A^.ß7)<; (83) 

+ S4 + E4£7 + n4Z?8 + K4mBm + 8 + KABX5 

The constants T, A • ,...,etc. appearing in equations (69) 

through (72) are complicated functions of the composite 
plate material constants, the loads, and the plate's thick- 
ness. While these quantities are very complicated, they can 
be evaluated in closed form and are listed in their entirely 

in appendix A. The quantities Bj, ..., Z?16 are unknown 

constants to be determined. 

.(0)  = w>.< 

w/D 

z^^ q^-jq 

q=\ 

E^4J)^ q~jq 

9=1 

6 

V (0) = Ivfi fO)**,C e~q. 

q=l 

(74) 

(75) 

(76) 

General Solution of a Cantilever Under Normal 
Acceleration 

Equations (74) through (77) and (80) through (83) can 
be organized into the following 8 equations: 

16 

nf>=   Ivf^+ZB,ß;f(0 
q = l 

■n/0)(Q 

(84) 

vi/O) =   EV?^ 
q=\ 

(77) 

Particular Solution 

The particular solution for the static bending problem 
is constructed for the case of uniform loading, i.e.: 

F(°) = const 

£>(°)  = const 

Ft1) = const (78) 

Z)(i) = const (79) 
«to 

6 16 

^(1) =   Z V#>«^ + Z Bq$]X> (Q     TO 
q=\ q=l 

+ ^(1)(0 

6 16 

M>(0) =   Z Bqäj$>e<£+ Z ^ß4(J) (Q    (86) 
9=1 9=7 

The solution sought is, in general, a 4 "order polynomial ,     (0) /£\ 
«rtiirO-i can Yu* rc*rtrf*ce*r\t(*A QC fnllrtti/c* ^" which can be represented as follows: 
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6 16 

V(1) =   S Bfiflerf+Z Bq&t»(Q    (87) 
9=1 q = 7 

where ß fl>) (Q , ßjX> (Q , ^.(0) (Q , ^ 

fy(1) (0 J =  1,...,4,^ = 7, ...,16 are, in gen- 

eral, polynomial functions in C, which are derived from 
equations (80) through (83). 

The mechanical boundary conditions for cantilever 
fixed at x\ = -a and with a proof mass at x\ = +a are given 
as: 

M (») =0 jtj = -a 

bT[f) = Ma. jcj = a 

b2T{p = 6, M{xia2-x2a 

(88) 

(89) 

The electrical boundary conditions that will be consid- 
ered here are: 

\|/(0)  = 0 yO)  =0 Jtj = -fl 

D/0) = 0 D/1)  =0 Xj = a 
(90) 

With this, the following set of 16 equations results: 

q^jq rjq 

9=1 9 = 7 

= -|^(0) (-r) 

6 16 

= -H/1} (-r) 

9=1 9=7 

= -|^4(0) ("') 

(92) 

(93) 

6 16 

1^«^+ Z^ß^U-r) (94) 
9=1 9=7 

= -^4(1) (-0 

9=1 9=7 

-x/°>(r)+fa;- 

9=1 9=7 

-Xy(1) (0 + 8lyp(x1a2-*2aJ 

9=1 9=7 

-x4
(0) (0 

(95) 

(96) 

(97) 

6 16 

E V£)'V+  Zß9e4(9}(r)   = (98) 

9=1 9=7 

-x4
(1) to 

In equations (91) through (98) the terms 9/°) (Q , 

W (O , x/0) (Q .and*/1) (O ,7 = 1, ...,4, 
^ = 7, ...,16, are polynomial functions of £ which are 
obtained by substituting the particular solution into equa- 
tions (18) through (21). Equations (91) through (98) repre- 
sent 16 equations in the 16 unknowns, 
B ,q =  1, ..., 16 which can be represented as a 

16X16 matrix equation, the solution of which yields the 
static deformation. 

Figure (7) shows the static deflection of a ZnO-Si 
bimorph with an end mass structure under the action of a 
normal acceleration. 
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5 Acceleration Sensitivity 

The acceleration sensitivity of the composite cantile- 
ver is determined by employing the plate expansion (1) in 
the linearized electroelastic equations of Baumhauer and 
Tiersten for small fields superposed on a bias [2]. The 
resulting equations are comparable to those obtained by 
Lee, et al [3] for homogeneous plates with initial stress. In 
the present development, the effects of piezoelectricity are 
neglected in the sensitivity calculations. This is a valid 
assumption since the effects of piezoelectric coupling 
should not have a great effect on the sensitivity. The first 
perturbation of the eigenvalue [4] is used to estimate the 
effect of normal acceleration on the fundamental flexural 
resonance of the cantilever. A detailed development of 
these methods will not be pursued here, rather the basic 
results are listed. 

The zero and first order differential equations which 
are obtained can be written in the following form: 

T
8HL 

+ r& = Po(0) "Y
(0)

 + Po(1) "r(1)     <") 

T%L-\T$+ T%L-\T%> (loo 

= p0O)äf>+P(p)äy(1> 

where Tyy and Ty-' are linear terms which are defined 

by equations (18) through (21) and TLJ   and Tiy   rep- 

resent non-linear terms which are functions of the static 

deformations, wX°) and wj^> , under the applied loads 

and are given as: 

rir°W?i«»i0lr +^%x"Ä +J*$«"J1)<"»> 

where: 

ci"k  =   [4yhaKN + CL$KNdya <103> 
+ 4y^aN + C^Ma5yN^% + 

I ctyMaKN + CLMKN °ya + cLyKM °aN 

with Cfc\{aKN representing the composite plate third 

order elastic stiffnesses which are defined in the same way 
as the second order terms given by equation (22). 

The first perturbation of the eigenvalue is obtained by 

first considering the m   eigensolution at <om satisfying the 

linear equations: 

r#,)Lm + P0(0)ffl>Y(0)W + P0(1)fflmMY(1)W = °(104> 

LLy,L      T.x2y (105) 

+ Po(1)(öm"r
(0)'M + Po(2)(0«"r(1)m = 0 

and a near by perturbed solution at co satisfying the non- 
linear equations: 

T$L + f^L (106) 

+ p0(0)©2
My(°)+p0O)a)2My(1) = 0 

+ p0(1)(ö2
My(0)+p0(2)co2

My(1) = 0 

(107) 

Next, form the following products and integrate over the 
reference area: 

I     {UffX   +P0
(0)<Ö2

1"y
(0)m (108) 

+ pi1>cDi«O)»]«y(0)-[2'i0)L+3ra 

Po(0)o)2My(0)+p0(l)(o2
M0)]My(0)/n 

+ [^L»-Jrjr°)» + Pi1)a>i««r(o)» 

+ Pi2)»i«y
(1)"]<1)-[rii)L-^°) 

+ Pp®2uW]uWm}dA0 = 0 

Equation (107), after some manipulations, can be rewritten 
as: 
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(0)2-0)2)  j [pp u(0)mu(0) (109) 

+ Po(1)(«Y
(0)"Y

(1)m + »y
(0)'M"y

(1)) 

+ Po(2)My(i)-My(D ] dAQ =   \\_f^Lu^ 

+ T^LuW--l_f^u(^yA0 

+ J[7iJ) uM«-Tl»»uW>+Tl?>uW'* 
Co 

-TJg>'*uM]dC0 

Equation (108) is simplified with the aid of the following 
assumptions and definitions: 

Aco = co   -co |Aco|«co 

AM   = u^m-u^ 
Y Y Y 

which leads to: 

A© = . 
1 

2ra 
\[f^Lü}^ + t^Lü}^ 

\Auy\ « u^m 
(110) 

(in) 
mAn 

.lBtl?W]dA0 

where: 

M(0)m 
;<o) _ J.  
~y      N, 

,(i) _ J:  (112) 

(m) (m) 
are the components of the normalized mode shape of the 

m   eigen-mode. Equation (111) gives the small frequency 

change of the m eigen-mode under the applied static bias. 
With this the normal acceleration sensitivity of the cantile- 
ver is defined as: 

s = Aco 

COflU 
(113) 

Figure (8) shows the effect of crystal orientation of 
one layer on the sensitivity of a Quartz-Si-Quartz sand- 
wich. In this study, the Quartz crystal in layer 1 is rotated 
about the xj axis while holding the axes of the other two 
layers constant. 

6 Conclusion 

The developments presented here offer accurate 
approximate methods for the analysis and design of a very 
important class of micro-structures. The dynamic and static 
solutions for the composite are easily obtained without 
complicated layer-wise analysis. The static solution given 
here, while complicated, can be constructed in closed form 
by following the steps outlined and using the equations 
listed in appendix A. Static solutions of this nature are also 
important for the design of micro-actuators. 

Presently, many of the resonant MEMS devices are 
constructed of pure Silicon. Investigations into the behav- 
ior of composite plates shows that a wider range of behav- 
ior can be obtained when layers of materials with differing 
mechanical properties are used. The macroscopic proper- 
ties of the composites can be adjusted by varying the pro- 
portions and crystallographic orientations of the 
constituents, giving rise to more complex behavior than 
can be obtained from homogeneous Silicon. 

Acknowledgments 

This work was supported by The National Research 
Council under which the author is presently a post-doctoral 
associate. 

Appendix A 

Specific Definitions For Constants Appearing In 
The Particular Static Solution 

This section lists without discussion the definitions of 
constants which go into the calculation of the quantities 
that make up the particular static solution. 

The terms T, A^, and *¥fa are defined as: 

r = - 
£F2(0) 

24cl%fk-24cl%+2c1%hk 

feF2(°) 

(A.1) 

24^+24^4 

Ak = 4fkY A4 = 4/4r (A.2) 

in (A.1)-(A.3) the terms h^and fi^are given as: 

\ = i2yte(effii-*iä,i/J        <A-4> 
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8 

-12(4^i(i0)-i(i^i(
2

0))] 

■4 =  5kaVab{^b\l-cibl2ykmcimU 

(A.5) 

A = i 
8 "- 

'A 

(A.6) 

(A.7) 

The quantities ykm and Vfl^ are defined such that: 

Jkjimjl   =  5kj Vac~c}%   =  5ab        (A.8) 
In equation (A.8), and in all subsequent equations, the sub- 

scripts a,b,c range over 1 and 3 only. The terms c{al\ and 

Cijki are effective elastic constants which are defined as: 

ciill   =  c[al\-c[aliykmC$$b\ (A.9) 

(A.10) 

-*®niir'®+<$)'8b 
+ Bff)5fg)^g] 

(A.11) 

+ 8-(P)^ 

where: 

^ = 8«» eg). eg) 2 

The terms Hjj, A^, M^, and N^ are given as: 

(A. 12) 

Hk =  \hkaVab{^b-cib\2ykn?m) 

8 

+ 1(S2(0)^-£I(0)^)M, 

-I^^-Sg)^)] 

ldkaVab{h-cibl2ykmVm) 

(A. 13) 

(A 14) 

A*  = 

A4 = l[(Bi°>^a-eg)^l)A 

(A.15) 

(A.16) 

+ 1(8,(0)^-8/0)^]^ 

-J(eg)r4-eg)V4)] 

1   _   f    ... _ ,„x ... _ ~A 
I//, (A. 18) M4=   1 [2(eff)^-Bg)^ 

8 

-(effVeg)*,)] 

yV4  =   i.[2(81(0)^ -8g)5ffl)A 
8 

19) 

-jfe (A.20) 

+ (eff)^-sg)^a). 

-(81(0)v4-81(0)r4)] 

In equations (A. 13)-(A.20) the quantities qk, q,, fk, r,, 

?k, ^,vk, and v, are defined as: 
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Ik 
8 

rk = rk+ J-[(e/8e2(0) -effleg))^     (A,2) 

+ UiSBff)-ifiÜ6ff)Jv4] 

?* = ^ + J_[(iSs2(0)-^ei(0)) 6F-g22*efc'M       <A23> 

+ USlefO)^eg)JfJ 

^ = v,+ •[(^6i°)-^8ff)) r4       (A.24) 

+ (^B1
(
1
0)-^l(20^f2°))v4] 

q. = -W?/°> -2(c1^1/l, + eft)/i4)r    (A.25) 

r. = 6c$ (A.26) 

tj = 2[Ucl%fk-12c$l+ (Ml) 

<?4 = -M><°> -2(e1(l\hk-e{ph4)r (A.29) 

r4 =  6e/3 (A30) 

f4 = 2[12«S)ft- 12«$ - 12etf>/4 (A.31) 

V4  =  6^ (A.32) 

The terms S^, Hjp n^, K^, and K^ are given as: 

% =  ?**,*.'» (A33) 

z4 = -L{e$h'kmxm-K) (A-34) 

(A.35) 

"4 
b22 

-0 (A.36) 

nt = 2itmiQu (A.37) 

n4 = 
2

m{mh\jSn -4V) (A.38) 
J22 

^km  ~     y kmC2nml (A.39) 

K = -'{^th\AZi-e^)     (A.40) 4« ~     ZM^2k2' kn 
'11 

Kk = -ikm^i (A.41) 

S22 
The quantity y'km is defined such that: 

i°X. - iknflmjl  =  *kj (A.43) 

The terms c,^/ , Cyi\ , and ~eyi] are effective constants 
which are defined as: 

2® = ^S eg> 

-d)      -(n     ^21 
b22 

- (0)        - (0) ^ g22; ^V 
«lV   = glV+      F(0) 

(A.44) 

(A.45) 

(A.46) 

'22 

Finally, the terms A,' •, X-, x' •, and X. are defined as: 

b22 

(A.47) 

(A.48) 
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+ 2e$)HA + 2e®hAT + (ci% - i$x)Mk 

x. = 2~Cl%Ak-6c$ + 2e# A 

XA = bDW+2e[l\Hk + 2e[l}hkT 

(A.49) 

(A.50) 

(A.51) 

T4  =   2^U1 Ak ~ 6eRl ~ 2Sl(/) A4 (A.52) 

+ 
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Figure 5.b.) 

Figure 3.) Orientation of plate with coordinate system 
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Abstract 

Recent work on the determination of optimal orienta- 
tions and aspect ratios of SC-cut quartz resonators 
stiffened by rectangular quartz plates has shown that the 
influence of fabrication imperfections is minimized when 
two clips of reasonable size are used on each of the large 
sides. In this work existing computer programs are used in 
the calculation of the influence of the spacing between the 
two clips and the stiffnesses of the clips on the sensitivity 
to fabrication imperfections in order to find optimal 
conditions. Both contoured and flat plate trapped energy 
resonators are treated. The smaller dimension of the 
support rectangle is determined by a criterion associated 
with the energy in the mode shape for each particular 
harmonic. A summary of recommendations based on all 
the calculations is presented. 

1. Introduction 

1 2 It has been shown '   that the resultant acceleration 
sensitivity  of contoured  quartz  resonators  vanishes for 
perfect symmetry of the resonator with respect to the 
support system. It has further been shown that any loss 
of symmetry in the combined resonator plus support 
configuration results in a linear increase in the acceleration 
sensitivity. Since it is impossible to construct a perfectly 
symmetric resonator plus support configuration in 
practice, a stiffened structure has been under investigation. 
The structure consists of the active biconvex quartz 
resonator attached to identical top and bottom quartz 
cover plates by means of small sidewalls around the 
periphery. The mounting clips are attached to the top and 
bottom cover plates without touching the active plate. 

q 
In recent work it was shown that the influence of 

fabrication imperfections on the acceleration sensitivity of 
SC—cut quartz resonators stiffened by rectangular quartz 
cover plates supported by clips was minimized for an 
aspect ratio of 1.5 for all resonators considered. In 
addition it was shown that the optimal orientation is very 
nearly the same for all the contoured resonators 
considered, but that it varies significantly for the flat plate 
trapped energy resonators depending primarily on the size 
of the electrodes. It was further shown that the use of two 
clips of reasonable size on the large sides gives better 
results than one large clip with one clip used on each of the 
small sides. 

In this work existing computer programs ' are used 
in the calculation of the influence of the spacing between 
the two clips, the relative sizes of the clips on the small 
and large sides and the thickness of the clips on the 
sensitivity to fabrication imperfections. Results are 
presented for a number of SC-cut contoured and flat plate 
trapped    energy    resonators. Finally,    a    list    of 
recommendations based on all our calculations is 
presented. However, it should be noted that since all our 
calculations employ a particular clip configuration, the 
results could change somewhat for significantly different 
clip configurations. 

2. Preliminary Considerations 

For purely elastic nonlinearities the equation for the 
perturbation in eigenfrequency may be written in the 
form given in Eq.(2.1) of Ref.4, which is the form 

ß V2v ui = U), 
ß V (2.1) 

where w   and w are the unperturbed and perturbed eigen- 
frequencies, respectively.   It has further been shown that 
H   may be written in the form given in Eq.(2.9) of Ref.4, 
which is the form 

\ = -I£L7Ma<L<MdV. (22) 

V 

where Cj-  Ma is defined in Eq.(2.4) of Ref.4 and all other 

quantities are defined in Sec.2 of Ref.4.   Since g^ denotes 

the normalized mode shape in the resonator and from 
Eq.(2.4) of Ref.4 c^ *,   depends on the biasing state, H 
can be evaluated when the mode shape in the resonator 
and biasing state are known. 

A schematic diagram of a contoured crystal resonator 
along with the associated coordinate system is shown in 
Fig.l. It has been shown that the eigensolution for the 
dominant   displacement   of  the   harmonic   modes   in   a 

rr 

contoured quartz resonator can be written in the form 
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n = 1,3,5,..., 

*5 
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o       2   2-(l) 2     a f cw 

a   = 5  
n       8Rh^M' o   n 

*3 

2   2Ä(1) 

8RhV o  n 

(2.3) 

(2.4) 

(2.5) 

and M' and P' are involved lengthy expressions that are 

defined in Sec.II of Ref. 7 along with X1 and X3, which are 

orthogonal directions in the plane of the plate for which 
the scalar differential equation for the nth anharmonic 
family of modes does not contain mixed derivatives and 2R 
denotes the radii of the spherical contours. The 
eigenfrequencies corresponding to the eigensolutions for the 
harmonic modes are given by 

u      = noo 

2 241) n 7T cv ' 
4V 

1+S 

f2h. 

TT 

1/2 

UP 

XiJ + 
e^ 

,(i) where cS > is defined in Eq.(78) of Ref.7. 

In the in—plane case only the dominant displacement 
field in (2.3) is needed. However, in the normal case the 
equivalent trapped energy mode shape, which is much 
more complicated, is needed. Since this is discussed in 
Sec.VI of Ref.4 along with Sec.5 of Ref.8 and the analyses 
and computer programs from Refs.4 and 5 are simply used 
in this work, we do not present the equivalent trapped 
energy mode shape here. In addition to the contoured 
resonators, which were treated in all the other references, 
as in Ref.3 in this work we also treat the flat plate trapped 
energy resonator with rectangular electrodes. However, 
the mode shape is the same as the equivalent trapped 
energy mode shape discussed in detail in Sec.V of Ref.8, 
with the exception that Eqs.(63), (64) and (66), (67) of 
Ref.8 are replaced by the real trapped energy mode 
equations 

£ tan }l = £SR ,   v tan vl = i/™ 

^SR=[(kn/M;)An--?]1/2, 

^M = [(yp;)An-"]1/2, 

(2.7) 

(2.8) 

in which It is the dimension of the square electrode and 
where 

\ = ^\i^ 

A   = n7r 
2TT 

fcWl 
I   Pi 

1/2 4k^ 

^~2 
■n IT 

+ R (2.9) 

,(1) and c( > is the eigenvalue for the pure thickness mode of 

the unelectroded plate with nonzero displacement ujn) and 
2 
\    and    R   are   defined   in   Eqs.(78)2 3    of   Ref.7. 

Equations (2 7)-(2.9) respectively, correspond to 
Eqs,(2.12), (2.10), (2.23) and (2.24) of Ref.9. Since the 
normal and in-plane biasing states are known from Sec.V 
of Ref.4 and Sec.VI of Ref.5, respectively, and the mode 
shapes  are  known  from  the  discussion  earlier  in  this 

section,    the    cL7Ma   and   g^   are   known   and   the 

perturbation integral for H   in (2.2) can be evaluated. 

3. Small Offset of Mode Center 

A plan view and cross-section of the stiffened 
structure is shown in Fig.2 along with the coordinate 
systems. The origin of the unprimed coordinate system is 
located at the center of the supports and the origin of the 
primed coordinate system is located at the center of the 
mode shape, which we permit to be displaced with respect 
to each other by an arbitrary small  distance d in an 

(2.6) arbitrary direction 9.   Hence, d has arbitrary components 

dx and dg.  From Fig.2 it is clear that we may write 

dA + XA A = 1,3, + 2 (3.1) 

which may then be substituted in the expression for the 
biasing state, as in Eqs.(8.2)-(8.4) of Ref.5. Since the 
perturbation   integral   in   (2.2)   vanishes   for   d.    =   0, 

substitution of the above-mentioned expression and 
expansion to first order in dA yields, with the aid of (2.1), 

AW/W)L = rL = CLdA (3.2) 

and we note that the CA are complicated expressions 

which are not terribly revealing and have been calculated. 

Since we are interested in the maximum value of the 
magnitude of the resultant acceleration sensitivity T for a 

given [d | , we write 

■,LnL L^L r   = I"T" = C^dAC^dB = C-C£ QAQBd^ (3.3) 

where 
Q1 = cos 0 ,   Q3 = sin 0 , (3.4) 
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and 0 is the angle between the X»—axis and d.   Since the 
maximum value of the resultant sensitivity per unit error 
d is the quantity of interest, we define 7 by 

72 = T2/d2 , (3.5) 

which may be maximized by 

df/d6=0,   ö272/9ö2<0> (3.6) 

to obtain 

Anax = 5[CiCA + A]. (3-7) 

where 

A = j(ClCi _ C3C3)  + 4(cic3)2 (3.8) 

Since the direction of the mispositioning of any clip is 
fixed, the C,. compose vectorially, i.e., 

£  —   ^f^f 

where analogous to (3.2), we have 

(3.9) 

(Au/w)J = Cf fj,   (Au/u)f = Cf f. .      (3.10) 
i i i        i 

4. Calculated Results 

From the discussion in Sec.2 we now know ^ and 

from  Refs.4  and  5,  we know   cT   ,,    for normal  and 
in—plane acceleration, respectively. Hence, we can now 
evaluate H   in Eq.(2.2).   Since the perturbation integral 
H   vanishes for a perfectly symmetric mode—shape plus 
support configuration, i.e., when both d. and f- vanish, in 
this work we calculate the 7)        in (3.7) and Cr defined 

i 
in   (3.10)„.       As   noted   earlier   the   f.    denote   the 
mispositioning of a clip and are scalars, while the d. 
denote the components of the planar displacement of the 
center of the mode shape from the center of the rectangle. 
The symbol 7)„„ is sometimes represented by C, which 

IIlcLX 

denotes the mispositioning coefficient for the ith clip 
shown in Fig.2. Since for a perfectly symmetric system the 
resultant acceleration sensitivity vanishes, the C and the 
C|  are the important quantities to study because when 

i 
they are minimized, the influence of an error in fabrication 
is minimized.   Since C and C, will be plotted in this work 

i 
and the significance of their value is not familiar, the 
relation between the values of C and the acceleration 
sensitivity for  a range of mispositioning dimensions is 
shown by the straight lines in Fig.3. 

Calculations of the different C and Cr  have been 

performed using the known values of the second order 
and the third order elastic constants of quartz. Since 
the earlier work in Refs.4 and 5 has shown that low values 
of C are consistently achieved for ratios of the thickness of 
the cover plates to the active plate of 2.0, which ratio was 
adhered to in Ref.3, this ratio is adhered to in all 
calculations presented in this work. Furthermore, since it 
was shown in Ref.3 that an aspect ratio of the support 
rectangle of 1.5 always yields optimal results, the aspect 
ratio of 1.5 is adhered to in all calculations presented in 
this work. In addition, only orientations in the vicinity of 
those that yielded optimal results in Ref.3 are investigated 
here. Moreover, the energy ratio of 10 , which was 
used in most of Ref.4, is consistently used here to 
determine the distance between sidewalls in the short 
direction. It should be noted that for all the biconvex 
resonators considered in this work, the radius of each 
contour is 40 cm. 

In Fig.4 we have plotted 7)max = C as a function of 
the center—to-center distance between the two clips on the 
large side for a fundamental 1.5 MHz and a third overtone 
5 MHz contoured SC—cut quartz resonator for the two 
orientations of the support rectangle shown. The clip 
dimensions used in these calculations are t, = t„ = -12a 

and the clip thickness is .1 mm. The figure clearly shows 
that the support orientation ß of —50° is quite a bit better 
than -45° for the fundamental, while the -45° orientation 
is just slightly better than the —50° orientation for the 
third overtone resonator. The figure also shows that for all 
cases considered the optimal spacing 2f between the two 
clips on the large side is very close to .9a. Figures 5 and 6 
show   the   mispositioning    coefficients    Cf     and    Ct , 

h h 
respectively, for the same resonators as Fig.4. Since the 
Cr   and Cf   are relatively flat and about one—third of the 

values of C in Fig.4, they are not particularly significant. 
Since this general behavior of the Cf curves relative to the 
C curves is maintained in all cases treated, we do not 
consider it purposeful to show the others and, hence, do 
not exhibit them. 

Figure 7 shows C vs f/a curves for a number of funda- 
mental SC—cut flat plate trapped energy resonators, each 
for two support orientations near the optimal for that case. 
It can be seen from the figure that the support orientation 
can depend significantly on the electrode size. The figure 
also shows that for all cases considered the optimal spacing 
2f between the two clips is very close to a. 

Figure 8 shows C as a function of the size of a clip t„ 
on the large side for a fixed size t-, on the small side for a 
fundamental 1.5 MHz contoured SC-cut resonator. For 
this case the distance between the clips 2f = a and the 
thickness of all clips is .1 mm. The support orientation 
ß — — 50°. The figure clearly shows that very nearly 
optimal conditions are obtained for t1 = t„ between .la 

and .12a.    Figure 9 shows C vs t„ for a fixed t, for a 
fundamental 10 MHz SC—cut flat plate resonator with an 
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electrode area of 4 mm and a support orientation 
ß = — 65°. The figure indicates that near optimal 
conditions can be realized for t, between .la and .15a with "1 

h = - 15a. 

Figure 10 shows C as a function of the spring thickness 
for the particular spring model considered for a number of 
SC—cut contoured resonators with the different clip sizes 
and support orientation ß shown in the figure. Although 
the curves are relatively flat they support the optimal t, 

and t? for the clips noted in the discussion of Fig.8. 

Figure 11 shows C vs spring thickness for a number of 
SC-cut flat plate trapped energy resonators with the 
different clip dimensions and support orientations shown in 
the figure. Although the curves are not quite as flat as 
those in Fig.10, they are still relatively flat. The figure 
indicates that the larger the electrode size, the higher the 
mispositioning coefficient. The rectangular dimensions of 
the support configuration for all the resonators considered 
are given in Table I. 

In closing we present our recommendations based on 
all our calculations. For all resonators the a/b ratio 
should be 1.5. For contoured resonators we recommend 
that 2f = .9a, that t, = t„ should be between .la and .12a 

and that ß should be between -45° and -50°. For flat 
plate trapped energy resonators we recommend that 2f be 
between .9a and a, that   t, be between .la and .15a and 

that t„ be about .15a 

orientation 
resonator. 

For the flat plate we note that the 

ß seems  to  depend on the  details  of the 
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Figure 7 Mispositioning Coefficients for Mode 
Center Versus Distance Between Centers 
of Clips for Flat Plate SC-Cut Resonators 
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Figure 8 Mispositioning Coefficients for Mode 
Center Versus Size of Clip on Large 
Side for a Fixed Clip Size on Small 
Side for Contoured SC-Cut Resonators 
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Figure 9 Mispositioning Coefficients for Mode 
Center Versus Size of Clip on Large 
Side for a Fixed Clip Size on Small 
Side for Flat Plate SC-Cut Resonators 
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C   4.4 
U 

SC-cut contoured resonators 

-A-N=l, l.Srahz, tl = 12 = 0.1a, -45° 

-^-N=l, 1.5mhz, tl = 12 = 0.1a, -50° 

-C-N=l, 1.5mhz, tl = t2 = 0.12a, -45° 

-D-N=l, 1.5mhz,tl =t2 = 0.12a,-50° 

-E-N=3, 5mhz, tl = t2 = 0. la, -45° 

■(* 

-F-N=3, 5mhz, tl = t2 = 0. la, -50° 

-G-N=3, 5mhz, tl =£2 = 0.12a,-45° 
-H-N=3, 5mhz, tl = t2 = 0.12a, -50° 
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Figure 10 Mispositioning Coefficients for Mode 
Center Versus Clip Thickness for 
Fixed Clip Sizes on Both Sides for 
Contoured SC-Cut Resonators 

SC-cut flat plate resonators, N=l, lOmhz 

—A—electrode area 4mr8 ,tl = t2 = 0.1a, -65° 

—B— electrode area 4mr8 ,tl =t2 = 0.1a, -70° 

—C— electrode area 4mrä ,tl = t2 = 0.12a, -65° 

—D-electrode area 4miÄ ,tl = t2 = 0.12a, -70° 

—E— electrode area 16mm ,tl =t2 = 0.1a,-65° 

-F-electrode area 16mA ,tl = 12 = 0. la, -70° 

-G-electrode area 16mA ,tl = 12 = 0.12a, -65° 
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Figure 11 Mispositioning Coefficients for Mode 
Center Versus Clip Thickness for Fixed 
Clip Sizes on Both Sides for Flat 
Plate SC-Cut Resonators 

TABLE I 

RECTANGULAR DIMENSIONS OF RESONATORS 

N Frequency 
MHz 

Type a 
mm 

b 
mm 

Electrode 
mm x mm 

1 1.5 Contoured 16.81 11.21 

3 5 Contoured 7.92 5.28 

1 10 Flat plate 5.99 3.96 2x2 

1 10 Flat plate 6.45 4.31 4x4 

1 20 Flat plate 3.22 2.15 2x2 
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Abstract 

The equation for transversely varying thickness 
modes in doubly—rotated quartz resonators is applied in 
the analysis of contoured resonators with rectangular 
electrodes. The influence of both the contouring and the 
continuity conditions at the edges of the electrodes are 
included in the analysis. The steady—state forced 
vibrations of contoured trapped energy resonators is 
treated and a lumped parameter representation of the 
admittance, which is valid in the vicinity of a resonance, is 
obtained. Calculated results are presented for a number of 
trapped energy resonators with shallow contours. 

1. Introduction 

The   equation   for   transversely   varying   thickness 

modes in doubly—rotated quartz resonators has been 
applied in the analysis of both flat plate trapped energy 

2 3 resonators   and contoured resonators .   In the case of the 
flat plate resonator the electrodes cause the trapping and 
the continuity conditions at the edges of the electrodes 
play an important role in the analysis.    In the existing 

treatments of the contoured resonator ' the contouring 
causes the trapping and the continuity conditions at the 
edges of the electrodes are ignored in the analysis. This 
leaves a small region of shallow contour which is not 
described by either treatment. 

In this work the equation for transversely varying 
thickness modes is applied in the analysis of contoured 
resonators with rectangular electrodes. The influence of 
both the contouring and the continuity conditions at the 
edges of the electrodes are included in the analysis.   The 

2 
corner  regions  are treated  as  in  earlier  work .     This 
treatment    requires    the    use    of   parabolic    cylinder 

5 6 functions '    in  both  the  electroded   and   unelectroded 
regions.   The satisfaction of the continuity conditions at 
the   edges   of  the   electrodes   results   in   transcendental 
equations, the roots of which determine the eigenfunctions 
and associated resonant frequencies of the harmonic and 
anharmonic modes.  An analysis of the steady—state forced 
vibrations   of   contoured   trapped   energy   resonators   is 
performed and a lumped parameter representation of the 
admittance, which is valid in the vicinity of a resonance, is 
obtained.  Calculated results are presented for a number of 
trapped energy resonators with both shallow and ordinary 
contours. 

The treatment presented here indicates why and 
when the analysis for the contoured resonator which 
ignores the conditions at the edges of the electrodes works 
as well as it does. This treatment should also be used for 
contoured resonators with ordinary contours operating 
primarily in the fundamental mode when the electrodes are 
in a certain range of relatively small size. It is shown that 
this treatment may not be used for too shallow a contour 
because of loss of accuracy and, hence, may not be used for 
the flat plate. 

2. Basic Equations 

A plan view and cross—section of the trapped energy 
resonator with shallow contours and rectangular (square) 
electrodes is shown in Fig.l  along with the associated 

coordinate   system.      It   has   been   shown     that   the 

differential equation for the dominant displacement uj  ' of 

the nth harmonic family of transversely varying thickness 
modes in doubly—rotated quartz plates may be written in 
the form 

M' A"     , sV 
<9x 7?+Pn dx 71 

Fne' 

.nV5(l)ün. 

41i 

iwt 

-n 
■PU      : 

(2.1) 

where the upper cycle and F   are used in a generic sense so 

that Eq.(2.1) can refer to electroded as well as 
unelectroded regions and M' and P' are involved lengthy 

expressions that are defined in Sec.Ill of Ref.l along with 
x^ and Xo , which are orthogonal directions in the plane of 

the plate for which the scalar differential equation (2.1) 
does not contain mixed derivatives. In (2.1) we have 
employed the relation 

n7rx0 
ul = uI1(xi= x3> t)sin -2TT (2.2) 

where u; .,     is the pure thickness eigendisplacement of the 

unelectroded plate with eigennvalue  ?S ' when vS ' = 

u^n'(t) and 2h and p denote the variable thickness and 
mass density of the resonator, respectively. 
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In the electroded region we have 

n-1 

^2(-l)"y e264V      (1) _   (1) 

n c^nV' 

ün = ün , wn = an , (2.3) 

and in the unelectroded region we have 

Fn = 0 , gW = cW , ün = u\ 

*n="n. (2-4) 

where V is the driving voltage, u is the driving frequency, 
e2fi is the piezoelectric constant referred to the thickness 

eigendisplacement direction uin' and w   and w   are the 

respective pure thickness eigenfrequencies for the 
completely electroded and unelectroded flat plates of 
thickness 2h , which are given by 

3. Free Vibrations 

In this section we obtain the eigensolutions for the 
associated homogeneous problem, i.e., with V = 0, which 
makes F    = 0 everywhere.    To this end we rewrite the 
generic equation (2.9) in the homogeneous form 

2 

"n2HF Mnü?ll-^   Xl ün + P ÜJ n 
nu,33' 

*2,3-iCW-«&•«. 
o 

0 (3.1) 

and following Vangheluwe   we introduce the variables x 
and z, defined by 

x = ox, ,   z =/?x„ , (3.2) 
where 

a. = -v/rur c^ 
1/4 

2M Rh°J n    o 

.2     nW1) 
wn = —72— 

KP 
n 

or 

2 2.(1) 
,,2 

In (2.3) and (2.5) we have employed the relations 

where 
8k^ 

n ■K 

+ 2R k2- 26 

c22 

(2.5) 

c(1) = c(1)(l-A),c(1) = c(1)(l-k2), (2.6) 

~ß= fiw \lM\ 

■2P„Rh^ n    o 

1/4 
(3.3) 

We now take the solution of (3.1) in the form of a product 
thus 

Ü = F(x)G(z) , (3.4) 

and note that 

ü n = F" ä2G , ü 33 = YG"f , (3.5) 

R=2^ Ph (2.7) 

and 2h' and p' denote the thickness and mass density of 
each electrode. It has been shown ' that to lowest order 
the variable thickness of a plano-convex resonator may be 
written in the form 

and that we have omitted writing the n in many places. 
The solution (3.4) satisfies (3.1) provided 

n52ä + Pn^b + p(ü? - ~w\) = 0 M 

where ä and b are separation constants and 

(3.6) 

2h = 2h (xi2   + x321 

"unr (2.8) 

Taking ü to have e dependence, omitting the e and 
substituting from (2.8) into (2.1) while employing (2.5), 
we obtain the generic form 

.2 
n  ,11       n  ,33    r n 1 + 

2,2- 
xl + x3 

"2TÜT ün 

+ puhn = Fn , (2.9) 

a + 
.21 x r F = 0 

b + 
-21 z G = 0 (3.7) 

which  are  equations  for  parabolic  cylinder  functions . 
Standard solutions y, (symmetric) and y„ (antisymmetric) 

g 
exist .   Both solutions diverge as x(z) —> ± oo unless the 
parameter ä (or b) take certain values for which the series 
terminate and the solutions become Hermite functions. 
Asymmetric standard solutions U and V exist    , which are 

in which we have taken the liberty of omitting the primes composed of yx and y2, and approach zero as x(z) — ± oo. 
and still use ü   without the time dependence 
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Hence, since only the symmetric solutions can be driven by 
a uniform voltage, we must use y, in the electroded region 

and U (or V) in the unelectroded region for the direction 
becoming infinite. The generic equations (3.1), (3.6) and 
(3.7)  hold for each region  defined in the  analysis  for 

different values of w , a, ß, ä and b. 

Since for analytical convenience in the determination 
of  the   eigensolutions   we   have   replaced   the   circular 
electrodes by the circumscribed square, we need consider 
only one quadrant of the resonator, the plan view of which 
is shown in Fig.2.  It should be noted that the edges of the 
rectangular  (square)   electrodes   are  oriented  along   the 
directions of the primed coordinate system discussed in 
Sec.2.   Since P    and M    are the same in the electroded n n 
and unelectroded regions and A  << 1, the continuity 
conditions at the edges of the electrodes are given by 

u = u 

u = u 

u , = u , , at x. = i, , 

T 
U   q   —   U       n      at   Xq   —    On   ' (3.8) 

By virtue of the fact that the same continuity conditions 
exist along the continued dotted lines shown in Fig.2, we 
also have 

uT = uC, T         C u, i = u, i at xi = h 
uS = uC, U     q        11      q      aX   Xn       Cq 

(3.9) 

From the generic equation (3.2), for the electroded 
and unelectroded regions, respectively, we write 

x = ox, , z = ßxn , x = ax, , z = ßx„ ,       (3.10) 

which with the generic equations (3.7) permits us to write 

_2" 
F = 0, G" - 

_2 
6 + 2- G = 0 , 

2 
a + f- F = 0,G" - 

2" 
G = 0 , F" 

where from the earlier discussion we must have 

(3.11) 

F = yi(x) ,  G = yi(z) , F = U(x) ,  G = U(z). 

(3.12) 

In order to satisfy the edge conditions in (3.8) and (3.9) 
pointwise, we neglect A compared with 1 in the coefficient 

2 2 of the Xn term in the S region and the x, term in the T 

region in Eq.(3.1) for the S and T regions and take the 
eigensolution in the form 

ü = AFG ,   uS = BFG , uT = CFG , uC = DFG . 
(3.13) 

Substituting from (3.13)1., into Eq.(3.1) for the - , S and 

T regions, respectively, and neglecting A in the S and T 
regions as noted above, we obtain the equivalent of the 
generic equation (3.6) for each of the three regions, which 
take the form 

Mna2ä + Pn^b + p(w2 - w2) = 0 for - , 

Mna2a + Pn^b + p(w2 - w2) = 0 for S , 

M nä
2ä + P^b + p{u? - wn) = 0 for T . 

where 
(3.14) 

-2 a   = nx c(1)l 

2 a  = nw 

2M Rh0-1 

n 

(1) 

1/2 

1/2 

t    = n-K cW 
L2P Rh3 

n    0 

1/2 

L2M Rh° 
n     0 

ß2     = 
MD11/2 

L2P Rh3 

n     0 
(3.15) 

Employing (2.6)., in (3.15) and the fact that A << 1, we 

obtain 

a2 = a
2(l - A/2) ,    ? = f?(l- A/2) . 

(3.16) 

Subtracting (3.14)1 from (3.14)2 and (3.14)1 from (3.14)„, 

respectively, and substituting from (2.5), we obtain 

2 2 
M n(A-A)-5V(B(l)-g(l)) = 0l 

4ho 
2 2 

p ((¥b - tfb) - 54- (5W - cW) = 0 
4h2 

(3.17) 

Substituting   from   (2.6)1   and   (3.16)   into   (3.17)   and 

employing the fact that A << 1, we obtain 

ä + 
K  A n K A 

b = b + - 

where 
V 

(3.18) 

2 2_(1), K_ = n'7r'c^V4h (3.19) 

At this point we note that (3.13) does not satisfy 
Eq.(3.1) in the relatively unimportant  C region, as in 

earlier work on the flat plate trapped energy resonator . 
However, since the solution in the C region satisfies (3.9), 
it satisfies the equations to first order in the derivatives, 
but not to second order in the derivatives. Thus, in this 
eigensolution, the equations associated with the relatively 
unimportant corner type regions are satisfied to first order 
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in the derivatives while the equations associated with the 
other regions are either satisfied, or almost satisfied, to 
second order in the derivatives. This approximation is 
nevertheless very accurate because of the slow variation of 
derivatives in the plane of the plate and the slow variation 
of the thickness of the plate compared with the thickness 

differentiated term —pu ü   in (3.1). 

Substituting from (3.13)1_3 into (3.8), we obtain the 

two sets of equations 

Ay^a/j) = BU(a^) , aAy{(a^) = aBU'fa^) , 

Ayi(#3) = CU(/M3), ßAy{(M3) = ßCV'(ßt3) . 

(3.20) 

For a non—trivial solution to each set we obtain the two 
transcendental equations 

(3.21) 

the roots of which yield änm and b    , respectively, in 

which we have reintroduced the n to denote the harmonic 
family and the m and p denote the associated anharmonics 

for the x^ and xX directions, respectively. When ä      and 

b__ are known, the eigenfrequencies w        for that mode np ' o        i nmp 
may be obtained from (3.14)r Clearly, from (3.20), „ we 

have the amplitude ratios 

B = Ay1(a^1)/U(a^1) ,   C = Ay^)/^) , 

(3.22) 

while from (3.9), and (3.22), we have 

D = Ay1(^3)y1(a£1)/U(^3)U(^1) 

(3.23) 

4. Forced Vibrations 

Now that we have the free vibrational modes of 
contoured trapped energy resonators with rectangular 
electrodes, we can obtain the forced vibrational solution by 
expanding in a series of the free vibrational solutions. To 
this end from (2.9) we write the equation for forced 
vibrations in the electroded region in the form 

M_ii n _n 
nVl + PnG **-P^ 

puTW 

nu,33    -~n 

,2-n 

1 + 

2,2-, 
1 + x3 

"^o~J 
ün + 

V iüA (4.1) 

and in each of the unelectroded regions S, T and C in the 
form 

Mnu ?i + p„ Ai - P*fc n ,11       n  ,ii    r n 

2-, 

1 + 
xl + x3 
Tiur o J 

+ pw2un = 0 (4.2) 

where F , w   and u   are given in (2.3), and (2.5). 

We now write the 
(4.2) as the sum of the 
thus 

steady—state solution of (4.1) and 
eigensolutions obtained in Sec.3, 

fln = eioA y Knmpünmp      n = ^ y Knmp nmp 

mp mp 

u£ = eiwt ^ KnmPu^mP , u£ = eiwt ])] KnmPUgmP 
mp mp 

(4.3) 

in which the KnmP denote the amplitudes of the driven 
modes. Substituting from (4.3) into (4.1) and (4.2) and 
employing the homogeneous forms of (3.1) for each region 
(-, S, T, C), we obtain 

y KnmpP(W
2-JL )unmp = FTi 

mp 

]>;K-w-w2mp)urp=0i 

mp 

:i>mp*2-ip)4mp=». 
mp 

5;K™Pp(«J»-^niJn»mP = 0, 
mp 

*W uc (4.4) 

for each of the respective regions. From (4.4) we form 

I   I 

4]>;K-P^2-^mp)[j}fl-Pü-tdx1dX3 + 
mp 

\  j   u^mPu^st dXldx3+]  J   u™Puf dXldx3 
llQ 

+ JJu^u-tdx1dx3j=4}  I   Fnunst dXldx3 , 

(4.5) 

o  o 
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and   since  no   energy  is  lost  from  the  eigensolutions 
obtained    in    Sec.3,    they    satisfy    an    orthogonality 

condition   , which enables us to obtain from (4.5) 

n nst' 

where 

L nmp — 4 

oo     o 

+ 

<] L C ) 

iih 
(unmp)2 dXldx3 + 

'loo 
nmp\2 dx,dx,. 

o   o o U 

(u*mp)2 dXldx3 +  f   [ (u£mp)2 dXldx 
'1 c3 

'1 <"3 

J nmp =   4j        J        ü^dXjdXg 

(4.7) 

(4.8) 

o   o 

The substitution of (2.3), into (4.6) enables us to write 

Knmp _ H)V y-w  , m 
cTOi - it /j/JL. 272- 1        lid   . - nmp'      '   nmp 

in which, as usual, we have replaced w „   by w where ' ' r nmp   J    nmp 

D2 ~ e26ul,2     €22v,2 

and then substituting from (4.12) into 

D„ dx.. dx„ 

o o 

I~« JJ 
c 

for the square electrode or 

I = -J   O^ dx0 

(4.12) 

(4.13) 

(4.14) 

for the circular electrode. Since the integrals are 
performed numerically, they may be performed equally 
readily for the circular as the circumscribed square 
electrode. Performing the integrations in either (4.13) or 
(4.14), we obtain 

nmp 
I 
v: 

1W£, 

TF 
22 '1 + k2) Ae 

+ 
~2      2 

    22 1   nmp  

t("nmp/"V l]nVLnmpho 

where 

Äe=Ae(l + ^2/8Rho),k
2 = e2

6e22c(1). 

(4.15) 

(4.16) 

ü)        = a)        + iw       /2Q        , (4.10) nmp       nmp        nmp'   ^nmp ' v      ' 

and Q is the unloaded quality factor in the nmpth 

mode. 

On account of the resonance denominator in (4.9), in 
the vicinity of a resonance one term in the sums in (4.3) 
dominates the others, and in view of the transformations 
for electroded regions in Eqs.(87) and (88) of Ref.l, the 
solution in the electroded region may be written in the 
form 

e0flVx„ 
u, = e sin- W ^2h 

iwtRnmp oiti ""2 -nmp _ c26     2   jut 

-     Vx2   iwt , e26 

c 

nTDC, 

n-1      - 

H)2  TT 
Knmpünmpeiwt (4.11) 

The admittance Y of the nmpth mode of the contoured 
trapped energy resonator is obtained by first substituting 

from (4.11) into12 

The quantities C   and C „   defined by o nmp J 

o       e 

c      — 

W1  + $ 
2ho 

4f   ic2 
4<f22Kl nmp 

nmp n2?r2L       h nmp   o 

(4.17) 

are called the static and motional capacitances, 
respectively.    Clearly, if the numerical integral J       is 

performed for circular electrodes, the motional capacitance 
Q 

nmp is for circular electrodes. 

5. Calculated Results 

The results of calculations based on the analyses 
presented in Sees.3 and 4 are presented in this section. 
Figure 3 shows the variation in mode shape in the 
x^-direction   for   a   fundamental,   2.5   MHz,   AT-cut 

contoured trapped energy resonator for different values of 
the radius of curvature R of the contour. The dotted line 
in the figure denotes the edge of the electrode. As 
expected, the figure clearly shows that the mode becomes 
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more sharply confined to the center with decreasing R. 
The figure also clearly shows that for the smallest value of 
R, i.e., R = 10.6 cm, the point of inflection of the mode 
occurs well within the electrode. This means that for 
R = 10.6 cm, the contouring causes the trapping and the 
influence of the edge of the electrode is negligible. The 
curve for R = 50 cm shows that the point of inflection still 
occurs inside the electrode, but not that far from the edge. 
Hence, curve B is for a contoured, trapped energy 
resonator with the contouring considerably more 
significant than the edge of the electrode in causing the 
trapping. Both curves C and D show that the inflection 
point occurs at the edge of the electrode. This means that 
for these mode shapes both the contouring and electrode 
edge are significant in causing the trapping. Figure 4 
shows the mode shape for the lowest symmetric 
anharmonic for the same resonator and the same values of 
R as Fig.3. 

Figure 5 shows the variation in mode shape for a 
third overtone, 5 MHz, SC-cut, B.V.A. contoured 
resonator with R = 30 cm for different electrode sizes. 
The curves presented are for the fundamental mode of this 
resonator because they are much more informative than 
those for the third overtone. The figure shows that the 
mode shape is essentially the same for all electrode sizes 
treated. However, the curves show that for the smallest 
electrode size, I = 4 mm, the inflection point is at the edge 
of the electrode, while for the larger electrode sizes, the 
inflection point is well within the electrode. This means 
that for I. — 4mm both the contouring and electrode edge 
are significant in causing the trapping, while for the larger 
electrode sizes only the contouring is significant in causing 
the trapping. 

Figures 6 and 7 show the mode shapes in the 
Xj—direction   for   a   fundamental,   2.5   MHz,   AT—cut 
contoured trapped energy resonator for different electrode 
sizes, for radii of curvature R = 200 cm and R = 1000 cm, 
respectively. The curves show that both the contouring 
and the location of the electrode edge strongly influence 
the trapping, since quite different curves are obtained for 
different electrode sizes. This difference becomes more 
pronounced with increasing R. The analysis of contoured 
trapped energy resonators presented in this work is 
essential for the description of these resonators. At this 
point it should also be noted that even for the small values 
of R used in practical contoured resonators, for sufficiently 
small, but not too small, electrode size this analysis is 
essential. 

Calculations have been performed for a fundamental 
2.5 MHz, AT-cut contoured resonator with the dimensions 
shown in Table I and for which measurements have been 
made for some of the modes. The thickness 
2h   = 0.68783 mm was found by matching the measured 
frequency for the 300 mode with the calculated one.  It can 
be seen that the agreement between the calculated and 
measured resonant frequencies is extremely good as in the 

3 1 earlier work ' , except for the 122 mode, for which strong 
coupling to flexure is believed to exist.  More importantly, 
we also compare these calculated resonant frequencies with 
those obtained using the Hermite functions employed in 
Ref.l.    The results are almost identical.    The motional 
capacitances   of  some   of  the   modes   have   also   been 
tabulated in Table I along with the measured values and 

those calculated using the Hermite functions of Ref.l.   As 
o 

observed   in   earlier   work     the   agreement   between 
calculated and measured values is reasonably good.    As 
expected, the calculated values of C        for the square nmp ^ 
electrode in this work and using the Hermite functions of 
Ref.l are very close.    The relation between the C nmp 
calculated  in   this   work  for  the   square  and   circular 
electrodes is quite interesting.   Although for n = 1 there is 
generally a significant difference, for n = 3 and n = 5, 
there will be very little difference or none at all unless the 
electrodes are very small.   This is a result of the fact that 
for  n   >   1,   the  entire  mode  is  essentially  under  the 
electrode.  Although the C, „,, is always slightly smaller for 

the circular than for the square electrode, the other C-. 

can be significantly different for the circular and the 
square electrode, and in fact can be larger for the circular 
than for the square electrode as shown by C122 for R = 50 

cm. This is a consequence of the fact that anharmonic 
mode shapes such as shown in Fig.4 can result in an 
increase for the circle as compared with the circumscribed 
square. 

Calculations have been performed for a third 
overtone 5 MHz, SC-cut contoured BVA resonator with 
the dimensions shown in Table II and for which frequency 
measurements have been made for many of the modes. 
Again the thickness was obtained by matching the 
measured frequency for the 300 mode with the calculated 
one. Since the calculated frequencies are almost 
identical with those in Table IV of Ref.l, the agreement 
with measurement is as good as in Ref.l.   The table also 
shows the calculated     Cn      from Table V of Ref.l and 
for the square and circular electrodes from the analysis 
presented in this work. As in the other case the 
comparison is quite interesting. Table III shows the 
results of calculations that have been performed for a 
hypothetical AT—cut contoured resonator for a radius of 
contour R = 200 cm for the dimensions shown. The 
calculations were performed for two different electrode 
sizes.   The comparison of the C        for the circular and 
square electrodes is quite interesting. 

Table IV contains calculations performed for an 
SC-cut of the dimensions shown for different values of R 
in an attempt to see if the analysis presented in this work 
can be used for the flat plate. The columns labeled flat 
plate are taken from Table III of Ref.l and are considered 
to be correct. The table shows that the frequencies 
become closer as R increases but that the motional 
capacitances become worse. This means that the 
description presented here cannot be used for the flat 

plate. This is not surprising because the a and ß in (3.3) 
approach zero as R —> w for the flat plate and the entire 
series description breaks down. In closing it should also be 
noted that although the calculations for R = 1000 cm are 
accurate, for R = 5000 cm they have become quite 
inaccurate. 
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AT-cut, N=l, M=2, Mode shape at different R 

Figure 2 Plan View of the Contoured Trapped 
Energy Resonator Showing One Quadrant 

AT-cut, N=l, M=0, Mode shape at different R 
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-B-R=50cm 

-C-R=120cm 

-D-R=1000cm 

Figure 3 In-Plane Dependence of Mode Shape for 
a Fundamental, 2.5 MHz, AT-Cut Contoured 
Trapped Energy Resonator for Different 
Radii of Curvature of the Contour 
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Figure 4 In-Plane Dependence of Mode Shape for 
the Lowest Symmetric Anharmonic for the 
Same Resonator and Same Radii of Curva- 
ture of the Contour as Figure 3 

SC-cut BVA, N=l, M=0, R=30cm, 
Mode Shape for different electrode size 
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Figure 5 In-Plane Dependence of Mode Shape for 
the Fundamental of a 5 MHz, Third Over- 
tone, SC-Cut Contoured BVA Resonator 
with R = 30 cm for Different Electrode 
Sizes 
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AT-cut, N=l, M=0, R=200cm, 
Mode shape for different electrode size 

-A-l=3mm 

—fi— l=5mm 

-C-l=10mm 

Figure 6 In-Plane Dependence of Mode Shape for a 
Fundamental, 2.5 MHz, AT-Cut Contoured 
Trapped Energy Resonator with R = 200 cm 
for Different Electrode Sizes 

AT-cut, N=l, M=0, R=1000cm, 
Mode shape for different electrode size 
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Figure 7 In-Plane Dependence of Mode Shape for 
a Fundamental, 2.5 MHz, AT-Cut Contoured 
Trapped Energy Resonator with R = 1000 cm 
for Different Electrode Sizes 

TABLE I 

CALCULATED AND MEASURED RESONANT FREQUENCIES AND MOTIONAL CAPACITANCES 
OF 2.5 MHZ, FUNDAMENTAL, CONTOURED AT-CUT RESONATOR 

AT-CUT RESONATOR, 2h0 = 0.68783 mm, R = 1.864 x 10'3, 2l = 9.4 mm 

R = 

N 

10. 

M 

6 cm 

P Hermite 
Freq. 

Present 
(Khz) 

Measured Hermite Square 
C(fF) 

Circular Measured 

1 
1 
1 
1 

0 
0 
2 
2 

0 
2 
0 
2 

2508.1 
2683.7 
2728.4 
2890.7 

2508.1 
2683.9 
2729.3 
2891.3 

2505.5 
2683.4 
2727.7 
2843.2 

14.20 
5.81 
4.64 
1.90 

14.31 
5.90 
4.67 
1.93 

13.88 
4.60 
3.57 
0.147 

13.21 
6.25 
2.16 

3 
3 
3 
3 

0 
0 
2 
2 

0 
2 
0 
2 

7325.8 
7510.7 
7519.9 
7700.1 

= 7325.8 
7510.6 
7519.8 
7700.0 

= 7325.8 
7514.1 
7520.1 
7693.4 

0.50 0.50 0.50 0.52 

5 
5 
5 
5 

0 
0 
2 
2 

0 
2 
0 
2 

12152.8 
12339.4 
12366.6 
12550.1 

12153.1 
12338.1 
12366.9 
12548.7 

12154.1 
12343.0 
12367.7 
12532.0 

R = 50 cm 

N    M    P Freq.   (Khz) C-square  (fF) C-circular  (fF 

1    0    0 2452.2 23.47 20.32 
1    0    2 2539.2 3.41 0.97 
1     2    0 2562.6 1.04 0.159 
1    2    2 2645.9 0.152 0.600 
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TABLE II 

CALCULATED AND MEASURED RESONANT FREQUENCIES AND CALCULATED MOTIONAL CAPACITANCES 
OF A 5 MHz, THIRD OVERTONE, CONTOURED SC-CUT BVA RESONATOR 

SC-CUT BVA RESONATOR, 2h0 = 1.0905 mm, R = 0, 2«. =  9.4 mm, R = 30 cm 

Frequency (KHz 

N M P Hermite Present Measured 

0 0 1698 1698 
0 2 1775 1776 
0 4 1850 1851 
2 0 1798 1799 
2 2 1872 1873 
2 4 1942 1944 
4 0 1894 1895 
4 2 1963 1965 

3 0 0 5000 5000 5000 
3 0 2 5085 5085 5096 
3 0 4 5168 5168 5194 
3 2 0 5078 5078 5089 
3 2 2 5161 5161 5185 
3 2 4 5243 5243 5278 
3 4 0 5154 5154 5178 
3 4 2 5236 5237 5268 

5 0 0 8312 8312 8309 
5 0 2 8407 8407 8411 
5 0 4 8500 8500 8512 
5 2 0 8402 8402 8404 
5 2 2 8496 8496 8502 
5 2 4 8588 8589 8599 
5 4 0 8491 8492 8495 
5 4 2 8584 8584 8589 

Motiona 1  Capacitance (fF) 

M P Hermite 

Present 

N Square Circular 

1 0 0 4.87 4.977 '4 .084 
1 0 2 0.157 0.276 0 .0092 
1 2 0 0.006 0.0075 0 .0259 

3 0 0 0.265 0.266 0 .261 
3 0 2 0.109 0.111 0 .094 
3 2 0 0.115 0.116 0 .099 

5 0 0 0.066 0.066 0 .066 
5 0 2 0.032 0.032 0 .031 
5 2 0 0.032 0.032 0 .031 
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TABLE III 

CALCULATED RESONANT FREQUENCIES AND MOTIONAL CAPACITANCES OF A 2.5 MHz, FUNDAMENTAL CONTOURED 
TRAPPED ENERGY AT-CUT RESONATOR WITH R = 200 cm FOR TWO DIFFERENT ELECTRODE SIZES 

AT-CUT RESONATOR, 2h0 = 0.68783 mm, R = 200 cm, R = 1.869 x 10"3 

I = ( D.3 cm 

N    M P Freq.   (Khz) C-square (fF) (C-circular  (fF) 

1    0 0 2433.1 10.040 7.001 
1    0 2 2483.1 4.758 4.981 
1    0 4 2525.4 0.684 1.613 
1    2 0 2493.6 2.937 2.669 
1    2 2 2542.4 1.392 1.577 
1    2 4 2583.8 0.200 0.364 
1    4 0 2547.0 1.012 1.385 
1    4 2 2594.8 0.479 0.611 
1    4 4 2635.4 0.069 0.064 

3    0 0 7252.6 1.189 0.968 
3    0 2 7303.3 0.0325 3.03 x 10"4 

3    0 4 7349.2 0.144 0.053 
3    2 0 7306.0 0.012 0.0012 
3    2 2 7356.4 3.18 x 10-4 0.0275 
3    2 4 7401.9 0.00141 0.0227 
3    4 0 7353.5 0.0501 0.0169 
3    4 2 7403.5 0.00137 0.0150 
3    4 4 7448.7 0.00608 0.00363 

l = 0 .5 cm 

N    M P Freq.   (Khz) C-square (fF) (C-circular  (fF) 

1    0 0 2428.9 30.125 23.784 
1    0 2 2477.7 0.299 0.231 
1    0 4 2521.1 3.354 0.844 
1     2 0 2490.0 0.084 0.668 
1     2 2 2537.7 8.30 x 10-4 0.336 
1     2 4 2580.0 0.0093 0.594 
1    4 0 2543.1 0.886 0.087 
1     4 2 2589.8 0.0088 0.589 
1     4 4 2631.3 0.0986 0.359 

3    0 0 7251.6 2.037 1.946 
3    0 2 7295.6 0.680 0.475 
3    0 4 7342.9 0.0853 0.0141 
3    2 0 7297.9 0.621 0.431 
3    2 2 7341.6 0.207 0.0013 
3    2 4 7388.7 0.026 0.0339 
3    4 0 7347.9 0.0415 0.0044 
3    4 2 7391.3 0.0139 0.0259 
3    4 4 7438.1 0.0017 2.15 x  10-4 
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TABLE IV 

COMPARISON OF CALCULATED RESONANT FREQUENCIES AND MOTIONAL CAPACITANCES OF A 10 MHz, 
FUNDAMENTAL CONTOURED TRAPPED ENERGY SC-CUT RESONATOR FOR INCREASING LARGE 

VALUES OF R WITH CALCULATIONS FOR THE FLAT PLATE 

SC-CUT RESONATOR, 2h 0 = .17979 mm, Zu  = 3.0 mm, M = P = 0 

Frequency (Mhz) 

Flat 
Plate 

Present 

N      NR R = 50 cm R = 500 cm R = 1000 cm 

1    0.01 
1    0.02 
1    0.03 

3    0.01 
3    0.02 
3    0.03 

9.934 
9.843 
9.748 

29.912 
29.814 
29.715 

9.982 
9.882 
9.781 

29.975 
29.874 
29.773 

9.937 
9.842 
9.744 

29.922 
29.882 
29.722 

9.934 
9.840 
9.741 

29.917 
29.817 
29.715 

Motional Capacitance (fF) 
Present 

NR Flat R = 50 cm R =  500 cm R = 1000 cm 
Plate 

1 0.01 2.51 2.990 3.384 3.395 
1 0.02 3.27 2.955 3.350 3.371 
1 0.03 3.71 2.928 3.304 3.328 

3 0.01 0.45 0.147 0.316 0.342 
3 0.02 0.52 0.147 0.308 0.331 
3 0.03 0.57 0.147 0.304 0.349 
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Abstract 

A perturbation method has been developed in order to 
correctly predict the sensitivity of Surface Transverse 
Waves (STW) to quasi-static temperature effects. This 
approach is based on the coupling of unperturberd 
STW characteristics and thermoelastic properties of 
the substrate. The unperturbed STW parameters are 
calculated taking piezoelectricity into account for 
propagation under shallow grooves and thin metal 
strips. An analytical expression of the first order 
temperature coefficient is obtained in the case of 
grooves. 

Finite element analysis has been used for the case of 
metal strips deposited one crystalline substrate 
submitted to slow temperature variations. The 
validity of the results presented is carefully analysed 
and comparison with available experimental data are 
dicussed 

Introduction 

The propagation of surface transverse waves (STW) 
on piezoelectric substrates has been used for the 
design of high frequency delay lines and resonators 
[1,2,3]. A theoretical model has been proposed for 
modelling temperature effects in STW devices in the 
nonpiezoelectric approximation [1, 4] and 
temperature compensated crystal orientations have 
been predicted. However, most devices have been 
built on existing cuts of quartz (AT-cut) for which the 
frequency-temperature dependence of STW devices 
has been found with a parabolic curve. Some 
discrepancies exist between the model proposed by 
Auld and Thompson [4] and experimental results, 
these discrepancies being attributed to quasi-static 
stress effects. More experimental work by Avramov 
[5] has confirmed the interest of the AT cut of quartz 
as a thermally compensated STW cut but no other 
theoretical approach has been presented yet. These 
experimental results reinforce the need of a precise 
model of thermal sensitivity of surface transverse 
wave propogation in order to optimize the existing 
devices and to check the existence of other 
temperature compensated crystal cuts for STW 
applications. 

It is known for Rayleigh wave sensitivity to 
temperature effects that conventionnal models [6] 
based on the variation of elastic constants versus 
temperature introduce some fundamental errors due 
to the use of non rotationaly invariant temperature 
coefficients [7]. 

Then, Tiersten and Sinha have developed a 
perturbation method to predict more precisely the 
sensitivity of acoustic wave propogation to 
temperature effects [8]. this model is based on 
variational equations of small acoustic fields 
superposed on a bias [9] and requires the temperature 
derivatives of the fundamental elastic constants of the 
propagation substrate [10]. 

Following this approach, a new model is proposed to 
improve theoretical predictions of temperature 
sensitivity of STW propagation. First, derivation of 
STW propagation under metal strips or grooves has 
been implemented with piezoelectricity taken into 
account. This has been performed using a calculation 
procedure close to Bright and Hunt's one [11] but not 
limited to cubic crystals. This model is described in 
the first section of the present paper. 

Then, results obtained using this model have been 
combined to a perturbation method in order to 
calculate the first order temperature coefficient of 
STW. In the case of STW propagation on quartz under 
shallow grooves, an analytical expression has been 
obtained allowing a systematic investigation of STW 
temperature coefficient versus cut angle Theta and 
the groove depth. In the case of STW propagation 
under metal strips, stresses and strains near the 
surface are derived by finite element analysis and 
then coupled with the unperturbed STW parameters 
using a numerical procedure close to the one 
implemented for predicting the mechanical and 
thermal stress sensitivities of Rayleigh waves [12]. 
Calculations have been focused in the AT cut region 
in order to compare theorical predictions to available 
experimental data [4, 5]. 

As a conclusion, improvements and critics of the 
presented model are discussed. 
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I - STW propagation on piezoelectric substrates 

In this section, derivation of STW propagation on 
piezoelectric crystals corrugated by shallow grooves or 
strips (fig. 1) will be described. In the case of quartz, 
that significates that only singly rotated Y cuts will 
be suitable for STW applications (propagation along Z' 
axis). It is known [13] that STW can propagate under 
the same conditions as Bleustein-Gulyaev waves 
(considering a substrate with a metallized surface). 
Then, piezoelectric STW are described following an 
approach proposed by Bright and Hunt [11] 
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where p0 is the density of the substrate in the 
material coordinates (ai, a2, a3) represented in fig. 1 
and Cij and ejj are respectively the rotated elastic and 
piezoelectric constants expressed in contracted 
indexes, ejj are the rotated dielectric constants.The 
expression of ui and <J> given in equation (1) are then 
injected in equations (2), yielding a relation between 
anr and ßn under the form of a polynomial of the 4th 
degree in anr- 

%r(C66£22+4) 

where ui and <3> represent respectively the mechanical 
displacement and its coupled electrical potential, Anr 
and Bnr are the mechanical and electrical amplitudes, 
anr is a coefficient relative to the wave penetration 
along the substrate depth, ßn is the wave number for 
the nth mode and is defined by the relation ßn = ßo 
+ 2 nn/A where A is the periodicity of the 
corrugation. 

+anr2^n (C66£32 + C56£22 "626(e36 +e25)) 
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Thin metal strips or 

shallow groove grating 
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A 

Fig. 1.Piezoelectric substrate corrugazed 
by grooves or strips 

The propagation of STW will be governed by the 
propagation equation associated with Poisson's 
condition for a non-conducting media which are 
written for singly rotated Y quartz cuts as follows 
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For a given ßn, equation (3) will provide 4 values of 
dm- ensuring the compatibility between the 
propagation equation and Poisson's condition (eq. (2)). 
only 2 values of anr will be considered which 
correspond to waves with a decreasing energy along 
the substrate depth. These anr are those of the two 
partial waves of equation (1). 

Mechanical boundary conditions 

It is necessary to establish the boundary conditions for 
both grooves and metal strips in order to calculate the 
other characteristics of the STW propagation. In the 
case of metal strips, the mechanical boundary 
conditions usually applied are those established by 
Datta and Hunsinger for a rectangular profile of the 
strips [14]. In this paper, a more general description of 
these boundary conditions based on previous works of 
Tuan and Parekh [15] is proposed and applied to STW 
calculations. This approach is only valid for shallow 
grooves or thin strips but it allows to consider all 
corrugation shape which can be represented by a 
function along the propagation direction as defined as 
follows 

a2 = Af(oa) 
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where h is the maximum height of the obstacle (cf. fig. 
2) which is supposed to be non limited in the ai 
direction. 

Quartz substrate 

Fig. 2. Profile of shallow grooves or metal strips 

For both cases of grooves and strips, the mechanical 
propagation conditions at the surface will be written 

T.-v- = 0 
y J (4) 

where Ty is the dynamic stress field and VJ the normal 
vector to the surface which is approximated using the 
following formula 

dfiao) 
v* = 0; v9 = 1; Vo = - h- 

da. 
(5) 

i2" 
= 0 i2 a   =0      * 

2 2 = 0 
(7) 

2 = 0 

Considering equation (6) and the propagation 
equation in the strip, mechanical boundary conditions 
are obtained under the following form 

T12(0,ag) = M/U3)(p<a ^(0,^)+- 
ar13(o,a3) 

öa„ 
(8) 

+ ■ 
8/fog) 

da„ 
T13(0'a3)] 

For a rectangular profile of the strip, f(a3) will be 
replaced by the Heaviside function and the usual 
Datta and Hunsinger boundary conditions will be 
obtained 

Electrical boundary conditions 

For shallow grooves, the continuity of the electrical 
displacement vector Dj and of the potential <E> must be 
respected and will be written 

(Ds.-Dv.)v. =0and<PS= <PV in a~ = hf{a„) (9) 
J      J       J 6 o 

where the upperscript s stands for "substrate" and v 
for "vaccum". <&" is calculated using Poisson's 
condition in vaccum (without charges) and assuming 
that the electrical potentiel vanishes in a2 = + °°. 
Following the same approach as in the case of 
mechanical stresses, equation (9) is developed in 
Taylor-Mc Laurin series and finally, the electrical 
boundary condition for shallow grooves is written as 
follows 

In the case of shallow grooves, the dynamic stress field 
at the propagation surface is developed using Taylor- 
Mc Laurin series and is injected in equation (4). 
Taking equation (5) into account and limiting the 
series to the terms of first order along h, the 
mechanical boundary will be expressed as follows 

3/fog) 
T.9(Q,aJ = h(- -W-Ztag)- 

aw 
dar 

-) (6) 

D|(0, a3)-D^(0, o3) = 

-A (flag) — (Ds
2{0,a3)- D\ (0, Og) 

da c 

a/too) 
+ 

da„ 
.(Ds

2(0,a3)- Dv
2(0,a3)) 

(10) 

For singly rotated Y quartz cuts, equation (6) has to 
be verified only for i = 1. 

In the case of shallow metal strips, equations (4), (5) 
and (6) will describe the stress field in the strip and 
will be noted with a prime. But it is necessary to add 
continuity conditions on stresses and displacements at 
the interface between the strip and the substrate. 
These conditions will be expressed as follows 

In the case of metal strips, a simplified electrical 
boundary condition has been used for the present 
study. The electrical potential 4> has been assigned to 
zero in a2 = 0, corresponding to an academic 
calculation of a completely metallized surface with 
local mass-loading effects due to the strips. Thus, the 
electrical boundary condition is reduced to the simple 
equation 

<P    =0ma2=0 (11) 
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For both cases, a Fortran program has been written 
which calculates all the characteristics of the STW 
propagation using an approach identical to this 
implemented by Bright and Hunt for cubic crystals 
[11]. It is then possible to have access to all the STW 
parameters for all values of w. It is particularly 
interesting to plot the relation between and a and ß0 
which charaterize the dispersive nature of STW 
propagation. The dispersion curves appear in fig. 3 for 
both cases of metal strips deposited at the surface of 
an AT quartz cut (<3> = 0°, 0 = 37°). The spatial period 
A is equal to 4,9 urn and the calculations bave been 
performed for h = 100 nm, 150 nm and 200 nm which 
corresponds to usual practical height of the 
corrugation [5,16]. 

' ' 

^ 
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b-1500 A —-^/ 
h-1000 A 
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" 

Real port of 
the propagagtion constant ß  (m-1) 

Imaginary part of 
the propagagtion constant ß (m- 1) 

Fig. 3. Dispersion curves for STW on (6=37°) cut 
caered with metal strip of different height 

The classical stop-band phenomenon for the periodic 
structure composed by metal strips is illustrated in 
fig. 3 by the curve of the real part of the propagation 
constant ßo. For values lower than n/A, ßo is real, 
which to a propagating comportment of the wave. 
When ßo is higher than n/A, its imaginary part grows 
which correspond to an attenuation of the wave in the 
corrugation network. This general behavior of STW 
propagation versus A allows to realize resonators. The 
characteristics of STW have been then calculated for a 
given structure reported in fig. 4. Now the parameters 
of this unperturbed STW propagation will be used to 
modelize first order quasi static temperature effects. 

h 

Am = 5.1 flm ; A. 4.9 yum 

Fig. 4. Structure of corrugations 
(grooves on metal strips) 

retained for calculation of STW parameters 

III.     Perturbation     method     for     1st     order 
temperature effects 

In   the   most   general   case,   following   forms   of 
variationnal   propagation   equations   have   to   be 

considered   to   implement   Tiersten's   perturbation 
method 

2 f f f      *   ° J ■ p   co       I        u. u.  av = 
o    o J J Jv     i    i 

Hi •> 
ak 

c„. duj o\ 

ikjm Q 
dv 

2 f f f       °*     j -p    co    III      u.   u. dv = 
o        J J Jv      ii 

(12) 

///. »r 
ak 

du. 

ikjm . dv 

where the index o denotes an unperturbed parameter 
of STW and Ajkim is a tensor taking into account the 
non linear effects due to the perturbation considered 
[12]. Equations (12) may be simplified using Green- 
Ostrogradsky relation. The degree of derivation on UJ 
is then decreased but a surface integral arises. This 
surface term will be equal to zero because of the 
mechanical boundary conditions (4) which must be 
preserved during the perturbation phenomenon. 
Following then the usual perturbation procedure and 
applying the convenient approximations described in 
[8], an expression of the frequency shift due to the 
perturbation can be obtained 

F-F JJJv    da.      lkjm da 
K m 

2Po al JJJV  
U°(   A dv 

(13) 

where Hjkim is the general thermoelastic perturbation 
tensor [12]. In the case of shallow grooves, no stresses 
arise during thermal dilatation and Hikjm will be 
simplified using approximations described in many 
references [8, 10, 12] and considered homogeneous in 
the whole substrate. After development of the 
propagation terms of equation (13) the following 
expression of frequency shift is obtained 

£      £  r .A     A 
F~Fn      „J~^-   «>,rii    nmrs    nmrs" nr~~ms O       n,m — —oo rts —1 

+ 00 
2 ^—\ * 

2p    co    >       A     A       I 
o     o *—>        nr    ms   nmrs 

r,s=l (14) 

with    r        ={a   a     H~0.0     f nmrs        nr ms    l^li 

(ß  a      -aß  )F101Q+Jj? ß    tflqlo) e n  ms      nrn      1213    ^ re m    1313' 
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and 

/•i   ri\.   ,.«/(. ctg; nr        ms'   2 

= /// Jo  Jo   J— • 

In 
j — (n - m)a„ 

A ö 

(15) 

da   da„ da^ 

where Gn(a2) is a function to be defined using 
propagation equation in the strip [17]. Injecting (17) 
in this equation yields the following differential 
equation 

3 <W     . »5 

 n  +(P   — 
da c 

/»;)GB(«2> = ° 
(18) 

'66 

Then it is possible to evaluate a solution of Gn(a2) 
under the form 

It should be noted that since (F - Fo)/Fo is calculated 
here only for a STW delay line or for the cavity of a 
resonator (cf. fig. 4), the propagation coefficient ßo 
will remain real. Finaly, an analytic formula of the 
first order temperature coefficient 6a is obtained for 
STW propagating under shallow grooves. For 
propagation under thin metal strips, equation (13) 
will be expressed differently in order to take account 
of the influence of the strips. As in the case of grooves, 
surface integrals will be supressed because the 
boundary conditions (4) are assumed to be respected 
by the perturbed propagation. Equation (13) becomes 
in the present case 

F-F — aw   n    J   — co d 

du ■ 

ikjm  ~      da2 

+ 00    rA    r0 
2C°n [P„   / /      / Ut     U 

o     o J _(X>J 0J _m   t 
dv 

(16) 

+ 
/ 

hfia3) dui 

dau      lkJm 

du . 
J da    ] da     da„ 

Xna2 -Xna2 g       , J    ^ 
G  (a) = a  e +b   e ,Xn = (ß   -p ) 

n    2        n n n   J      • 
C66 

(19) 

where an and bn are two terms of amplitude which can 
be calculated using continuity relations (7). 

Now the problem of Hjkjm must be considered. It is 
unrealistic to solve analytically the thermoelastic 
problem of a thin metal strip deposited on a crystal 
substrate submitted to temperature variations. On 
the contrary, a finite element package will allow the 
evaluation of stresses, strains and displacement 
gradients for such a problem. The finite element 
package MODULEF has been used to calculate these 
static parameters in a 2D model. One spatial period 
along a3 has been meshed (fig. 5) and stresses, strains 
and displacement gradients have been considered in 
the vicinity of the surface where the STW propagates. 
Equation (16) has been adapted for the treatment of 
discrete values of Hjkjm and Hikjm'- To be also 
coherent with all the studies devoted to thermal 
influence on acoustic resonators and delay lines, the 
first derivatives of the elastic constants of the metal 
strip had to be calculated. 

+ p /     / uiui  do] 
J    —oo-l   O J  o 

where the primed terms are relatives to the metal 
strip (only one spatial period along a3 is considered). 
Now, two difficulties have to be solved. First, it is 
necessary to know the STW parameters in the strip to 
calculate equation (16) and Hikjm' and Hiidm must 
take account of the bimorph effect between the metal 
strip and the crystal substrate which present different 
thermoelastic properties. 

Parameters of STW in the strip can be evaluated 
using a calculation process inspired from [17]. Since 
continuity of the mechanical displacement has to be 
verified at the interface a2 = 0, u'i will present the 
same polarization than u; along a3 and will be 
expressed as follows 

+ 00 
ui= E G   (a ) 

n     A 

-jßnai jtot 
e e      , u2= u3=(^ 

(17) 

Fig.5. Mesh of one spatial period of a STW structure 

IV. Numerical results 

In both cases of grooves and strips, calculations have 
been done for quartz substrates, the metal of the strip 
was Aluminum and the profile of the strip was 
considered to be rectangular. For STW propagating 
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under shallow grooves, a systematic investigation of 
the first order temperature coefficient versus cut 
angle theta and metal thickness has been done using 
a non-piezoelectric analysis of STW propagation, 
results are reported on fig. 6, showing three regions 
where 6a is close to zero. However, it is not possible to 
verify the relevance of these theoretical calculations 
since the thermal behaviour of STW devices built with 
grooves has been reported until now. Nevertheless, it 
is interesting to compare results obtained 
respectively with non-piezoelectric and piezoelectric 
analyses of STW propagation. Fig. 7 shows such a 
comparaison between both calculations in the vicinity 
of AT cuts (31 < 9 < 39, h = O.lum). A good 
agreement between the results can be remarked. The 
characteristics used to define the STW device are 
those given in fig. 4. 

Cut angle Theta 

(In degrees) 

9e-07 
Se-07 

7e-07 
6e-07 

5«-07 
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3e-07 
2s-07 

Groove depth 

(in m) 

Fig. 6. Map of the first order temperature coefficient 
versus cut angle 9 and groove depth h 
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Fig. 7.  Comparison between results obtained using 
piezoelectric model for the prediction of first order 

temperature coefficient 

It is also very interesting to compare the results 
obtained using this model with the first order 
temperature coefficient of bulk acoustic waves 
(BAW/SSBW) on singly rotated quartz cut. 

Fig. 8 shows the superimposition of STW and 
BAW/SSBW first order temperature coefficients. To 
comment this figure, one has to precize that STW 
excited on an Y cut presents characteristics close to 
the piezoelectrically coupled thickness shear bulk 
wave propagating normal to a Y + 90° plate. 
Consequently the well known curve of the first order 
temperature coefficient of BAW resonators has been 
shifted by 90° along Theta. This shift allows to 
properly compare temperature sensitivities of waves 
of similar propagation charcteristics and of same 
thermoelastic properties. 
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Fig. 8. Comparison between BAW/SSBW and STW 
first order temperature coefficient 
(case of grooves of varying depth) 

In the vicinity of STW's BT cut, a good agreement 
between the two models can be emphasized, showing 
that a STW propagating at the surface of a BT cut 
should present a frequency-temperature behaviour 
close to the slow thickness shear BAW excited on an 
AT cut. A cubic dependance of frequency versus 
temperature is then expected for STW or BT cuts. 
Nevertheless, in the vicinity of STW's AT cut 
descrepancies between the two curves clearly appear. 

It is then more interesting to compare with metal 
strip STW devices, for which experimental data on the 
thermal sensitivity exist [2,5]. 

The problem of STW propagation under Aluminum 
strips submitted to quasi-static temperature effects 
has been then numerically implemented for quartz 
cuts in the region of AT cuts. 

These devices were built on various substrates with 
cut angles in the vicinity of the AT cut. On the same 
graph are ploted the theoretical value of the 
temperature coefficient of thickness shear bulk wave 
resonators and the predictions for STW propagating 
under various metal thickness, according to the 
present model. 
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Fig.    9.    Comparison    between    theoretical    and 
experimental  data for the first order  temperature 

coefficient ofSTW under Aluminum strips 

A rather high value of the temperature coefficient was 
found theoretically, which is a clear discrepancy with 
experimental data. 

This discrepancy between the model and Avramov's 
experiments could be explained by the fact that the 
theoretical calculations presented here are only valid 
for delay lines and not for resonators. However an 
analysis of Thompson measurements [2] performed on 
delay lines shows that a positive value of first order 
temperature should be found for cuts in the vicinity of 
the AT cut. 

Improvements of the model could be made by using a 
full 3-D thermoelastic simulation of the 
Aluminum/Quartz of the simplified 2-D approach 
used in the present study. 

V. Conclusion 

A model based on a variationnal perturbation method 
has been proposed to predict the first order 
temperature coefficient of STW devices built on 
quartz substrates. To increase the precision of the 
calculation, piezoelectricity has been taken into 
account to solve the problem of STW unperturbed 
propagation. From the propagation parameters of an 
unperturbed STW, the model is coupled to a 
perturbation method and predicts the existence of 
temperature-compensated orientations on quartz for 
grooved or metal strip gratings. The influence of the 
groove depth is caculated and a whole family of 
temperature compensated STW devices using grooved 
gratings can be found on (AT-cut) plates. 

In the present state of the model, some discrepancies 
exist between experimental measurements on 
temperature sensitivities for metal strips devices and 
values predicted by the model. Further improvements 
are required to take into account 2nd order 
temperature effects, and a more intricate 3-D 
simulation of thermoelastic effects will be useful. 
However the model can be extended to many kinds of 

crystalline symmetries and to any combinations of 
grooved and metal strip grating that could yield 
attractive temperature compensation effects for high 
frequency STW applications on other crystals. 
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Abstract 

Two-dimensional governing equations for guided elec- 
tromagnetic waves in an anisotropic dielectric plate 
surrounded by free space are deduced from the three- 
dimensional Maxwell's equations by expanding the 
electromagnetic vector potential in a series of trigono- 
metric functions of thickness coordinate in the plate 
and in exponentially decaying functions of thickness 
coordinate in the upper and lower halves of free 
space. By further satisfying the continuity conditions 
of the electromagnetic field at the interfaces between 
the plate and free spaces, a single system of two- 
dimensional governing equations is obtained. 

Dispersion relations are obtained from the two- 
dimensional equations and computed for the doubly 
rotated cut of lithium niobate (yxZi)45°/5°. These 
dispersion curves are then compared with the corre- 
sponding ones obtained from the exact solutions of the 
three-dimensional Maxwell's equations. It is shown 
that the agreement between the approximate and ex- 
act dispersion curves is very close. 

1    Introduction 

Solutions of straight-crested waves propagating in an 
isotropic dielectric plate of infinite extent and sur- 
rounded by free space is one of the very few sim- 
ple closed form solutions of the three-dimensional 
Maxwell's equations and it can be found in Ref. 1 
and 2. Solutions of straight-crested waves propagat- 
ing in an anisotropic dielectric plate of infinite extent 
and surrounded by free space was obtained recently 
by Lee and Yu.3 Closed form solutions for isotropic 
dielectric resonators of finite extent are known only 
for a sphere and a circular ring of small circular cross 
section,  which were studied by Richtmyer.4 Closed 

form solutions of approximate two-dimensional equa- 
tions for a circular dielectric disk were obtained by 
Lee and Yang.5 However, exact closed form solutions 
of the free vibrations in anisotropic dielectric plate of 
finite extent, rectangular or circular, have not yet been 
found in published articles. 

In the present paper, we follow the procedures 
of Lee and Yang6 to derive the two-dimensional 
equations for guided electromagnetic (EM) waves in 
anisotropic dielectric plates surrounded by free space. 
The three-dimensional Maxwell's equations and con- 
tinuity conditions in terms of the electromagnetic vec- 
tor potential A, for source-free regions, are introduced 
in Section 2. In Section 3, the two-dimensional nth- 
order wave equations are derived in terms of the nth- 
order vector potential. A truncation procedure is 
then introduced in section 4 where the accuracy of 
the two-dimensional equations are examined by com- 
paring these dispersion curves of the straight-crested 
waves propagating in the x\ direction from the two- 
dimensional equations with those from the exact solu- 
tions of the three dimensional Maxwell's equations.3 

2    3-D Equations and Continu- 
ity Conditions 

We consider a linear and anisotropic dielectric plate 
of infinite extent referred to a rectangular coordinate 
system Xi with the faces at xj = ±& and with x\ and 
£3 being the coordinates of the middle plane of the 
plate (see Fig. 1). The plate is surrounded by free 
space. 

The governing equations of the EM field in the 
plate comprise Maxwell's equations 

€ijkEk,j = —Bitt ,     Biti = 0 , (1) 

eijkHkij = Di>t ,    A,i = 0 , (2) 
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and the constitutive equations 

Di — e0€ijEj ,    Bi = Mo-fft (3) 

In these equations, Ei and Hi are the electric and 
magnetic field intensities, Di and Bi the electric and 
magnetic flux densities, e0 is the dielectric permittivity 
of free space, eij the relative dielectric permittivity- 
tensor, no the magnetic permeability of free space, and 
tijk the unit alternating tensor. We have assumed that 
there are no free charges and no current and that the 
dielectric is nonmagnetic. 

Since the region of the plate is source free and the 
field is time-varying, a vector potential function Ai 
may be introduced from which Ei and Bi can be ob- 
tained by7 

E* — —-Ai,t >    Ei = €ijkAktj (4) 

Substitution of (4) into (1) shows that (1) are iden- 
tically satisfied. Therefore, in terms of Ait (2), (3), 
and (4) become the governing equations of the EM 
field in the dielectric plate. 

We designate Ei, Di, Hi and Bi as the field vectors 
in the free space. The governing equations of EM 
field in free space are the same as (2)-(4) except e^ is 
replaced by 6ij. 

The continuity conditions to be satisfied at x2 — 
±6, the interfaces between the plate and free space, 
are 

Ea(x2 = ±b) = Ea(x2 = ±b) , 
B2{x2 = ±b) = B2(x2 = ±b) , 

Ha(x2 = ±b) = Ha(x2 = ±b) , 
D2(x2 = ±b) = D2{x2 - ±b) , 

(5) 

(6) 

where a = 1, 3. 
By substituting (4) into (5), it may be seen that 

conditions (5) may be replaced by the continuity con- 
ditions on the tangential components of Ai, i.e. 

Aa(x2 = ±b) = Aa(x2 = ±b) ,    a = 1,3 .     (7) 

A* = Yl ^n)(*ii B3, *) cos —(1 - VO ,     o = 1, 3 
n=0 

A2 = J2A{
2
n\xi,x3,t)sm —— ir(l-V-) , 

n=0 

(8) 
where ip = ^, A\n' are called components of the nth- 
order vector potential. We note that they are func- 
tions of xi, X3, and t only. 

By substituting (8) into (4), we have 

Ea = y£E^cos—(l-i>),    o=l,3 
n=0 Z 

oo 

£2 = £i4n)sin^p,r(l-^), 
n=0 

*a = 52 BW urn-^-*(1 - ft , 
(9) 

n=0 

B2 = J2Bin)cos^(l-^) 

where 

n=0 

(") -A(n) 

Ul    ~    26        3 

B^ = *(XW - A$) , 

B" =-^A<?+1) 

^,3   > 

+   A™ +   -^2,1 

(10) 

Eqs. (10) are the two-dimensional nth-order field- 
potential relations. We note that a correction factor 
k has been introduced in the expression for B^1' in 
(10)3, to permit some minor adjustment of frequency 
branches as it will be explained in Section 4. 

By multiplying (2)i (for i = 1,3) and (2)2 by 
cos a*(1 _ ty and (2)! (for i = 2) by sin ^»(1 - V), 
integrating the resulting expressions with respect to ij> 
from —1 to +1, and using the identities 

3    Two-Dimensional Equations 

In the region of the plate, i.e. for \x2\ < b, components 
of the vector potential Ai are expanded in an infinite 
series with their thickness-dependence expressed by 
the trigonometrical functions6 

/. 
sin -y-(l - f) sin —(1 - i/>)dil> = Smn - 6mo6no , 

COS —(1 - V) COS —(1 - 1p)dtp = Smn + 5m05nO   , 

(11) 
we have the two-dimensional field equations 
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nx    ( 

■"3,1   — 
nx     (n- 
26    x 

+ 6    3 -D(n) 
— -k'i.t i 

■"1,3 

<1} + 
-1)        ^W _ r1 " m- nx     (n- 

26    2 o, 

(12) 

where 6mn is the Kronecker delta, the components of 
the nth-order magnetic field intensities and electric 
flux densities are defined by 

ff<n> 

/l I -I 

Hasin —-—7r(l - V")d^ 

H™= / ff2cos—(1-V)#, 

DW = J D0COST(1-V)#, 

^n) = y1I?aBiii^x(l-^)d^> 

and the components of the nth-order magnetic face 
field intensity and electric face charge density are de- 
fined by 

Wln) = Ha(b) - {-l)»Ha(-b) , 

V™ = D2(b)-(-l)nDa(-b). 
(14) 

By inserting (9) in (3) and, in turn, into (13), we 
obtain the two-dimensional constitutive relations of 
nth-order in terms of the vector potential A\n': 

Mo \ / 

D\ (") 

D. (") 

-fo 

-fo 

(1 + Sna)eabA^} + ea2 ^J 7(m+l)n-<4™' 
TTl = 0 

oo 

e22^"} + Y^ 7(n+l)m£2tA(
b"

) 

771 = 0 

where o, 6 = 1,3 and 

(15) 

/l 
rn/K .        ,.        ?l7r/,       i\7i       /i„\ 

sin—(l-V)cos—(1-V)#      (16) 

0 
4m 

(m2 — n2)x 

m + n even 

m + n odd . 

We see that for the plate (|sc21 < 6) the three- 
dimensional governing equations (2), (3), and (4) are 
now replaced by an infinite set of two-dimensional 
equations (12), (14), and (15), respectively. 

Further substitution of (15) in (12) leads to the 

two-dimensional nth-order wave equations for A\n' : 

Moeo (1 + 6no)eiaA^l + ei2 ]P 7(m+i)n--'4™t 
m=0 

(B)   _n+l   A(n+1) 
■^■2,(10. 2b a>a 

= /^oeo eS2^2?tt + X] T(n+l)mf2a^] 
m=0 

(1 + OnO)«(^3,aa ~ Aa,a3) + ^A2,3 

r oo 

= /X0C0    (1 + 6no)c3aA£tt + ^32 ^ T(m+l)n-Aai^tt 
TTl—0 

OO 

(1 + 6n0)eaiA
l$t + Y^ 7(m+l)nCa2^2"t 

(17) 

m=0 

nir 

26" 
£22^2?t   1} +  5Z 7nme2a^l™ 

(m) 

i=0 

_ _Lpw = o 
eo6 

(») for n = 0,1,2,.... We note in (17) that Hi ' and 

2?2 i which are defined in (14), may be regarded as 
the "forcing functions" specified at the faces of the 
plate. 

The two-dimensional governing equations for the 
evanescent field in the upper and lower halves of free 
space (|E2| > 6) have been derived in Ref. 6 which are 
summarized as follows. 

For x2 > 6: 

and 

where 

Äi=A+(z1,x3,t)e-'M-V 

Bi = B+e-W-i) j 

(18) 

(19) 

Et = -Aft,    Bt = -fjAt ~ A+3 , ,    . 
B+=k(Al3-AtA),    B+=fjAi + Attl.    K    ' 
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Field equations: 

^1,3     -"a,! — ui,\ i 

HtA - fjH+ + ^(b) = D+t , 

where 

/oo 

/"OO 

Constitutive equations: 

D+ - -—A+ 
1   ~     2bfj   '•' ' 

1       2byfj,0      '   3 2>3; ' 

"^2   = ,.-„   (-^1,3 — -^3,1) 1 20TjfJ,o ' 

a^äS^ + ^j. 
Wave equations of .4*: 

*K..-<.i)-^,i 
-772^ + 2r)fj,0H3(b) = eoMo^i",« 

*(^,..-A-,-3)-^43 
-772^J - 2ri^0H1(b) = e0Mo^3,tt 

<«t+^,* + — £2(&) = 0. 

For a2 < — b 

and 

Äi=A?(z1,xa,t)e
,n++V 

Field-potential relations: 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

Ei_ = ~Ai,t .     Bi  = VA
3- A23 , 

B2 = fc(A,3 - ^3,1) .    B3 = ~VA~ + Ajtl 

Field equations: 
(27) 

-H23 - fjH3 + le3(-b) = Dit, 

-^1,3 — #3,1 = ^2,t  ) 

H^ + fjH;-\Hx{-b) = D3tt> 

Dä,a~f}D2+lD2(-b) = 0, 

(28) 

where 

J —OO 

•/ —OO 

(29) 

Constitutive equations: 

HZ 

26*7   l,t ' 

——(77^ - A2-3) , 

1 
2brißo H (-^1,3     -^3,1) 1 

(30) 

H^ = 2Wo{-fjAI+A^) 

Wave equations of A~: 

HAl,aa ~ Aa,al) + U2,l 
-r)2A1 - 2fjß0H3{-b) = e0poAlu , 
A2,aa ~ VA

a,a = £oßoA2itt , 

HA3,aa ~ K,az\ + VA2,3 
-fj2A3 + 2fjfj,0Si{-b) = eOfj,0A3u , 

4T,«t - vA2   - ^D2(-b) = 0 . 
^0 

(31) 

Substitutions of (8), (18), and (25) into (7), the 
continuity conditions of the tangential components of 
vector potential, gives 

Ai = £ 4m). 
m=0 

00 

K = £(-i)m4m), 
(32) 

m=0 

and the insertion of (6), the continuity conditions on 
Ha and D2, into (14) yields 

ftin) = Ha(b) - (-l)»Ha(-i) 
V[n) = D2(b) - (_i)-5a(_i) . 

(33) 

By substituting (17)4, (24)4, and (31)4 into (33)2, 
integrating the resulting relation with respect to t, 
and setting the integration constant to zero for time- 
varying field, we obtain 
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± [A+ - (-1)"^-] 
26 

(1 + 6n0) tahA^l + ^2 T(m+l)nea2^2? 
(m) 

m=0 

+ ^e224
n-1)+E^e2a^) 

1    °° 
-i   / j vmn-"-a,a    i 

m=0 

J76 

where 
(34) 

Gmn iri+(-ir+ni = ilf m+n=e , ::"„" <35' 
By further substituting the rest of (17), (24), and 

(31) into (33)i, using the relations (32) and (34), and 
listing the resulting equations together with (17)2, we 
have 

(1 + M*(4:2a - A«) - (~y 4n) 

+ ^E^ [kA™ + (1 - k)A™ - n2A^] 

771 = 0 
OO 

—^     (^22 - 1)^|3     ' + 2^ Trnme2«^aia^ 

L m=0 
00 

+(1 + Sno)€abA[^ + ^2 7(m+l)nCa2-A^ 

TTX = 0 

CO 

= p0fO     (1 + ^n0)f3a^C
a
ntt + ^32 Jj 7(m+l)n^2" 

m=0 

m=0 

(„_!)     JMT    (n) _ .„^("-i)   ,   V-v     f,  yl(m) 

"J,u „■  "«,11 — M0«0     e22-fl21tt       +   / ,, 7nm«2a-fl0itt 
L m=0 

(i+*-o)*(4:i.-^i)-(=j),4") 

+^ E *»» [*A£-+11 -*)4# - W 
«tn—D 

» 

(36) 

771 = 0 

717T 

"26" 

oa 

(e22 - l)4»-l> + J] 7-mea-A^ 
m=0 

c» 

+(1 + Sn0)eabA[^1 + ^2 7(m+l)nfa2>l(2^
)i 

m.=0 
00 

(1 + S„o)€iaA^}t + €12 ]T] 7(m+l)n^2™ 
T7l=0 

,1^5     4(-) 

= /ioeo 

for n = 0,1, 2 These are the two-dimensional nth- 
order equations of A\n' for trapped or guided waves 
in the anisotropic dielectric plate surrounded by free 
space. In (36), the interaction of the field in the plate 
with the evanescent field in free space has been taken 
into account by satisfying the continuity conditions at 
the faces of the plate. 

4    Dispersion Relations 

In the case of straight-crested waves propagating in 
the EI direction, i.e. A^ = A^\xltt), (36) and (10) 
reduce to 

(i)>+i£:M43-^] 
WK 

26 

m=u 
00 

(e22 - l)^2"i_1) + X) Tnm^o^l^ 
m=0 

00 

+ (1 + <5no)eia^l"ii + «12 ^2 T(m+l)n^2"l 
m=0 

00 

(1 + 6n0)elaA^t + e12 Y2 l(m+i)nA^] A«oeo 

1    °° 
+ — V 6    A{m) 

m=0 

'    m=0 

42,11 26^1,1 

= MOCO I «22^2" t 
X) + E Tnm^a^l™] 

(37) 

m=:0 

2 

(i + M*^-©2^ 
1   °° 

'    m=0 

Moeo 

00 

(1 + 6no)e3aA^l + e32 ]T 7(m+i)n-<4™t 

1   °° 
m=0 

0    A
{m) 

and 
m=0 

4n) = -4? • 
1 26        3 

B(n) - -Jfeyl(n) 
■D2    —    "-"-a.! 1 

(38) 

B (-)_    !LtlTii(-+i) + AW 
"3    ~       26 

We see  that  .A3     is  coupled  to Af'   and  ji2 

through the anisotropy, but Af' and Af   are always 
coupled even if the material is isotropic. 
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In anisotropic dielectrics, TE and TM modes are, 
in general, coupled together and so are the dispersion 
curves. In order to extract the nth-order governing 
equations from the infinite system, we employ the fol- 
lowing truncation procedures: 

1. Consider the governing equations for vector po- 
tentials A^, A?\ 4n_1), 4n_1), and A™. 

2. Disregard all other higher and lower order com- 
ponents in these equations. 

Thus for the nth-order equations, we have 

(l + M'i.^ + ^xI0 

(W + I 4-1' 
+ei27n(n-l)-A2|u 

(„_!)      (n - 1)T (») 
26 

7(n-l)neaaAV
ail' 

li0eo   (1 + 6ni)eiaA^tt1' 

7)6        '" £l2^™(™-l)A2,tt 

(„_!)      ni   („) 
^2,11 ,.  ^1,1 

^oeo 

26 
c22^2ltt       +7n(n-l)e2a^a|tt 

kA{n~1] 

(1+fi"1+^) 

I /t(l-l)  I    1  ,1(1-1) 
+ eS27n(n-l)^21«       + ^3.« > 

O^M]*-" 

(39) 

+ 1 
nir 

~26~ 

= /iofo 

4»J+ei,AW 

7n(n-l)f2aAl
al     ' + (t22 - 1)^"' 

i + ^4%\ , 

*(») 

where n = 1,2, 3,  By letting 

A^ = C^V^"1-"*^ = C^e'^11-"*) (40) 

where £ is the wave number, ui the angular frequency, 
v the phase velocity, and Ct- a constant, we have the 
dispersion relation 

det 
e2l7n(n-l)V 

(l + *m)eslF
2 

-«2l7n(n 
0 

-l)jf 

ei27n(n-l)*2 

e22^2 - 1 
«327n(n-l)V" 

-(«M-i)i 
o 

(l + *«i)«i»Xa 

e237n(7.-l)^ 

(1 + *„!)(«„ V - Jb) + ^=^ - <==£ 

e2l7(n-l)najf- 

.     «in1,    4Ü 
eiiA   +3p- + ^x 

e3i^
2 

where 

«S3V8 

-e237n(n-l)jjf 
0 

e237(n-l)nBjf- 
0 

0 

.    ,   2(2V3-fc-l)        „a 

(41) 

V = 
co 

5 
£ 

co = (\/Moeo)" 

(42) 
For a given X, (41) has three roots in V.   The two 
smaller roots give the nth pair of dispersion curves. 

For numerical computations, we consider a doubly 
rotated cut of lithium niobate (i/EZt)450 /5° for which 
Cy has the value 

43.878 -0.647 -0.650 
-0.647 36.537 -7.426 
-0.650    -7.426    36.481 

(43) 

In order to get better fitting with the exact disper- 
sion curves, the correction factors for different pairs of 
dispersion curves are determined by letting 

0.970VJI for n = 1 
IJC-OO = {   0.975VJI for n = 2 

l.OVji for n = 3 
(44) 

where Vji is the first velocity bound for the anisotropic 
dielectric plate introduced in a previous work3, where 
procedures for the determination of the velocity 
bounds were given in terms of the relative dielectric 
impermeability tensor ßij which is the inverse of €j;-. 
For the convenience of reference, we list the procedures 
in terms of Cy in the Appendix. 

From (41) and (44), we have 
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* = { [(1 + $m) eue22<:33 + 2ei2e23e3i7^(n_i) 

- (1 + 6nl) e22e?3 - eue^^jj 

+ (l + Sni)(e
i
a-e11e33)V^} 

/[(l + ^nOeu^^-l)-^^^ 
(45) 

We note that, in (43), ei2 and €13 are much smaller 
than en, e22, «33, and e23.   Hence, the coupling of 
i(»-i) .(») ,(«-i) and A3 ' with A\ is very weak and can be 

neglected. Hence, by dropping equations (39)i and 

(39)5 and the terms A^~ ' and A3 in the remaining 
equations of (39). We have 

(n_l)       OT    („ 
"O 11 _ „  -fi ^2,11 26 1,1 

= A'oeo 

1 + Sm + 

C22^2,tt      +e237n(n-l)^3,« 

(i+^i + ^^ri1 

l(»-l) 

= MOfO |e327n(n-l)^2,tt 

+ 

611 + 

717T 

26 

e33(l + «5ni) + 3,n    r  1 

0 
,11 

fjb 

( WK \ 2     77 ,(») 

(e22 - 1)4^ 1} + e237n(n-i)-4?i 1} 

= Moeo U11 + — J 4"u , 

the dispersion relation from (46) is 

(46) 

The first three pairs of dispersion curves computed 
from (47) are plotted as solid curves in Fig.2 to Fig.4 
for X < 2. The correction factors from (48) for 
n = 1,2,3 are respectively 0.877, 0.880, and 0.931. 
For the convenience of comparison, the dispersion 
curves obtained from the exact solutions of the three- 
dimensional Maxwell's equations are plotted in Fig.5. 
Those dashed lines in Fig.2 to Fig.5 correspond to 
V = Vji, V = Vj2, and V = 1 as explained in Ref. 3. 
We can see that the dispersion curves from the trun- 
cated two-dimensional equations give good approxi- 
mations. 

5     Conclusions 

A system of two-dimensional equations is derived for 
the guided EM waves in an anisotropic dielectric plate 
surrounded by free space. The interactions between 
the vibrating field in the plate and the evanescent field 
in free space are accommodated by satisfying the con- 
tinuity conditions at the faces of the plate. 

Dispersion relations for straight-crested waves are 
obtained from the two dimensional equations and com- 
puted for the doubly rotated cut of lithium niobate 
(j/x/i)45°/5°. These dispersion curves are then com- 
pared with the corresponding ones obtained from the 
exact solutions of the three-dimensional Maxwell's 
equations. It is shown that these approximate dis- 
persion curves are very close to the exact ones. 
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det 
C23^27n(n-l) 

irXX 
Ye237n(n-1) 

-f e22V
2 - 1 

0 ^ _       632^*7n(n-l) 

euÄ2 + fä + ^     -(«22-l)f  . 

and the correction factors are 

*={[(! + *nl) 622633 - e^^.^ 
-(l + £nl)633V£} 
/[(l + «m)(e33V2-l)]   • 

(47) 

(48) 

For a given X, (47) has only two positive roots in 
V, which gives us the nth pair of dispersion curves. 

Appendix 

For the determination of VJI, we start from the 
Maxwell's equations and constitutive equations. Sub- 
stituting (l)i into (2)i and using (3), we have the wave 
equations in terms of Ei 

Eitkk - Ektki = poeoCijE^tt . (49) 

For straight-crested wave propagating in x\ direc- 
tion, i.e. Ei = Ei(xi,x2,t), (49) can be written as 

Üa,22 - #2,21 = Mo6o6ij-Kj,« , 
— ■^1,12 + -#2,11 = Mo6o62;^j,u 1 (50) 
-^3,11 + -^3,22 = fJ.o£0^3jEjtu . 
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Let the electric field Ej be the form References 

E4 
Q .ei{t*i+V*3-ut) — Q.ei((xi + ^x3-vt) /gj\ 

where £ and 77 are the wave numbers in the Xi and 
X2 directions, u> the angular frequency, v the phase 
velocity, and A = 77/f the ratio of the wave numbers. 
Substituting (51) into (50), we have 

enV2 - A2 

A + e12F
2 

ei3F
2 

ei2V2+A 
£22 V2 - 1 

e23V
2 

euV2 

e2^
2 

e«^2-A2 
-0, 

(52) 
where X and V, as defined in (42), are the dimen- 
sionless wave number and the dimensionless phase ve- 
locity, and Q is the dimensionless angular frequency 
defined by 

n = w^- (53) 

Vanishing of the determinant of the coefficient matrix 
gives 

e22A4+2e12As+[en + £22 
-(eu£22 - «?2 + «22f3J - eis)V2] A2 

+2 [(euezj - e12ea3)V2 + «12] A 
+(fue22es3 + 2<r13«2set2 - £?2ej3 - «?3e22 - elseii)V4 

-(en«S2 + die»» - C12 - fis)^2 + «u = 0 . 
(54) 

Eq. (54) is a quartic equation in A. The character- 
istic of its roots depends on Cjj as well as on V. For 
a crystal dielectric plate of a given cut orientation, e^ 
have fixed values. Hence, we regard (54) as a function 
of V. 

Let Vj denote the dimensionless phase velocity at 
which A has repeated roots. Then these repeated roots 
of (54) must also satisfy the equation that is obtined 
by taking the derivative of (54) with respect to A and 
can be written as 

[(Cll£22 + «22«33 — «12 — «23) ^ ~ e23«31 + «12633] V 
= 2e22A   + 3ei2A  + (en + €22) A + £12 . 

(55) 
Substitution of (55) into (54) results in a sixth-order 

equation of A from which roots are computed numer- 
ically. By inserting the repeated roots of A back into 
(55) to compute V2 and retaining only the real values 
of Vj for propagating waves, we obtain, in general, two 
values that are designated by Vji and Vj2 such that 

1 > Vi2 > Vbl > 0 (56) 

For the doubly rotated cut of lithium niobate 
(yxlt)45° /5° with the relative dielectric permittivity 
tensor given in (43), Vhx = 0.1509 and Vb2 = 0.1855. 
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Figure 1: A dielectric plate surrounded by free space. 
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a ".- a 

Figure 2: The first pair of dispersion curves for guided Figure 4:    The third pair of dispersion curves for 
EM waves in a dielectric plate defined by (43), accord- guided EM waves in a dielectric plate denned by (43), 
ing to the 2-D equations. according to the 2-D equations. 

a ^- a  • 

Figure 3: The second pair of dispersion curves for 
guided EM waves in a dielectric plate denned by (43), 
according to the 2-D equations. 

Figure 5: The first three pairs of dispersion curves for 
guided EM waves in a dielectric plate denned by (43), 
according to the 3-D equations. 
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Abstract 

We study the effect of heat conduction on the 
shift in the frequencies of a freely vibrating linear 
piesoelectric body by using two perturbation meth- 
ods. It is shown that the first order effect on fre- 
quencies is to shift them by a small imaginary num- 
ber signifying thereby that the effect of energy dis- 
sipation due to heat conduction is to reduce the am- 
plitude of vibration. 

I. Introduction 

Piezoelectric materials are often used as res- 
onators whose frequencies need to be precisely con- 
trolled. Because of the coupling between the ther- 
moelastic and pyroelectric effects, it is important to 
quantify the effect of heat dissipation on the shift 
in the frequencies of a piezoelectric body. We first 
note that the non-dimensional parameter associated 
with heat conduction is very small, and then use the 
perturbation method to define zeroth and first order 
problems. A solution of these problems determines 
the relative shift in the frequencies caused by the 
heat conduction. 

A thermopiezoelectricity theory was first pro- 
posed by Mindlin [1] who subsequently also derived 
equations governing the deformations of a ther- 
mopiezoelectric plate [2]. Several general results 
for thermopiezoelectric bodies have been proved by 
W. Nowacki [3-8], J. Nowacki [9], Majorkowska- 
Knap [10,11], Nowinski [12], and Iesan [13]. Chan- 
drasekharaiah [14,15] has generalized Mindlin's the- 
ory of thermopiezoelectricity to account for finite 
speed of propagation of thermal disturbances. Sev- 
eral investigators [16-22] have studied the propa- 
gation of waves in plates, cylinders and general 
3-dimensional bodies made of thermopiezoelectric 
materials. Tauchert [23] has recently applied ther- 
mopiezoelectricity theory to composite plates. 

Here we employ Mindlin's theory to analyze the 
effect of energy dissipated due to heat conduction 
on the frequencies of a freely vibrating piezoelectric 
body. It is expected that the thermal dissipation 

will damp out the vibrations. One of our objectives 
is to show that this is indeed true and we ascertain 
the damping caused by heat conduction. Our anal- 
ysis of the problem is based on the observation that 
for high frequency vibrations, the effect of heat con- 
duction is small. Thus the perturbation method in 
which the solution is expanded is terms of a small 
parameter associated with heat conduction can be 
used to study the problem. The zeroth order per- 
turbation problem corresponds to adiabatic defor- 
mations of the body in which the heat generation 
shifts the frequencies by real numbers. However, in 
the first order problem, thermal dissipation alters 
the frequencies by imaginary numbers which reveals 
the damping effect. 

II. Formulation of the Problem 

Let the spatial region occupied by the piezo- 
electric body be V, the boundary of V be S, the 
unit outward normal to S be rn, and S be parti- 
tioned as 

5U U ST = S+ U SD = Se U 5, = S 

su n sT = s+ n sD = s9 n st = 0 . (i) 

In rectangular Cartesian coordinates, the gov- 
erning equations for the free vibrations of a linear 
thermopiezoelectric body can be written as [1] 

Tijti = püj 

Di,i = 0 

* = -* 
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Tij = CijkiSti - ekijEk - Xij9 ,    S^ = ^("»i; + UJ'.») 

A = eijkSjk + fijEj +piO ,    Ei = -#,< 

a = \ijSij+piEi+a8, 

9» = ~Kij^J i 

with boundary conditions 
(2) 

Ui = 0   on   Su 

Tjitij = (cijkiSki - ekijEk - \j8)nj =0    on    ST 

4> = 0    on    5^ 

A«t = (eijkSjk + eijEj + Pi9)m = 0    on   SD 

0 = 0   on   Sj 

qitii = -KijBjm = 0    on   5, . 
(3) 

In equations (2) and (3), p is the mass density, 
u< mechanical displacement, Sy the infinitesimal 
strain tensor, T{;- the stress tensor, Ei electric field, 
Di electric displacement, e^* the permutation ten- 
sor, 6 the change in the temperature of a material 
particle, © the reference uniform temperature of the 
body, qi the heat flux, a the entropy, K+J the heat 
conduction tensor, c^u isothermal elastic tensor, 
ekij piezoelectric moduli, Ay thermal stress mod- 
uli, Cy electric permittivity, pi pyroelectric moduli, 
and a is related to the specific heat. Furthermore, 
a repeated index implies summation over the range 
of the index and a superimposed dot indicates the 
time derivative. Equation (2)i expresses the bal- 
ance of linear momentum, and (2)3 the balance of 
internal energy. Equation (2)a is Gauss's equation. 
Equation set (2) is within the quasi-static theory of 
piezoelectricity. For resonators with frequency usu- 
ally in the order of 106 Hz the quasi-static theory of 
piezoelectricity is very accurate approximation [24]. 
The boundary conditions (3) signify that the part 
5U of the boundary of the body is clamped, ST is 
traction free, S9 is thermally insulated, Sg is kept at 
the initial uniform temperature of the body, the nor- 
mal component of the electric displacement vanishes 
on Sr> and the electric potential is zero on S+. Thus 
there is no mechanical work done by external forces. 
When Sg is not empty, the body can exchange heat 
with the surroundings through its points on Sg. 

Substitution from equations (2)4 - (2)7 into the 
balance laws (2)i - (2)3 gives 

(4) 

(5) 

CytjUfc.H + ekij<t>,ki — ^i)9,i = puj 

ekijUijk ~ eij<f>,ij +p%0,i = 0 

*ijüi,j ~ Pi<j>,i + a0 = -^-O.ij 

We look for its solutions of the form 

u(x,t) = ü(x)eiü,t 

<f>(x,t) = i(x)ei»t 

fl(x,t) = ö(x)eiwt 

which when substituted in (4) give 

— CjjJbJtii.K — etij4>,ki + ^ijQ,i = PU  «j 

- CkijUijh + eij<f>,ij - Pi9,i — 0 

(6) 
In equation (6)3, we have introduced a reference fre- 
quency ft, a characteristic length L, set 

K = max|/Cij| , (7) 

and have dropped the superimposed tildes. 

III. Perturbation Method 

In equation (6)3, K/aQQL2 is a dimensionless 
number. For an AT cut quartz at 298.2 °K, we have 
[25] 

K w 106    erg/cm • sec °K 

a& t» 107    dyn/cm3 "K . 
(8) 

Then for L = 1cm and ft = 106/sec, which is 
characteristic of a resonator, /c/aöftZ2 « 10-7 is 
a very small number, especially for high frequency 
vibrations with large ft. Denoting 

e = 
a0fi£a 

we can write equation (6)3 as 

Pi .   KijQ 
— «c 1 1 

a a K w (9) 

Since c is very small, a perturbation method 
with respect to e may be used to solve equations 
(6)1, (6)2 and (9). We assume that 
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w = w° + eu* + 0((2) 

iü = < + e< + 0(e2) 

4> = 4>° + t<l>* + 0(e2) 

0 = 0° + e0* + O(e2) 

(10) 

Substitution from equation (10) into (6)1, (6)3, 
(9) and (3), equating terms of equal powers of e, 
we obtain the following perturbation problems of 
successive orders. 

Zeroth order problem: 

- caktufa - eujfu + Xift = p(u;°)2u] 

(11) 

(12) 

u? = 0   on   Su 

(ci}kiu°k,i + ekiit°k-W)nj = 0   on    ST 

f = 0   on   S+ 

(ey *u>,* ~ eii <t>°j + Pi0°)ni = 0   0°   SD 

First order problem: 

= p(«°)aiij + 2pu°w*u? 

a . a   ' K w°      '3 

11J = 0    on    Su 

(ciikWl.i + ekij(f>*k - \je*)nj = 0   on   ST 

4? = 0    on    S+ 

(cü*uj,k - c»>^- + Pi6*)ni = 0    on    S^ 

We note that in the perturbation problems de- 
fined by equations (11) and (12) thermal boundary 
conditions have been dropped. This is because in 
(9) the small parameter c appears in the term with 
the highest order derivative of 0. Hence we have 
a singular perturbation problem in the sense that 
a boundary layer type solution needs to be con- 
structed near the boundary surface S to satisfy the 
thermal boundary conditions. In fact, in (11), the 
thermal boundary condition q°rii = 0 on 5, is sat- 
isfied since g? = 0. So only a boundary layer near 
Sg needs to be constructed. Since boundary lay- 
ers exist only in a narrow region, and frequencies 
are global properties, we neglect the effect of such 
boundary layers on the shift in frequencies caused 
by the thermal dissipation. The thermal boundary 

conditions will be considered in another method dis- 
cussed in Section IV. 

III.l Zeroth Order Problem 

The zeroth order problem defined by the equa- 
tion set (11) represents an adiabatic process char- 
acterized by ql = 0. This agrees with the usual hy- 
pothesis that for high frequency vibrations or fast 
processes thermal conduction is small and may be 
neglected. Solving equation (11)3 for 0° and substi- 
tuting the result in (ll)i and (ll)a, we obtain 

.? - 0   on   Su 

(cijkiul.i + ekij4>%)nj = 0   on   ST 

f = 0   on    Sj, 

fatf*«?,» - Wj)*i = 0    on    SD 

(13) 

where 

Cijki = Cijki H—Ajj-Afci 

1     . 

*ij = Cij - -piPj 

(14) 

are the adiabatic material constants. We note that 
(13) has the mathematical structure of a piezoelec- 
tric problem without thermal effects, except that all 
of the material constants are changed from isother- 
mal to adiabatic constants. The change will alter 
the frequencies by real numbers representing a pure 
shift in the frequencies. 

A problem like (13) has been solved for different 
geometries and under various boundary conditions 
[26]. In the following, we assume that the zeroth 
order problem has been solved, thus u", u°, <f>°, 0" 
are known real quantities. 

For later convenience, we introduce the four- 
vectors U and V, operators A and B, and inner 
product ( ; ) defined as 

u = {«,,*},  v = {vjti,y 
AU = {-CytiUfc.K - ekij4>,ki , -ekijUijk + ^ij<f>,ij} 
BV = {puj ,0} 

(15) 
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(U;V)= l{ujVj + H>)dV (16) 
Jv 

Then (13) can be written as 

AU° = (w°)2BU° (17) 

with boundary conditions 

where 

u? = 0    on    5„ 
Tii(V°)nj = 0   on    ST 

tj>° = 0   on   S^ 

A(U°)ni = 0    on    SD 

Tji(V
0) = cjiklu°kil + ekji<l>';k 

A(U°) = *H«2,I - *ik+% 
For any four-vectors U and V we have 

(AU;V) = (U;AV) 

-  / [Tji(U)njvi + Di{lJ)niil>]dS 

+ J [21n(V)n,tt» + Dh<y)nh4]dS 

(BU;V> = (U;BV) 

(18) 

(19) 

(20) 

Relations (20) show that operators A and B 
are self-adjoint. 

III.2 First Order Problem 

For the first order problem denned by equation 
set (12), we solve equation (12)3 for 6* and substi- 
tute the result in the remaining equations to obtain 

+ 2pv°w'v2 + i\ij——L3e° ' ^ J %} g , 
K   W 

kit 

~ *kijuitjk + eq+a = -%Pi——L2SthK 

ul = 0   on    5„ 

(cijkiK.i + g«;^»)nj 

= -iXijnj——Z20°fc,    on    ST 

<f>* = 0    on    S+ 

{eiJkulk-tij<l>*j)ni = ipini^r—L2e°kl    on    SD 

(21) 
In terms of the abstract vectors and operators, 

(21) can be written as 

AU* = (w°)2BU* + u*F + G 

uj = 0    on    Su 

Tji(W)nj=fi    on    ST 

<j>* = 0    on    S+ 

Di(V*)ni=g    on    SD 

(22) 

where 

F = {2a>°/w,- . 0} 
Kki n 

K w0' 
G = i^-^i2{A<iö°tK)-Piöi°tK} 

/i = —*At»Tl," L  ALI 

0 = »PiTlj 1/   P LI 

(23) 

Our main interest is in evaluating the pertur- 
bation w* in the frequency. To do so, we take the 
inner product of both sides of equation (22) 1 with 
U°, and obtain 

(U°;AU*) = (ü;0)2<U0;BU*) 
(24) 

+ U7*(U0;F) + (U°;G) 

which, by using equation (20) becomes 

(AU° ;IT) - J [T^irjnK + A(U*)n^°]dS 

+ J [31n(U0)n,«; + Dk(U°)nkf]dS 

= (u>°)2(BU° ; U*> + w*<U° ; F) + (U° ; G) 
(25) 

Recalling the boundary conditions (18) of the 
seroth order problem and (22)a - (22)B of the first 
order problem, we write equation (25) as 

= u/*(U°;F) + (U<,;G> 

Thus 

.      -(U° ; G) - /JT UujdS - JSD gj'dS 

(U»;F> 
U)    = (27) 

Since each term on the right-hand side of equa- 
tion (27) involves solutions of the zeroth'order prob- 
lem, u>* can be computed. 
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III.3 Frequency Shift 

From (27), we obtain the shift in the frequency 
as 

(28) 
in which 9" is determined from (12)3, viz, 

ft JO (29) 

Since all the zeroth order quantities are real, 
Aw in (28) is a pure imaginary number, thus the 
piezoelectric body undergoes a nonperiodic motion. 
Physically, we expect that iAw < 0 because of the 
damping effect of thermal dissipation, but this is 
not evident from (28). However, equation (28) does 
imply that Aw decreases as w° increases. 

IV. Another Approach 

The above perturbation method neglects the 
boundary layer needed to satisfy the thermal bound- 
ary conditions. We now remedy this situation by 
using another approximate method to analyze the 
problem. In it the temperature field is determined 
in a way similar to that used in finding the temper- 
ature field in adiabatic thermoelasticity [27]. Mayer 
[17] used this method to study the thermoelastic 
attenuation of surface acoustic waves. This method 
can be characterized as a perturbation method with 
respect to some of the thermal coupling constants, 
since these couplings are usually weak. 

First, we introduce a dimensionless number e 
and write the original problem defined by the equa- 
tions (2) and (3) as 

- Cunt**,« - e*tj'^.*»' + **ii9S = fu2ui 
- etijUitjk + eijt.ij - ePi0,i = ° 

iuXijUij - twp,^,,- + iuaO = -g-0,y 

it» = 0   on   Su 

{CHHSU - eujBk - cWto = 0   on    ST    (30) 

<f> = 0    on    S+ 

(etjkSjh + CijEj + epi0)ni = 0   on   SD 

0 = 0    on    St 

- KijOjni = 0   on   5, 

We note that e = 1 corresponds to the original 
problem. Then we make the perturbation expansion 

w = w° + ew* + 0(e2) 

ui = u°i+evZ + 0(ea) 

ff> = 4>° + c<j>* + 0(e2) 

0 = 0° + efl* + 0(e2) 

which results in the following perturbation prob- 

(31) 

lems. 
Zeroth order problem: 

- <*««*,« - enjtfu = P(«°)2u; 

u° = 0   on   Su 

(ci}kiu0k,i+ekij4>°k)nj=0    on    ST 

f = 0    on    S+ 

(««*«?,»-««*5f)»i = 0    on    SD 

iw^u?,. - iu'n+'i + iu,°ae° = Zg-9% 

e° = Q   on   5« 

-Ktffyi{ = 0   on   Sq 

First order problem: 

(32) 

(33) 

- Cijk|Vft,|i - etij<t>*ki + **j0°i 

= p(u>0)3u)+2pu>0w*u'>j 

uj = 0    on    Su (34) 

(c*i«u;,i+«»«*;»-M>» = <> on s* 
<f>* = 0    on    S^ 

(««*«;,»-««*j+»«")»»*=° on s° 

We note that the zeroth order problem is a one- 
way coupled system: w°, uj, and $° can be solved 
from equations (32) without knowing the tempera- 
ture field. Then, 9° can be solved from (33), which 
is complex and satisfies the thermal boundary con- 
ditions. 

For the first order problem, only the mechanical 
problem is defined by equations (34); the thermal 
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part is not needed to determine w*. We now write 
(34) as 

AU* = (w°)2BU* + w*F + G 

uj = 0    on   Su 

Tii(U*)ni=/i    on    ST (35) 

<f>* = 0    on    St 

Di(\J*)ni =g    on    SD 

where 

F = {2w0pu? , 0} 

/t = Aj;-0°n;- 

» = -PiÖ°TK . 

(36) 

We note that equation set (35) has the same 
structure as equation set (22), except that now 
isothermal material constants are used in the ab- 
stract operators A, B, T;<(U), and A(U). Follow- 
ing the procedure of the previous section, we obtain 

u   — (V0\G)-SsTM*S-fsD9<l>0dS 

(U°;F) 
(37) 

Recalling relations (36) and setting e = 1, we 
conclude that 

- /   ulXijO'njdS + I   ioPiOOmds}   (38) 
JST JSD J 

/{u>")2J 2pu^dV 

Noting that 0° is complex, the frequency shift 
is generally a complex number, even though it is not 
transparent. 

V. AnExample 

As an example, we consider an infinite AT cut 
quartz plate occupying the region 0 < x\ < b. The 
plate is fixed and thermally insulated at x\ = 0,b. 
Since our main concern is in assessing the effect of 
the thermal dissipation, we assume the plate to be 
made of an anisotropic thermoelastic material with- 
out piezoelectric effects. We consider the thickness 
stretch vibrations with 

«l = üifci)«*"* ,    u2=u3 = 0,    e = 9(x1)e
iut 

(39) 
The governing equations (6) and boundary con- 

ditions (3) in this case simplify to 

- CnnUi,!! + An»,! = pu3ui ,     0 < Xi < b 

»wAiiiii,! + iuaO = -£-0,11 i    0 < xi < b 

til = 0 ,    x\ — 0, b 

0,i = Q,    xi = 0,b 
(40) 

The results of the two perturbation methods 
are given below. 

V.l Perturbation with Respect to the Thermal Con« 

ductivity 

The zeroth order problem is 

- ciin«i,ii + Aiiö0! = PK)2UI .    0<Xl<b 

iu>°Xnuc
ltl + iw°a0° = 0 ,    0 < xx < b 

wT 0,    xi = 0,b 

with solution 

w° = —( )* ,    n =1,2,3, • 
b       p 

u? = sin(rw—) 
o 

An TIT      .     xi. 
ab b 

(41) 

(42) 

where 

Cllll = Cull + 
A? li (43) 

Following the steps used to obtain (28), we get 

.Aw 
i« 

«llA? li (T*-)»(?) (44) 
w 2pa?& cim        b 

From (44) we can see that tAw is negative 
which indicates a damped motion. We make the 
following observations. 

(i) The damping increases as thermal conduc- 
tivity «ii and thermoelastic coupling An increase, 
and decreases as a which is proportional to the spe- 
cific heat increases. 

(ii) For a particular mode, i.e., fixed n, the 
damping increases as p increases and cnn de- 
creases. 
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(iü) Higher order modes with larger n have 
higher temperature gradients which cause enhanced 
heat flow and hence more damping. 

For an AT cut quarts at 6 = 298.2 °K, we have 
[25] 

cm! = 86.75 x 10wdyn/cm3 

Xn = 13.52 x I06dyn/cm2 "K 

Ku = 6.65 x 106erg/cm • sec "K 

p = 2.649$/cm3 

a0 = 1.948 X 107dyn/cma "K 

which gives, for b = 1cm 

.Aw 

(45) 

(46) i = -9.21 X 10_n(n») 
w° 

which is a very small number. 

V.2 Perturbation with Respect to Thermoelastic 

Coupling Constants 

The zeroth order problem is 

- ciiiiu;|U = PK)V .    ° < »x < h 

iw°Auu; ! + iu>°a6° = ^."n ,    0 < x1 < b 

u{ = 0 ,    xi = 0, b 

with solution 

„        JIT, Ci 111.1 
w =T("7T)   •   n=1'2>3'' 

o •   /       zl\ ux = sm(nT—) 
6 

(47) 

0° = ~ 
An nx nu°9 

(T)4 + (s^e)2 

raw°e 

(48) 

,mr, 
XI— + i(^)3]cos(nx^), 

6 

and 

.Aw, iA?, 

(49) 
Re(i£!i) = -^i4xi(_e_)t(!^) 

 1  
X1 + (^)2(¥)J^T 

Comparing (49) with (44), we see that formally 

the main difference between the two expressions is 
a factor of 1/[1 + (Ku/ae)2(nir/&)2(p/ciiii)] which 
is very close to one in our example. Hence the two 
approaches give nearly the same relative shift in the 
frequencies for our example problem. We note that 
in (44) and (49) the unperturbed frequency w° is 
slightly different due to the difference between cuu 
and cuu. For 6 = 1cm, (49) gives 

Re(t—) = -9.26 x 10"11 

i 

x (nx) 
(50) 

1 + 3.57 x 10-13(n?r)2 

which is indeed very close to (46). As stated earlier, 
Aw is a complex number. 

VI. Conclusions 

We have used two perturbation methods to as- 
certain the changes in the frequencies caused by 
thermal dissipation in a themopiezoelectric body. In 
one, the solution is perturbed with respect to heat 
conductivity, in the other with respect to the ther- 
mopiezoelectric coupling constants. Both methods 
imply that the relative frequency shift is imaginary 
thus implying the decay of the amplitude of vibra- 
tions. In the first method adiabatic material con- 
stants are used, but in the second isothermal mate- 
rial constants are employed. In the simple example 
of the thickness stretch vibrations of a quartz plate, 
the two methods give close results:  the imaginary 

relative frequency shift which represents the effect 
of thermal damping is of the order of 10"10. 
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Abstract 

Fundamentals of the theory of vibra- 
tion of quartz resonators with piezo- 
electric elements (PE) of rotated Y-cuts 
operating- in thickness-shear mode and 
features of obtaining their mathematical 
model are discussed, the results of 
numerous calculation experiments with 
resonators having- axially symmetric piezo- 
electric elements of variable thickness 
aimed at determination of their charac- 
teristics and parameters are presented. 

Introduction 

A great number of works both theore- 
tical and experimental is dedicated to the 
investigation of hi eh-frequency quartz 
resonators operating in thickness-shear 
mode, which allow to resolve successfully 
the problems of designing and manufac- 
turing quartz resonators with required 
electrophysical parameters. The theories 
available to-day, however, describe, as a 
rule, vibrations of finite plates and give 
exact results for plates of a simple kind 
only. The majority of solutions used are 
based on approximation of two-dimensional 
equations obtained by expansion in power 
series of selected functions [1,2] or 
their representation as Legendre poly- 
nomials [3,43 both for a purely elastic 
case [1,3] and that with the account of 
piezoelectric properties of the material 
[2,4], 

Seeking- to simplify more the equations 
of motion obtained, describing coupled 
vibrations of finite plates with monocli- 
nic symmetry, Mindlin and Spencer [5] have 
neglected the piezoelectric effect and 
made some more number of simplifications 
connected with the evaluation of stresses 
and the second derivatives of the 
displacement function. Equations of 
coupled vibrations (thickness-shear, 
thickness-twist. flexural) of a plate 
obtained as a result have been later on 
considered as the initial ones in quite a 

number of works. (e.g.[5-9]) discussing 
AT-cut quartz crystal units. In the case 
of a weak coupling of operating- mode of 
vibration with the flexural and face-shear 
ones, the basic type of unwanted vibra- 
tions will be anharmonic vibrations, 
representing higher order components: of a 
thickness-shear mode, for approximate 
determination of which the formula 
proposed by R.A.Sykes is widely used [101. 

With the elapse of time the equations 
of motion obtained and their solutions 
have been more exactly defined, taking- 
into account the electrode mass and also 
the fact that electrodes cover only a part 
of a plate, as a rule [6-7,11,12], The 
piezoelectric effect has. been neglected in 
these works and the same elastic pro- 
perties have been supposed in parts of a 
plate both covered and not covered by- 
metal. But in the papeis [13,141 the 
influence of piezoelectric effect on the 
vibration system of a plate under inves- 
tigation has been taken into account, and 
the frequency equation of a partially 
metallized rectangular piezoelectric plate 
obtained as a result has been used for 
determination of electrode influence on 
the frequency spectrum of AT-cut quartz 
resonators [141. By using- analogous 
equations. mechanical displacements at 
separate points of a plate have been 
calculated and in such a way the mode of 
vibration has been determined [7]. In the 
above referenced papers the limitation of 
a plate and electrodes has been considered 
in one direction only. which was 
insufficient for practical application, 
therefore the tendency to 
account these limitations- 
direction has resulted in the appearence 
of an approximate solution for this case 
also [15,161. 

The influence of a limited area 
electrodes on overtone suppression of the 
thickness-shear mode for the first time 
observed by Bechmann [171 and Mortley[18] 
has been strictly considered by Mindlin 
and Lee [19] Shockly et.al.[20] have 
obtained numerous experimental confirma- 

take  i nto 
in the second 
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tions of this phenomenon called nowadays 
"enerey trapp ine". 

For suppression of the nearest hieher 
order components of the thickness-shear 
mode Bechmann has proposed and Mindlin 
C213 has substantiated theoretically an 
intended dimension selection. includine 
electrode thickness. The conditions of 
maximum unwanted response suppression 
formulated for this case are known as 
Bechmann's criterion. It is also known, 
that reduction of unwanted vibrations 
influence on the operating ones is ensured 
by PE countourine, due to which the 
rezonator quality factor Q becomes hieher. 

However, the calculation methods of 
required dimensions of plate diameter and 
those of a contour and its shape are yet 
insufficiently developed. There exist only 
approximate expressions for the calcula- 
tion of a frequency spectrum of doubly- 
convex and plane-convex PEs both without 
account [22] and with the account [231 of 
the electrode mass influence. Little 
developed are calculation methods of 
resonators havine PE and electrodes in a 
form of a step and also those of bevelled 
PEs. Problems connected with piezoelectric 
element concavity are little investieated. 
Development of calculation methods for 
multimode resonators is also at an initial 
staee. for which it is necessary to ensure 
not only a specified resonance spacine 
between operatine vibrations. but also 
their sufficient intensity with the 
maximum suppression of unwanted modes at 
the same time. 

It is also necessary to note. that 
the majority of resonator calculation 
methods employed today, consider piezo- 
electric elements in the Cartesian 
rectaneular co-ordinate system and use 
variables division just in this system, 
which does not allow to describe precisely 
displacement distribution in PE and. 
consequently, to determine resonator 
equivalent electrical parameters. For 
example, experimental investieations [24] 
have shown. that nodes of displacement of 
many modes have a form of a family of 
orthoeonal ellipses and hyperbolas rather 
than that of direct lines as it follows 
from the methods of solution used (see. 
e.e. [22.23]). 

As it will be shown below, numerical 
methods of thickness-shear mode investiea- 
tion of axially symmetric piezoelectric 
elements of variable thickness (fieure 1). 
proposed in this paper, allow to make not 
only a qualitative, but also a quantitative 
evaluation of the influence of PE- and 
electrode eeometry chanees, anele of cut 
of a crystal plate chanees and temperature 
chanees on spectral and frequency-tempe- 
rature characteristics of rotated Y-cut 
resonators and their equivalent elect- 
rical parameters. 

A 

\l     11 
Fieure 1 - Axially symmetric piezoelectric 

elements 

1.Deduction of equations of motion 

In the reeion of the fundamental fre- 
quency of the thickness-shear mode the 
exact set of three-dimensional differen- 
tial equations can be replaced by an 
approximate system of two-dimensional 
equations [25]: 

ÖMx      ÖMxz    t3 

— - Qx + -T— + Pq— 
ÖX        ÖZ     12 

A 0;(1) 

ÖQx  ÖQ2 

öx öz 
+ PqtüTT) = 0; (2) 

ÖQx      ÖMxz    t3 

— " Qz + -rr— + Pq— 0)2?z - 0; (3) 
OZ       ÖZ     12 

(1.1) 

where 

Öfx Öfz 
Mx = Di— + D2— 

OX OZ 
D2-— + D3— ; 

OX öz 

M- xz 
( Ö?z      äPx 

- D5      +   Q: x - D6(fx 
ÖX 

Ö7J ( Uli  \ 2 3 
Qz = D4 ?z + —    ; Di=(Cn-Ci2/C22)t /12; v        öz I 

D2=(Ci3-Ci2C23/C22)tJ/12; D5 = C55t
d/12; 

D3=(Ci3-C23/C22)t3/12; D6 = jr2C66t/12; 

D4 =Jt2t(C44-C24/C22/12; (1.2) 

where Cij  are elastic constants 
w   is the aneular frequency 
?q  quartz density 

PE thickness at the point with 
co-ordinates X, Z (fie.2). 

Planar displacement functions xx(X,Z), 
¥Z(X,Z), T)(X,Z), g-iven in (1.1) and (1.2), 
are connected with the displacement vector 
projections U(X,y.Z) by the followine 
relations [25-261: 

Ux(x.y.z) = yfx(x.z); (1.3) 
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Uz(x.y.z) - y?z(x,z); 

Uy(x.y.z) = n(x.z). 

(1.4) 

(1.5) 

We transform . equation (2) of the 
set (1.1) with the account of (1.2) we to 
the following- form [27.283: 

Ö 

ÖX 

ÖU Ö ÖTJ r    ( on \i      or/ on 

ÖX 

+  pqtW2T)  =  0. (1.6) 

Fieure 2 - Doubley-convex lens-type 
piezoelectric element and 
co-ordinate systems 

The analysis of coupline of the 
thickness-shear mode with the flexural 
mode, made in [29.30] has shown, that with 
PE diameters. corresponding- to eently 
slopine part of frequency branches. the 
flexural component of displacement is very 
small compared with the shear component, 
and one can write 
öVöx < ?x;    ÖTj/öz < ?z.    (1.7) 

The equation (1.6) will then take the 
form 

Ö(D6fx)/ÖX+Ö(D4fz)/ÖZ+pqt(02T)  =  0. (1.8) 

By substituting the value of fl from 
(1.8) in eq.(1) and (3) of equation set 
(1.1). we obtain: 

ö (   d?x       ö¥5 
—bi^—H D2: 
ÖX^ "ÖX ~ÖZ 

De 

dz 
( Ö?z Ö?x' 

D5[: ^ 

D6*x + 
Pqtü)2 ^ÖX2 

f-^r  D6?x   + 

ÖX 

öxöz 

öz 

+  pq— W^x 
12 

0, (1) 

d    / m* m*s   ö / ö?x    mz 
}  (1.9) 

ÖX 
Ds U"% +D3; 

ÖZ 

DA 
D4     / Ö2 Ö2 

PqtüT vÖz'' ÖXÖZ 

+  pq— (j)2¥z  =  0, 
12 

(2) 

With an optional form of a limitine' 
profile t(x,z). the main part of vibration 
energy concentates in a certain zone, where 
PE thickness  is maximum.  By supposing- 

t(X,Z)=t0 and Öt/ÖX=Öt/ÖZ=05 We shall 
obtain the set of equation system from 
(1.9). which describes vibrations of an 
infinitely thin plate having- a constant 
thickness: 

De^x - PqWl^o^x/^ = 0, 

D4V2 - PqW22to3fz/12 = 0. 

(1.10) 

(1.11) 

From   (1.10)   and   (1.11)   we obtain: 
a/2  ; (1.12) «1  =   (Jt/to) (C66/pq) ■ 

WE =   (Jt/to) (C44/pq) 1/i (1.13) 

The frequencies <*>1 and <i>2 are inherent 
to the thickness-shear mode in xoy- and 
zoy-planes, respectively. A substantial 
diffe- rence in thise frequencies and 
relatively small frequency difference of 
an infinite plate and trapped anharmonics 
of shear vibrations in both planes 
shows, that while investieatine spectral 
characteristics of contoured plates it is 
necessary to consider separately two 
frequency reelons: those proximate to <*>1 
and ^-For the first frequency region from 

set (1.9) and by neeletine 
pntainine derivatives of 
z with respect to arg-u- 
(because they are small 

-3,,2« 

eq.(2) of the 
al1 the terms 
the function 
ments x and z 

compared with D41?z-pqt-Vyz/12). We shall 
find the function ^z expression and 
substitute it in eq.(1) of the set (1.9). 
The expression thus obtaned contains 
the fourth-order derivatives of the 
displacement function ™x with respect to 
arguments X and Z, which can be neglected, 
because they are small compared to the 
terms containing- second-order derivatives 
of YX [27] 

Consequently, approximate equations 
of motion for the thickness-shear mode can 
be obtained from (1.9) by equating with 
zero the terms containing- functions *z in 
eq. (1) and ™x in eq.(2) of the set (1.9). 
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We obtain the following- as a result: 

?_fD ^ + ^_fD ^1 + 
dx^   ÖX /  dz^ 02 ' 

+ (pqt
3w2/12 - D6)fx 

D6 ö2 
T-5  (D6fx) 

a / a?2 

ÖZ^  ÖX 

+ (pqt
3<o2/12 - D^z 

pqtWi2ÖX2 

= 0 . 

D4 a2 

Pqtü)22ÖZ2 

= 0 . 

(1.14) 

(DA) 

(1.15) 

The equations (1.14) and (1.15) are 
valid over the reg-ion of the fundamental 
frequency of the thickness- shear mode and 
represent equations of motion for the 
thickness-shear and thickness-twist vibra- 
tions of piezoelectric elements having- an 
optional form. 

2. Specifying problem 

The majority of piezoelectric used in 
the mass production of hieh-frequency 
crystal units have not a rectangular, but 
a circular shape. Several possible confi- 
gurations of such piezoelectric elements 
are shown in Figure 1. For piezoelectric 
elements with axial symmetry it is more 
convenient to consider the equation of 
motion (1.14). describing thickness-shear 
vibrations in cylindrical coordinates r, 
«» y (Fie. 2). which are connected with 
the Cartesian coordinates by the following- 
transformation formulae: 

r=(x^ + Z 2)0, x=r-cos»; 

tgfl=z/x;      z=r•sin*.      (2.1) 
The equation (1.14) with the account 

of (2.1) in cylindrical coordinates will 
then take the form: 

(Ai+A2cos2fl)ö2¥/ör2 + (A3+A4cos2<»ö?/ör 

+ A5sin2tfo2¥/örd» +A5Sln2ftö?/9ö (2.2) 

+(A7+A8C0S2fl)a2¥/aü2 +(Ag+Ai0COS2*)? = 0, 

where   ?-Yx(r,ft). 

The variable coefficients Aj in (2.2) 
are defined as follows: 

Al = g5 + g6i  Ä2 = gl - g6; 

A3 = Ai/r + ögi/ör + 2g6ÖD6/ör; 

A4 = -Ä2/r + ögi/dr + 2g6ÖD6/ör; 

A5 - - 2A2/r
2 ; 

A6 = 2A2/r
2-(ögi/dr+2g6ÖD6/ör)/r; 

A7 = Ai/r2;  As = ~A2/r
2; (2.3) 

Ag - g6(l/r-ÖD6/ör - ö
2D6/ar

2) 

+ t3pqü)2/6 - 2D65 

Aio= g6(ö2D6/ar2 - l/r-öDö/ör); 

g6 - D6
2/pqtw2;      gi - Di - D5; 

g5 = Di + D5. 

We shall consider PEs. at which a 
vibration localisation in their central 
part is ensured at the expense of a 
variable profile and also PEs fixed at the 
periphery.the boundary conditions for 
which will be those, when the planar 
displacement function r(r,tt) goese to zero 
at the contour limiting- PE in the xoz 
plane: 

¥(r,ft)    = 0 . (2.4) 
r=d/2 

where d iS the PE diameter (Fig.2). 
The solution of the boundary-value 

problem (2.2), (2.4) will make it possible 
to define eigenvalues and eigenfunctions 
of axially symmetric piezoelectric ele- 
ments with variable thickness in the regi- 
on of the fundamental frequency of the 
thickness-shear vibrations. 

3. Recurrence relations 

for equations of motion 

The analysis of the known PE vibration 
topog-rammes C24.31] and also the results 
of numerical studies of piezoelectric ele- 
ments, operating- in thickness-shear mode 
and having- displacement antinodes in the 
centre [32-34] confirm, that a good appro- 
ximation to the solution of the equation 
set (2.2) is the representation of displa- 
cement function as a trigonometric series: 

?(r.ft) - P0(r) + 
V~lM 

m=l 
[ Pm(r)cos(mfl) 

+ Qm(r)sin(mfl)], M -* »       (3.1) 

While substituting (3.1) in (2.2) the 
initial set of differential equations 
breaks down into four independent sets 
with respect to the expansion coefficients 
(P. Q) with even and odd indices . which 9 
describe all possible modes of thickness- 
shear vibrations. All the four sets of 
differential equations can be conveniently 
represented as a generalized recurrence 
relation (strokes mean differentiating- 
over to r): 

2[AiF"m + A3F'm + (Ag - mA7)Fm] 

+A2F"m+2+ [A4-(m+2)A5]F'm+2 

+ [Aio-(m+2)A6-(m+2)2A8]Fm+2 
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+A2F m-2+  [A4+(m-2)A5]F m-2 

+  [Aio+(m-2)A6-(m-2)2A8]Fm-2 

+ae{A2F"2-m+  [A4+(m-2)A5]F'2-m 

+  [Aio+(m-2)A6-(m-2)2A8]F2-m}=0. (3.2) 

For obtaining a set of differential 
equations of motion required we make sub- 
stitution of necessary desienations of 
expansion coefficients (P or Q), correspon- 
ding to the indices HI and the value of 
multiplear * for F in (3.2)-* 

1st set (Pm)- m=0.2,4. .. 

2nd set (Pm)~ m=l. 3.5... 

3rd set (Qm)- m=l. 3, 5. .. 

4th set (Qm)- m=2. 4. 6. .. 

»-l.with m<2; 

ae=OsWith m>2; 

»--l.with m-1; 

3e=0,with m>l; 

The first set of differential equa- 
tions describes vibrations having- dis- 
placement antinodes in PE centre. i.e. 
havine odd indices alone- the X and Z- axes 
(111.  113.131.  115. 151 ); the second 
one -even indices alone- the X-axis and 
those odd alone the Z-axis (121. 123. 141. 
125, 143....); the third one - even 
indices alone- the Z-axis and those odd 
alone the X-axis (112. 114. 132. 116. 
134....) and, finally, the fourth set - 
even indices alone both axes (122. 
142. 126. 144 ) . 

Let us write the set  (3.2) 
matrix form: 

124. 

in    a 

£ n~l 

k = 

tamnF2n-k +bmnF 2n-k +dmnF 2n-k>05 
m=1.2. 3 M.        (3.3) 

2 - for the 1st set of equations; 
1 - for the 2nd and 4th set of 

equations; 
0 - for the 3rd equation system; 

where M is the number of terms of the 
(3.1) series; 

3ij» kijiO» Qij  are elements of three- 
diagonal matrices of MxM dimension; 

F"j»F'j,Fj are vectors of M-dimension. 
Writine matrix elements aij.kij»  dij 

by way of coefficients Aj is described in 
detail in monoeraph C401 with the account 
of dimensionless desienations: 

ß=ü)/w0; T=t/tQ; rm=d/2t0; r*=2r/d; 

R*=R°/t0; (3.4) 
0.5 

where <*>o =(Jt/to) (Cöö/pk) is the frequency 
of thickness-shear vibrations 
of an infinite plate with the 
thickness to; 

r is the current radius of a 
piezoelectric element; 

R =R*kf is the reduced radius 
for sphere of a PE (kf-1 for 
a biconvex PE. Kf=2 for a 
planoconvex PE). 

The boundary conditions for the modes 
vibration discussed have the form: 

F2m-k r=l 0. 
m=l,2, 3 M 

(3.5) 

General solution of a set with M 
second-order differential equations (3.3) 
havine variable coefficients can be 
written in the form of a sum of partial 
solutions with 2M indefinite coefficients: 

F2m-k 
gl 
j~l 

CHY, a -»ma > m=1.2, 3 M 

where C is a vector of constant coeffi- 
cients; 

Y is a matrix of 2M partial solu- 
tions. 

It is known, that partial solutions 
Ymj are linearly independent then and only 
then. when Vronsky determinant A(Yn, 
YM. 2M) differs from zero [353. Since par- 
tial solutions of differential equation 
set (3.3) are completely defined by 
specifyine initial values in 2M points, 
the unknown solution of (3.3) can be 
represented in the followine way. 

We write the function and the first 
derivative values at the point r=0 in 
accordance with the chosen type of 
vibration (V'lr=0=0; f|r=g=C0nst for the 
first set and ¥lr=0=0, ¥ |r=o=COnst for 
the remainine of the sets). 

For the first system: 

„2M 
P2m-k(0) =.E1 CdYmj - gm; 

P'an-kCO) j j^VjY'mj = 0 ; 

m=1.2.3 M 

For the 2nd. 3rd. 4th sets: 

F2m-k(0) =.§J
M CjYmj - 0; 

(3.6) 

(3.7) 

F 2m-k(0)=E1 CjY ni  = gm; 

m=1.2, 3 M 

We shall write the initial values of 
coefficients of aleebraic sets of 
equations (3.6). (3.7) as a unit matrix 

(Yn, YM.2M) - E, (3.8) 
then the Vronsky determinant 

A(Yii,YMi2M)=l 
and partial solutions will be linearly 
independent C35]. 

From (2.25).  (2.26)  and  (2.27)  it 
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follows that: 
CM+1 = CM+2 =...= CM+M =0. 

Thus, the eeneral solution of a 
linear set of M second-order differen- 
tial equations (3.3) consists of a sum M 
of linearly independent solutions with M 
of indefinite coefficients 

F2m-k =i\ m=l,2, 3 M (3.9) 

The values of Cj -coefficients are 
defined after the boundary conditions 
(3.5) from the set of linear algebraic 
equations (SLAE) are fulfilled 

F2m-k -J^jYm^O,  m=l,2.3....M  (3.10) 

An uniform SLAE (3.10) has a 
nontrivial solution only in the case» when 
its determinant is equal to zero 

AY = 

Yll Yi2 Yi3 ... Yim 
Y21 Y22 Y23 ••• Y2m 
Y31 Y32 Y33 ... Y3m 

Yml Ym2 Ym3 Ymm 

0, 

r-1 

which is a  condition  of  eigenvalues 
("Imp) determination- 

4. Numerical solution of a problem 

For solution of the 2nd- order set of 
differential equations with variable coef- 
ficients (3.3), having" a complicated 
dependence on radius it is reasonable to 
use numerical methods. For this purpose we 
transform (3.3) and (3.4) to a three-point 
difference circuit. Then the edge problem 
will be written in difference relations as 
follows: 
[üliEFli-1-CTliEFli +[ß]i[F]i+i=0,   [F]N=05 

[P]0=[Pll    - 
[F]0 =-[F]r 

Where, <*> 

for the 1st set of equations; 

for the 2nd"4th  sets  of 
equations. 
i=l,2,3, ...N. (41) 

ß»  T are matrices (of the 
order MxM) of the coefficients at point 1J 

P, F -eieenfunction vectors at points 
i-1. i, i+l(Fie.3). 

Matrice elements a > 3, T at point i 
are connected with matrice elements a, b. d, 
(3.3) at the same points by the folio- 
wine relations: 

ßmn = dmn + 0>5pbmn,   Tmn = 2dmn " 
2 

P 3jnn> 

where p=2(2N-l) is a subdivision step 
of integration ranee into N sections. 

For resolving a homoeenons SLAE (4.1) 
it is necessary to equate to zero its 
determinant, which corresponds to defined 

N N+1 

Fierure 3 Splitting- of integrations 
interval 

eieenvalues (") • However, the calculation 
of eieenfunctions [F] with the required 
accuracy can ensure solution of large sets 
of equations M.(N-l). It is more con- 
venient, therefore to go over to the method 
of "shooting-" [361. which is usually 
applied to small SLAE. Let us consider it 
applicably to the solution of the present 
problem. 

We  substitute   (3.9)   in   (4.1) 

[Y]i+i  =   Wi^iWiHli [cflimi-i}, 
(4.2) 

[YDi - EY]0 - for the 1st group of 
vibrations; 
for the remaining- groups 
of vibrations. 

E (4.3) 

[Yli •m0 

AY - |Y|N = 0. (4.4) 

The edee problem can be broueht to 
the Cauchy problem [37]. By specifying 
boundary conditions with r=0 (4.3) we 
define consecutively the values of CYJ3 at 
all points of the integration ranee over 
(4.2) and check fulfillment of the 
boundary condition at r*=l (4.4), The 
eigenvalues of ß are with this a parameter 
which is defined by a shootine method. 

By substituting- the matrix coeffi- 
cients LYJN in (3.10) and makine Ci=l, we 
define remainine coefficients Cj, from 
(3.10) and then eieenfunctions r2m-k from 
(3.9) in any node of a net. In such a way 
by employine this algorithm one can solve 
the set M of aleebraic equations in any 
node of net, i.e. the order of SLAE which 
can be solved. is by N times less than in 
the case of the finite difference method. 

5. Stable algorithm of numerical 
problem solution 

The aleorithm considered above is 
applicable only for PE modilline. havine 
small surface curvature. For resonators, 
usine "trapped enerey" principle (PEs with 
ereat curvature, etc.). the localization 
of maximum displacement amplitudes towards 
the PE centre is characteristic with their 
abrupt attenuation towards the periphery. 
Therefore the  initial equations should 
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have a solution typical for an exponential 
form, and at a larere inteera- tion segment 
the increasing- exponential component 
becomes soon a dominating one C383. 
Consequenty. if one integrates over (4.2) 
from PE centre towards the periphery 
proceeding from independent initial data 
sets (4.3). then after passing- a certain 
seement it can turn out, that the 
integration process of each of M solutions 
will result in the same solution. 
Moreover. if the exponential component 
increases too quickly, then the solution 
can overflow the limits of the capability 
net of a computer. Analogous arguments are 
applicable to integration from the 
periphery towards the centre. In this case 
it is necessery to solve the set of 
equations discussed by using- a run method 
[36] in accordance with which the solution 
is represented in the following' form: 

mi+i - [gji+imi + rai+i. (5.D 

Substitute (5.1) in (4.2) 

[cdi  -   [Yli-i  -Ulli  -   [ßliCOi+lHYDi 

+ [ß]i[t]i+i = 0. (5.2) 

By expressing-  CY]  from  (5.2)   and 
substituting in (4.2) we shall obtain 

{[cdi  -   [T3it*3i     +   WilOi+llOJmi-i 

-EYliLtDi     +   [ßliEOi+lEtli 

+  [BDiCTDi+i = 0. (5.3) 

The set of equations  (5.3)  can be 
fulfilled for every  EYlj-i,  when 

[«Di + {[ßiiWi+i - miHOi =0, 

[ß]i[t]i+l + {[ßDiCOi+l - [Y3i>[t3i - 0. 
(5.4) 

Hence we obtain reccurrence formulae 
for defining matrix coefficients  t2J i» 
[t]j: 

Lx] = [T]i - EßüiEOi+l ; 

[£,]! = [«] i/txli',     [TDi =[ß]i[t]i+i/[X). 
(5.5) 

For calculation  of matrix coeffi- 
cients. EO i» [X] j it is necessery to know 
the values of E£Ji+l and EtDj+i, which can 
be conveniently set in the followine way: 

run method will be fulfilled only then, 
when the value of the coefficient is a<0, 
wh i ch corresponds to "H<1. 

Then 
[£.]N = 0, raN = 0 (5.6) 

mN C={[g>]NmN-l+[t]N>C=0,       (5.7) 

is feasible with any EY]fvj-i matrix and, 
consequently, the first edg-e condition 
(4.1) is also feasible 

[YDN-OO. (5.8) 
In the works  [39,401  it  is shown. 

that the conditions of stable solution of 

6. Calculation of resonance frequencies 
and displacement distributions 

of a piezoelectric element 

By employing- the above algoritm a 
computer programme has been developed, the 
complete text of which is g-iven in the 
work [401 enabling to calculate a complete 
spetrum of thickness-shear vibrations of 
axially symmetric piezoelectric elements 
with variable thickness and displacement 
distribuions in them for any resonance 
vibration. Fieure 4 depicts the calculated 
dependence of fundamental frequency on the 
radius of sphere and PE diameter; whereas 
Figure 5 depicts displacement distribution 
at the surface of a lens-type PE (LPE) for 
fundamental and several anharmonic vibra- 
tions. The calculated and experimental [ail 
frequencies of several resonance vibra- 
tions of a biconvex LPE (R=520mm, 
to=0, 335MM) eiven in Table 1 confirm their 
good agreement. 

Numerous results of a quantitative 
evaluation obtained by using the method of 
PE eigenvalues and PE eigenfrequencies 
calculation described in [40.41] confirm 
also a eood agreement of calculated and 
experimental values. For quartz crystal 
resonators with LPEs of AT-cut simple 
generalized analytical expressions have 
been obtained for calculation of a 
complete frequency spectrum of thickness- 
shear vibrations (up to anharmonic n51) 
[421. 

Figure 4 - Dependence of the fundamental 
frequency of a lens-type PE 
on its radius of sphere and 
diameter 
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Figure 6 shows the influence of 
electrode thickness on the displacements 
distribution in a piezoelectric element. 
The electrode thickness (Te ) is evaluated 
in equivalent crystal PE thickness. In the 
case, of disk-shaped PE without electrodes 
(Te =0) displacements of PE surface 
particles for the funda- mental and 
anharmonic vibrations are dispersed within 
all the PE volume. With the increase of 
driving- electrode thickness the 
fundamental frequency 111 is localizes 
under the electrode first, then anharmonic 
vibration 115. Ferther electrode thickness 
vibration  113  follows  and,   finaly. 

Figure 5 - Calculated displacement dist- 
ributionsat the surface of a lens 
-type PE for a group of resonance 
vibrations 

Table 1 

Measured Calculated 
Mode 

index 

values C221 values 

flmp» flmp/flll ßlmp/ßlll 
kHz 

111 5000 1.0 1.0 
112 5084 1.0168 1.0174 
121 5110 1.0220 1.0219 
113 5171 1.0342 1.0344 
131 5227 1.0454 1.0439 
114 5261 1.0522 1.0517 

increase will change (localize) the 
vibration energy distribution only 
insignificantly and with T*=0.03 olready 
all the three modes are lumped in 
underelectrode xarea. With the electrode 
thickness of Te =0,02 ("thick" electrode ) 
the intensity of all three modes of 
vibration will have the same order. Is it 
possible to disperse vibrations with 
"thick" electrodes? Let us consider conca- 
vity influence on the displacement 
distribution in piezoelectric elements. 

Figure 7 represents displacement 
distributions at the surface of a PE with 
different radii of sphere for a concave PE 

(for A=0.03 - R/to=3S33S3; 0.05-200000; 
0.07-142857; 0.09-111111). We shall 
consider the silver electrode thickness of 
0.2 Mm  to  be  permissible,  then the 

Te = 0,005 

\ 

Te=0,01 

4  / 
.rs\ / \ 

Te = 0,02 

,<^ |^115 

Te = 0,03 

Figure 6 - Influence of electrode thick- 
ness (mass) on localization of re- 
zonance vibrations in a disk-type 
PE d/to=120; de/d=0.3. 

thickness (t) of a crystal plate in PE 
centre (Figure 7) will be equal to t=46 Ikn 
which corresponds to vibrations in the 
region of 35 MHz. With this electrode 
thickness in the case of a disk-shaped PE 
anharmonic vibrations 113, 131 are 
"trapped" and will have an amplitude of 
vibration comparable with the amplitude of 
the fundamental mode [403. With the change 
of the radius of sphere of a concave PE 
redistribution of displacements both for 
the main and anharmonic vibrations occurs. 
The curves of displacement distribution 
dependence Um (x), Um (z) begin to move 
from PE centre (curve 2) with the decrease 
of radius of sphere (increase of ") which 
results in inductance Uli desrease C40], 
after that the maximum Uli moves from PE 
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centre to the Z-axis and a deep of the 
displacement distribution function is 
formed (curve 3). At the extent of A 
increase the radius correspondine to the 
minimum displacement amplitude alone the 
Z-axis increases the displacement 
amplitude in PE centre decreases (curves 
4,5) and with a further A increase 
vibrations are completely forced out from 
the underelectrode area [403. 

*o^Wu) 
60 

40 

20 

y ' 1 N !§ 
J5J. y 1 

1 
1 

^ 

1,2 

1,° 

0,8 

0,02       0,04       0,06        0,08 A/| 

•-IH/L111 

0 0,08        0,16       0,24    A/tc 
Fieure 8  -  Influence of PE concavity 

(d/to=200; de/d=0.3;  te*=0.035) 
on the motional  inductance at 
fundamental  frequency  and 
anharmonic vobrations 

Fieure 7 - Influence of PE concavity on 
displacement distributions at PE 
surface for the fundamental 
frequency (d/to=200; de/d=0.3; 
te*=0.035): 1 curve - A/to=0; 
2-0.03; 3-0.05; 4-0.07; 5-0.09. 

It is important to note that if at 
the initial staee of A chanee, the 
inductance of the fundamental mode was 
increased compared with the inductance of 
a disk-shaped PE havine the same electro- 
de, then after passine the minimum value 
it beeins to increase and. at the extent 
of forcine out vibrations from the 
underelectrode area it tends to infinity. 
Analogous conversions undereo also anhar- 
monic vibrations for exaple those of 
anharmonic 113, with A=0.05 which will be 
maximally attenuated . Special interest 
presents PE with A=0.07 at which not only 
simultaneous maximum attenuation of 
anharmonics 113 and 131 is obtained, but 
the fundamental mode will have a minimum 
inductance (fieure 8). In the works 
[32-341 eeneralized analytical expressions 
for the calculation of resonance vibration 
distributions vat nil, nl3, n31, n33, n51 
of quartz resonators with LPE of AT-cut 
are eiven. 

7. Calculation of equivalent 
electrical motional parameters 

of quartz resonators 

Equivalent electrical circuit of a 
quartz resonator can be represented as 
shown in Fieure 9. For the calculation of 
its equivalent motional parameters L and C 
it is convenient to use the followine 
relations: 

Limp - kc 
Fv Imp 

(Fslmp)2' 
Ci 

(FslmP)2 

mp w F Imp, 2 ' 
Wimp 

(7.1) 
M 

Fs= 2 S   {Po(r)+ 2 [pm(r)c°smfl 
i=1s^ m=l 

}dS, (7.2) + Qm(r)slnm* 

1 M 

Fv =[{2P0
2(r) =2   [Pm2(r)+Qfn

2(r)]} H3rdr 
m=l (7.3) 
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where K0 is coefficient depending' on the 
effective electrical constant, 
crystal density and piezo- 
electric element dimensions; 

K is the number of elementary land 
areas into which the area of a 
composite electrode is split. 

The coefficient Ko  in 
constant for all the modes. 

Imp 

(7.1)   is 
at the same 

time the function Fv depends on 
displacement distributions and for a 
specified vibration lrnp-^it  is a finite 
value.  The function F£ in its turn. 

depends not only on the type of vibration, 
but also on geometrical dimensions and 
electrode configuration and can take for 
anharmonic vibrations even zero values. 
Just this function defines a qualitative 
character of equivalent motional inductan- 
ces and capacitances of resonance vibrati- 
ons and also, as it will be shown below,the 
intensity of vibration. Subroutines of 
computer calculation of equivalent 
motional inductances and capacitances of 
resonance vibrations of contoured axially 
symmetric PE with variable electrode 
configurations are presented in the book 
[40], where a eood concidence of calcula- 
ted and experimental results obtained on 
these parameters is also noted. 

Figure 10 depicts calculated values 
of inductance variation for the 1st group 
of vibrations of biconvex LPE: R/no=370; 
d/ho=30, illustrating- the character of 
anharmonic vibration intensity vs 
electrode diameter. As it follows from 
Fig.10, with de/d=o.27 not only anharmonic 
vibrations 113,131 are maximally simul- 
taneously attenuated (interception point 
of curves Lii3,Li3i) but remaining anhar- 
monics will have a sufficient attenuation. 
Just this is a condition for obtaining' 
single frequency resonators. 

imp 

imp 

Figure 9 - Equivalent electrical circuit 
of a quartz resonator 

However, a simultaneous maximum atte- 
nuation of anharmonic vibrations 113, 131 
has a definite limit (see Fig.10). For 
improvement of resonator spectral charac- 
teristic it is necessary to use electrodes 
of a complicated configuration. Let us 
show whet by using a composite axially 

symmetric electrode having a circle and a 
ring configuration (Fig.11), one can 
obtain considerable attenuation of these 
unwanted   responses   with   retaining- 

201g(L 

0,1  0,2  0,3  0,4  0,5  0,6 de/d 

Figure 10 - Dependence of anharmonic vibra 
tion intensity attenuation  on 
electrode diameter   for   LPE 

(R/to=370; d/to=30) 

sufficient intensity of the operating- mode 
of vibration C431. Due to the fact, that 
the ,i"ing PE surface between diameters di 
and Q2 (Fig-. 11) does not take part in 
inducing piezoelectric charge at an active 
electrode, it is possible by chaneing 
diameters of such an electrode to obtain 
simultaneous zero charge for both vibra- 
tions. For fixed U2/d=0.3 values with the 
change of di/d - values» represented in 
Fig-. 11. the dependencies Aii3, A131 
£Aimp=201g(Limp/Liii)] beg-in to shift 
towards each other, and with the coin- 
cidence of their extremum values (for 
example di/d=0.21 and d3/d=0.348) a 

maximum simultaneous attenuation of these 
anharmonic vibrations is observed, which 
is greater than in the case of optimum 
diameter of a circular electrode (Fig.11). 
It is necessary to note that with this 
eletrode shape the main vibration is only 
insignificantly attenuted (see Fig-. 11 
dashed 1i ne). 
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Especially useful are calculation 
methods of equivalent motional inductance 
when evaluating composite electrode confi- 
gurations for multimode resonators. when 
with simultaneous unwanted rezonances 
attenuation of it is necessary to ensure a 
sufficient intensity of two or more of 
working resonances. 

m/m* ma-pc 

"3 

Mmp.,< 

d2/d=0,3 
i - df = dz 
2 ~ df/d=0}24 
3- d,/d=o,2i 

0,26   0,28   0,30  0,32    0,34  d^/d 
Fisrure 11 -Dependence of anharmonic vibra- 

tions attenuation on treometric 
dimensions of a composite elect- 
rode 

Especially useful are the calculation 
methods of equivalent motional indactance 
developed for evaluation of composite 
electrode confisrurations for multimode 
resonators, when with simultaneous 
unwanted resonances attenuation it is 
necessary to ensure a sufficient intensity 
of two or more of working- resonances. 

The above calculation procedure of 
equivalent motional capacitance enabled us 
to reveal the influence of PE geometrical 
dimensions on capacitance relation of 
resonator (m) KP (nVmp=Cnmp/Co3 [44-461. 
(m=l/r5 where P is a capacitance ratio). 
Figure 12 shows the dependence of Will on 
re for LPEs with various radii of sphere, 
and Fig-ure 13 shows the dependence 
character of ^e on capacitance ralatios at 
with anharmonic vibrations 113.131. 
Theoretical studies carried out. enabled 
us not only to describle more exactly the 
character of capacitance ratio 
dependencies. but also to obtain for LPEs 
their generalized dependencies on Pe both, 
for harmonic and anharmonic vibrations. 

R/!o=foo(Tfü) 

04       0,6       dz/d' 
Figure 12 - Dependence of capacitance 

relation of a resonator with a 
lens-type PE /J/L. _r,n\ on elect- 
rode diameteria/t°~'dUJ 

1,0 
mm/m ii5 mapc 

i    i / 

R/L=50 
/ 
/ 

0,5 7 ■-,-, 

A s> \ / 
Kjoo 

/ 

v 

\ Ü A \ ^200 

0 

Figure 13 

0,2 0,4 0,6 dz/d' 
- Dependence of capacitance 

relations for anharmonic vibra- 
tions 113.131 of resonators with 
LPEs (d/to=14) 

8.Determination of resonator 
frequency-temperature characteristics 

For determination of frequency-tempe- 
rature characteristics (FTC)) of quartz 
resonators with axially symmetic PEs of 
viriable thickness it is necessary to take 
into account the dependence of coe- 
fficients P» Cij and PE g-eometrical dimen- 
sions on temperature (t) and angle of cut 
CßJ in equation of motion with 
thickness-shear vibrations- This enables 
to make an analysis of FTCs of the 
complete spectrum of thickness-shear 
vibrations of axially symmetric PEs of 
rotated Y-cuts with a variable thickness. 
Fisrure 14a illusrates the calculated FTCs 
(ß-ßo+üß) of PEs having- different radii of 
sphere beginning- with R=°° (disk-type PE) 
and ending- with a minimum permissible 
radius when tb=0. The effect of a bevel on 
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*) J**'f) 10 

b
) 

-100 
-60 -20 20 60    CC 

Figure 14 - Frequency- temperature charac- 
teristic of AT cut piezoelectric 
elements (6=35.0862°) with diffe- 
rent surface curvature: a) LPE 
with different radii of sphere; 
b) disk-type PE with bevels 

FTC of a harmonic and two anharmonic 
vibrations is shown in Fierure 14b. In 
Figure 15 an example is eiven illustrating- 
determination of local PE thickness 
chane-es on resonator FTC. Orientation 
error of a crystal plate for AT-cut LPE 

within the limits of (Aß=±i') causes FTC 
chancre shown in Figure 15: 

curve 1-Aß—1*;curve 2~Aß=0' ;Curve 3-Aß-r 
The rine notch of PE with the dimensions 
shown in the fieure chaneres FTC 
equivalently to the chane-e of crystal 
plate orientation for one minute (Fie. 
15b). The curves of Fieure 15c illustrate 
the effect of local electrode thickness 
chansre on FTC. 

15 

de _ <u 
• 

0 

-15 

K 

J ^ I \A/L=0,05 

«; dVd-i 

15 

0 

-15 

V4=3 
UT^ ̂  

' 

•s^' y 

60    -50      0      30     60      90£°£ 

Fie-ure 15 -     Dependence of frequency- 
temperature characteristic   on 
local electrode thickness chanees 
and PE    (d/to=20;    R/to=250; 
te*=0.01; de/d=0.58) 

The numerical methods of resonator 
FTC calculation developed enable to make a 
complex estimation of the influence of; 
ane-le of cut. chaneres PE and geometry; 
variations, local PE and electrodej 
thickness chane-es on the resonator FTC. | 
which is   especially   important   for! 
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high-frequency quartz resonatorss. havingj 
small PE thicknesses due to which all the 
above-mentioned local PE geometry and 
electrode changes become especially 
appreciable. They are also useful in 
designing multimode resonators, when it is 
necessary to ensure simultaneously FTC for 
each of the working vibrations. 

Conclusion 

The methods of numerical study of main 
quartz resonator characteristics and 
parameters confirm effectiveness of deve- 
loped computer models of hieh-frequency 
resonators which enables to make theoreti- 
cal investigations of not only the widely 
used, but also of new PE configurations, 
which can be easily obtained by modern 
progressive shaping techniques. for which 
a very precise experiment is necessary 
and. which cannot be always implemented in 
practice. Evaluattion of the complex 
effect of PE and electrode eeomet- ries 
angle of cut and environmental influ- 
ences makes it possible to improve resona- 
tor characteristics employing known tradi- 
tional PE configurations and to design 
resonators with PEs of new geometries with 
the best qualities. 

Acknowledgement 

The author thanks Vitaly Maksimenko 
and his colleagues for the constant sup- 
port in making numerous computational ex- 
periments. 

References 

CllMindlin R.D. "High frequency vibrations 
of crystal plates". Quarterly of Applied 
Mathematics. Vol.XIX. No.l.- pp. 51-61. 
1961 

C2]Tiersten H.F.,Mindlin R.D. "Forced vib- 
rations of piezoelectric crystal 
plates". Quart.Appl.Math.. V.XX. No.2. 
pp.107-119.  1962.. 

C3]Mindlin R.D..Medic M.A. "Extensional 
vibrations of elastic plates". J.Appl. 
Mech.Trans.ASME, V.26. P.561.1959 

[4]Hoiland R.. EerNisse E.P. "Design of 
resonant piezoelectric devices". The 
M.I.T.Press, Cambridge, Massachussetts, 
London. 1979. 

C5DMindlin R.D., Spencer W.J. "Anharmonic 
- Twist Overtones of Thickness - Shear 
and Flexural Vibrations of Rectanqular 
AT- Cut Quartz Plates". J.Acoust.Soc. 
Am.. V.42, No.6. pp. 1268-1277, 1967 

C61Bleustein J.L.,Tiersten H.F. "Forced 
thickness-shear vibrations of discon- 
tinuously plated piezoelectric plates". 
J.Acoust.Soc.Amer.. V.43, No.3, pp. 
1311-1318. 1968. 

[71Lee P.C.. Spencer W.J. "Shear flexural- 

twist vibrations in rectanqular AT-cut 
quartz plates with partial elec- 
trodes", J.Acoust.Soc.of Amer.. V.45. 
No.3. pP.637-645, 1968. 

C83Mason W.P., Thurston R.N. "A compact 
electromechanical band-pass filter for 
frequencies below 20 kilocycles".IRE 
Trans. Ultrason. Engineering. V.UE-7.. 
p.59. 1960. 

C9] Nakamura K., Skimizu H. "Analysis of 
two-dimensional energy trapping in 
piezoelectric plates with rectangular 
electrodes". Proc. IEEE Ultrasonic 
Symposium., P.606,1976. 

ClOlSykes R. Bell. Syst. Tech.J., V.23. 
pp.52-96,  1944. 

ClllMindlin R.D. "High frequency vibra- 
tions of plated crystal plates". 
Progress in Appl. Mechanics.McMi1Ian, 
New York, pp. 73-84, 1961. 

[121Byrne R.J., Lloyd P., Spencer W.J. 
"Thickness- shear vibration in 
rectangular AT-cut quartz plates with 
partial electrodes", J.Acoust. Soc. 
Amer.. V.43, P.231, 1968 

C13]Mindlin R.D. "High frequency 
vibrations of piezoelectric crystal 
plates". Report, Columbia University. 
Departament of Civil Engineering and 
Engineering Mechanics.-New York.-1972. 

C14]Zelenka J. "The influence of the 
electrodes on the resonance frequency 
of AT-cut quartz plates". Int.J.Sol ids 
Structure, V. 11.- pp. 871-876. 1975. 

C151Kantor V.M."Monolithic piezoelectric 
filters". Publ.House "Swjaz". 1977 (in 
Russian) 

C161Nakamura K., Skimizu H. "Analysis of 
two-dimensional energy trapping in 
piezoelectric plates with rectangular 
electrodes". Proc.IEEE Ultrasonic 
Symposium., P.606, 1976. 

[17]Bechmann R. Patent USA N 2249933.1941. 
C18]Mortley W.S.Proc.IEE.. V.B104.P.239, 

1956. 
C19]Mindlin R.D.. Lee P.C.Y. "Thickness- 

Shear and Flexural Vibrations of 
Partially Plated Crystal Plates", 
Int.J.Sol ids and Structures, V.2, 
No.l, P.125-139. 1966 

C20]Shockley W., Curran D.R., Koneval P.T. 
"Trapped enargy modes in quartz filter 
crystals". J.Acoust.Soc.Amer.. V.41. 
N.4. pt.2. pp.981-983. 1967. 

C21]Mindlin R.D. "Optimum size and shapes 
of electrodes for quartz resonators". 
J. Acoust. Soc. Amer., V.43, pp.1329- 
1331, 1968. 

C22]Wilson C.J. "Vibration modes of AT-Cut 
Convex Quartz Resonators", J. Phys. D: 
Appl. Phys., V.7, No.18, pp.2449-2456. 
1974. 

C231Tiersten H.F., Smythe R.C. "An ana- 
lysis of contoured crystal resonators 
operating in overtones of coupled 
thickness shear and thickness twist", 
J. Acoust. Soc. Am., V.65, No 6, 
pp.1455-1460, 1979. 

C24]Physical Acoustics.   Principles  and 

221 



Method. Edited by Warren P.Mason, 
Volume Y. Academic Press. New York and 
London, 1968 

C25]Mindlin R.D. "Thickness-Shear and 
Flexural Vibrations of Crystal 
Plates", J.Appl.Phys., V.22. No. 3, 
pp.316-323, 1951. 

[261Mindlin R.D. "Hieti Freqency Vibrations 
of Piezoelectric Crystal Plates", Int. 
J. Solids and Structures., V.8, No.7, 
pp.895-906, 1972. 

C271Samo3lov V.S., Lubimov L.A., Postnikov 
I.I. "Three-dimensional theory of con- 
toured resonators in approximation of 
energ-y trapping-". Electronic Enginee- 
ring. Ser.5. Radiodetails and Radio- 
components, Issue 4. pp.3-7, 1974 (in 
Russian) 

[281Postnikov I.I., Vesselov G.I., Lubimov 
L.A., Samoalov V.S. "Resonators with 
lens-type piezoelectric elements" in 
the book "Collected articles on scien- 
tific works dealing- with microelectro- 
nics problems"(UHF and measuring 
techniques). Issue XXY. MIIET 1976, 
pp.207-216 (in Russian) 

[291Vesselov G.I., Postnikov I. I., Sa- 
moa lov V.S. "On the design of piezo- 
electric elements of high-frequency 
quartz crystal units". Radioenei- 
neering and electronics, 1981, V.XXX1, 
No.12, pp.2531-2539 (in Russian) 

[301Postnikov I.I. "Coupling of thickness- 
shear vibrations with flexural ones in 
high-frequency piezoelectric rezona- 
tors. Radioengineerine. No.10, 1991, 
p.26 (in Russian) 

[31]Smagin A.G., Jaroslavsky M.I. "Piezo- 
electricity of quartz and quartz 
crystal units". Publ.House "Energ-ija", 
1970 (in Russian) 

[321Postnikov I.I. "Eig-enfrequencies of 
lens-type piezoelectric elements", 
Radiophysics. V.29, No.6, 1987, 
pp.740-747 (in Russian) 

[331Postnikov I.I. "Eigenvibration modes 
of higti-frequency piezoelectric reso- 
nators", V.XXXI I, No.10, 1987, 
pp.2052-2060 (in Russian) 

[341Postnikov I.I. "Eigenfunction of an- 
harmonic vibrations nl5, n33, n51 of 
lens-type piezoelectric elements", 
Radiophysics, V.33, No.10, 1990, 
pp.1176-1180 (in Russian) 

[35]Smirnov V.I."Hieh mathematics course", 
V.2, Publ.House "Nauka" (Scince) 1974 
(in Russian) 

[361Bachvalov N.S. "Numerical methods", 
Publ.House "Scince", 1973 (in Russian) 

[37]Kalitkin N.N. "Numerical methods". 
Publ.House "Scince", 1977 (in Russian) 

[38]Hall G. and Watt J.M. "Modern Nume- 
rical Methods for Ordinary Diffe- 
rential Equations", Clareudon Press. 
Oxford, 1976. 

[39]Vesselov G.I., Postnikov I.I., Sa- 
mojlov V.S. "Steady-state algorithm of 
numerical modelling- at electronic 
computer of eig-enfrequencies of HF 

quartz crystal units". Radio- 
electronics, V.XXYI, No.6, pp.27-32, 
1983 (in Russian) 

[40]Postnikov I.I.  "Computer study of HF 
quartz crystzal  unit  characteris- 
tics",  Radioengineering-,  No. 12,  pp. 
85-86. 1989 (in Russian) 

[41]Vesselov G.I., Postnikov I. I., Sa- 
moa lov V.S. "Modelling of lens-type 
piezoelectric elements for HF resona- 
tors". "Problem of microelectro- 
nics", MIET, pp.133-139, 1979 (in 
Russian) 

[421Postnikov I.I.  "Frequency distances 
to anharmonic vibrations in lens-type 
piezoelectric elements". Radioengi.nee- 
ring and Electronics,  V.XXXIX,  No.3, 
pp.446-448, 1994 (in Russian) 

[431Morgalovsky V.P., Postnikov I.I. Si- 
multaneous maximum attenuation of 
nearest unwanted responses of quartz 
crystal units". Techniques of Commu- 
nication Means, Series OT, Issue 1, 
pp.139-144, 1990 (in Russian) 

[441Postnikov I.I. "Generalized dependence 
of capacitance relation of HF quartz 
crystal units". Electrocommunication, 
No.2, pp. 54-56, 1985 (in Russian) 

[451Postnikov I.I. "Calculation of capa- 
citance relation of HF resonators with 
lens-type piezoelectric elements of 
AT-cut", Radioeng-ineering-, No. 8, 
pp.85-87. 1985 (in Russian) 

[461Postnikov I.I. "Dependence of capa- 
citance relation on electrode radius 
anharmonic virations of quartz crystal 
units with lens-type piezoelectric 
elements", Radioengineering-, No. 11, 
pp.58-60. 1986 (in Russian) 

222 



1994 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM 

RELIABLE QUADRATIC FOR FREQUENCY-TURNOVER TEMPERATURE 
VS ORIENTATION OF ROTATED Y-CUT QUARTZ PLATE RESONATOR 

OSCILLATING IN G-MODE 

MITSUO NAKAZAWA*, ATSUSHI ARAKI*, SEIICHI TAKAKUWA**, 
AND 

MOTOYASU HANJI** 
*Shinsyu University , 500 Wakasato , Nagano-shi 380 , Japan , 

**Kinseki Co.Ltd. , Tokyo 201 , Japan 

Abstract 

This paper describes the reliable quadratic for 
frequency-turnover temperature vs orientation of c- 
mode in the temperature range —196 ~ 300 °C. From 
the relation we can show the useful piezoelectric cuts 
of quartz for the resonator and sensor at the elevated 
temperature region. In particular, the experiments 
are carried out in the vicinity of AT-cut. 

Introduction 

As we know , the relationship between the fre- 
quency-turnover temperature and angle of cut for 
the rotated Y-cut quartz plate resonator oscillating 
in thickness vibration c-mode shows the nonlinear 
phenomenon . Bechmann, Ballato and Lukaszek 
have been investigated the frequency-turnover tem- 
perature vs orientation angle for AT-, BT-, CT-, 
and DT- cuts. 1_2) It is of great interest to know 
the theoretical and experimental behaviors of non- 
linear phenomena for the frequency turning point 
of temperature vs the orientation in the rotated Y- 
cut, in particular, near the AT-cut, in view of the 
need for such plates in advanced frequency control, 
digital communication, etc. In the 1992 and 1993 
Frequency Control Symposium an investigation has 
been presented 3"4) with respect to the nonlinear ef- 
fect as mentioned above. 

We now propose to show how the nonlinear effect 
of the frequency-temperature characteristics vs the 
angle of cut in the vicinity of AT-cut may be taken 
into account and we deduce the simple analytic and 
experimental formula for them. The formula shows 
approximately the quadratic and in this paper the 
reliable coefficients of quadratic are shown experi- 
mentally. 

Analysis 

According to references [3] and [4], the frequency 
of crystal resonator can be expressed by Taylor ex- 
pansion theorem as follows: 

f(90 + A6,T0 + AT) 

n = l 

+ Rn, (1) 

where 

6    : any angle of rotated Y-cut, 

do  : reference angle, 

T   : any temperature, 

To   : reference temperature, 
Ae = e-eQ, AT = T-T0 

and Rn: residual term. 
From eqn.(l) we have the following eqns.: 

f(90 + A9, T0 + AT) 

=    /(Öo,To)(l + ,4AT + ßAT2-l-CAT3), 

(2) 

where 

and 

A    =    (dT + dTS9+-dTee9'2), 

1 1 
B    =    -r(dTT + dTTg9 + -dTTee9 ), 

C = ^{dTTT + dTTTsQ -\-^dTTTee9 ), 

= VdTd<rT°'eo       ' (3) 
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Now, for the first-order approximation we set eqn. 
(3) as follows: 

A = d-r + CIT$0 + -dresO , 

B = -(dTT + dTTf9), 

C — -(drTT + dxTT$0). (4) 
o 

and 

From eqn.(2) we have the following equation of 
frequency-turnover temperature T: 

Hence, 

^ = 0: 
dT 

3CAT2 + 2BAT + 4 = 0. 

AT = (T - To) 

-B ± VB2 - SAC 

3C 

(5) 

(6) 

Similarly, we have the following quadratic: 3"4) 

a02 + 2h9AT+AT2+2g9+2eAT + c = O,    (7) 

where 

A6 = e-60 = 6,e0 = 0, AT = T-T0,dTTT6 = 0 , 

dxee            2rfx d?T 
a = —  , c = —  , e = 

dxTT d' TTT JXTT 

■     dTg dTTg 
g - , and  h = . (8) 

UTTT O.TTT 

From eqn.(2) we obtain the following eqns.of in- 
flection temperature T: 

<92/ 
ÖT2 = 0: 

B 

and 

T = To"3C' 

T = T0-e-hd. 

Experiments 

(9) 

(10) 

The typical specifications of the quartz crystal 
resonator in this paper are as follows: 

• Orientation: (YX1)Ö, 0 = 36.80°±15", 

• Frequency constant for fundamental c-mode: 
AT0 = f0t0 = 1.6588MHz-mm at 25 "C, 

• Frequency: /0 = 9.99280MHz at 25 °C, 

• Diameter of plate: d=12.5mm, 

• Diameter of electrodes: de = 6.0 mm, 

• Surface polish: FO JJ4000, 

• Electrode films: Ni Cr+Au, 

• Holder : HC-47/U, 

• Annealing/baking: 12 hours at 120-130 °C. 

The resonator is measured to have the following 
nominal equivalent circuit values at room tempera- 
ture and fundamental harmonic: 

• Capacitance ratio: r = —^=246, 
W 

• Motional resistance: R\ — 5 f2, 

• Quality factor: Q=91920, 

• Motional time constant: 
n = (27T/0Q)-1 = 0.173ps, 

• Motional capacitance: C\ — -=- = 34.65 fF, 
K\ 

• Motional inductance: L\ = 7.32 mH, 

• Static capacitance: Co = 8.53 pF. 

Figure 1 shows the block diagram for the frequency- 
temperature measuring system. Figure 2 shows the 
frequency-temperature characteristics of the quartz- 
plate vibrating in c-mode (0=36.80° ). 

Figure 3 shows the frequency-turnover tempera- 
ture vs angle of cut characteristics for the rotated 
Y-cut plates oscillating in c-mode. 

In the figure solid line shows the quadratic curve 
drawn by using the reliable quadratic coefficients 
which were determined by experiments. 

Figure 4 shows the resonance frequency charac- 
teristics of the plate resonator at room temperature 
(0=36.80° ). It is found that the thickness-shear 
c-mode is operating at 9.992803MHz and the un- 
wnated modes keep away from the principal mode. 

Quadratic 

As we know,the mode change between the b- and 
c- modes for the quartz plate resonator occure at 
approximately 0=- 24° and their elastic velocities 
change one another. Therefore, we must take care 
of this point. We now discuss the quadratic in the 
vicinity of AT-cut. 

Table 1 is made by our experimental results, as 
shown in Fig.3. 

In the Fig.2 we can calculate the first-, second- 
and third- order frequency-temperature coefficients 
as, by use of the least squares method, 
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dT = -7.2390 x 10~6 (K-1), 

dTT = -1.3050 x IQ"8 (K-2), 

and 

dTTT = 4.8890 x IQ"10 (K 

where T0 = 25 °C. 
In the quadratic formula (7) we assume that con- 

stant c is invariant for the c-mode near AT-cut. 
Hence, 

c = i*L = -29618 (K2). 
UTTT 

With c value known, only a,h,g, and e in eqn.(7) 
remain to be determined.   We thus obtain the fol- 
lowing eqn.(ll), where 
Ai = -(AT? + c), 

AT; = T{- T0, T0 = 25 °C, and i=l,2,3 and 4. 

6»!2    OiATi    6>i    ATi 
2    02AT2    02    AT2 

h     63AT3   03   AT3 

94
2    6>4AT4    9 4    AT4 

a rAi i 
1h A2 

2g 
2e 

A3 

A4 

Hence, we have the following results: 
(11) 

a = -521.3801 (K2) , 
b = 1 ) 
c = -29618 (A'2) , 
e = 632.4305 (K), 
9 = 9606.8865 (K'2) , 
h = -17.8785 (K), 

dx = -7.2396 x 10-6 (K-1) , 
dxx = 30.9195 x 10~8 

(K-'2) , 
dfTT = 4.8890 x 10-10 

(A'"3) . 

(12) 

From these values, it follows that 

A = 
a    h 
h    b 

< 0   and   D = 
a h 9 
h b e 

9 e c 
(13) 

Therefore, eqn.(ll) represents a hyperbola as shown 
in Fig.3 (solid line). 

Appendix 

The authors want to change the Figs .5 and 6 which 
were represented in our paper of 1993 Frequency 
Control Symposium4^ into the Fig.5 of this paper. 

Conclusions 

The authors performed both an analysis and ex- 
periments with respect to the frequency-turnover tem- 
perature vs orientation for the rotated Y-cut oscillat- 
ing in c-mode in the vicinity of AT-cut. From these 
results the authors have obtained new relationships 
between the cut angles and the frequency-turnover 
temperatures on the elevated temperatures. These 
results can be applied to chemical sensors, resonators 
and transducers, etc. 
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Fig.l. Circuit diagram for frequency-temperature characteristics. 

-200 0 200 
Temperature    (V>) 

Fig.2. Frequency-temperature characteristics for the rotated Y-cut plate 

oscillating in c-mode in the vicinity of AT ( 0 =36.80 ' ).Solid line shows 

the experimental result and the dotted line shows the calculated value of 

least squares method. 
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Table 1. Frequency-turnover temperatures and 

angles of cut for rotated Y-cuts in the vicinity 

of AT 

0.   CO Ti (°C) ATi = TVTo 
(To=2 5°C) 

35.25 36.33 

35.55 -46.00 

36.80 221.60 

36.80 -120.60 

11.33 

-71.00 

-196.60 

-145.60 

O   200- 

LU 
CC 

CC 
LU 
Q_ 

LU 

-200L 
36 37 

CUT ANGLE G   [°   ] 
38 

Fig.3. Frequency-turnover temperature vs angle of cut for the rotated Y-cut 

plate oscillating in c-mode in the vicinity of AT( x:present value, circle: 

BBL value'•2),cross - circle:value obtained by Koga and Shinada, solid line: 
quadratic curve of present.). 
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Fig.4.    Resonance   frequency 

chracteristics   for   the   rotated 

Y-cut   plate  vibrating in c-mode 

in the vicinity of AT( 6 =36.80 ' ). 

CHI S21       log MAG       10 dB/ REF -lO dB      1: -1.9520 dE 

i 

9 .992    1303    5C A    MHz 

Cor I 1 
J \ 
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\ y / 

( 
^ 

h 
^ 

1 
f 

CENTER        10.05    MHz SPAN        200    kHz 

AT  (°C) 
600 r 

e (° ) 

-300 L 

Fig.5. Frequency-turnover temperature vs angle of cut characteristics 

for the rotated Y-cut vibrating in b-mode in the vicinity of BT-cut. 

Solid line shows the quadratic calculated by using the quadratic 

coefficients which are determind by experiments 

(AT=T-To, To=30°C). 
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Abstract 

The inclusion of the effects of a non-uniform 
distribution of vibratory motion in Ballato's exact 
transmission-line analogs of the piezoelectric plate 
resonator is addressed on both theoretical and 
experimental bases. It is shown that both the mass 
loading (series inductance) and piezoelectric coupling 
(transformer) terms are modified by the non-uniform 
distribution of motion. Typical magnitudes of the 
required correction factors are discussed, and 
representative experimental data are presented. 

Introduction 

Transmission-line equivalent electrical circuits 
for the piezoelectric plate resonator have been developed 
by a number of researchers. The equivalent circuits of 
greatest utility are Ballato's exact transmission-line 
analogs [1], since they are 1) exact solutions of the one- 
dimensional cases considered (and thus valid at all 
frequencies), and 2) provide descriptive analogs of the 
physical processes occurring at each point in the 
resonator structure. They are particularly useful in 
analyzing stacked structures and structures where 
multiple harmonics of the resonator are to be excited, 
such as in the dual-mode temperature sensing scheme 
originated by Schodowski [2]. 

ELECTRODE 
INERTIA 

PIEZO 
SURFACE 
TRACTION 

PIEZO 
WAVE 

REACTION 

TOTAL 
CURRENT 

o^nry\J 

-Co 

6 

CRYSTAL PLATE 

MECHANICAL 
WAVE MOTION 

PIEZOELECTRIC 
'p-^v-rv-v) 

POLARIZATION 

CURRENT 

DIELECTRIC 

+ C0 

DISPLACEMENT 
CURRENT 

QUASISTATIC 
THICKNESS 
EXCITATION 

Fig. 1. Exact electrical equivalent network for a single 
simple thickness mode driven by thickness-field 
excitation in a laterally unbounded piezoelectric 
resonator. 
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BISECTED 
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The governing equations for the critical 
frequencies may be found by examination of the 
resonator impedance or admittance functions using either 
short-circuited (resonance) or open-circuited 
(antiresonance) conditions at the electrical port. The TE 
resonance frequencies are related as 

tanX = 

with 

X 

k2+ HX2 (6) 

Fig. 2.   Bisected version of the exact equivalent network 
shown in Fig. 1. 

X = Kh = 
_ f (M) 
71 IRH 

Z   lAo 
(7) 

The correspondence between physical processes 
and equivalent circuit elements is illustrated in Fig. 1 for 
the case of thickness excitation (TE) of a single simple 
thickness mode. For a physically symmetric plate 
resonator, the equivalent circuit of Fig. 1 may be 
bisected yielding the simpler form shown in Fig. 2. In 
the one-dimensional approximation, the various circuit 
elements are readily calculated from the piezoelectric 
material constants and resonator dimensions as 

(1) c. 
s22Ae 

2h     ' 

n2 _ C0Aecmk 
2h 

L = = mAe , 

z = = AeA/pcm  , 

(2) 

(3) 

(4) 

The TE antiresonance frequencies are related as 

1 
tanX = 

with 

HX 
(8) 

X = Kh 
_ f(M) 
7t I An 

z   lAo 
(9) 

In (6) through (9), yi denotes the normalized electrode 
mass loading calculated as 

H = 
in 

pi* 
(10) 

and 

As may be seen from (6) through (9), the harmonic 
frequency spectrum of a TE-driven, simple thickness 
mode in a piezoelectric plate resonator is determined by 
three quantities: the zero mass loading, fundamental 
antiresonance frequency fj^, the TE piezoelectric 

coupling k, and the electrode mass loading \.i. 

K = (ü^/p/( (5) Theory 

In (1) through (5), a uniform plane wave of modal 
stiffness cm and piezoelectric coupling k is considered to 
propagate in a piezoelectric plate of mass density p. The 
resonator geometry is characterized by the plate thickness 
2h, electrode area Ae, and electrode mass per unit area 
m. 

In an earlier paper, two of the authors had 
discussed the use of measurements of multiple harmonics 
in order to uniquely and precisely determine the electrode 
mass loading [3]. Discrepancies were noted between the 
"effective" mass loading determined from the measured 
frequency spectrum, and the "theoretical" mass loading 
determined     from     the     physical     and     geometric 
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characteristics of the substrate and electrodes. Based on 
these results, a correction to the mass loading term of the 
TL analogs was proposed in order to account for the non- 
uniform distribution of motion found in practical plate 
resonators. 

Subsequently, an experimental investigation of 
the proposed correction was performed by the other 
authors [4,5]. These results, along with observations 
made during the course of a recently published Li2B407 

material constants determination have led to a 
substantially improved understanding of the required 
corrections, as both the mass loading (series inductance) 
and piezoelectric coupling (transformer) terms are 
modified by the non-uniform distribution of motion. 

"Effective" Mass Loading 

Consider rotated Y-cut quartz, c-mode 
operation. The essentially thickness shear solution may 
be written 

u, =Hf(x,,x3)sinr|x2 exp(icot) , 

u3*0, (11) 

where H is the modal amplitude and f(x,,x3) describes 

the non-uniform distribution of motion (NUDM). From 
the boundary conditions for electrode films without 
intrinsic stress given by 

"Effective" Piezoelectric Coupling 

Two approaches may be used to examine the 
"effective" piezoelectric coupling. 

Following Bechmann [6], 

:$k2 

with <£> = 

<P = — |Jf(x,,x3)dx1dx3 , 
Ae A, 

and 

M' = —{f[f(x,,x3)]2dx,dx3 
Ac, A, 

(15) 

(16) 

(17) 

(18) 

The term Ae in (17)represents the area of the driving 
electrodes, while the term Aq in (18) represents the area 
of the major plate surfaces. 

2. Following Tiersten [7-9], 

Ci = - 
e26H(-l) (n-D/2 

Vh 
■||f(x1,x3)dx,dx3 . 
A, 

(19) 

The effects of the NUDM may be found by comparing C, 

for a given f(x, ,x3) to that obtained for the infinite flat 

plate with f(x,,x3) = 1. 

C66Üi,2-(e26/822h)ü1 = +2p'h'Ä,   at   x2 = ±h ,      (12) 

one may obtain a transcendental frequency equation 
similar to (6): 

tan r|h: 

where 

r|h 

kWefrOlh)2 

Pco 

(13) 

eff       I _        2 [Coo*! 
(14) 

with  the  term   pco2    determined  by  the  dispersion 
relation. 

Results of Calculations 

The "effective" mass loading and piezoelectric 
coupling have been calculated for three types of AT-cut 
resonator: the infinite, flat plate (no energy trapping), the 
flat, trapped energy resonator (trapping only due to 
electrode mass loading), and the contoured, trapped 
energy resonator (trapping primarily due to the contour). 
The results of the calculations are summarized in Table I. 
The notation used in Table I is patterned after [7-9], in 

which the various quantities (k, Mn , etc.) are defined. 
The calculations indicate that, for stress-free electrodes, 
Heir of the trapped energy resonator should be 1) less 
than the "true" p. calculated from the densities and 
thicknesses of the quartz plate and electrodes, and 2) 
should vary with harmonic with larger (a.e(T on higher 
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f(x„x3) 

pco 

r»dr 

TABLE I 
COMPARISON OF "EFFECTIVE" MASS LOADING AND PIEZOELECTRIC COUPLING 

FOR THREE TYPES OF AT-CUT RESONATOR   
Infinite, Flat Plate Flat, Trapped Energy Resonator 

Hn f(X|,x3) sintix2 exp(i<Dt) 

4(-l)" 'e,„V 

o&nVtl-Cco^/co')] 

e«6l 

2h    'nV 

Hnlcy f(x,,Xj)simiX2 exp(i«X x, £],, x3 <13 

« 0 elsewhere 

«0 

cänJ^[l-((0^/coOKvLnKT 

cos^x, cosvx3 

Mn^+c^ + cati2 

,. *k._*+^ «  +^W L 
nV t«  V*V «66 VV 

sin2!;!, sin2vl3 

(^K) 
4^. 

,       sin 2^11 I [ ]       sin2vl; 

2       dFl.        ■ 2 4vl, 

£22/ 8k? 

2h 

4sin2£I. sin2vl3 

l\ v2l3 L„ 

Contoured, Trapped Energy Resonator 

Hnrap ^xi.x3) sinllx2 exp(irat) 

«0 

4(-l)("-')/2e26Vh0/nn,p 

4nV[l-(52    /co2)]L„ 

exp -an x, 12) (a")    : lJeXp|^-Pn(x3 /2 (p. 

nVc^ 

K       [ 
1  (2h 

R J 
Mr 2m+11 + (2p + l) 

-»-* nit I R J 
(2m+l) + p-      (2p+l) 

(nOO) mode 
4n 

-f^jrf 
Ae,/^ß7       erf(^7l,)erf(^p7lj 

4lAe-     8k2
6   [ h„     Jninp 

2h0     nV    Ae   L, 

harmonics. Further, for stress-free electrodes, the 
amount of variation in Heff with harmonic number is 
determined by the magnitude of the piezoelectric 
coupling. 

Experiment 

The "effective" mass loading and piezoelectric 
coupling of flat, trapped energy AT-cut resonators have 
been examined experimentally. The resonators used in 
the experiments were fabricated using Sawyer cultured 
quartz plates with an orientation angle of 8=35°17'. The 
plates were approximately 0.34mm thick, 14mm in 
diameter, and optically polished. 

Circular electrodes of 7mm diameter were 
deposited on the plates. Several different electrode 
metallizations were investigated, including evaporated 

CrNiAu, CrAu, and CrNi, and sputtered CrNi. For 
each type of metallization, a series of different electrode 
thicknesses between 1000Ä and 3500Ä were examined. 
The electrode thicknesses were monitored during 
deposition using a MIKI-MSV 1841 thickness monitor, 
and afterwards checked by interferometric means. 

The initial deposition of the evaporated CrNiAu 
electrodes consisted of 100Ä Cr, 500Ä Ni, and 1000Ä 
Au. A subsequent deposition added an additional 800Ä 
Au. The initial deposition of the evaporated CrAu 
electrodes consisted of 200Ä Cr and 1000Ä Au, with an 
additional 1000Ä Au added in a subsequent deposition. 
For the evaporated CrNi electrodes, the initial deposition 
consisted of 100Ä Cr and 1000Ä Ni. Subsequent 
depositions of Ni yielded total thicknesses of 2000Ä, 
3000Ä, and 3500Ä for the Ni layer. Sputtered CrNi 
electrodes of 1000Ä, 2000Ä, and 3000Ä were formed 
using a 20%Cr/80%Ni target. 
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TABLE II 
EXPERIMENTAL DATA - MASS LOADING 

Nominal Mass Loading Effective Mass Loading (percent) 
Electrode Type (percent) M=l M=3 M=5 M=7 

CrNiAu 0.58 0.14 0.38 0.42 0.45 
0.95 0.35 0.64 0.69 0.71 

CrAu 0.49 0.25 0.54 0.58 0.61 
0.95 0.62 0.93 0.98 1.01 

sputtered CrNi 0.20 0.16 0.38 0.41 0.44 
0.41 0.45 0.73 0.77 0.79 
0.61 0.55 0.85 0.89 0.91 

CrNi 0.23 0.13 0.39 0.43 0.45 
0.44 0.39 0.35 0.72 0.74 
0.65 0.60 0.58 0.96 0.98 
0.76 0.71 1.04 1.09 1.11 

Sample Data 

For each resonator, the resonance and 
antiresonance frequencies with and without electrodes of 
the M=l, 3, 5, 7 harmonics were measured using an 
HP4194A Impedance/Gain-Phase Analyzer. The 
measured frequencies were then used in conjunction with 
the transcendental frequency equations to determine the 
"effective" mass loading and piezoelectric coupling 
values for each harmonic. Typical results for the 
"effective" mass loading and piezoelectric coupling are 
shown in Tables II and III, respectively. 

The equivalent circuit parameters were also 
measured, and the "effective" piezoelectric coupling 
values were also determined by comparing the measured 
capacitance ratios to the theoretical values for the 
infinite, flat plate. The values determined in this way are 
also listed in Table III. In order to use the measured Q 
values to determine kefr, the electrically driven area must 
be precisely known. Using the measured capacitance 
ratio CyCi to determine keff eliminated uncertainties due 
to fringing fields at the electrode edges. 

Data Analysis 

Analysis of the "effective" mass loading data is 
facilitated by normalization of the data for the various 
electrode types as shown in Table IV. The value of 
H=0.60% is chosen since it is common to all the data 
considered. We observe that ne(T increases with 
increasing harmonic as expected, however the magnitude 
of the increase is greater than expected. Further, (.ie(r is 
less than m,om at all harmonics only for the CrNiAu 
electrodes. 

An analysis of the "effective" piezoelectric 
coupling data is presented in Table V. With the 
exception of a few outliers, the values of Bechmann's 
factor O are quite consistent for all of the electrode 
metallizations considered. From the average values of 
Bechmann's factor, the spatial extent of an equivalent 
isotropic cosine amplitude distribution can be calculated 
as 0.96de, 0.85de, 0.81de, and 0.80de for the M=l, 3, 5, 

7 harmonics respectively. 
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TABLE III 
EXPERIMENTAL DATA - PIEZOELECTRIC COUPLING 

Electrode Type Nominal Mass Measurement Measured Effective Piezoelectric Coupling (%) 

Loading (%) Technique M=l M=3 M=5 M=7 

CrNiAu 0.58 tanX 6.37 5.32 4.61 4.46 

Co/C, 6.38 5.24 4.62 4.35 

0.95 tanX 6.79 5.32 4.86 4.82 

Co/C, 6.81 5.43 4.87 4.89 

CrAu 0.49 tanX 6.77 6.05 5.28 6.14 

Co/C, 6.80 6.06 5.29 6.14 

0.95 tanX 6.93 5.69 6.00 8.01 

Co/C, 6.97 5.68 6.01 8.00 

sputtered CrNi 0.20 tanX 6.48 5.19 4.61 3.64 

Co/C, 6.50 5.20 4.59 4.65 

0.41 tanX 6.79 5.19 4.62 4.47 

Co/C, 6.83 5.25 4.56 4.66 

0.61 tanX 6.93 5.33 4.87 5.17 

Co/C, 6.96 5.27 5.00 5.36 

CrNi 0.23 tanX 7.03 5.83 5.10 4.81 

Co/C, 7.05 5.78 5.11 4.83 

0.44 tanX 6.97 5.58 4.87 4.47 

Co/C, 6.99 5.56 4.80 4.43 

0.65 tanX 6.97 5.32 4.87 5.17 

Co/C, 7.02 5.39 4.80 5.11 

0.76 tanX 7.07 5.46 4.62 4.84 

Co/C, 7.11 5.40 4.64 4.70 

TABLE IV 
"EFFECTIVE" MASS LOADING DATA NORMALIZED To 

NOMINAL MASS LOADING OF 0.60% 
Effective Mass Loading (percent) 

Electrode Type M=l M=3 M=5 M=7 

CrNiAu 0.14 0.39 0.43 0.47 

CrAu 0.31 0.66 0.71 0.74 

sputtered CrNi 0.54 0.84 0.88 0.90 

CrNi 0.55 0.54 0.89 0.90 

Conclusions 

The exact transmission-line analogs of the 
infinite, flat plate piezoelectric resonator with a uniform 
distribution of vibratory motion can be applied to finite 
plates with non-uniform distribution of motion provided 
that (.loir and kdl- are properly accounted for. 

The nature of (.icfr and ke(r have been examined 
both theoretically and experimentally. For the trapped 
energy resonator, the "effective" mass loading depends 
upon the dispersion relation, leading to a harmonic 
dependence of |.tcnv as well as \XCK being less than m,om. 
For an arbitrary non-uniform distribution f(x,,x3), the 
effective piezoelectric coupling can readily be calculated 
using Bechmann's factor 0> as outlined in (15)-(18). The 
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TABLE V 
PIEZOELECTRIC COUPLING DATA ANALYSIS 

Electrode Type Nominal Mass Beckmann s Factor <t> 
Loading (%) M=l M=3 M=5 M=7 

CrNiAu 0.58 0.53 0.37 0.28 0.26 
0.95 0.60 0.37 0.31 0.30 

CrAu 0.49 0.59 0.47 0.36 0.49 
0.95 0.62 0.42 0.47 0.83 

sputtered CrNi 0.20 0.54 0.35 0.28 0.17 
0.41 0.60 0.35 0.28 0.26 
0.61 0.62 0.37 0.31 0.35 

CrNi 0.23 0.64 0.44 0.34 0.30 
0.44 0.63 0.40 0.31 0.26 
0.65 0.63 0.37 0.31 0.35 
0.76 0.65 0.39 0.28 0.30 

Average Value 0.60 0.39 0.31 0.30 

factor O has been determined experimentally for the case 
of the AT-cut c-mode plano-plano resonator. The values 
<D=0.60, 0.39, 0.31, 0.30 are observed for the M=l, 3, 5, 
7 harmonics respectively. 
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APPENDIX - NONZERO U, 

For the flat, trapped energy resonator, u2 « u,, but u2 * 0. When the complete displacement solution 

u, =(B^° sinrix2 + B\2) sinicrix^cos^x, cosvx3 exp(icot) , (Al) 
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ü2 = (B(
2° sinrix2 + B2

2) simcnx^sin^x, cosvx3 exp(icot) 

with 

B^r^/ri, 

B<2)=-itB2
2)/iai, 

and 

B2
2) =(-l)(n+1)/2(cf2r + cf2)^B;,) /c^KiisinKTih 

is considered, the transcendental frequency equation becomes 

sin-nh+8 _ r|h 

cos^h+e    k2
6+neff(nh) 

with 

5 = - 

s = 

(-D(n+1)/2(4r + 4) U 

(r-k2
6)cosTih+(l-r-k2

6) 
(c2y+cf2)(-i)

(" 
KC, 

COt KT|h 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

(A7) 

(A8) 

For AT-cut quartz, n=l, both 8 and e are approximately (^e)2. The lateral wavenumber % is related to the electrode 
diameter, while the thickness propgagtion wavenumber r\ is related to the plate thickness. As a result, the error terms 5 
and s cuased by the nonzero u2 displacement are on the order of (plate thickness/electrode diameter) . 
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Abstract 

The Improved Q-Scan is a new method for measuring the 
AT-cutting angle of round quartz blanks uninfluenced by 
an X-tilt. From this true AT-cutting angle the 
frequency/temperature curve of the quartz oscillator can 
be calculated. This method combines all positive 
properties of the known Q-Scan with the possibility to 
select even strongly miscutted blanks correctly. 

To get more information about the cutting orientation of 
a quartz blank than the simple fl-Scan was able to 
obtain, four - instead of two - reflections at two different 
lattice planes - instead of one - are measured. From the 
position of these four reflections the true AT-cutting 
angle and the X-tilt can be determined separately. 

Cutting errors in the production process of AT-cutted 
quartz blanks and their influence on the 

frequency/temperature curve of quartz oscillators 

In the production process of AT-cutted quartz blanks 
from Y-bars mainly two different kinds of cutting errors 
occur: a difference of the cutting angle from the nominal 
value of 35° 15' on the one hand and an X-miscutting 
angle unequal to zero - as well called X-tilt - an the other 
hand. These two cutting errors describe differences from 
the correct cutting orientation in two perpendicular 
directions. Figure 1 shows the correct cutting orientation 
on the left side (1), an cutting orientation with incorrect 
cutting angle in the middle (2) and with an X-tilt on the 
right side (3). While even small variations of the cutting 
angle influence the frequency/temperature stability of the 

\ 

cutting angle 

= 35° 15' 

cutting angle 

* 35° 15' 

cutting angle 

= 35° 15' 

X-tilt = 0° 
X-tilt = 0° 

O © 0 
Figure 1. Orientation of the correct AT-cut and two different cutting errors in a quartz bar 
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quartz oscillator strongly, an X-tilt - in a certain range - 
changes this property much less. The X-miscutting angle 
should be as small as possible. 

To reduce costs, the cutting angle of round quartz blanks 
is measured after the cutting, rounding and polishing 
process, to select only those blanks for assembly, which 
meet the quality requirements. For this purpose the Q- 
Scan is known as a reliable method for measuring big 
quantities of AT-cutted round quartz blanks. 

Measurement principle of the simple Q-Scan 

The ZQ-axis of the quartz co-ordinate system encloses 
with the (o 111) lattice plane of quartz an angle of 38° 
13', and with the sectional plane the cutting angle of 35° 
15' ± 30'. The difference of these two angles is called 
true AT-cutting angle <xY and is equal to about 2° 58'. As 
shown in figure 2 the angle a between the blank surface 
and the (Olli) lattice plane consists of two components: 
the true AT-cutting angle ocY and the so called X- 
miscutting angle ax. 

X-miscutting angle 
(01 ll)-lattice plane 

quartz blank 

AT-cutting angle 
aY~2°58' 

Figure 2. Quartz blank with an X-tilt 

For the Q-Scan a blank is rotated around its ZB-axis of 
the blank co-ordinate system, which is perpendicular to 
the blank surface, while being exposed to a narrow X-ray 
beam. The angle between the incident X-ray beam and 
the surface of a reference blank - with known cutting 
angle - is adjusted in such a way that two Bragg- 
reflections from the (Olli) lattice plane appear in a 
distance of ± 35° rotation from the correct position. After 
this adjustment the AT-cutting angle ocY of other blanks 
is calculated from the actual distance of the measured 

two reflections relatively to the cutting angle a^f of the 
reference blank. 

For quartz blanks with an X-miscutting angle ocx smaller 
than 5', the Q-Scan delivers results with extremely high 
accuracy better than ± 6" in a short measurement time of 
2 seconds per blank. Bigger X-miscutting angles however 
enlarge the measured AT-cutting angle and falsify the 
result of this method strongly. Hereby the accuracy is 
decreased to an intolerable level. Figure 3 shows the 
enlargement of the measured AT-cutting angle in 
comparison with the true AT-cutting angle in 
dependence oh an X-tilt. 

measurement error [sec] 

\                                   35 j 
\                                30 / 

\                             25 J 
\                         20 / 

\                   15 / 

\             10 /          X-tilt 

X.          5 /                [min] 

-15 -10 -5 10 15 

Figure 3. Enlargement of measured AT-cutting angle of 
simple Q-Scan in dependence on an X-tilt 

The Q-Scan determines the angle a between the blank 
surface and the (o 111) lattice plane. As mentioned above 
and shown in figure 2, a consists of two perpendicular 
components aY and otx. Only aY influences the 
frequency/temperature curve. As the reason for the loss of 
accuracy, the Q-Scan is unable to determine these two 
components of a separately! With one known variable it 
is impossible to determine three unknown variables in 
the system of equations (1) definitely. This system of 
equations shows also, that aY can be calculated definitely 
until the X-miscutting angle ax is zero. 

'a^     f Y 

Vaxy 
= a 

COSÖ) 

V-sin©y (l) 
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Measurement principle of the Improved Q-Scan 

To solve the described problem of the simple Q-Scan and 
to determine the AT-cutting angle and the X-miscutting 
angle of a quartz blank separately, the „Improved Q- 
Scan" was developed. With one single narrow incident 
X-ray beam four Bragg-reflections at two lattice planes, 
(Olli) and (0223), whose relative position in the 
structure of quartz is known, are measured. Figure 4 
shows the new measurement arrangement, figure 5 a 
quartz blank and both lattice planes (oill) and (0223). 
The reflected beams are detected by one and the same 
scintillation counter, which has a three hole plumb mask 
to screen other reflections and noise. 

Z-rotation axis 

•382 
,250 two reflected 

beams from the 
lattice planes 

(0223) and (Olli) 
direction 
of rotation 

Figure 4. Arrangement of Improved Q-Scan 

X-miscutting angle a 
X 

(01 ll)-lattice plane 

quartz blank 

AT-cutting angle 
aY1~ 2°58' (0223)-lattice plane 

Figure 5. Quartz blank with an X-tilt 

The four measured reflections are shown in figure 6. 
From these reflections the two angles oci - in simple Q- 
Scan called a - and <x2 between the blank surface and the 
two lattice planes can be determined, as explained for the 
simple Q-Scan. Each of these two measured angles 
consists, as described above, of two perpendicular 
components, oty] - in simple Q-Scan called aY - and oty2 

in Y direction and the X-miscutting angle ax in X 
direction, which is the same for both lattice planes. The 
angle between the planes, oc^ - ocyi, is a known quartz 
constant and does not depend on cutting errors. 

I counter 

reflections at 
(0111) plane 

reflections at 
(0223) plane 

ISO 200 250 300 

Q[°] 

Figure 6. Four measured X-ray reflections at lattice 
planes (0111) and (0223) 

By solving the system of equations (2), the true AT- 
cutting angle ocYi and the X-miscutting angle ocx can be 
determined separately and definitely. 

f~   \ a Yl 

\<*xJ 

(r.     \ 

a, 
cos© 

a Y2 

vax; 
= a. 

V-sin©^ 

cos©, 

V-sinoü2y (2) 

aY2-an =H°31' 
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Confirmation of the Improved Q-Scan 

The function of the "Improved Q-Scan" was confirmed 
by the following test with square blanks. The blank 
support was artificially moved up and down at one of 
three support points to simulate different cutting angles 
oti. The blank was positioned to change only the X-tilt ax 

- without influencing the true AT-cutting angle oiyi - by 
moving the support. To find the correct position, a square 
blank with known Y and X direction was used. The test 
proved, that the measured true AT-cutting angle ocYi was 
not influenced by moving the support in the whole tested 
range of ± 1° and that the measured X-tilt was 
proportional to the support disadjustment. Both results 
verify the theory of the "Improved fi-Scan". 

Whereas the simple Q-Scan method was unable to 
deliver correct values for the true AT-cutting angle when 
larger X-tilts were present, the new "Improved Q-Scan" 
arrives at the true AT-cutting angle uninfluenced by the 
X-tilt. 
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Evidence indicating that the earth's 
ozone layer is being depleted by man-made 
chemicals such as chlorofluorocarbons (CFCs) 
and other halogen containing solvents has 
challenged the scientific community to seek 
alternatives to precision and electronic cleaning. 
The crisis reached a climax when it was declared 
at a meeting of concerned nations in Montreal, 
Canada that phase-out of production of these 
substances was the only way to effectively 
reduce the impact of ozone-depleting substances 
(ODSs). Initially the Protocol dictated that there 
would be a progressive reduction in production 
with complete phase-out at the turn of the 
century. Present evidence indicates that the 
ozone layer is being depleted at a rate faster than 
anticipated. Subsequent meetings of the Parties 
to the Montreal Protocol have resulted in an 
accelerated phase-out and effectively production 
would cease 1 January 1996, if not sooner. 

CF£s 
Adjustments to the Protocol 

(a) Seventy-five percent reduction of its 
calculated level of consumption by the 1986 
level by 1994. 

(b) One hundred percent phase-out by 1996. 

• Parties operating under par. 1 of Article 
5 (i.e., parties where consumption does 
not exceed 300 gm/capita) may exceed 
by 10% of (a). 

• Parties operating under par. 1 of Article 
5 may exceed the limit in (b) by not 
more than 15% of (b) where essential 
use is determined. 

Methyl Chloroform d.l.l-trichloroethane') 

• Consumption shall not exceed level of 1989 
by 1993. 

• Fifty percent of its calculated level of 
consumption of 1989 by 1994. 

• One hundred percent phase-out by 1996. 

Amendments to the Protocol 

Hvdrochlorofluorocarbons fHCFCst 

(a) Freeze in 1996 based on (b). 
(b) 3.1% of calculated level of CFC 

consumption plus calculated level of HCFCs 
in 1989. 

(c) 35% reduction by 2004. 
(d) 65% reduction by 2010. 
(e) 90% reduction by 2015. 
(f) 99.5% reduction by 2020. 
(g) 100% phase-out by 2030. 

Halons 

One hundred percent phase-out by 1994. 

Carbon Tetrachloride 

• Eighty-five percent reduction of its 
calculated level of consumption of 1989 by 
1995. 

One hundred percent phase-out by 1996. 
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Alternatives tn Ozone Depleting Substances 
Achieving the finals of Protocol Resolutions 

The task of achieving the cleaning 
results realized by ODSs using alternatives is 
indeed formidable. CFCs and other ODSs 
possessed many desirable properties for cleaning 
with the only exception of the property that they 
deplete the ozone layer. Replacement in kind 
would not be easy. In fact no "drop-in" 
replacement for cleaning solvents has been made 
available to date. 

A partial list of requirements for 
acceptable replacements should include at least 
the following: 

• Effective cleaner 
• Zero or low ozone depleting potential, low low 

global warming potential, and be a low volatile 
organic compound 

• Non-toxic 
• Non-flammable 
• Chemically inert 
• Low cost 

To realize these goals several 
approaches can be taken. New solvents can be 
developed. A return to the pre-CFC era using 
old solvents and methods could be re- 
established. New solvent systems could be 
developed. New processes involving other than 
solvents or solvent systems could be employed. 

Instituting new techniques not 
requiring solvents for cleaning is possible. An 
example is the "no-clean" solder process. New 
designs not requiring the rigorous cleaning so 
accustomed to being employed would alleviate 
the demand placed on the new alternatives' 
chemistry and physics. 

New Solvents 

There are no drop-in replacements for 
the presently used solvents for electronic 
cleaning. Alternatives being synthesized and 
evaluated must possess the properties previously 
listed. The following is a partial list of new 
solvents being considered for electronic cleaning 
applications with examples. 

Hydrochlorofluorocarbons HCFCs - HCFC- 
123, HCFC-141b, HCFC-225 ca/cb 

Hydrofluorocarbons HFCs - DuPont 43-10, 
Allied-Signal to announce HFC soon 

Perfluorocarbons PFCs - 3M PF-5050,3M 
PF-5060, DuPont Vertrel 245 

Ethyl lactate - ester compound not 
previously used as a cleaning solvent 

Volatile methyl siloxanes (VMS) - Dow 
Corning OS fluids 

Fluorinated alcohols - pentafluoropropanol 

Old Solvents 

Return to traditional solvents remains a 
possibility but the drawbacks and hazards 
that prompted the departure to new solvents 
such as CFCs must now be addressed with 
increased awareness. The following list of 
organic classes of compounds is presented as 
a review, for consideration and as examples. 

Hydrocarbons - aliphatic, acylic, aromatics 

Alcohols - methyl, ethyl, isopropyl 

Esters - ethyl acetate, butyl acetate 

Ketones - acetone, methyl ethyl ketone 

Chlorinated - methylene chloride, 
trichloroethylene, perchloroethylene 

New Solvent Systems 

For the purposes of this dissertation, the 
term solvent system refers to aqueous and semi- 
aqueous cleaning processes. The common 
literature and trade journals have unlimited 
references to both the aqueous and semi-aqueous 
processes. In an aqueous system a detergent in 
water is the processing ingredient. In essence it 
is a process involving a single cleaning step. In 
the semi-aqueous process an organic moiety 
presumably dissolves the soil and this is 
sequentially rinsed in water and ultimately dried 
in air. Since there are so many commercial 
systems available it is unnecessary to discuss this 
further. 
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New Processes/Methods 

While the cleaning process is usually 
considered in terms of solubility, solutions and 
rinsing, cleaning surfaces can be accomplished 
by means other than the classical approaches to 
contaminant removal. Methods usually involve a 
more complex series of procedures to surface 
cleanliness and also include in some cases costly 
apparatus or equipment 

Ultraviolet Ozone/I JV/03 

A cleaning method that has excellent 
utility in removing small concentrations of 
organic contamination from surfaces is that of 
ultraviolet/ozone cleaning (UV/O3). This method 
is particularly useful in cleaning inorganic 
substrates of organics. The mechanism by which 
UV/O3 operates is in that the organic 
contamination is oxidized and subsequently 
volatilized. 

Supercritical Fluid - SCF 

Some gases when compressed and 
heated to near their critical points exhibit a phase 
change which is referred to as supercritical. 
Supercritical fluids have desirable properties of 
exhibiting near zero viscosity and have potential 
for dissolving selected organic contamination 
without ill effects to the substrate materials. The 
undesirable feature of SCF is that a complex 
pressure and temperature vessel must be 
employed. 

C02_Pellet/Snow 

CO2 pellel/snow procedure has 
demonstrated utility in cleaning surfaces 
susceptible to damage by solvents and many 
other procedures. Spraying a stream of fine 
pellets or snow on a surface has been effective in 
cleaning quartz and glass surfaces. Since the 
pressure of impact can be controlled, the effect 
on the substrate can be minimized. 

Plasma Cleaning/Glow Discharge. 

Plasma cleaning has been effective in 
removing organic contamination from electronic 
circuitry. It, however, has disadvantages that 
include complex equipment and potential for 

substrate destruction. Glow discharge cleaning 
is closely related to plasma cleaning in 
effectivity and hazards. 

New Techniques 

Complexity involved in the new 
alternative solvents and procedures has 
challenged the ingenuity of designers. No clean 
solder technology obviates the need for cleaning. 
Many no-clean solders are now available for 
commercial application. Since there is no 
cleaning involved the need for solvent or any 
other cleaning is eliminated. 

Water is without a doubt the most 
common solvent known and widely used in 
commercial applications. An area that has been 
receiving much attention is that of water-soluble 
fluxes. No attempt will be made to discuss this 
further except to say that using water-soluble 
fluxes may be useful in many but not all cases. 

Essential Use Exemptions to the Montreal 
Protocol 

The Parties to the Montreal Protocol 
recognize that there may be some extenuating 
circumstances where no alternatives to ODSs 
may be available or acceptable. With this in 
mind a process exists where essential use 
exemptions may be petitioned. This is a 
complex and time consuming process and must 
comply at a minimum with the following 
requirements. 

• It is necessary for the health, safety or is 
critical for the functioning of society 
(encompassing cultural and intellectual 
aspects). 

• There are no available technically and 
economically feasible alternatives or 
substitutes that are acceptable from the 
standpoint of environment and health. 
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Summary 

The phasing-out of production of 
substances that deplete the ozone layer have 
presented a complex challenge to technology. 
The substance of this paper is to present some 
preliminary information that will be useful in 
making a judicious alternative selection to an 
existing soon to be phased-out solvent or solvent 
system. 
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Abstract 

Langasite is a promising new piezoelectric material 
which is similar to quartz in its acoustic behavior. 
Little was known until recently about the methods 
needed to mechanically polish and chemically 
polish/etch this material. The results of polishing and 
etching experiments will be described. Conventional 
quartz polishing methods, with polishing agents such as 
a rare earth slurry or ruby powder, did not produce well 
polished surfaces. Polishing with a colloidal silica 
suspension has produced the best results. Polishing 
quartz with colloidal silica was also investigated. 
Colloidal silica was found to be capable of producing 
defect-free polished quartz surfaces as well. 

Y-cut langasite surfaces which had been polished with 
the colloidal silica suspension were etched in a variety 
of etchants. The conventional quartz etchants destroyed 
the polished surfaces. Other etchants formed a coating 
on the surfaces. An etching process was found which 
was able to etch without leaving a film on the surfaces. 
When colloidal silica polished surfaces were etched 
deeply with this etchant subsequent to polishing, the 
etching did not degrade the polished surfaces. Similar 
results were obtained with polished quartz. After deep- 
etching colloidal silica polished quartz surfaces, the 
surfaces remained polished (except for the defects which 
were brought out by the etchant). 

Introduction 

The phase transition of quartz at 573°C limits the 
processing temperatures one can use in the fabrication 
of quartz resonators. It also prevents the use of quartz 
crystals in high temperature environments, e.g., as 
sensors. Langasite is a promising new piezoelectric 
material which is similar to quartz in its acoustic 
behavior, but unlike quartz, it has no phase transition - 
up to its melting point of 1470°C [1-3]. This may allow 
higher stabilities through higher-temperature processing, 
and may also allow sensors for high-temperature 
environments, such as deep oil and gas wells. 

Langasite's acoustic attenuation has been reported to be 
three to five times lower than that of quartz [1-3]. This 
suggests that higher device Qs should be possible, 
however, the Qs of langasite resonators have been 
reported to be significantly lower than the Qs which can 
be achieved with quartz resonators of the same 
frequency. This discrepancy has been attributed to the 
lack good polishing methods for langasite [4]. 
Therefore, the experiments described below were 
undertaken with the primary goal of developing 
polishing and etching methods which are capable of 
producing defect-free langasite surfaces. A secondary 
goal was to test whether or not the method that 
produces defect-free langasite surfaces can also produce 
defect-free quartz surfaces. 

Description of the Experiments 

Polishing 

The langasite polishing experiments were performed on 
Y-cut langasite wafers, each having an area of 
approximately 1.9 cm2. The wafers were lapped on an 
Elgin Model 1-12 lapping machine, and the polishing 
was performed on an R. Howard Strasbaugh Model 
6BQ polishing machine, at 60 RPM, with a swing of 65 
CPM. The pressure during polishing was ~90 g/cm2. 
Three langasite plates were lapped and then polished 
together. The polishing was done in an ordinary "dirty" 
environment (i.e., in a room without filtration of dust 
particles), and as a result, it was difficult to obtain 
completely scratch-free wafers. 

The polishing processes attempted, and the results, are 
listed in Table I. (These initial experiments were aimed 
primarily at developing a process that works, rather than 
minimizing the polishing times.) Cerium oxide, which 
is widely used for polishing quartz, failed to polish 
langasite, as did 1 urn aluminum oxide. The best 
results, by far, were obtained with colloidal silica 
slurries. 

Colloidal silica slurries from two different sources [5,6] 
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Table I - Polishing experiment results. 

Polishing Process Results 

Cerium oxide on pellon paper Scratches, insufficient polishing 

1 pm aluminum oxide on pellon paper Scratches, insufficient polishing 

1 pm aluminum oxide on polyurethane impregnated 
polyester felt (Suba™ 500 [5]) 

Scratches, insufficient polishing 

Colloidal silica (Syton™ HT-50 [6]) on wool felt (Buehler 
AB Miramet [7]) 

Good polish 

Colloidal silica (Syton HT-50) on polyurethane 
impregnated polyester felt 

Excellent polish 

Colloidal silica (Nalco 2360 [8]) on polyurethane 
impregnated polyester felt 

Excellent results, with no edge rounding 
visible 

Colloidal silica (Nalco 2360) on Politex Supreme pad [5] Best results, with no edge rounding visible 

were tried. Although both were capable of producing 
excellent polished surfaces, we were able to produce 
polished langasite faster with one than the other (and 
one was also more resistant to evaporation and 
crystallization than the other). Our evaluation of 
various slurry and polishing pad combinations is not yet 
complete, however, the processes that produced the best 
results to date consisted of an initial polish with Nalco 
2360 [8] undiluted colloidal silica polishing slurry, 
followed by polishing with the same slurry diluted with 
15 parts water, both with a Suba™ 500 polishing pad 
[5], or with the Suba™ 500 followed by Politex 
Supreme [5] for the 15:1 solution. 

According to its supplier [5], the Suba 500 polishing 
pad has (Shore A) hardness of 72, compressibility of 
7%, density of 0.35 g/cm3, and a thickness of 1.27 mm 
(0.050"). The supplier recommended that the Suba 500 
be used for "stock removal" and initial polish, followed 
by final polishing with their Politex Supreme 
polyurethane poromeric pad. We obtained a well- 
polished surface with the Suba 500 without any "final" 
polishing, however, final polishing with the Politex 
Supreme did improve the appearance of the polished 
surface somewhat. Polishing with the Politex Supreme 
and the 15:1 diluted slurry was about ten times slower 
than polishing with the full strength slurry and the Suba 
500, i.e, 0.9 pm/h vs. 9 pm/h. Starting with a 3 urn 
lapped surface, the Nalco 2360 with Suba 500 process 
was capable of producing a well-polished surface in 
about 90 minutes per side. 

Colloidal silica has been used for polishing silicon 

wafers since the 1960s [9]. Today, it is used for 
polishing a variety of materials, including both hard and 
soft materials, e.g., it can polish both sapphire and lead 
[10]. (Reference 10 is a review of the colloidal silica 
polishing literature, and reference 11 is a review of the 
silicon cutting, lapping and polishing literature - up to 
1970.) Colloidal silica has also been used for polishing 
quartz wafers for surface acoustic wave devices [12]. 
Oxide and non-oxide ceramics have also been polished 
with this material [13]. 

Colloidal silica polishing slurries consist of discreet 
submicron amorphous silica particles dispersed in water, 
and, usually, some additives, e.g., for controlling pH. 
The particles are nearly spherical in shape. The particle 
sizes are very small, typically on the order of 50 nm. 
Figure 1 shows a transmission electron micrograph of 
one of the commercially available colloidal silicas, 
Syton HT-40 [6], and Figure 2 shows a histogram of 
particle size distributions for this material. 

Etching 

When quartz polishing with a cerium oxide slurry and 
pitch was compared to polishing with a colloidal silica 
slurry and a polyurethane foam pad, the quartz removal 
rates were found to be slower with the colloidal silica; 
e.g., at a 200 g/cm2 load, the cerium oxide removed 
about 17 pm in 4 h, whereas the colloidal silica 
removed only about 8.5 pm [12]. As polishing with 
colloidal silica is a relatively slow process, we thought 
it to be highly desirable to find a langasite etchant 
which can remove the damaged layer produced by 
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Figure 1 - Colloidal silica particles magnified 135.000X. 
Average particle size is 0.033 urn. From [10]. 
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Figure 2 - Particle size distribution of the colloidal silica 
shown in Fig. 1. From [10]. 

lapping while leaving a chemically polished surface. 
Chemically polished surfaces are atomically smooth but 
undulating. For example, the mean surface roughness 
for a 3 pm aluminum oxide lapped and chemically 
polished AT-cut quartz plate is about 0.1 pm [14]. 

Starting with such a chemically polished surface instead 
of a 3 pm lapped surface can reduce the polishing time, 
and can also eliminate scratching by particles which 
break loose from the lapped surfaces. 

A variety of etchants were investigated (empirically). 
Table II shows the etching attempts and the results. 

The etchant we selected to use is a 1 : 50 : 150 solution 
of HC1: HF : H20, at 70°C, as this solution provides a 
reasonable etching rate, while being able to chemically 
polish langasite. Figure 3 shows the etching rate of 
langasite at laboratory ambient, 40°C and 70°C. Several 
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Figure 3 - The etching rates of langasite in HC1: HF : 
H20, 1 : 50 : 150, as a function of temperature. 

of the other etchants tried produced a thin (~10 nm) film 
on the surfaces. Figure 4 shows an SEM micrograph of 
such a film. Auger electron spectroscopy revealed this 
film to consist of lanthanum and fluorine. The film 
could be etched away in dilute HC1, which is the reason 
for incorporating a small amount of HC1 into the 
preferred etchant Figure 5 shows an SEM micrograph 
of an etched surface. This surface was lapped with 3 
pm aluminum oxide, polished for 4 hours with Syton 
HT-50 on a felt, and deep-etched in the preferred 
(1:50:150) etchant for 2 hours at 70°C. The plate was 
initially 0.77 mm thick. About 43 pm was removed 
with the etching. The surface roughness after etching, 
measured with an Alpha Step 200 profilometer [15] was 
5 nm, which is the resolution of the profilometer. 
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Table II - Etching experiment results. 

Etchant Results 

NH4F : HjO various ratios and temperatures Film formation 

HF : HP various ratios and temperatures Film formation 

HNO3: HjO various ratios and temperatures Film formation 

HC1: HjO various ratios and temperatures High etching rates, rough surfaces 

HF : HNO3: HjO various ratios and temperatures Film formation 

HC1: HF : HjO various ratios and temperatures Acceptable etch rates, smooth surfaces, no film 
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Figure 4 - SEM micrograph of film formed on langasite 
by etching (~500X magnification).. 

Polishing Followed by Etching 

Two polished surfaces may appear to be equally 
damage-free when examined under a microscope, 
however, one may possess subsurface damage, while the 
other may be truly damage-free. An effective way to 
separate a "good" polished surface from a "bad" one is 
to observe what happens upon etching. Etching can 
quickly reveal subsurface damage. The desirable 
polishing process is one which can produce a polished 
surface in a reasonable time, and moreover, when this 
polished surface is etched, no subsurface damage is 
revealed. The Nalco 2360 and Suba 500 combination 
can allow such a polishing process, as can the Syton 
HT-50 on Suba 500 or wool felt process. 

Some langasite wafers were lapped to a 3 pm finish, 
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Figure 5 - SEM of colloidal silica polished langasite 
after 2 hours of etching at 70°C in 1: 50 : 150 solution 
of HC1: HF : H'O (-10* X magnification). 

cleaned, and etched for one hour. The pieces were 
polished using the Nalco 2360 on the Suba 500 pad for 
one hour. They were then polished with dilute (15:1) 
2360 on a Politex Supreme polyurethane poromeric pad 
one more hour. The pieces were cleaned and etched in 
the 1:50:150 HCL:HF:H20 at 70°C. One was etched for 
one minute, one for three minutes, one for one hour and 
another for two hours. The surfaces were compared 
with an unetched control sample. Although some flaws 
were enlarged during the etching, the surfaces of all the 
samples stayed polished, i.e. no fog or haze formation 
was noted. Using the Alpha step profilometer, the 
surface roughness of the unetched sample was 15 nm. 
The etched pieces, including the one etched for one 
hour and the one etched for two hours, all measured 5 
to 10 nm, which is close to the resolution of the 
profilometer. 
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Polishing Quartz with Colloidal Silica 

Several AT-cut quartz plates were processed by lapping 
on cast iron to a 3 urn finish and etching in saturated 
ammonium bifluoride for 20 minutes at 70°C. This 
etching removed the mechanical damage caused by the 
lapping. The pieces were again mounted and polished 
on a Suba 500 pad for one hour and then final-polished 
on a Politex Supreme pad for an additional hour using 
Nalco 2360, first full strength then diluted with 15 parts 
of water. The resulting polish was a bright clean 
surface free of haze. 

colloidal silica, is not abraded or damaged by the 
process. 

Many possibilities of polishing with silica slurries 
remain to be explored. A variety of slurries and 
polishing pads are available from the semiconductor 
polishing suppliers. Silicas are available in a range of 
particle diameters, and at least three types of silica 
slurries are available: colloidal, precipitated and fumed 
silicas [5]. To date, we have tried only the colloidal 
silicas. 

The samples were then etched again in saturated 
ammonium bifluoride at 70°C: one for 3 minutes and 
one for 15 minutes. Under the microscope there was no 
discernable difference between the etched samples and 
the unetched polished sample, except that flaws were 
magnified by the etching. The profilometer indicated no 
degradation of surface roughness by the etching; the 
surface roughnesses were ~10 nm for all three samples. 

Discussion 

There is strong evidence that the process of polishing 
quartz (or silicon) with colloidal silica (or with cerium 
oxide) differs significantly from the process of lapping 
with a hard material such as aluminum oxide or 
diamond [10,11]. Lapping is primarily a mechanical 
process of abrasion, whereas polishing is a result of 
combined chemical and mechanical action. When 
diamond and aluminum oxide were used to "polish" 
silicon, both produced a damaged surface, and diamond 
produced more severely damaged surfaces for the same 
particle size [11]. Colloidal silica has been found to be 
capable of producing defect-free silicon surfaces. 
Colloidal silica particles are very small, nearly spherical, 
and softer than quartz, silicon or sapphire, yet colloidal 
silica can polish all three. The polishing rates depend 
on pH. When either oil or ethanol is substituted for 
water, poor polishing results. Water also plays an 
essential role in the polishing of glasses [16,17]. 

Based on research done on polishing glasses and silicon, 
the chemistry of polishing quartz is complicated (as 
langasite polishing probably is also). A simple 
description of the quartz polishing process may be that 
water, or the combined action of water and the colloidal 
silica particles, continuously react with the surface to 
form a soft, hydrated, silica-gel-like material, and the 
combined action of the colloidal silica slurry and the 
polishing pad continuously remove this material. The 
underlying crystal, which is much harder than the 

Summary and Conclusions 

Colloidal silica has been shown to be able to polish both 
langasite and quartz without producing a subsurface 
damaged layer. Etching the polished surfaces with 
chemical polishing etchants produced no degradation of 
the polished surfaces (except that the etching does 
reveal defects - both scratches and crystallographic 
defects). A good etchant for langasite is a solution of 1 
part HC1 to 50 parts HF to 150 parts H20, at 70°C. 

That etching does not degrade the polished surfaces 
(except for revealing flaws in the material) suggests that 
polishing resonator plates with colloidal silica followed 
by deep-etching can allow the micromachining of quartz 
and langasite structures [18], including the production of 
very thin and very small resonator plates, provided that 
the plates are made of sufficiently defect-free materials. 
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ABSTRACT 
The frequency ranges of mobile communication 
systems are now in 1 GHz and in extending to 2— 4 
GHz. Moreover SAW devices require the frequency 
range of around 10 GHz. The submicron technology 
below 0.1/ia is required. In this paper, we 
propose a new lithography technique that can make 
below. 0.05/zm electrode width. The electrodes are 
fabricated by using very thin anodic oxidation 
films as resists and wet or dry etching 
techniques. Also, new lithography technologies 
using electro-chemical effects are described in 
the fabrication process of the unidirectional SAW 
IDT with a different thickness and a material 
electrode using a single photo-lithography method. 
The results show the O.075//m width IDT with 
thickness about 0.03/*m on 128° Y-X LiNb03.SAW 
experimental results show 17 GHz and 10 GHz-range 
SAW conventional interdigital transducers , 
filters and the 1 GHz low loss filters with the 
insertion loss around 5 dB. 

1. Introduct i on 

Submicron lithography technology is very 
important for high density integrated circuits and 
higher frequency-range SAW devices. 

Conventional etching methods have some problems 
for submicron fabrication as follows. 
(1) They require a thick resist to protect the 
metal films against an etchant, though a thin 
resist is much better for narrow lithography. 
(2) They have the problem that the etchant soaks 
into the contact of the resist and the metal. 
On the other hand, the new method in this paper 

has no such problems[l]. The key technique of this 
method is to change a thin photo resist or E-beam 
resist pattern into an oxidized resist pattern by 
anodic oxidation before etching. 
We describe the etching process using anodic 

oxidation for submicron fabrication, some 
experimental results and applications to high 
frequency SAW devices. New lithography 
technologies using electro-chemical effects are 
also described in the fabrication process of the 
unidirectional SAW IDT with a different thickness 
and a material electrode using a single photo- 
lithography method. 

2. Etching process using anodic 
oxidation resist - I 

The thickness of photo or E-beam resist is very 

important, especially in the fine lithography. It 
is difficult to use thick resists in order to 
obtain a fine resist pattern because of 
scatterings and reflections of beams. However thin 
resists cannot be used for etching process because 
the thin resist film cannot protect metal films 
toward etchant. In contrast, the new etching 
process using anodic oxidation resist can use the 
thin resist. Because the photo or E-beam .res is t , 
which is weak for most of etchant, is changed into 
an oxidized film by anodic oxidation before 
etching. A neutral or non-aqueous solution can be 
used as the electrolyte of anodic oxidation so 
that thin resist, less than 
be enough to protect the 
electrolytes. In addition, 
feature that it realizes an 
resist and a metal film. 

50 nm of PMMA, shuld 
metals  against  the 
this  method  has  a 
ideal contact of the 

Figure 1 shows one of 
the process of the etching method using the anodic 
oxidation resist. 
(1) Al film is deposited on a substrate and 

photo or E-beam- resist is coated. 
(2) Exposure and developmet processes are done 

and the resist pattern is obtained. 
(3) Anodic oxidation is done, so that only the 

surface of Al without resist is changed into 
A1203. In this case, the thickness of A1203 
is less than 5nm. 

(4) Resists are removed and A1203 resist pattern 
is obtained. 

(5) Dry or wet etching is done, so that Al elect- 
rodes are fabricated. 

In neutral or non-equious solution the thickness 
of A1203 film is proportional to applied voltage 
and easily controlled; the thickness of 1.4 nm/V 
has been obtained, and anodic oxidation can be 
operated by a simple equipment [2]. 
Figure 2 shows an etching rate of Al and A1203 

films in Al etchant based on the phosphoric acid. 
Since the ratio of Al to A1203 is more than 100, 
A1203 can be used as the resist of the etchant. 
This A1203 is an anodic oxidation film made in 
ammonium tetraborate solution in ethiren glycol. 
Experimental results in this method are shown in 

Fig. 3 (a) , (b) . They are SEM image of an E-beam 
resist pattern before anodic oxidation and an 
electrode pattern after etching, respectively. 
They show that 200 nm periodic electrodes (they 
correspond to the width of 1OOnm) are obtained. 
The conditions are as follows; resist is PMMA of 
35nm, Al thickness is 30nm, A1203 thickness is 
about 3nm (oxidation voltage 3V) , oxidation time 
is 300s. 
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3. Etching process using anodic 
oxidation resist -II 

Figure 4 shows another process using the anodic 

oxidation resist. 
(1) After deposition of an Al film on a sub- 

strate, the surface is anodic oxidized less 
than 5 nm below the surface and photo or E- 
beam resist is coated. 

(.2) Exposure and development processes are done 
and the resist pattern is obtained. After 
that, an ion beam shower hits against the 
A1203. 

(3) As a result, only the A1203 that is not 
covered by a resist is removed. 

(4) Photo or E-beam resist is removed and A1203 
resist patern is obtained. 

(5) Dry or wet etching is done, so that Al elec- 
trodes shoud be fabricated. 

In the second process, even if the contact 
between the photo or E-beam resist and the metal 
is not perfect, fine electrodes can be obtained. 
A SEM image of electrode pattern by using the 
second method is shown in Fig.5. It shows that 150 
nm periodic electrodes (they correspond to the 
width of 75nm) are obtained. The conditions are 
the almost same as the case of Fig.2. In this 
case, argon ion shower of 30 seconds is used. 

4. Application to 17 GHz-range SAW filter 

Figure 6 shows 10 GHz range SAW filter char- 
acteristics made by the first method on 128° Y-X 
LiNb03. IDT periode is 1 OOnm with the pair number 
of 20 and aperture of 30 A . Since the filter is 
not in matching condition with bi-directional loss 
of 6dB, insertion loss of 15.7 dB should not be 
large in 10 GHz-range. 
Figure 7 shows the 11.7GHz SAW propagation on 
128° Y-X LiNb03. The IDT period is 80nm. The 
insertion loss is about 31dB. It shows that the 
coherent SAW generation, and the propagation at 
11.7 GHz is realized. The IDTs are not perfect in 
this case. If we obtain the perfect electrodes, 
the insertion loss should be decreased. 
Figure 8 shows the 17GHz SAW filter on 128°Y-X 

LiNb03. The insertion loss is about 60dB. 

5. New Lithography Techniques Using 
Electrochemical Effects 

The Interdigital Transducer with different 
thicknesses or different materials of submicron 
electrodes can easily be fabricated by using the 
electrochemical effects by only one photo-process. 
Figure 9 shows the fabrication process using the 
electro-chemical effect. In the process-(a), the 
Cr-thin films with an applied voltage are removed 
by the etching process. On the otther hand, in the 
process-(b), the Cr-thin films without an applied 
voltage are removed. Al and Cr-metals are 
evaporated on 128° Y-X LiNb03 and coated with the 
resist. The exposure and development processes are 
done and the resist patterns are obtained. Cr/Al 
thin films electrodes are obtaind by etching 
process. One of the electrodes is connected to the 
electrical DC-source and applied a few volts. The 
etching processes are performed within ammonium 
tetraborate solution in ethylene glycol or cerium 
diamonium nitrorate with perchloric acid. Finally 
the elletrodes with Al and Cr/Al metal films are 

obtained. 

Figure 10 shows one of the experimental results. 
The IDT with Al and Cr/Al electrodes are obtained. 

6. Application to SAW Unidirectional 
Transducers of Bi-metal Elecrodes 

The stracture of the 1/6 type unidirectional 
transducer with the Al and Cr/Al electrodes is 
shown in Fig 9(b). The directivity is caused by a 
different reflectivity. The frequency response of 
the filter is shown in Fig.11. The directivity 
with 10 dB is obtained. The minimun insertion loss 
of about 5dB at 1.0 GHz with matching condition is 
also obtained. 

7. Propagation loss of GHz-range SAW 

In SAW device application, the propagation loss 
is very important. The loss for isotropic 

materials is given as follows, 
a s= a ß + a t (1 -A) 

where  ars:SAW loss  , a ß: longitudinal wave loss, 
a  t:transverse wave loss, and A: Poisson ratio. 
The propagation loss for SAW is caused by the 

scattering loss of thermal phonon, imperfection of 
single crystals, surface roughness and surface 
defects due to mechanical polishing. Figure 12 
shows the propagation loss of SAW at GHz-range for 
128° Y-X LiNb03 at the room temperature[3]. We can 
see that the loss at 5GHz is about 0.56dB/100A . 
The propagation loss is not serious for the 
application of GHz-range SAW devices, because it 
is not so large. Also, the direct through signals 
can be suppressed to over 50dB under the condition 
of the distance of 100 A between input and output 
transducers. The insertion loss for GHz-range SAW 
devices therefore depends on the IDT loss. 

8.Conclusion 

The etching processes using anodic oxidation 
resist has been presented. It is very useful for 
fabrication of fine electrode such as high 
frequency low loss SAW IDTs. The periodic 
electrodes with the width of 75 nm have been 
obtained by this method. 10GHz and 17GHz SAW 
coherent propagation have been obtained.New 
Etching Process Using Electro-chemical Effects is 
proposed and applied to unidirectional SAW 
transducers and good results are obtained. We are 
now trying fabrication of the narrower width 
electrode than that of 0.05 um and above 20 GHz- 
range SAW generation-detection. We are also making 
a unidirectional low loss filter in lOGHz-range. 
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Abstract 

Temperature characteristics of surface 
charge patterns of spurious vibrations 
near the fundamental modes in rectangular 
quartz plates have been measured. The 
technique is based on the electrical probe 
method that uses piezoelectrically induced 
surface       charge. To       measure       the 
temperature characteristics of surface 
charge patterns, a measurement fixture 
with a DUT mover is set in a 
computer-controlled temperature chamber 
and these instruments are incorporated 
with a network analyzer based measurement 
system. The measurement results using 1 
and 4MHz rectangular AT-cut quartz 
resonators clearly indicate that the 
charge distributions of a spurious 
vibration and a fundamental one 
interchange their patterns according to 
temperature changes. 

I. Introduction 

A number of methods of plotting the 
vibrational distribution of quartz 
resonators have been developedfl]. The 
most well known method is Lang topography 
using X-rays[2]. Recent technological 
advances in the fabrication and processing 
of Laser and optical devices have been 
made the methods using interferometry 
possible to measure the spurious and 
fundamental vibration of high frequency 
resonators[3]. 

On the other hand, it is indispensable 
for designing and fabricating quartz 
resonators to avoid spurious vibrations 
near the fundamental resonant frequency. 

The nearby spurious vibrations 
frequently   couple   with   the   fundamental 

resonance according to the resonator 
environment such as temperature changes, 
and exercise a bad influence upon the 
characteristics of the fundamental mode, 
even if those spurious resonances are 
electrically      weak. It       is      easily 
understood that both of the modes will 
interchange their vibrational shapes when 
resonant frequency of the spurious 
vibration goes across the fundamental mode 
according   to   temperature  changes. The 
above methods, however, may not be able to 
apply to measure this phenomenon because 
they need very large and complicated 
apparatus. Thus experimental papers on 
such a physically attractive phenomenon, 
to the authors' knowledge, have never been 
published. In contrast with the methods, 
the electrical probe method[4] developed 
by Koga and Fukuyo, consists of quite 
simple apparatus and it can be apply to 
measure the temperature characteristics of 
the mode shapes. This draws 
piezoelectrically excited surface charge 
distribution instead of the vibrational 
shape. We have already developed an 
automated measurement system incorporated 
with this method and shown that the charge 
patterns measured by the system have 
enough information to distinguish the 
resonant modes of spurious vibrations[5]. 

In this paper, it is described that the 
system has been applied to measure the 
temperature characteristics of mode shapes 
of spurious vibrations going across the 
fundamental thickness-shear mode in 
miniature rectangular AT-cut quartz 
plates. The principle of the electrical 
probe method and the system configuration 
are described in Section 2. The 
measurement      software      including      data 
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correction and processing is described in 
section 3. In succeeding sections the 
experimental results using 1 and 4MHz 
rectangular AT-cut quartz plates are 
given. 

II. Measurement system 

the electrical probe method, originated 
with Koga and Fukuyo[4], in that a small 
electrical probe protrudes through an 
earth plane, both probe and plane being 
close to the surface of crystal. In this 
method the electrode opposite the probe is 
connected to a frequency source that 
drives the resonator, and the probe is 
connected to an RF voltmeter. The surface 
charge distribution can be obtained by 
mapping the detected voltage for each 
surface coordinate of the resonator. 

Fig. 2 shows a block diagram of the 
measurement setup. The electrical prober 
mentioned above is incorporated in this 
system as a probe box. The needle has a 
diameter of 100 ß m. A computer-controlled 
X-Y table moves a frame containing a 
resonator under test. Fig. 3 shows a 
photograph of the electrical prober module 
that is taken off the top electrode. An 
FET amplifier is used to bring up the signal 
levels and to convert the impedance to 50 
ohms. The prober module shown in Fig. 3 is 
placed in an oven. In this system, the 
HP4195A network analyzer was selected for 
actual measurement of amplitude and phase 
of surface charge. 

III. Measurement software 

oven to control temperature, an x-y stage 
to position a D.U.T., and a network 
analyzer to measure frequency 
characteristics of amplitude and phase of 
device surface charge. Following is a 
description of the measurement procedure. 

A. Temperature Control 
Temperature inside the oven is kept in ± 

0.1 °C to directed temperature. After 
sufficient soaking time, at least one hour, 
following processes are carried out. 

B. Device Positioning 
First,   a  DUT  is  positioned  by  a frame 

joined to an X-Y table. The position of the 
DUT is adjusted within an accuracy of ± 1 
u m. 

C. Out-of-Band Measurement 
Device surface charge (voltage and 

phase) is roughly measured at wide 
frequency span including desired 
resonances. Data of fundamental and some 
spurious resonance regions are removed 
from the whole data. Correction functions 
expressed in polynomials are calculated 
using the residual data to offset 
measurement errors caused by the effects 
of resonator static capacitance and 
parasitic reactance, etc. 

D. In-Band Measurement and Data Correction 
Because influence of the DUT-movement 

must be avoided, it is necessary to scan 
the vicinity of each desired resonance. 
After scanning and finding a peak voltage, 
data corrections are carried out by 
deducting the above functions from raw 
voltage and phase data. In this way, 
residual "net" surface charge with its 
phase can be obtained. A flowchart of the 
measurement software is shown in Fig. 4. 

E. Asymmetry Removing 
In theoretical calculation of an AT-cut 

quartz plate, surface charge asymmetry is 
generally ignored because this does not 
give influence upon its resonant 
characteristics. For correspondence to 
the calculation, we remove the asymmetric 
components from the corrected data by 
superimposing the charge distribution map 
reversed with respect to each the X and Z' 
axis over the original pattern. 

IV. Experimental Results 

In this experiment, two rectangular 
AT-cut quartz plates are selected as DUTs. 
Table 1 shows the dimensions of plates. 
These dimensions are determined as a 
spurious mode having bad temperature 
characteristics comes close to the 
fundamental mode at room temperature 
because of the ease of measurement. 

Fig. 5 shows the experimental results for 
the    1MHz    plate.      Dots    mean    resonant 
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frequencies of each mode. Surface charge 
patterns inset the figure were represented 
by absolute value. Measurement area 
including a DUT was divided into 50 x 50 
portions. Diagrams put in the right side of 
this scheme, show results of the other DUT 
of the same dimension except Z' width 
(Z'=6mm), where the two modes are discrete. 
It is clearly understood from this figure 

that the fundamental thickness-shear mode 
and spurious (face shear) one gradually 
interchange their surface charge patterns 
according to temperature changes. At -5 
°C, a pattern of the lower frequency mode 
is similar to a fundamental mode pattern in 
the top right-hand corner of the figure. 
At 70 °C, the lower pattern presents phase 
reversal along z' direction and is similar 
to a spurious mode in the right side of the 
figure. In this case, however, the coupling 
between the two modes is very strong and 
their patterns are not perfectly discrete 
in present temperature range. 

Fig. 6 shows the results for the 4MHz 
plate. Measurement area was divided into 
80 x 80 portions. The figure also clearly 
indicates that the charge distributions of 
a spurious vibration and a fundamental one 
interchange their patterns at 28-32 °C. 
Compared with previous case, the coupling 
between a fundamental mode and a spurious 
one is weak, therefore each charge 
pattern is perfectly discrete at low or 
high temperature regions. 

rectangular quartz plates; therefore the 
data will give many suggestions to consider 
approaches to the future numerical 
analyses. 
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V. Conclusions 

In this paper, it is described that an 
automated surface charge measurement 
system has been applied to measure the 
temperature characteristics of mode shapes 
of spurious vibrations going across the 
fundamental thickness-shear mode in 
rectangular AT-cut quartz plates. 

The measurement results using 1 and 4MHz 
rectangular AT-cut quartz resonators 
visually demonstrate that the mode shapes 
of a fundamental vibration and a spurious 
one interchange their patterns according 
to temperature changes. 

The results obtained here contain the 
data of couplings and temperature 
characteristics   of   spurious   vibrations   in 
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Abstract 

The magnetic sensitivity of quartz crystal resonators 
is a consequence of the ferromagnetic properties of the 
metal used as support for the vibrating plate. Various 
magneto-mechanic interactions can contribute to the 
overall sensitivity, the most important of them is 
shown to be magnetostriction: when submitted to a 
magnetic field, most of the ferromagnetic materials 
undergo an expansion or contraction wich induces a 
stress in the sustained plate and then a change in the 
crystal resonant frequency. The striking likeness 
between nickel magnetostriction curve and the 
frequency-vs-magnetic field curve of resonators is at 
the origin of this assumption. Other experiments have 
been performed to check on this assumption, in 
particular an experimental setup using a heterodyne 
interferometric laser probe with enhanced sensitivity 
has been used to investigate in situ the magneto- 
striction of the plate supports. Also, a comparison 
between magnetic behaviour of identical resonators 
mounted with different materials definitely proves 
the responsibility of the supports in the magnetic 
sensitivity of resonators and gives interesting 
information on its reduction. 

1. Introduction 

As the oscillator performance increases, new 
applications such as precision orbit determination 
need more and more accurate devices. It results that 
some perturbation sources ignored to date as having 
in most cases negligible influence, now emerge and 
need attention. Thus, for a few years, it has been 
observed that starting or stopping on-board magnetic 
torquers may lead to slight frequency shifts in an 
oscillator closed by it. 

The order of magnitude of this effect (10_n / gauss) is 
unacceptable in high precision orbitographic 
measurement (DORIS mission). Various papers [1-3], 
have shown that almost all components of the 
oscillator circuitry may have a more or less important 
effect on the magnetic sensitivity. At the same time 
some solutions to reduce this sensitivity have been 
proposed, for example by changing some component 
technologies [4] or by shielding the oscillator with 
high magnetic permeability material [5]. 

Nevertheless these improvements are either not 
sufficient to meet the required specifications or not 
satisfactory because of the resulting volume and 
weight increase. A large part of the oscillator 
magnetic sensitivity finds its origin in the resonator 
itself. Previous works have demonstrated that it is not 
due to the quartz material itself but rather to the 
magnetic properties of the metallic springs used to 
support the plate [l], [6]. Then, a reduction of the 
magnetic sensitivity goes through a better 
understanding of the magneto-mechanic interaction 
between springs and plate and a better knowledge of 
the magnetic properties of the material. 

2. Resonator magnetic sensitivity measurement 
setup 

The experimental setup used in magnetic sensitivity 
measurement described a few years ago [&] has been 
slightly modified so as to meet the recommendations 
of the IEEE Standard [7, 8]. The resonator is now kept 
in a fixed direction so as to avoid errors due to the 
earth's magnetic field or to gravitational effects. Only 
the magnetic field strength used is larger than the 
recommended value so as to compensate the reduction 
of the signal to noise ratio due to the experimental 
setup. In fact, the oscillation sustaining circuit is kept 
far from the resonator to insure that it is the only 
component submitted to the magnetic field. The other 
experimental measurement procedures and signal 
processing techniques, are described in ref. [6]. 

Nickel   fp 
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Electrode spot 
weld 

Gold plated 
cupper 

Cold weld 
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Fig. 1: Internal assembly of a resonator. 
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Most of the resonators used in the experiments are 
regular units as shown in Fig. 1. The quartz disc is 
cramped by two nickel springs soldered on two kovar 
supports. This latter material is used because it has 
the same thermal expansion coefficient as the 
insulating glass through which pass the supports. The 
electrical connection between quartz electrodes and 
springs is provided with a conducting silver glue. The 
resonator is maintained under vacuum by a gold 
plated copper cap cold welded on a kovar seat. 

3. Possible magneto elastic interactions [9] 

Various mechanisms can be considered to explain how 
a magnetic field induces a mechanical action in a 
ferromagnetic material. 

3.1. Compass effect 

The first effect is explained by the fact that 
ferromagnetic materials are constituted by small 
magnetic domains initially randomly oriented. When 
submitted to a magnetic field these domains tend to 
align along the same direction corresponding to the 
easiest magnetization direction which is usually the 
rolling direction of the material. As the domains reach 
the saturation state, their magnetization vectors 
oriented along the same direction are subject to a 
torque tending to align them with the external 
magnetic field just like a compass needle. This 
situation is sketched in Fig. 2. 

3.2. Mutual repulsion 

Two parallel ferromagnetic supports close together 
submitted to a magnetic field act as two small 
magnets of same polarity. As a consequence they tend 
to repel each other and to induce in the quartz plate 
they support a diametrical tension (see Fig. 4). 

N N 

WW,,,, 

Fig. 4: Repulsion forces. 

As in the previous case, a change in the applied 
magnetic field sense also changes both magnet 
polarities so that the resulting effect is always a 
mutual repulsion. 

3.3. Change of elastic modulus 

This effect also called AE effect, consists of a change in 
the Young's modulus of ferromagnetic materials when 
submitted to a magnetic field. As a result, the 
pressure exerted by a ferromagnetic spring on a 
sustained disc is modified by an external magnetic 
field (see Fig. 5). 

Fig. 2 : Compass effect. 

Since the supports of the quartz plate are clamped on 
the seat, the assembly could bend as shown in figure 3 
and presents a maximum effect when the magnetic 
field lies in the plane of the supports. 

Fig. 5 :AE effect. 

Fig. 6 shows the variation of Young's modulus for 
various ferromagnetic material [9]. The sign of this 
variation doesn't depend on the sense of the magnetic 
field. 

Fig. 3 : Bending of the assembly. 

It should be noted that a change in the magnetic field 
sense also changes the sense of the magnetization 
vector so that the resulting torque doesn't change. 
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3.4. Magnetostriction 

  

'■'''■■ um 
Fig. 7: Magnetostriction. 
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Fig. 8 : Magnetostriction of some ferromagnetic 
materials [9], 

The last, and probably the most important, magneto- 
mechanic effect is the magnetostriction. That is a 
change in the dimensions of a ferromagnetic material 
submitted to a magnetic field. For example, as shown 
in Fig. 7, a rod of nickel submitted to a magnetic field 
undergoes a contraction in length and an expansion in 
the other directions so that the volume is kept 
approximately constant. In many cases, ferro- 
magnetic materials may present an expansion in 
length rather than a contraction. In all cases, the 
deformation (contraction or expansion) only depends 
on the kind of material but not on the sense of the 
applied magnetic field. Figure 8 shows the magneto- 
striction coefficient of some ferromagnetic materials 
[9]. 

The kovar used in various parts of the resonator 
packaging (see Fig. 1) is also a ferromagnetic material 
the magnetostriction of which has been measured at 
the Laboratoire de Magnetisme Louis Neel in 
Grenoble. The result is shown in Fig. 9 [10]. 
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Fig. 9 : Magnetostriction of kovar [10]. 

It is easy to understand that the magnetostriction of 
the springs and/or the supports can induce stress in 
the disc they sustain. 

3.5. Hysteresis 

Most of the magnetic effects described above don't 
depend on the sense of the applied magnetic field and 
present a maximal effect when the field is directed 
along the largest dimension of the material. Also, 
most of these magnetic effects present a more or less 
pronounced hysteresis depending on the kind of 
material. For example, Fig. 10 shows the hysteresis of 
magnetostriction in nickel [9]. 

8      12 -BO    -60    -40    -20       O        20 
FIELD STRENGTH,  H, IN  OERSTEDS 

Fig. 10 : Hysteresis of the magnetostriction in nickel 
(after [9]). 

Except for the AE effect, an external magnetic field 
gives rise to a mechanical displacement of the 
ferromagnetic springs and supports which, in turn, 
induces stress in the quartz plate and then a change in 
the resonant frequency. 

4. Measurements of magneto-mechanic 
displacements 

In almost all magnetic sensitivity measurements 
performed on resonators, the maximal effect is 
observed when the magnetic field is directed along the 
axis of the resonator (see Fig. 11, ref. [6] and Figs 16- 
19 thereafter). 
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Fig. 11: Most sensitive direction of the magnetic effect. 

This fact implies that the "compass effect" is probably 
not responsible for the observed sensitivity. So as to 
tell one of the remaining effect from the others, a set 
of experiments have been performed using a 
heterodyne interferometric laser probe with enhanced 
sensitivity enabling dynamic displacement 
measurements as low as a few 10~5 Ä-Hz"'^ [11]. Fig. 
12 shows a simplified bloc diagram of the 
experimental setup. 
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Fig. 12 : Experimental setup for the measurement 
of magneto-mechanic displacements. 

A ferromagnetic sample of the same material as used 
for the resonator springs is clamped at one end on a 
fixed support, a small mirror glued at the free end is 
used to reflect the laser beam of an interferometric 
probe. The sample is submitted to a 1 kHz sinusoidal 
magnetic field produced with an excitation coil fed by 
a frequency generator through a power amplifier. In 
addition to this dynamic magnetic field of amplitude 
10 gauss a DC magnetic component in the range 
± 30 gauss can be superposed. 

This arrangement enables to observe the small 
displacements of the free end of the sample by using a 

lock-in amplifier and a signal processing unit. The 
resolution of the displacement measurement 
increases with the excitation frequency ,due to optical 
noise, while the dynamic field magnitude decreases. A 
1 kHz excitation frequency has proved to be a good 
compromise. Figs. 13 and 14 show the dynamical 
displacement at the end of the ferromagnetic sample 
in different conditions as a function of the DC 
magnetic component. 
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Fig. 13 : Dynamical displacement of the free end of the 
sample vs. DC magnetic field component with (a) or 
without (b) the other support present. 
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Fig. 14 : Dynamical displacement of the end of the 
sample vs.DC magnetic field component when the 
quartz disc is in place. 

Because of the particular detection system, the curves 
obtained represent the deformation due to the small 
dynamical magnetic field around a DC biasing field so 
these curves are not directly comparable with the 
magnetostriction curves shown in figure 10, rather 
they represent their derivative. 
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Figure 13 shows two results, curve (a) is obtained by 
measuring the dynamical displacement of one spring 
in the presence of the other one when the quartz plate 
has been removed (see. Fig. 15a), Curve (b) is obtained 
in the same conditions but after the other spring has 
been removed (Fig. 15b). Figure 14 shows the result 
obtained when the whole assembly - springs and 
quartz - is submitted to the magnetic field (Fig. 15 c). 

Fig. 15 : Experimental conditions for Figs. 13 and 14. 

From these experiments it can be deduced that the 
frequency shift of the quartz plate is due to the 
displacement induced by the magnetic field on the 
springs and supports, the most probable origin being 
their magnetostriction (AE effect doesn't produce any 
displacement) nevertheless, the difference between 
curves (a) and (b) in Fig. 13 shows that the mutual 
repulsion effect cannot be neglected. We will show in 
the next section that other experimental results also 
incline towards the assumption of magnetostriction. 

5. Magnetic sensitivity of resonators, results 

A large number of experiments have been performed 
on resonators of various cuts, technologies and 
mounting. Some results have already been published 
[6] and only the last results will be briefly presented 
here. 

5.1. Influence of the resonator technology 

Several lots of resonators have been measured so as to 
investigate for the general characters and possible 
dispersion of their magnetic sensitivity. All results 
presented here have been obtained with 10 MHz third 
overtone SC cut quartz resonators using nickel 
springs in T2111 box enclosure submitted to a 1000 s- 
period sinusoidal magnetic field as described in ref. 
[6] and sec. 2. Although experiments have been 
performed with different magnetic field orientations, 
only the results obtained in the most sensitive 
direction (along the resonator axis) will be reported 
here. 

Figs. 16 a and b show the results obtained with two 
QHS resonators from the same batch, Fig. 17 a and b 
are  obtained with two  other resonators of same 

technology from another batch. The most surprising 
fact when looking at these results is the great variety 
of "magnetic signature" while the overall amplitude 
keeps approximately the same order of magnitude. 

-2e-10 

-3.-10 

:  

■c*p.\q)0_09.d.t'     

: J^ / 

i     i     •     i 

(b) 

Fig. 16 : 10 MHz SC cut resonator QHS technology 
(same batch). 
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Fig. 17:10 MHz SC cut resonators, different batch 
but same technology as in Fig. 16. 
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Fig 18 a and b are obtained with two QAS from the 
same batch. Their magnetic signatures are fairly 
similar but much larger than those of QHS (the scale 
in Fig. 18 is four times larger than the scale of Figs. 
16 and 17). The similarity between the magneto- 
striction expansion coefficient (Fig. 10) and the curves 
shown in Fig. 18 is one of the most convincing features 
on account for explaining the magnetic sensitivity of 
resonators by the magnetostriction of the springs. 
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Fig. 18 : 10 MHz SC cut resonators QAS technology 
(same batch). 
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Another experiment has been performed to compare 
the results obtained with two QAS resonators. One of 
them (Fig. 19 a) is a regular one, in the other one the 
resonator is mounted on an intermediate plate (Fig. 
19 b). The barometric sensitivity of the first resonator 
has been measured to be 25 times larger than the 
second, while its overall magnetic sensitivity is 6 
times larger. Also these figures need some comments: 
if the magneto-elastic mechanism responsible for the 
magnetic sensitivity of resonator is indeed the 
magnetostriction of the springs, the frequency shift- 
vs-magnetic field curves would present the same 
symmetry as the magnetostriction curve (Fig. 10), so 
the magnetic sensitivity curve should be an even 
function of the magnetic field variable! This is 
approximately true in a number of figures presented 
in this section but this is not always the case (see for 
example Figs. 16 b and 19 a). It is highly probable 
that the dissymmetry of the magnetic sensitivity 
curves reveals in fact a dissymmetry in the 
mechanical mounting of the quartz plate. As a 
consequence, the stress induced in the plate by the 
magnetostriction of the springs is no longer 
symmetrical with respect to the plate axis and the 
resulting frequency shift losses the initial symmetry 
of the phenomenon. Hence the high barometric 
sensitivity of the resonator used for Fig. 19 a could be 
explained by a mounting dissymmetry revealed by the 
strong dissymmetry of the magnetic sensitivity curve, 
indeed it is well known that any dissymmetry in the 
mechanical assembly of a resonator drastically 
increases its sensitivity to environmental pertur- 
bations (acceleration, pressure, etc.) [4]. 

5.2. Comparison between spring materials. 

Many efforts have been spent to reduce the magnetic 
sensitivity of the resonators, among them materials 
different from the nickel usually used have been 
tested. A set of five resonators have been investigated, 
all of them are identical except for the springs made in 
different materials. The resonators are all 6.144 MHz 
AT cut QHS units. Because of the particular 
frequency of these resonators the experimental 
conditions have been slightly modified, the curves 
obtained, shown in Fig. 20, are then a bit more noisy, 
nevertheless they remain worth reading. They are 
presented from the most to the less magnetic 
sensitivity. The kovar appears to be much more 
sensitive than the nickel while stainless steel is 
noticeably less sensitive. It is not surprising that the 
resonator made with copper-alloy springs doesn't 
exhibit any perceptible magnetic sensitivity. This last 
experiment definitely proves the responsibility of the 
magnetic properties of the springs in the magnetic 
sensitivity of resonators. Of course, a reduced 
magnetic sensitivity is not the only goal to reach, the 
resonators still have to keep their performance in 
terms of mechanical behaviour, accelerometric and 
barometric sensitivity, ageing, etc. 

Fig. 19 :10 MHz SCcut resonators QAS technology: 
(a) without intermediate plate. 

(b)with intermediate plate. 
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Fig. 20 : 6.144 MHz AT cut QHS resonators. 

6. Conclusion 

The magnetic sensitivity of resonators comes 
undoubtedly from the ferro-magnetic properties of the 
springs used to hold the quartz plate up. This 
sensitivity can be drastically reduced by using copper 
alloy springs while kovar and nickel should be 
avoided. Although the quartz plate itself is not 
responsible for the magnetic sensitivity, the 
magnitude of the phenomenon can be strongly 
increased by the geometrical characteristics of the 
disc, it is obvious that the thicker the plate is the 
lower the sensitivity appears. Even in a same lot of 
resonators, a great variety of magnetic signatures is 
often observed, some of them being abnormally 
dissymmetrical in view of the magnetic action and 
geometric assembly symmetries. It is highly probable 
that these anomalies betray a geometric dissymmetry 
in the plate mounting. 

266 



In most of the experiments, the higher sensitivity is 
observed when the magnetic field is directed along the 
resonator axis that is along the largest dimension of 
the springs. This fact, in addition with the similarity 
between magnetostriction curve and magnetic 
sensitivity curves of resonators, demonstrates that 
the magnetostriction is the most probable mechanism 
responsible for the observed phenomenon. It is highly 
probable that the complexity of the magnetic 
signature has to be attributed to the spring 
magnetostriction hysteresis rather than to a 
complicated stress and strain interaction between 
plate and springs. This interaction might be as simple 
as a diametrical tension or compression for which the 
induced frequency shift is well characterized. Then, 
the magnetic sensitivity of resonators could constitute 
an extremely sensitive tool for the experimental 
investigations on the mechanical actions exerted on 
the resonator plate. In fact, by knowing the magnetic 
behaviour of the spring it is possible to determine the 
kind of the actions the plate is submitted to and the 
device thus obtained can be easily used for example to 
experimentally investigate for the lowest sensitivity 
fastening points on the plate or to study new shapes of 
springs and supports. 

These applications still need theoretical modelling of 
the magneto-elastic behaviour of the various 
materials and it is in these directions that the efforts 
are currently being made. 
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Abstract 

1. Introduction 
The hybrid bridge technique for the measurement of 
spurios responses as standardized by EEC 283 (1968) [3] 
has significant limitations in accuracy and 
reproducibility. Significant progress has been made in 
the last years applying modern network analysers in 
connection with error correction methods to the 
measurement of crystal units [6]. 
The paper presents a systematic approach to adapt the 
new techniques to the measurement of spurious 
responses. The goal is to use the standard test set-up 
(such as the rc-network or a s-parameter test fixture) as 
it is used for the determination of the crystal parameters 
of the main mode [5]. In connection with the published 
method for the measuerement of load resonance 
parameters[7], all crystal parameters can then be 
measured with one unique set-up configuration. 

Resonant Vibrations of a Quarz Plate 
Fig. 1 

2. Classification of spurious responses 
Unwanted or spurious modes have different origin and 
appearance. They can be 

(1) anharmonic resonances of the same vibration 
mode (usually shear mode), whose frequency is 
in general above the relevant main mode (see 
Fig.l [8]). These resonances are determined by 
the equation 

xmnp- 
nf  C]] m- 

t2   +    L 1 2 

(2) unwanted modes (and overtones thereof) of other 
vibration modes, which may lie below or above 
the desired mode. 

"#*# 

Frequency, in kHz 

X-ray topographs (21 »0 plane)of various modes excited during a frequency scan of a fundamental mode, 
circular, AT-cut resonator. The first peak, at 3.2 MHz, is the main mode; all others are unwanted modes. 
Dark areas correspond to high amplitudes of displacement. 
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Spurious modes can be 
(i) isolated from the main mode, or can be 
(ii) mechanically coupled to it, causing non-linear 

effects which depend on drive level (power 
dissipation) etc. 

Spurious modes can lie 
(I) very close to the main mode (a few kHz), such 

that the peak of the spur is on the slope of the 
main response. 

(II) well apart from the main mode, and therefore 
can be considered as a separate peak. 

Unwanted modes can cause problems 
(a) in filters by distortion of the transfer 

characteristic in the pass band or the stop band: 
attenuation "dips" and phase discontiuities in the 
pass band, detonation of the attenuation in the 
stop band 

(b) in oscillators, the working frequency can "jump" 
to a strong unwanted mode or the frequency 
response can show discontinuities ("activity 
dips") at particular operation conditions 
(temperature, load capacitance/pulling voltage, 
drive level). VCXOs can show "dips" ins the 
pulling characteristic (frequency vs. pulling 
voltage) or in the response of the deviation vs. 
modulation frequency. TCXOs can show "dips" 
in the frequency vs. temperature characteristics. 

3. Equivalent electrical circuits 
Non-coupled resonances can be represented by seperate 
series resonance circuits all connected in parallel to the 
static capacitance C0. In the following we use the 
symbols C0 for static capacitance, L^.C^i for the 
motional parameters of the first (main) mode, and Lj, 
Cj, Rj with i = 2, 3, 4,... for the i-th (spurious) mode 
(see Fig.3). 

Fig. 3 

Resonances, which are mechanically coupled, must be 
represented electrically by a coupling circuit such as a 
transformer or an equivalent coupler e.g. three 
capacitors or inductors in delta- or star configuration, 
where one or two of them may have negative element 
values. Possible circuits are summarized in Fig.4. 

Fig. 2 
Spurious response spectrum 

frequency [kHz] 

10090 101 

0.01   : 

S^     0,001 it—"—t 
0,00001 

In      the      following       we      will      distinguish 
phenomenologically four different cases: 

case A: strong spurs well "isolated" from the main 
mode, 

case B: weak spurs well "isolated" from the main 
mode, 

case C: strong spurs in the vicinity of the main 
modes, 

case D: weak spurs in the vicinity of the main mode. 
These cases are depicted in Fig.2. 

4. Classical measurement methods 
The  classical  measurement  technique  for  spurious 
modes is the hybrid-coil method, described by Horton 
and Smythe [1] and Priebe [2], which was standardized 
in IEC 283 [3]. 
It uses a differential  transformer with  a  variable 
capacitor Cc in the second branch to "compensate" the 
static capacitance C0 (see Fig.5). 
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Due to its simplicity in practical application (once, the 
hybrid transformer is made ...), this method is very 
popular. However it has significant disadvantages: 

(1) Even if C0 is compensated (CC=C0), it has not 
disappeared: It appears with twice its value in 
parallel to the source and load termination 
resistors. Therefore the frequency of minimum 
attenuation is not exactly equal to the series 
resonance frequency, and the resonance 
resistance computed by a formula neglecting C0 

- which is the usual practice - is wrong. 
(2) Spurious resonances close to the main response 

can not be characterized properly. The "dB" or 
"differential dB" values cannot be directly 
converted to resistance values or to the motional 
parameters. 

(3) Several problems are related to the hybrid 
transformer: It must have a flat frequency 
response, low winding capacitance, low stray 
inductance, perfect coupling and symmetry over 
a wide frequency range. Because this critical part 
is not commercially available, it suffers from 
poor reproducibility. 

Fig. 5 

Of 

(4) The manual measurement is very time- 
consuming, as it is necessary to sweep in the 
vicinity of each resonance very slowly to achieve 
sufficient accuracy. 

The disadvantages in item (3) can be overcome, if the 
hybrid transformer is replaced by a commercially 
available 180° hybrid coupler embedded in a 50 Q 
environment, as proposed in [4]. This however does not 
eliminate the above mentioned problems (1),(2) and (4). 

Stronger responses can also be measured by the 
conventional ji-network method, however the 
measurement error increases, the weaker the spurs are 
and the closer to the main mode they are. 

CT-CB =^2^1^ 
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5. Alternative measurement methods 
The measurement technique to be proposed is based on 
a test set-up with network analyser or equivalent, the JI- 
network according to EC 444 and the error correction 
technique described in [5] and standardized in EC 444- 
5. The same method can also be used in conjunction 
with a s-parameter test system and adequate crystal test 
fixture. 
Step 1: Calibration with short, open and reference 

resistor in the frequency range of interest 
Step 2: Measurement of the static capacitance according 

to EC 444-5 
Step 3: Determination of the resonance frequency fr 

(resp. series resonance frequency fs, or load 
resonance frequency fjj and the equivalent 
parameters Rj, Ci(and Lj, Qj) of the main 
mode with one of the error-corrected methods 
described in EC 444-5. If spurious modes are 
very close to the main mode (i.e. closer than 
fg/lOOO), the values derived herewith may 
include non-negletable errors, but can be used as 
starting values for the iterative procedure 
described later. 

Step 4: Fast sweep (approximately 1 sec) through the 
frequency range of interest upwards (increasing 
frequency) and downwards. A minimum of 500 
data points is recommended. Substract the error 
terms, compute Yup(f) and Ydown(f). Substract 
the admittance jcoC0 from both sets. 

Step 5: Inspect the data and select computationally the 
peaks with a given minimum (trigger) value 
Ymm. Average the related peak frequencies of 
both sweeps. This yields an excellent guess for 
the resonance frequencies of the spurs. The 
sensitivity of the peak selection can be improved 
by mathematical differentiation of the Y(f) 
values. Alternatively the network analyser's 
internal "peak search" function can be used if 
implemented. 

Step 6: Zoom each spurious response individually and 
measure Y(f) with higher frequency resolution. 

The following steps depend on the type of spur to be 
considered (see classification in clause 2). 

case A (strong spur well "isolated" from the main modet 
Zoomed data points can be selected as in EC 444-5. 
Fastest approach is the iterative procedure as desribed in 
[5]. From a minimum of two or three test frequencies 
the i-th spurious resonance can be characterized by fj, 
Rj, Cj (and Lj,Qj). 

case B (weak spur well "isolated" from the main model 
Method as in case A. To improve sensitivity, the 
following modifications could be considered: 

* averaging of several sweeps 
* reduced RF bandwidth and video bandwidth 

(slower speed!) 
* use of frequency selective, low noise network 

analyser. The technique using direct 
measurement of amplidue and phase is in this 
respect advantageous over the s-parameter 
systems. 

* increase impedance R-p "seen" by the crystal in 
the test fixture. The s-parameter fixture with its 
Rj = 100ß is advantageous over the EC 444 
7C-network (RT = 25Q). 

case C (strong spur in the vicinity of the main mode') 
Data are zoomed with high frequency resolution in an 
interval covering the 3dB-bandwidth of the main mode 
and of the considered spur (its bandwidth is assumed to 
be approximately equal to that of the main mode - as is 
its Q in most cases).The parameters of both modes are 
then extracted by a parameter-fitting algorithm. 
For uncoupled modes the equivalent circuit diagram of 
Fig.3 is used, i.e. three variables per resonance have to 
be determined (Lj, Cj, Rj or fj, Cj, Rj ). For coupled 
modes one circuit of Fig.4 has to be used. For N 
resonances 3 + 4*(N-1) elements have to be determined. 
Rather good starting values for the elements can be used 
which speeds up the parameter search and reduces the 
risk of ill-conditioned iterations to wrong local minima. 
These are: 

fj, Ri,Ci (and therefore Lj   and Qj) of the main 
mode from step 3 

f2 from the location of the peak maximum of Y(f) 
(after removal of jcoC0) 

R2    from the amplitude of the peak maximum, 
derived from 

1 
R2~IY(fpeak)l 

C2 from the assumption that the Q2-value of the 
spur is approximately the same as Q j of the main 
mode 

C2=Jco2Q2R2 
In the case of coupled modes, the starting value of 
element   which   determines   the   coupling   can   be 
arbitrarily set to zero. 
The iteration procedure minimizes the error function 

E = SWJ IYj-YjM|2 = SWj ((Gj - GjM)2 + (Bj - BjM)2) 
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in which Yj = Gj + j Bj denotes the theoretical values 
from circuit analysis computed at the measurement 
frequency fi( and YjM = GiM + j B;M represents the 
values derived from the measurement at fj. The 
weighting factors WJ can be selected such, that the data 
points close to the resonances get the greatest 
significance, e.g. WJ = IYJ^I. 
Several searching algorithms for minimization of E are 
applicable. One of them (Newton method) is described 
e.g in [9]. Another approach is the method of steepest 
descend, e.g. the Simplex algorithm. The evaluation of 
the different methods with respect to simplicity and 
stability is currently under progress. 

case D (weak spur in the vicinity of the main mode') 
The method is identical to case C, except that the 
starting value of R2 has to be derived differently, 
because the amplitude of the spurious peak is too 
erraneous, as it is located on the slope of the main 
resonance curve. 
A more reliable starting value for R2   is gained as 
follows: 
The approximate admittance of the main mode 

Ym(fi) = " 
1 

Rl+j 
1  ((& 

coC]\coi 
-1 

is computed at the measurement frequencies fj by using 
the starting values of f^C^R^ . It is then substracted 
from the measured admittance values YjM in the 
vicinity of the main mode and the weak spur. From the 
peak of this residual Yspur the starting value of R2 can 
be computed as 

R2 = 
1 

lmax(Yspur)l 

It should be noted, that the achievable accuracy for the 
parameters of very weak spurs is reduced. However, the 
method proposed herein is superior to the conventional 
methods used so far. 

6. Conclusions 
The paper describes a concept for the measurement of 
spurious resonances, which allows the use of network 
analysers in conjunction with error correction 
techniques. The test fixture can be the rc-network or the 
s-parameter test fixture as described in DEC 444-5. The 
proposal includes the determination and 
characterization of weak spurs,which may lie close to a 

strong mode. It considers also the mechanical coupling 
of modes. The next steps are the optimization of the 
parameter fitting algorithm. The experimental 
verification and comporative measurements have to 
follow. These results will be reported later. 
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Abstract 
Test oscillators, in contrast to passive measuring 
methods, are able to span the whole range of drive levels 
from noise to normal operation. This is important for 
simulation of start-up conditions for practical oscillators, 
as well as for checking filter crystals for operation in a 
wide range of signal levels. A wide-band, negative- 
resistance Butler oscillator is modified with a ramp gene- 
rator, controlling the negative resistance. This is zero 
when the crystal is inserted; any transient electrical or 
mechanical shocks due to insertion cannot affect start-up 
of oscillations. Analog output signals represent crystal 
current and oscillator negative resistance. Amplification 
of hf-signals makes possible observation of low level 
oscillation ('second level of drive'). Repeated sweeps can 
demonstrate change of resistance between sweeps. The 
oscillator can serve as part of an automatic testing facility 
under computer control. 

Introduction 
Three methods for study and measurement of drive level 
dependence are today in use: 

1. Test oscillators e.g. as described by Yerna [1,2] 
2. Passive measurements using IEC-444 pi-network 

with vector voltmeter and phase-locked signal 
generator, complemented with variable attenuators 
and preamplifier. 

3. Passive network analyser measurements at fixed 
frequency and swept output level. 

The passive methods 2) and 3) require complex and 
expensive equipment, which allows resistance 
measurement down to about a nanowatt, but not down to 
the noise level. 
The network analyser method when used with fixed 
frequency and swept output level may give questionable 
results if the resonance frequency depends on the drive 
level. 

Advantages of test oscillator methods: 

It can span the whole range of levels from noise to 
normal operation. This is important for two reasons: 1) 
It simulates start-up conditions of any practical oscillator. 
2) It allows checking of filter crystals intended for 
operation at low signal levels. 
Test oscillators are simple and inexpensive, and can be 
included as part of an automatic testing facility under 
computer control, for screening of crystals to specified 
acceptance limits. 

Main features of new design: 
The negative resistance is controlled by a ramp voltage. 
The negative resistance is zero when the crystal is 
inserted, so that any possible transient electrical or 
mechanical shocks due to insertion of the crystal cannot 
affect start-up. 
Amplification   of  hf-signals   before   detection   makes 
possible observation of low level oscillation ("second 
level of drive"). 
Repeated sweeps can demonstrate reversible effects for 
the motional resistance from sweep to sweep during 
operation. 
Analog output signals represent the crystal current and 
oscillator negative resistance. A hf-signal output is 
available for monitoring on an oscilloscope and for 
frequency measurement. 
The drive level is related to the crystal current, which is 
the physically most relevant quantity, since it is directly 
related to the vibrational amplitude in the crystal [3,4], 
while the power is rather a measure of the heat developed 
in the crystal. 

The Oscillator Circuit 
Variation of the negative resistance 

Usually the wide-band, Butler oscillator is operated with 
self-limitation due to nonlinearities.     This results in 
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waveforms far from sinusoidal because of the conflicting 
requirements of purely sinusoidal current in the crystal 
(in the mechanical branch of the equivalent circuit), and 
pulsed currents in the associated transistors; the 
instantaneous difference between the two currents will 
charge the stray capacitances and the crystal Co, which 
results in sharp peaks in the voltage waveforms. 

Figure 1 shows our modified Butler oscillator. We have 
preferred linear, class-A operation in the whole range of 
levels of interest. This facilitates and makes possible 
accurate measurements of crystal current and equivalent 
resistance. The oscillator input transistor T\ is shunted 
by another transistor, T2 and these have a common 
emitter resistor, keeping the sum of their emitter currents, 
hn = hi + hi almost constant. Linear operation is 
achieved by setting the dc-currents in the oscillator 
transistors T\+T2 as well as in TA well above the peak 
maximum crystal current requested. This has also the 
advantage that the dynamic emitter impedances, rel2 of 
Ti+T2, and r„4 of T4 are always low and well defined, of 
the order Vy/E (=5 ohm, VT~ kTle), and that all currents 
in the circuit are closely to sinusoidal. An ALC-circuit is 
used for final limitation of the current. 

We assume that the oscillator transistors have high /T 

(2-5 Ghz), and will in the following analysis neglect all 
phase shift effects. In practice the small, but unavoidable 
phase shift will cause the crystal to oscillate at a 
frequency slightly different from its true series resonance 
frequency, but this will have a negligible influence on the 
measured equivalent resistance. 

The fraction p = hi/hn of the emitter current hn 
flowing into Ti is controlled by the base current supplied 
to Ti through the base resistor RB1, which is connected to 
the positive going ramp generator. The crystal current, ix 

flows into the emitters, making iEn = -/*• 

The collector current in Tx, ici = paix develops the 
collector voltage vCi = paRCiix , of which a fraction, Av3 

is supplied to the base of T4. Av3 is the voltage 
amplification of the source follower, T3, and is slightly 
smaller than 1. 

Closing the loop through the crystal and applying 
Kirchhoffs voltage law from B4 to Bj we obtain 
Barkhausen's condition for stationary oscillations with 
constant amplitude: 

paAyiRcih -r^h -Riix -renk  = 0       (1) 
This can also be written in the form: 

/?!+/?_ = 0 (2) 
where /?i is the crystal equivalent resistance, and 
R- is the negative resistance of the oscillator, 

R- = -paAviRci + r„4+ rel2 (3) 
According to eq. (2)   \RJ is a measure ofR\ 

Setting for example aAv3 = 0.9, RCi = 220 ohm and r^ 
+ rcn = 10 ohm, we find /?_= 0 for p = 0.05. The current 
in 7\ must consequently not be cutoff to make /?_ = 0. 
This is an advantage; we need not to operate at very small 
currents in Th where transistor parameters may be 
different. In case a lower maximum \RJ is sufficient, a 
lower Rci could be used. 

Negative resistance measurement 
The negative resistance R- shown by the oscillator to the 
crystal is determined by the control voltage VR, and this is 
valid whether VR is controlled by the ramp voltage, or by 
the ALC-signal. 

An output signal suitable for recording of \RJ can be 
derived in either of two ways: 1) From VR, which is 
linearly related to the collector current, /Ci , provided the 
transistor ß of 7\ is independent of the collector current. 
2) From the dc-voltage drop across the collector resistor 
Rci, which is a direct measure of 7Ci, independent of 
transistor ß. Either of these voltages is amplified and 
corrected for zero point offset, creating an output signal 
V(R-), representing \RJ. 

Crystal current measurement 

The crystal current, i'„ flows through T4 and T5, which 
form a cascode, and finally through RCs, reduced by a 
factor slightly smaller than 1 because of the base currents 
in Tt, and T5. The hf-voltage across RCs is proportional to 
the crystal current. It is amplified, rectified and 
amplified in a dc-amplifier to provide an output signal, 
V(IX), representing the crystal current level. 
This signal is also compared with a preset voltage VREF, 
to produce an ALC-signal limiting the crystal current. 
When the prescribed current level is reached, the ALC- 
signal takes over the control of VR, reducing the negative 
resistance exactly to the value required to maintain 
constant amplitude. The hf-attenuator, 20, 10, 0 dB is 
used to set the maximum crystal current to 1, 0.3, or 0.1 
mA resp. The level can also be varied by changing the 
reference voltage, VREF. 

Observation of very small crystal currents 
The hf-signal, representing the crystal current, is also fed 
to another hf-amplifier, with amplitude-dependent 
amplification, enhancing weak signals. This allows the 
weak signals, e.g. representing a 'second level of drive' to 
be amplified sufficiently to be seen in the output signal, 
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without overloading the amplifier. This amplifier also 
produces the output signal for frequency measurement 

Operation 
Negative resistance sweep 

When the crystal is inserted the ramp signal is at ground; 
the circuit shows no negative resistance. After a short 
delay the ramp voltage is started, and the current in Tx 

increases, which results in an almost linearly increasing 
negative resistance. This goes on until oscillations have 
started and reached such a level that the ALC-circuit, 
which initially has a high output voltage, is activated and 
takes over control, preventing further rise of the control 
voltage, VR. 

The ramp can be operated as single sweep or repeatedly. 
In both cases the initial delay is important to be sure that 
any insertion transient has decayed, resp. that the crystal 
oscillations due to the previous sweep have had time to 
decay well below the noise level. Compare the 
superregenerative detector, which is a periodically re- 
starting oscillator, capable of detecting signals in noise ! 

Growth and decay of oscillations 
As well known, a series resonance circuit, Ru d, Lu 

started at t = f0, will perform damped free oscillations: 
i = io e"^ sin (cor + cp) (4) 

where 

$ = R/2L  =nf/Q (5) 
If the circuit also contains a negative resistance /?_ in 
series, Ri should be replaced by Ri + /?_. If this is < 0 the 
amplitude will grow exponentially; if > 0 it decays, but 
more slowly than when /?_ = 0. In both cases the 
(instantaneous) e-folding time constant is, when T=\lf: 

t = 1/ß = (QT/n)( R,/\Ri + R-\) (6) 
For e.g. a 10 MHz crystal with Q « 100 000, to = QT/n = 
3 msec 

If l/?_l = 2Ä! the growth from noise level, say 10"9 A to 1 
mA, requires ln(106) = 14 e-folding times. If \RJ = 1.1 
Ru 1 = lOxo, and the growth time will be still a factor of 
10 longer, i.e of the order several tenths of a second. 
The decay time in our oscillator is, if the current in 
transistor Ti is cut off, determined by the resistance Ri + 
fei2 + r^, thus the e-folding time is smaller than to. 

Recording 

Figure 2a shows a schematic resistance characteristic for 
a drive level dependent (DLD) crystal as a function of the 
crystal current.  The negative resistance of the oscillator, 

l/J-l is represented by a horisontal line, which begins 
moving upwards when the sweep starts. 

When the noise level start resistance is exceeded, at A, 
oscillations begin to build up exponentially, or even 
faster, until the 'second level of drive', B, is reached. 
Then the point of operation follows the crystal 
characteristic until the peak, C, whereafter the amplitude 
again increases rapidly till the ALC-circuit takes over the 
control, D , and the normal operating resistance is 
obtained. 

Figure 2b shows schematically the corresponding recor- 
ded signals representing Lf?_l and/x as functions of time. 

When the rising ramp exceeds the initial Rit oscillations 
grow, and the operating point moves from A to B. The 
'second level of drive' is in the region B - C. In this case, 
with the high peak at C, there is a big step down from C 
to D, showing the large reduction of crystal resistance. 
Even with good crystals there will be a small step down 
when the ALC takes over. This is caused by the long 
time it takes to build up oscillations from the noise level, 
as discussed in the text. During this time R-l has 
increased a little. 

Examples of recordings 

We have tested the oscillator with a few crystals from an 
old collection of 'bad' crystals, plus one 'good' crystal. 
In all the following recordings the sweep time is about 9 
seconds. The zero level for l/?_l is marked "l-> " at left. 
The scale for \RJ is 20 ohm/div, and for the crystal 
current, Ix, 0.2 mA/div. The linear y(/x)-signal is utilized 
in all recordings except in Figure 6b. 

Figure 3a, b, c shows three recordings taken in sequence 
on a crystal having a 'second level of drive', which 
changes from sweep to sweep. 

Figure 4a, b, c shows three records in sequence on a 
crystal that at first shows a mysterious start resistance 
behavior, and finally a normal behaviour - it becomes a 
'cured' crystal! In all the three records the oscillations 
start at the same low \RJ-value. 
In the first two the oscillation amplitude stops growing at 
a certain level, less than the ALC-level, and thereafter 
decays, more or less steeply, to a lower level, a level 
which a little earlier was passed under rapid growth, in 
spite of the much lower l/?_l-value at that time. 
We conclude that in this case the resistance - drive level 
dependence cannot be described by a single-valued 
function like that in figure 2a, because the resistance 
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obviously changes during the measurement, depending 
on the treatment the crystal has been subject to. This 
conclusion is also confirmed by the final removal of the 
DLD in fig 4c! In this experiment we have in fact 
observed both a temporal increase of the resistance, as 
well as a final decrease. 

Figure 5a shows records of VQRJ) and V(IJ for a 'good' 
crystal. The down-step when the ALC-circuit takes over 
control is very small and likely due to the time it takes to 
build up oscillations. 

Figure 6a. This crystal begins oscillating at relatively 
low l/?J, at a 'second level of drive', at its fundamental 
frequency. Then, at a much higher level, it jumps to its 
third overtone. This is possible because the bandwidth of 
the oscillator is very wide, and allows operation on 
fundamental or on overtone, depending on which has the 
lowest resistance. 
Passive measurements of the resistance of the same 
crystal, shown in figure 8, confirm that it has a high 
resistance peak of about 70 ohm at 1 |i.W at its 
fundamental, but not on its 3rd overtone; where 7?i is 
varying from about 40 ohm at low level to 30 ohm at 
normal level. This shows that the resistance peak is 
frequency dependent. 

Figure 6b shows one more record from a sequence of 
sweeps on the same crystal as in 6a. Here the output 
signal of V(Q with enhanced low level response is 
utilized. 

Figure 7a shows a record of a crystal with a similar 
behaviour as in figures 3 and 4. In this case the 'second 
level of drive' is almost as high as the chosen ALC-level. 

Figure 7b shows records for a crystal with high start 
resistance at very low current level, too low to be 
recorded. This is the same crystal as in 7a, after having 
been operated at 3 mA. 

Figure 8 shows passive measurements in a DSC rc-network 
of the resistance at fundamental and 3rd overtone for the 
same crystals used in figures 5a and 6a. 

Discussion and Conclusions 

The test oscillator 
The oscillator is useful in research, in particular for 
investigation of time-dependent phenomena that change 
with the pre-history of the crystal, - cases when a 
reproducible resistance versus drive level characteristic 
does not exist.  Combinations with other measurements, 

such as thermal hysteresis, phase noise and aging may 
shed light on possible correlations. 
Further development of the circuit is highly desirable, so 
that resistance versus drive level characteristics can be 
recorded, both under rising and falling drive level. 
The oscillator is useful in production; for production 
checking, and for screening, under computer control. 

New results 
From the few tests on 'bad' crystals we have done, we 
think we have got the following indications: 

1. DLD-dependence can be quite different on the 
fundamental and third overtone modes of operation 
for the same crystal. 

2. DLD cannot always be described as a single-valued 
function of resistance versus drive level, because the 
resistance (at a given level) may change during the 
measurement. 

3. The effects on the crystal by oscillation may result 
either in an increase or a decrease of resistance. 

Physics behind DLD-phenomena 
Probably different physical mechanims are acting behind 
different manifestations of DLD. The importance of 
small particles attached to the surface by nonlinear forces 
is extensively discussed and well verified experimentally 
in the literature [3, 5 - 8]. Recently Kanazawa [9] 
discussed the effect of viscous films. 
We think that the 'sleeping sickness' phenomenon could 
be due to a temporary partial breaking of binding forces 
between particles and surface at high vibration amplitude, 
bindings that later close again, maybe a process resemb- 
ling the tixotropy phenomenon in certain liquids. 

Suggestions for further improvements 
In its present state of development the oscillator cannot 
produce a record of resistance as a function of crystal 
current, but it might be possible to obtain that function: 
As soon as the ALC-circuit comes into action, the level is 
controlled by the reference voltage VREF. At that moment 
another ramp voltage could be initiated and serve as VREF- 
It could have both a rising and a falling ramp, thus 
allowing real measurement of crystal resistance as a 
function of crystal current in a range of maybe two orders 
of magnitude in current. 
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Fig. 3a First sweep showing a first start 
attempt rising to 3 div. and thereafter 
fäll back somewhat before starting finally. 
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Fig. 4a First sweep of a crystal showing 
a pronunced first start attempt 
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Fig.3b Second sweep of the same crystal as above, 
now with a slightly different appearance, rising 
about one div. followed by a smaller fall. 
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Fig. 4b Second sweep shows a slight 
difference in the start-up behaviour. 
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Fig.3c Third sweep, the current reaches 
only 1/2 div. and does not fall at all before 
the final start 
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Fig. 4c Third sweep, the peculiar start-up 
behaviour has completly disappeared 
resulting in a "cured" crystal. 
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Fig. 6a Starting resistance of about 16 ohms then 
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50 ohms thereafter dropping to 36 ohms. 
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Fig. 7b Same crystal as above after a 3 mA sweep, 
resulting in two large changes, a higher 
starting resistance and a higher peak resistance. 
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Fig. 6b Same crystal as above but utilizing the 
enhancement of low levels. 
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Abstract 

A brief review of the state of the problem of measuring 
the power dissipated across crystal units is presented. 
Simplifier formulas are deduced for the computation of 
the drive level of crystal units operating in oscillatory 
circuits. A new method of the power measurement 
and devices for its practical use are described. 

1. Introduction 

The problem of estimating the drive level of 
crystal units arises at once while designing crystal units 
and then at the stages of their technological 
adjustment, of the analysis of the influence of different 
destabilizing factors (temperature changes, component 
"aging", radiation and mechanical effects, etc.) upon 
oscillator and filter characteristics in operating 
conditions. Just for these reasons the problems above 
mentioned constantly attract the attenuation of 
designers and users of quartz crystal stabilizing devices. 
As result of various investigations a meaningful 
dependence was ascertained for crystal unit parameters 
(frequency, motional resistance, quality factor, spectral 
characteristics, etc.) upon their drive level. There are at 
least two qualitatively distinguished drive levels: a 
normal one (when at other equal conditions crystal 
unit parameters are the most stable and the drive level 
is commensurable in its value to the noise level of the 
measurement devices) and a high one (when 
unreversible changes of crystal unit parameters take 
place and reversible changes of these parameters in 
the form of a "hysteresis loop" as well, which are 
analogous to the characteristics of materials being 
magnetized). Reversible changes are changes, for 
example, of frequency and resistance reproducible in 
the limits of measurement errors after multiple 
measurement cycles. Unreversible changes of crystal 
unit parameters appearing after the high drive level 
effect are qualified in the IEC Technical Committee 49 
Standard (august 1989) as DLD effect. While defining 
the drive level of crystal units, one should consider the 
drive power as the most spread and universal measure, 
though in some cases it is much more convenient to 

take into account the amplitude or the effective value 
of piezocurrent, the voltage across the crystal unit or 
even the amplitude of mechanical vibrations of any 
geometrical points of the piezoelement. Therefore, 
taking the power dissipated in a crystal unit as a 
general measure of the drive level we admit if it is 
necessary the usage of other possible measures. Below 
we give the deduction of simplified formulas for 
computing the power in crystal units applied in 
oscillatory circuits (parallel resonance circuits) and 
describe the supposed new method and its application. 

2. Definition of power dissipated in crystal units 
operating as a component of a parallel resonance 

oscillator circuit 

For oscillator circuits operating at the series 
resonance of a quartz vibrator the techniques of 
measuring the above mentioned power is simple for it 
is defined by the motional resistance of the crystal unit 
and the piezocurrent and slightly depends on the 
reactive parameters of the crystal unit (motional and 
static capacitances and motional inductance). In the 
case of oscillator circuits operating within the 
resonance spacing of the crystal unit, the power 
dissipated in the crystal plate substantially depends 
upon the reactive parameters, the motional resistance 
of the crystal unit and its frequency. Formulas for the 
powi,r computation well-known from [1] for example 
are convenient enough for practical computation. In [2] 
it is recommended to compute the power value taking 
into account the circuit capacitance value. As it seems 
to the authors there may be applied a more accurate 
method. 

Depending on the circuit type of the quartz 
crystal oscillator one may measure the current across 
the crystal unit or the voltage arriving across the crystal 
unit. Therefore it is necessary to deduce a formula for 
computing the power dissipated in the crystal unit 
using the current and voltage values. 

With this aim in view we may use the usual 
interpretation of a crystal unit in the form of a 
equivalent circuit (Fig.l) [3]. 

281 

0-7803-1945-1/94 $3.00 © 1994 IEEE 



X 
R, 

1 i 

J 

ri xl| 

T 
<* b C 

Fig.l Detailedequivaleht circuit of a crystal unit: a — equivalent 
circuit in detail; b — parallel connection of equivalent active and 
reactive resistances; c — series connection of the resistances 
(active and reactive). 

To define the power dissipated across the crystal 
unit using the voltage across it we may apply the 
expression (known from the electrotechnique): 

£/2cos2<p 
P = 

/?K 
(1) 

where Uk 

unit; 

<p = arctg 

effective voltage value across the crystal 

1 

0>CV 

u>Z.„ 

RK 
- phase angle of the 

motional arm of the 
crystal unit. 

By using trigonometrical equality 

we get 

cos?(arc tg 9) 
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It is seen from (2) that for the computation of 

the dissipated power it is necessary to know the 
motional parameters of the crystal unit, the voltage 
across the quartz plate and the generated frequency. 
Formula (2) may be expressed by using the value of 
deviation of the oscillator frequency from the crystal 
unit series resonance frequency. After some simple 
transformations we get the following 
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where   AW - deviation of the oscillator frequency from 
the series resonance frequency of the crystal unit; 

03r series resonance frequency of the crystal unit; 
(O - quartz crystal oscillator frequency, 

we receive the expression 

PK- 
UIRK 

16^2(Z.KA/)2 + /?2 (3) 

Really, if £f=0 (i.e. if the oscillator operates at 
the series resonance frequency of the crystal unit), then 
the expression defining the power takes form 

U2 

P = — K   RK 
(4) 

For the oscillator operating at antiresonance 
frequency of the crystal unit the power dissipated in 
the last is defined by the expression 

PK = £/X(a,Q2j 

for which it was taken into account that 

">2 — ft _   1    CK 

= 2 U) 

cu2Z/2 

cn 

(£)*!■ 
where Q. - quality factor of the crystal unit. 

This formula, often recommended for the 
computation of the dissipated power across the crystal 
unit, operating in the parallel resonance circuit, in 
practice leads to a significant error. For defining the, 
dissipated power using the value of the current across 
the piezoelement we may apply the formula 

P —Pr n< — *K r, (5) 

where I. - the effective value of current across 
the crystal unit which equals to the sum of the 
piezocurrent   and   the   current   across   the   static 
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capacitance of the crystal unit C . The term r"is 
included into the equality (Fig.l, c) 

Z = r+; jx, 

where /- = /?„ 

(6) 
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Fig.2. Active and reactive resistances of the crystal unit versus the 
frequency ( &7y - series resonance frequency, CO^ -parallel 
resonance frequency) 

In Fig.2 curves are given for the dependance of r 
and x values upon the frequency. The substitution of 
(7) into (5) gives the expression 
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If we take into account (as for the deduction of (3)) 
that 
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we receive the expression 
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The substitution of (10) into (9) leads to an 
expression which allows to compute the power 
dissipated across the crystal unit by using its current 
value 
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where     M-i- fx — the deviation of the oscillator 
frequency from the series resonance frequency of the 
crystal unit. 

So, to define the power dissipated across the 
crystal unit by using the value of the current across the 
crystal unit, we need the following values: R., CQ, Ck, 
fp f and Ik, where fj - the series resonance frequency 
of the crystal unit, f - the oscillator frequency, Ifc - 
effective value of the current across the crystal unit. 

There exist several methods of measuring 
motional parameters and static capacitance of crystal 
units. Therefore only a method of measuring current 
across the crystal unit (or voltage across it) will be 
considered below. Direct connection of the measuring 
apparatus with the oscillator circuit lines for the 
definition of the voltage or the current at its points is 
accompanied by meaningful errors in the measured 
values for standard HF-meters have low values of the 
input impedance. Besides that the- power dissipated 
across the crystal unit strongly depends on the 
operating frequency, i.e. on the value of the deviation 
of the generated frequency from the series resonance 
frequency of the crystal unit. In fig.3 the dependance is 
given [4] of the coefficients PKU, P™ which 
characterize the power dissipated across the crystal 
unit for given current I. or the voltage Vk upon the 
mistiming n ; 

„   CO£"CQ 
OJg-COy » 

where cjf - angular frequency of the crystal unit series 
resonance; CO   - crystal oscillator frequency. 

7 = 

KU lKI 

1 T[ 0 
Fig.3 The dependance of coefficients defining the power, dissipated 
across the crystal unit at U. = const or I. = const upon the 
frequ' ncy. 

283 



It follows from Fig.3 that the measurement of 
voltages across the oscillator components with the aim 
in view of defining current (or voltage) by connecting 
meters to any circuit points (Fig.4) must not be 
accompanied by significant changes of the oscillator 
frequency or its operating conditions (regime) 

7^ 

Fig.4 Circuit for measuring the voltage and current of crystal units. 

In Fig.4 there is given a scheme of connecting 
meters for defining the current or voltage, where R 
— the known resistance having a value much (10-HIÖO 
times) less than the motional resistance of the crystal 
unit; C — the know capacitance (lpF); 
V — HF-millivoltmeter. The voltage across the crystal 
unit according to the designations in Fig.4 may be 
expressed as y 

UK (x, 
*Tip 

«« + %,), (12) 

where U1 - millivoltmeter reading in the position 1 of 
the selector "K^" 

x„    — the resistance of the capacitor C 
C3T . r   t        • 3T r xCn  — the resistance of the input capacitance of 

the meter. 
The current value is defined with the selector 
in   position   2.   Taking   into   account   that "K" 

ji       .        . 
R   < < x _     , we get 3T        '   Cnp''        b 

/««=■ 

R, 
(13) 

The values of U. and I. from (12) and (13) may 
be applied for the computations on the basis of (3) and 
(11). The method above described allows to measure 
the voltage or the current of the crystal unit only by 
using such oscillatory circuits in which one the crystal 
unit leads may be grounded. 

In the case when the crystal unit is used in a 
capacitance or inductance three-point circuit and has 
no lead directly grounded, formula (3) should be used. 
Then the voltage U. is defined as the sum of voltages 
across the crystal unit electrodes relative to the 
oscillator case, and this fact does not practically 
influence upon the error of the definition of the voltage 
dissipated across the crystal unit. Here the definition 
error for U. achieves not more than 10% if the 
mistuning value of the crystal unit relative to the series 
resonance   Af/f is not less than 1x10" . 

Simultaneously   the   accuracy   of  the   power 

estimation from (3) and (11) at 10 kHz, 100 kHz and 
4 Mc was analyzed. In all the cases the results showed 
a discrepancy not exceeding 20%. It follows from the 
above mentioned, that formulas (3) and (11) may be 
recommended for being practically applied to estimate 
voltage dissipated across crystal units operating in 
oscillatory circuits. 

3. Universal means of measuring crystal unit drive 
level and device for its practical application 

Up to now the estimation of the crystal unit 
drive level by using the power value is realized through 
the computation methods applying the results of 
measuring voltages, currents and resistances of passive 
and oscillator circuits for exciting crystal units. IEC - 
standards contain general methods for the 
corresponding measurements. Yet these standards use 
the term "power" implying traditionally and 
synonymously the power of heat losses in crystal units. 
But the investigations carried out by the authors 
showed that piezoelement vibrations are accompanied 
by direct and indirect HF piezoelectric effects. When 
the outer electromagnetic field "plays" closely to the 
piezoelement, then the last in its turn "excites" a new 
orthi jgonal electromagnetic field beside. This one leads 
to a new piezoeffect, which one in its turn excites one 
more electromagnetic field. And this process continues 
up to the full attenuation of the direct and indirect 
effects. The attenuation may take place during one 
vibration period, the second one, the third one, etc. 
Mathematically it may expressed by applying Maxwell 
equations [5]. The fact that the nature of this 
phenomena is directly connected with the properties of 
the electromagnetic field is confirmed by the well 
known effect of crystal unit luminescence if they are 
excited by a strong piezocurrent [6]. The 
electromagnetic nature of the light eradiation has been 
proved. 

By admitting the supposition that for various 
crystal unit types the relations between thermal losses 
and losses due to electromagnetic eradiation of the 
excited piezoelement follow the strict laws, the authors 
carried on investigation with the aim in view of 
designing a new method of measuring crystal unit drive 
level and accordingly a device for its practical 
application. Crystal units under investigation were 
excited in standards oscillators insuring stepped or 
smooth control of the excitement power. Then 
calibration of the excitement power of the crystal unit 
in the scheme of the technological (standard) oscillator 
was carried out by using the reading of HF-field 
indicator received by applying special pickups. After 
that, applying the calibration table, the dependence of 
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piezoelectric crystal unit parameters on their drive 
level was analyzed. As it is clear from the above 
described, by using the method under discussion the 
authors practically in whole succeeded in decising the 
problem of measuring the power dissipated across the 
crystal unit without the "interference" of meters into 
the oscillators circuit. 

As standard oscillators the authors used 
specially designed for this aim universal control- 
measuring oscillators UKIG-1A, UKIG-1B, UKIG-2. 

General technical characteristics of these 
oscillators are given below (Table). 

4. Conclusion 

The method of measuring the power dissipated 
across the excited crystal units and the devices for its 
practical application which were designed by the 
authors in the result of the investigation and 
experiments, allowed significantly improve the 
accuracy of controlling the power (from 20 up to 
5-5-7%). The application of the method and the device 
while optimizing crystal units gave good results in: 

- designing crystal units with frequency pulling[7j; 
- designing crystal units with lens piezoelectric 

elements at 1 and 5 Mc [8]; 
- improving the perspective means of producing 

piezoelectric crystal units having a piezoelement of 
BVA configuration [9]; 

- designing subminiature and other types of crystal 
units [10]. 
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Table 

Operating Characteristics UKIG-1 UKIG-2 

Operating frequency range 5-5-100 kHz. (UKIG-1A) 
100-5-500 kHz (UKIG-1B) 

0,5-5-70 Mc 

Reproducibility of the excitement 
frequency (for crystal unit quality 
factor >50000): 

±lxl0"6 
. 

approximate indicator ±lxl0"6 

accurate indicator ±0.1xl0"6 ±0.5xl0"6 

Frequency shift relative to the series 
resonance frequency ±2xl0"6 ±1.5xl0"6 

Dissipated power 10; 20; 25; 40; 50; 100 0.01-5-1.0 mWt 
200; 250; 400; 500; (smooth control) 
1000 juWt (stepped control) 

Measurement error for equivalent 
motional resistance <10% <10% 
Measurement error for other equivalent 
motional parameters of crystal units <10% <20% 
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Abstract 

Companies in the frequency control field, 
particularly those involved in international sales, are 
under increasing pressure to certify to ISO9000 quality 
system standards. Since these standards only define a 
general guideline for quality systems, they allow some 
latitude in satisfying the requirements. This latitude 
allows small companies as well as large companies to 
obtain certification to ISO9000. We report here our 
efforts as a small company in moving towards ISO9000 
certification and some interesting side benefits obtained 
from the exercise. 

Introduction 

Quartzdyne, Inc. changed corporate culture 
several years ago and moved over a two year period from 
strictly R&D to production and sales. The R&D was 
focused from the company's inception in 1979 on sensor 
technology based on bulk quartz resonators. In 1991 
production and sales began on a line of precision pressure 
transducers for down-hole applications in the oil and gas 
industry. As sales grew, the broad-scope R&D activities 
diminished as the demand for manpower in production 
diverted efforts from R&D to production. 

After initial production startup, it became 
quickly apparent that a quality control system for 
operation of the company was needed in order to improve 
the reliability and durability of our products. The down- 
hole environment is very harsh; temperatures can exceed 
175° C, shock and vibration exposure is high, and 
corrosive liquids and gases abound. Furthermore, the 
cost of using a transducer down-hole is large because of 
the expense of shutting down drilling or production 
activities while inserting or removing the measurement 
tools containing the transducer. Reliability is paramount 
because of these costs: typically the measurements 
involve no real-time data acquisition ( memory tools 
powered by batteries are common) so a transducer failure 

is not detected until after the complete expense of the test 
has been incurred. 

An additional factor driving the installation of a 
quality control system was the rapid growth of the sales 
(doubling several years in a row). Yield needed to 
improve to avoid large increases in personnel. Also, 
delivery times are important to the customers since new 
wells and new oil fields require additional measurement 
tools on a sporadic basis and long-range, planned delivery 
schedules for transducers is not always practical. Thus, 
backlog times needed to reduce. 

Finally, 85 % of the sales of transducers typically 
are outside the U.S. The European portion of sales, 
where ISO9000 certification is becoming prevelant faster 
than in the U.S., is about 60%. 

All of the above motivations led us to establish a 
production control system with ISO9000 in mind as a 
future goal. Study of ISO9000 documents led to the 
conclusion that the overall concept of an ISO9000 quality 
system is an efficient and professional way to run a 
company. Since there is lattitude in the ISO9000 
guidelines, a small company such as Quartzdyne, Inc. 
could aspire to obain ISO9000 certification. 

A few words about ISO9000. Registration does 
not certify a specific product or guarantee quality. It 
does certify the quality system and ensure that the quality 
system provides for continuous quality improvement. 
Revised standards are under review at this time and are 
expected to be approved world-wide mid-1994.[1] As an 
example of the growth of the number of companies 
obtaining certification in the U.S. , the first quarters of 
1992, 1993, and 1994 saw the number of U.S. 
companies obtaining certification grow from 279 to 1259 
to 3165, respectively.[1] There is a fast growing library 
of information for help in obtaining certification.[1-5] In 
addition, seminars and courses abound; many current 
ones are listed in reference [1]. 
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Basic Philosopy 

Perhaps the first and most important decision to 
make is a firm commitment from the top of the 
management structure to implement a quality system that 
can be certified to ISO9000. This is because sufficient 
resources must be allocated not only to implement the 
system but to maintain the system. ISO9000 certification 
is on-going, internal audits as well as an external audit by 
the certifying registrar must occur annually. A plan for 
implementing a quality control system must be 
developed. Every employee in the company must become 
involved. 

The quality system must measure quality and 
monitor improvement. The intent is to create an 
atmosphere of problem prevention, not problem fixing. 
This is exemplified in the proposed 1994 ISO9000 
Standards where the subject of Preventive Actions is 
added to complement the subject of Corrective Actions. 

Our First Steps 

Our first task was to document what was already 
being done. The lattitude allowed in ISO9000 permits 
the company to define what is necessary and appropriate 
for its products in all categories of the standard. Review 
what is already being done to see if it makes sense, or is 
superfluous. Then plan to add only what makes sense for 
your specific operations in each category of the standard. 
Do not plan to implement anything that you will not 
actually do. A key part of an ISO9000 audit is to check 
if you are doing what your documents say you are doing. 

In our case, by the end of 1992, a part 
numbering system had been established, bills of material 
were developed, and control drawings and manufacturing 
procedures had been formalized. A document control 
system was in place to insure that the correct information 
was always provided to both in-house operations and 
outside vendors, even during product improvement 
phases. This included engineering change orders to 
document design changes. The calibration facility for 
verifying the performance of our products was 
documented to be traceable to the National Institute of 
Standards and Technology. 

A computerized Management Information 
System (MIS) was purchased early in 1993. The first 
tasks involved incorporating what had been done earlier 
by hand or with computer databases into the MIS. This 
involved the part numbers, bill of materials for all parts, 
control drawings and manufacturing procedures. An item 
master data base was transferred to the MIS and a vendor 
data base was created.    These measures established a 

system of configuration control and lot tracking of 
components and sub-assemblies used in individual 
products i.e., traceability. All materials, subassemblies, 
procedures, and inspection steps are recorded for each 
serial-numbered product shipped. 

Procedures were established to separate non- 
conforming material from the production flow. Non- 
conforming material reports from the production flow as 
well as from customer returns were implemented. 

After review of the ISO9000 Standards and a 
variety of related literature, a Quality Manual and 
Operating Procedures were written to define the existing 
quality system. 

What's Left To Do Before Auditing 

During 1993, sales doubled and the pressure of 
producing product with a reasonable backlog slowed our 
progress in implementing the quality system. In early 
1994, personnel were added to ensure that the quality 
system implementation preceded at a faster pace. Review 
of what had been done was provided by a QC engineer 
experienced in ISO9000 auditing. Several of the 
categories already established needed improvement and a 
number of additional categories required implementation. 

The vendor assessment and purchase control 
documents are being improved by formalizing in-house 
workmanship and inspection standards for incoming 
vendor-supplied materials, components, and sub- 
assemblies and by broader reference to national and 
international standards. The non-conforming material 
reports are being incorporated into a database for routine 
sorting to facilitate identification of patterns that can be 
addressed by preventive actions. Additional instrument 
calibration procedures and documentation are scheduled. 
Documentation of employee training for in-house 
procedures is the last category scheduled. 

After all the elements are in place, the existing 
Quality Manual and Operating Procedures will be revised 
to clearly define what we are doing. 

Summary 

Using the ISO9000 quality standards is simply a 
better way to run a company. Because of the latitude 
allowed, small companies can minimize the overhead of 
implementation and maintenance with carefully thought 
out controls and procedures. A clear benefit for a small 
company is that the company now has an operating system 
that decentralizes control, which minimizes the impact 
due to the loss of a key individual. 
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Abstract 

A 45° rotated X cut, Z propagation U2B4O7 substrate has 
attracted attention as a piezoelectric substrate for SAW 
devices. The substrate is advantageous not for SAW 
transversal filter but for SAW resonator and resonator filter 
applications. It is especially suitable for SAW resonator filters 
which have the relative bandwidth of 0.3% to 0.6% 
considering coupling coefficient and temperature coefficient 
of delay. 

Also, the chip size of SAW resonator filters can be reduced 
because of the large reflection coefficient for aluminum strips 
on IJ2B4O7 substrates. 

SAW resonator filters which have low insertion loss, high 
rejection level and small size are reviewed and described for 
pager, CT1, GSM and cordless telephone receiver 
applications. 

Moreover, the fabrication process for U2B4O7 substrates is 
also mentioned. 

Introduction 

Lithium tetraborate (Li2B4Ü7: abbreviated as LBO) has 
been discovered by R.W. Whatmore et al. It is an attractive 
piezoelectric material for SAW devices, which has zero 
temperature coefficient of delay, TCD, and fairly large 
coupling coefficient, k2 [1-3]. Since then, many intensive 
efforts on single crystal growth [4-7], SAW and bulk wave 
properties [5,8-21], piezoelectric properties [5,20,22], device 
applications [23-26] and fabrication processes [19,24,25] of 
LBO substrates have been made. 

Rayleigh wave propagation property on LBO substrates has 
been investigated by Y. Ebata et al., Fukuta et al., T. Shiosaki 
et al., M. Adachi et al. and W.S. Ishak et al. 

Leaky SAW propagation property in LBO substrates has 
been reported by M. Adachi et al. and M. Murota et al. 

BGS wave that is shear horizontal wave propagating below 
the surface of LBO substrates has been investigated by W. 
Soluch, and T. Sato et al. 

Parameters of electrical equivalent networks for SAW 
metallic gratings, such as the reflection coefficient for 
aluminum strips, on LBO substrates have been estimated by 
Y. Ebata et al., M. Takeuchi et al., M. Koshiba et al. and H. 

Abe et al. 
The fabrication process of SAW devices on LBO substrates 

is reported by W.S. Ishak et al., S. Matsumura et al. and H. 
Abe et al. 

The SAW resonator and resonator filter on LBO substrates 
have been fabricated by Y. Ebata et al. and M. Ohmura et al. 

This paper reviews and describes SAW properties, the 
fabrication process and SAW device applications of LBO 
substrates. 

SAW Properties of LBO Substrates 

Substrate cut angle and propagation direction 

The SAW velocity, Vf, k2 and TCD are major factors that 
determine the SAW device performance. 

R.W. Whatmore et al. have reported an X cut, Z 
propagation LBO substrate that has zero TCD and k2 of 1.2%. 
The curve of the change in specific time delay takes a 
parabolic form. The second order temperature coefficient is 
3WxW-9rc2\-l-3l 

Y. Ebata et al. have described that Vf, k2 and TCD are 
accomplished over the full cuts and propagation direction 
using material constants and temperature coefficients reported 
by N.M. Shorrocks et al. and using aluminum(Al) constants 
by P.M. Sutton. While rotating the cutting and propagating 
angles, Vf varies from 3056m/s to 4320m/s, k2 from 0% to 
1.37% and TCD in a free surface from -9ppm/°C to 
200ppm/°C. The (90°+18°,90°,90°), (90°,90°+8°,90°) and 
(90°,90°,90°+8°) orientations in Eulerian angle have zero TCD 
on a free surface. They also have k2 of 1%, 1.2% and 1%, 
respectively. However, TCD for the (90°+18°,90°,90°) 
orientation LBO substrate changes to -15ppm/°C when the 
surface of LBO substrates is covered with an infinitely thin Al 
film. As the rotation angle increases, the turnover temperature 
becomes low. Also, when the surface of LBO substrates is 
covered with Al strips of the metalized ratio of 1.0 whose 
thickness normalized by wavelength is 0.01, the 
(90°+45°,90°,90°) orientation LBO substrate has zero TCD of 
the resonance frequency at room temperature. It is called as 
the 45° rotated X cut, Z propagation LBO (abbreviated as 45° 
X-Z LBO) substrate [8,24]. 

T. Shiosaki et al. and M. Adachi et al. have reported that all 
dielectric, elastic and piezoelectric constants, and their first 
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and second temperature coefficient, are determined by 
measuring resonant and antiresonant frequency. Therefore, 
using their values, Vf, k2 and TCD of Rayleigh and Leaky 
waves are calculated by computer over the full substrate cut 
angles and propagation directions. For Rayleigh wave, Vf 
varies from 3100m/s to 4300m/s, k2 from 0% to 1.6% and 
TCD from -20ppm/°C to llOppmfC. Around 45° of X in the 
(90°+X,90°,90°) orientation, the TCD tends to zero, and values 
of k2 and TCD have little X angular dependence where X is an 
Eulerian angle [20-22]. 

Reflection coefficient for Al strips 

Y. Ebata et al., M. Koshiba et al., M. Takeuchi et al. and H. 
Abe et al. have estimated the reflection coefficient for Al 
strips on a 45° X-Z LBO substrate. Fig.l shows the SAW 
reflectivity dependency of Al film thickness reported by Y. 
Ebata et al. where the broken line represents the measured 
value. The reflectivity on 45° X-Z LBO substrates is at least 
several times greater than that for ST quartz. The reflection 
coefficient is remarkably larger than that of any other reflector 
constructions previously reported. Therefore, the chip size of 
SAW resonator and resonator filter can be reduced because of 
large reflectivity. 

Y. Ebata et al. have also investigated the reason for its high 
reflectivity, using the coupled mode theory and the 
perturbation theory. It is predicted that high reflectivity for Al 
strips is due to the large displacement component parallel to 
SAW propagation direction on LBO substrates [23]. 

Consequently, a 45° X-Z LBO substrate is suitable to 
fabricating small size SAW resonator filters with the 
fractional bandwidth of 0.3% to 0.6%, considering the 
coupling coefficient of 0.8%, zero temperature coefficient of 
delay and large reflectivity. 

Fabrication Process for LBO Substrates 

0.0] 0.02 

Aluminum film thickness(h/*) 

Fig. 1. Reflectivity dependency on aluminum film 
thickness. (From Y. Ebata et al. [23]) 
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Fig. 2. Dependence of the dissolution rate 
of Li2B407 substrates on PH. 

LBO substrates are well known to dissolve in water and 
acid solution that is usually used in SAW device fabrication 
process. Therefore, Al electrodes on LBO substrates cannot be 
fabricated by the conventional Al etching process that requires 
acid etchants. Fig.2 shows the dependence of the dissolution 
rate of LBO substrates on pH in a solution. The dissolution 
rate on LBO substrates is inversely proportional to pH in a 
solution. Also, LBO substrates do not dissolve in organic 
solvents [5,19,25]. 

The assembly process is similar to that of high frequency 
SAW devices, using LiTaüß or quartz substrates, but has been 
slightly altered in consideration of LBO crystal's weakness 
against moisture. 

Two-laver lift-off process 

In two-layer lift-off process, the upper and lower resists are 
exposed by UV and Deep UV light, respectively. Therefore, 
LBO substrates come in contact with only organic solvent and 
do not dissolve during two-layer lift-off process. 

The resonant frequency deviation of LBO substrates is 
evaluated using one-port SAW resonator operating at 90MHz 
that is fabricated by two-layer lift-off process. In a 45° X-Z 
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«Evaporation of aluminum 
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photoresist layer. 

Fig. 3. Structures and fabrication procedures of 
the three layer lift-off process. 
(From S. Matsumura et al. [24]) 
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LBO substrate, the resonant frequency deviation is evaluated 
at ±310ppm. The result demonstrates the stability of the 
fabrication process and highly reproducible crystal growth 
[25]. 

Three-layer lift-off process 

There are several problems, such as the accuracy of 
linewidths and reproducibility, on the conventional lift-off 
process. Therefore, S. Matsumura et al. have reported that the 
three-layer lift-off process using an Al intermediate layer has 
been established for patterning Al electrodes on LBO 
substrates. The structure and fabrication procedures of the 
three-layer lift-off process are shown in Fig.3. SAW devices, 
such as a front end SAW filter for a paging receiver, as 
described later, have been produced with high yield and high 
reliability by the three-layer lift-off process and improved 
assembly process. 

The fractional frequency and minimum insertion loss 
changes lie within ±280ppm and ±0.3dB, respectively, after 
exposure to high humidity of 90% for over 1000 hours at 
60°C. Other reliability tests, such as high temperature 
exposure test and DC operating test under temperature cycles 
show similar results [24], 

Alkaline etching process using single layer resist 

It is well known that Al metal dissolves in alkaline solution. 
However, alkaline etchants, such as a solution of NaOH or 
NH4OH, break down the profile of the resist pattern. It causes 
the destruction of Al electrodes with fine width. Therefore, 
new alkaline etchant of pH=12 has been developed, which 
keeps the profile of the resist and is able to etch Al metal 
effectively. The etching rate of new alkaline etchant is 300 
Ä/min for Al metal and is below 3A/min for LBO substrates 
as shown in Fig.2. Therefore, an alkaline etching process 
using single layer resist has been established for patterning Al 
electrodes on LBO substrates. Fig.4 shows the structure and 
fabrication procedures. 

condition of the grating reflector cavity. The structure is called 
QARP (quasi-constant acoustic reflector periodicity) where 
the periodicity of IDT electrodes and reflecting strips 
including the distance between them coincides with almost a 
half wavelength all over the resonator. Y. Ebata et al. have 
reported that the unloaded Q's are successfully improved to 
more than 15000 for 60MHz and 310MHz resonators, and are 
comparable to those for quartz and LiTa03 resonators [23]. 

SAW resonator filter consisting of two IDTs and two 
reflectors 

S. Matsumura et al. have described a SAW resonator filter 
with QARP configuration. Cascading the two-port resonator 
can easily form a multi-pole resonator filter, called an IDT 
coupled SAW resonator filter. Increasing the number of IDT 

LhB407 substrate 
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Deposition of aluminum 
by E-gun 

Coating of photoresist 

UV light exposure and 
development of photoresist 

Etching of aluminum film 
using alkaline solvent 

Aluminum electrodes pattern 
f"" ■■«■ *"" IfflBI Removal of photoresist 

Fig. 4. Fabrication procedures of the alkaline 
etching process for Li2B407 substrates. 

SAW Devices on LBO Substrates 

One-port SAW resonator 

Y. Ebata et al. have pointed out that conventional 
configuration resonators, made of Al strips on LBO substrates, 
have revealed poor unloaded Q. The reason is considered to 
be the bulk mode conversion loss at the grating reflector edge. 
Because radiated bulk waves cancel each other for infinite 
perturbation of a half-wavelength periodicity, intrinsic 
radiation bulk wave loss is confined to the immediate vicinity 
of the grating edges. The conventional configuration requires 
a distance between the IDT and reflectors to be (N/2±1/8)X 
where X is wavelength. The mode conversion loss of the 
resonator concentrates around the boundaries, which are out 
of a half-wavelength periodicity. 

To improve the resonator Q, the distance between the IDT 
and reflectors is set to be a half of the wavelength for 
suppressing the radiation bulk wave and the periodicity of the 
IDT electrodes is changed a little for tuning to the resonance 

-T- Mi 

-J- -v 
Fundamental 
mode 

Asymmetric \ 
mode s 

Fig. 5. Arrangement of IDT for the conventional 
2-port resonator and its charge distributions of 
fundamental and spurious asymmetric modes. 
(From S. Matsumura et al. [24]) 

291 



electrodes, however, causes higher longitudinal adjacent 
resonance modes for the grating reflector cavity. Charge 
distributions in the resonator for each response are analyzed as 
shown in Fig.5. Optimum IDT pitch and separation on LBO 
substrates can couple the modes and form a wider passband of 
the SAW resonator filter by the effect of waves reflected from 
the electrodes of IDTs. Connecting three resonator filters with 
QARP configuration in cascade, a front end filter for paging 
receiver has been successfully constructed on LBO substrates. 
Fig.6 shows a frequency response of a fabricated SAW filter, 
whose center frequency, bandwidth and minimum insertion 
loss of the fabricated SAW filter are 281.65MHz, 900kHz and 
2.5dB, respectively. The image suppression level is more than 
50dB. The center frequency drifts only 50kHz in the parabolic 
curve as temperature changes from 0°C to 50°C [24]. 

SAW resonator filter consisting of three IDTs and two 
reflectors 

■s "~<. 1 
tic 

\ 
\ 

\ 
A \ V 

V W\ 1 

(500KHz/div) 

OdB 

(lOdB/div) 

28165 MHz 

Fig. 6. Frequency response of the fabricated 
280MHz SAW resonator filter for a paging 
receiver. (From S. Matsumura et al. [24]) 

Y. Ebata et al. have described SAW resonator filter 
consisting of three IDTs and two reflectors. Cascading the 
two-port resonator as shown in Fig.5 can easily form a multi- 
pole resonator filter, called an IDT coupled SAW resonator 
filter. However, with an increase in the number of IDT 
electrodes, higher mode responses appear, which are 
longitudinal adjacent resonance modes for the grating 
reflector cavity. Among them, the asymmetric mode is the 
closest to fundamental mode and causes spurious responses in 
the filter. In order to suppress the closest higher mode, a two- 
port resonator is constructed with completely symmetrical 
configuration. It consists of a center IDT and two outer IDTs 
connected in parallel. All transducers couple to the 
fundamental mode, but cancel out the charge induced by the 
asymmetric mode. A front end filter for a paging receiver is 
constructed with three 3-IDT resonator filters connected in 
series on LBO substrates, which forms the QARP 
configuration [23]. 

M. Ohmura et al. have demonstrated the SAW resonator 
filter on 45° X-Z LBO substrates for a front end filter. Fig.7 
shows the configuration of the SAW resonator filter consisting 
of three IDTs and two reflectors, which has two SAW 
propagating tracks. It is important to reduce the insertion loss 
of SAW resonator filter. The electrode resistance is thought to 
be one reason of high insertion loss. Fig.8 shows the minimum 
insertion loss of SAW resonator filters which have Al 
thicknesses of 510, 740 and 950Ä. The insertion loss is 
minimum at Al thickness of 740 Ä when the number of IDT 
pairs is from 30.5 to 34.5 pairs and the terminal impedance is 
50Q. It may be interpreted in terms of the electrode resistance, 
the mode conversion loss and so on. Also, it becomes evident 
by simulation that insertion loss, ripple and ldB bandwidth 
decrease with the number of center IDT pairs. Because ldB 
bandwidth is required to be more than 3MHz in the 
specification of a front end filter, the number of center IDT 
pairs is determined. 

Fig.9 shows the frequency response of the SAW resonator 
filter in the terminal impedance of 50Q. The electrical 
performance of SAW filter has a center frequency of 
914MHz, insertion loss of 3dB, bandwidth at 3dB down of 
4.5MHz and rejection level of more than 60dB. The center 
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Fig. 7. Configuration of the SAW resonator filter 
in 900MHz on Li2B407 substrate- 
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Fig. 8. Dependence of minimum insertion loss on the Al 
thickness in a 900MHz SAW resonator filter. 
The numbers of IDT pairs in type A, B, C are 30 
or 34 pairs. The aperture is 550|im or 825nm. 
The number of reflector strips is 65. 
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frequency shifts only 350ppm and the passband ripple is less 
than 1.5dB in the temperature range from -10°C to 55°C [26]. 

SAW filter consisting of three IDTs with multielectrodes 

A GSM receiver requires an IF filter having a fairly broad 
bandwidth, high rejection, small group delay ripple, low 
insertion loss and small size. To obtain low insertion loss, a 
SAW filter consisting of three IDTs with multielectrodes in a 
SAW propagating track are used. Fig. 10 shows the 
configuration of SAW filter consisting of three IDTs with 
multielectrodes in a SAW propagating track. 

To satisfy an fractional bandwidth of more than 0.46%, 45° 
X-Z LBO substrates are chosen in consideration of k^ and 
TCD in comparison with other substrates, such as LiTa03, 
quartz and LiNb03. 

To suppress the spurious level caused by transversal mode, 
the spurious level is examined using SAW filters which have 
three aperture and five Al thicknesses. The spurious level 
increases as the decrease in temperature and the increase in Al 
thickness in addition to the increase in aperture. The values of 
Al thickness and aperture are chosen, for example, at an Al 
thickness normalized by wavelength of 1.67% and an aperture 
normalized by wavelength of 8.9. 

To suppress the spurious level caused by the side lobe peak 
of IDT radiation conductance, the ratio of center IDT pairs to 
side IDT pairs is chosen at 1.35. 

To attain the high rejection level, two SAW propagating 
tracks is used. The side IDTs connected in parallel in the 
upper track are connected in cascade with the center IDT in 
the lower track as an IDT coupling. It is temporarily called as 
the reversed connection. Fig. 10 shows the configuration of the 
SAW filter in the reversed connection, which consists of three 
IDTs with multielectrodes in a SAW propagating track. 

To obtain a small delay ripple and a fairly broad bandwidth, 
the dependence of the passband characteristics, such as delay 
ripple, fractional bandwidth and amplitude ripple, on the total 
number of IDT pairs is investigated theoretically and 
experimentally in the configuration of the reversed 
connection. Fig. 11 shows the frequency response of the SAW 
filter obtained. 

The electrical performance of the SAW IF filter on 45° X-Z 
LBO substrates has a minimum insertion loss of 5dB, 
fractional bandwidth of 0.46%, group delay ripple of 2\is, and 
relative rejection level of more than 50dB. The dimension of 
the SMD package is 13x6.5x2.1 mm^. The center frequency 
shifts 800ppm in the temperature range from -20 °C to 75°C. 

SAW resonator filter consisting of three IDTs. two internal 
reflectors and two reflectors 

A SAW resonator filter consisting of three IDTs and two 
reflectors on 45° X-Z LBO substrates has the performance of 
low insertion loss, high rejection and moderate bandwidth as 
described in the previous section. However, the ground of the 
center IDT in the propagating track must be connected to the 
ground terminal by a fine wire. The wire must step over the 
propagating track because the ground pad of the center IDT is 
on the opposite side to the ground terminal. 

U-1 irY~~~^~ 

765 915 1065 
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Fig. 9. Frequency response of a 900 MHz SAW 
resonator filter. 
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Fig. 10. Configuration of SAW filter consisting of 
three IDTs with multielectrodes in a propagating tracks. 
The electrical coupling between tracks is temporarily 
called as the reversed connection. 
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Fig. 11. Frequency response of the reversely 
connected SAW filter. The SAW filter has three 
IDTs with multielectrodes in a propagating track. 
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Therefore, two internal reflectors are introduced as the lead 
pattern for the ground pad of the center IDT to shorten the fine 
wire for the ground of the center IDT Fig. 12 shows the 
configuration of SAW resonator filter with two internal 
reflectors. It is anticipated that the charge distribution of SAW 
resonator filter with two internal reflectors is different from 
that of SAW resonator filter without the internal reflector. 
Therefore, the SAW filter is designed again to obtain the 
required bandpass performance. It appears that the optimum 
number of IDT pairs decreases with the normalized Al 
thickness and the number of strips of the internal reflector. 

On the other hand, the insertion loss and rejection level 
changes by the electrode resistance of internal reflectors. Also, 
the bandwidth decreases with the number of strips of the 
internal reflector. The number of strips of the internal reflector 
and Al thickness are chosen in consideration of the required 
insertion loss and bandwidth for a front end filter of the 
cordless telephone. Fig. 13 shows the frequency response of 
SAW filter obtained. 

Fig. 12. Configuration of the SAW resonator filter 
consisting of three IDTs, two internal reflectors 
and two reflectors. 
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Fig. 13. Frequency response of the SAW filter 
consisting of three IDTs, two internal reflectors 
and two reflectors. 
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ABSTRACT 

Theoretical and experimental results have shown the 
potential usefulness of Li2B407 crystals for leaky SAW 
applications. The existences of orientations with zero TCD 
have been predicted by the computer analysis and confirmed 
experimentally for the leaky SAW. Both theoretical and 
experimental results have shown that the leaky SAW with 
the zero temperature coefficient of delay (ZTCD) possesses 
particularly useful cuts such as (X, 90°, 70°) (0°, 75°, 42°) 
and (0, 75°, 75°). The maximum value of k2 exists at 0 of 
around 60° to 70° on the (X, 90°, 9). k2 of the Rayleigh wave 
is zero at (X, 90°, 70°), which gives no spurious response for 
the leaky SAW. Temperature-compensated leaky SAW 
orientations have been located at both the (0, 75°, 75°) and 
(45°, 90°, 70°) with vp of 4225 and 3680 m/s and k of 1.8 
and 2.3%, respectively. Further it has been confirmed 
theoretically and experimentally that a longitudinal leaky 
SAW with the fast velocity of 6825m/s also exists around 
(0°, 45°, 90°). 

1. Introduction 

Lithium tetraborate (Li2B407) has much attention as one 
of promising candidates for the SAW materials because of 
its zero temperature coefficient of delay (TCD) and fairly 
large coupling, among various SAW materials found to 
date[l-8]. Li2B407 is a non-ferroelectric polar piezoelectric 
material and it melts congruently at 917°C. This crystal has 
been successfully grown by the Czochralski and Bridgman 
methods. Many intensive efforts have been made to grow 
good quality and sizable crystals and also to use this material 
for high frequency SAW devices[9-l 1]. 

Surface acoustic waves (SAW) are widely used for various 
devices such as filters, resonators, convolvers and optical 
deflectors. Among the several orientations for zero TCD, the 
(45° 90°, 90°) orientation of Li2B407 in Eulerian 
expression, that is, the (110) cut [001] propagation is very 
useful for Rayleigh SAW applications. On the other hand, 
the leaky SAW velocity is always faster than those of the 
slow shear wave and Rayleigh wave. Therefore, the leaky 
SAW is more suitable for applications in high frequency 

^Present address: R&D Center for Electronic Devices, 
Kyocera Corporation Shiga Plant,10-1 Gamo-cho, Shiga 
529-15 Japan. 

SAW devices than the Rayleigh wave, if its coupling is high, 
both temperature sensitivity and propagation loss are low. 

In this paper, measured and calculated results on the leaky 
SAW properties related to the fast velocity, high coupling 
and low TCD are reported. 

2. Experimental Procedure 

Leaky SAW delay lines have been fabricated on substrates 
with a number of orientations. Two kinds of IDT's were used 
in this study. One was a normal IDT with 32 finger pairs and 
60um spatial period. The center to center propagation path 
length was 2.88mm. This IDT was used to measure the leaky 
SAW properties for (0°, 75°, 9). The other was a split IDT of 
the video intermediate frequency (VIF) filter with 58 (im 
spatial periods, in which the aluminum film was deposited 
on the propagation surface. This split IDT for VIF was used 
to measure the leaky SAW properties for (45°, 90°, 9) and 
(0°, n, 90°) substrates. To avoid the use of acids for 
aluminum etching, the lift-off process was used with a 
negative mask. The phase velocity vp was calculated from 
the center frequency in the four port transmission experiment 
using a network analyzer. 

3. Leaky SAW Properties of Li2B407 

In order to calculate the leaky SAW, phase velocity vp, 
coupling coefficient k2, TCD and propagation loss PL of the 
leaky SAW and the Rayleigh wave propagating on Li2B407 

substrates were calculated for all cuts and propagation 
directions from a similar theoretical method to that reported 
by Nakamuraet al. [12], using material constants determined 
by the present authors[4]. Substrate cut angles and 
propagation directions are defined by three angles (X, \i, 9,) 
on the basis of Euler's expression as shown in Fig. 1. In this 
expression, the (0°, 0°, 0°) represents the z-cut and x- 
propagation. 

The following features on the leaky SAW properties were 
obtained from the calculation. 
i) v0 varies from 3600 to 5200 m/s, 
ii) k2 changes from 0 to about 7%. The maximum value of 

k2 exists at 9 of around 60° to 70° on the (X, 90°, 9) substrate, 
iii) TCD varies from -20 to +120ppm/°C. The zero TCD for 
leaky SAW's exists at appropriate cuts such as (X, 90°, 70°), 
(0°, 75°, 42°) and (0°, 75°, 75°), and 
iv) k2 of the Rayleigh wave is zero at (X, 90°, 70°), which 
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Fig. 1 Coordinate system used to define SAW propagation. 

gives no spurious response for the leaky SAW. 
v) vp of the longitudinal leaky SAW on the (0°, u,, 90°) varies 
from 5310 to 7440 m/s. 

These results suggest the potential usefulness of both (45°, 
90°, 0) and (0°, 75°, 9) cuts for the leaky SAW applications. 
From a detailed computer calculation, it was predicted that 
temperature compensated leaky SAW orientations were 
located around(0°, 75°, 75°) with vp of 4225 m/s and k2 of 
1.8%, and also(45°, 90°, 70°) with vp of 3680 m/s and k2 of 
2.3%. Furthermore, k of the Rayleigh wave was zero at this 
(45°, 90°, 70°) 

Leaky SAW delay lines were fabricated on (0°, 75°, 8) 
substrates for 0 = 68° and 75°, (45°, 90°, 0) substrates for 9 
= 0° to 90°, and (0°, |X, 90°) substrates for u = 0° to 90°. 

3.1 Leaky SAW properties on (0°, 75°, 0) substrates. 

Figure 2 shows both experimental and theoretical results 
on the vp, k and TCD with substrate surface orientations 
and propagation directions at (0°, 75°, 0). Open circles are 
measured values and lines are calculated ones for the leaky 
and Rayleigh SAW's. In these substrates, both the Rayleigh 
wave and leaky SAW were excited at 0 of 75°. The SSBW 
is observed at 0 of 0°. However this wave is not suitable one, 
because of its large TCD and small coupling. From a 
calculation, it was predicted that temperature compensated 
leaky SAW orientation were located around (0°, 75°, 75°) 
with vp of 4225 m/s and k2 of 1.8%. Figure 3 shows the 
distribution of the mechanical displacements U;, U2, U3 and 
potential § in the x3 direction for the (0°, 75°, 75°) substrate. 
It is shown that they are well confined in the surface layer 
within a depth of three wavelengths. The experimental 
values of the vp, TCD, k2 and propagation loss PL with a 
substrate surface orientation and propagation direction at 
(0°, 75°, 75°) were measured as 4224 m/s, 10 ppm/°C, 1.7% 
and 0.36 dB/X, respectively. There are good agreement 
between the observed and calculated results. 
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Fig. 2 vp, k2 and TCD as a function of angle 0. 
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Fig. 3 Mechanical displacements and potential versus 
normalized distance into crystal for the shear leaky SAW at 
(0°, 75°, 75°). 

3.2 Leaky SAW properties on (45°, 90°, 9) substrates 

The SAW propagation surface is shorted electrically, 
because the IDT for the VIF devices was used in this 
experiment. Both experimental and theoretical results on the 
vp, k and TCD with substrate surface orientations and 
propagation directions at (45°, 90°, 0) are shown in Fig. 4. 
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Open circles are measured values and lines are calculated 
ones for the leaky, Rayleigh and shear waves, respectively. 
There are good agreement between the observed and 
calculated results. In the (45°, 90°, 9) substrates, both the 
Rayleigh wave and leaky SAW were excited at 0 of 20° to 
90°, except 70°. Figure 5 shows frequency responses for the 
Rayleigh and leaky waves. Only the leaky SAW appeared at 
8 of 70° as shown in Figs. 4 and 6. This cut gives a useful 
substrate orientation for the leaky SAW with small TCD, 
large coupling and no spurious response of the Rayleigh 
wave. The measured value of vp was 3670 m/s, which is in 
good agreement with the calculated value, 3680 m/s. Figure 
7 shows the distribution of the mechanical displacements Uj, 
U2, U3 and potential <J> in the x3 direction for the (45°, 90°, 
70°) substrate. It is shown that they are well confined in the 
surface layer with a depth of four wavelengths when the 
propagation surface is electrically shorted. In the 
displacement profile, only the mechanical displacement U3 
component is dominant, indicating that this wave possesses 
a possibility of the shear leaky SAW. From a detailed 
computer calculation, the leaky SAW is divided into three 
wave branches at 9 of 68°, the leaky SAW and the slow shear 
wave as partially shown in Fig. 4, although the unknown 
wave is also calculated, but it is not plotted in the figure. The 

6000 
(45°,90°, 6) 

"i 1 r 

60 110 

FREQUENCY (MHz) 

Fig. 5 Measured frequency responses of a delay line as a 
function of angle 0. 
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140 

more detailed calculation and measurements are necessary 
for better understanding of the leaky SAW properties on the 
(45°, 90°, 70°) substrate, because this cut gives a useful 
substrate orientation for the leaky SAW with small TCD, 
large coupling and no spurious response. 

3.3 Longitudinal Leaky SAW properties on (0°, \i, 90°) 
substrates. 

Figure 8 shows the phase velocity vp as a function of |i. 
So-called leaky SAW's do not exist at \i of 0° to 90°. The 
Rayleigh SAW, longitudinal leaky SAW and longitudinal 
bulk wave have been observed in the wide regions. The 
Rayleigh SAW possesses vp of 3250 to 3800 m/s, k2 of 1 to 

1.6% and TCD of 10 to 60 ppm/°C from the calculation. At 
|j. of 80°, the zero TCD is obtained for (0°, |i, 90°) substrate. 
On the other hand, the longitudinal leaky SAW's with fast 
velocities were observed at |i of 40° to 80°. The longitudinal 
leaky SAW velocities vary from 5310 to 7440 m/s. Among 
these longitudinal leaky SAW's, the longitudinal leaky 
SAW was excited strongly at \i of around 45°. Figure 9 
shows the frequency response for both the longitudinal leaky 
SAW and the Rayleigh SAW on the (0°, 45°, 90°) substrate. 
Measured value of vp for this longitudinal leaky SAW was 
determined as 6825 m/s. Figure 10 shows the distribution of 
displacements Uj, U2, l^and § in the x3 direction for the (0°, 
45°, 90°) substrate. It is shown that they are well confined in 
the   surface  layer  within   four  wavelengths  when  the 

299 



4 1 

ü. 
E 

5 o 
« 
E 

i    -1 

«      1 
3 

Q. 
E 

i o 
0) 

_N 

w 
E 
o 

(0°,45o,90°) V=6844m/s open 
' \ > (a) 

^ 
\ 
\ 
\ 
\ 

> 

Ui — 

U2  

U3  

0  

-4 -5 
Xgfl. 

(0°,45o,90°) V=6825m/s short 

f!\ (b) 
\ 
\ 
\ 7 -—= 
-\ 

V // 
y 

-1 -2 
x3A 

Fig. 10 Mechanical displacements and potential versus 
normalized distance into crystal for the longitudinal leaky 
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propagation surface is shorted electrically, although only the 
mechanical displacement Uj component is dominant. Sato et 
al.[13] reported independently about these longitudinal 
leaky SAW's with the fast velocity in the 1994 spring 
meeting of the Institute of Electronics, Information and 
Communication Engineers. More detailed theoretical studies 
are necessary for better understanding of these longitudinal 
leaky SAW properties. 

4. Conclusions 

Theoretical and experimental results have shown the 
potential usefulness of Li2B407 crystals for leaky SAW 
applications. The existences of orientations with zero TCD 
have been predicted by the computer analysis and confirmed 
experimentally for the leaky SAW. Both theoretical and 
experimental results have shown that the leaky SAW with 
the zero temperature coefficient of delay (ZTCD) possesses 
particularly useful cuts such as (45°, 90°, 70°) and (0°, 75°, 
75°). The maximum value of k2 exists at 9 of around 60° to 
70°. k2 of the Rayleigh wave is zero at (45°, 90°, 70°), which 
gives no spurious response for the leaky SAW. Temperature- 
compensated leaky SAW orientations have been located at 
(0°, 75°, 75°) and (45°, 90°, 70°) with vp of 4225 and 3680 
m/s and k2of 1.8 and 2.3%, respectively. Further it has been 
confirmed theoretically and experimentally that the 
longitudinal leaky SAW with the fast velocity of 6825 m/s 
also exists around (0°, 45°, 90°). 
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Abstract: At present Li tetraborate, 
a new piezoelectric material, is created. 
This crystal displays high electromechani- 
cal coupling and has the cuts with zero 
temperature-frequency coefficient. These 
properties have attracted attention of 
scientists developing the bulk acoustic 
wave (BAW) filters. For using this crystal 
it is very important to know and to pre- 
dict theoretically the effect of tempera- 
ture on the piezoelement resonant frequen- 
cy. We have calculated resonant frequenci- 
es of rotated Y cut thin plate with metal 
electrodes and have determined temperatu- 
re-frequency dependencies for above cut 
under various rotation angles and various 
electrode dimensions. The obtained data 
are in a good agreement with theoretically 
calculated ones. The temperature- frequen- 
cy curves of the studied resonators have 
parabolic shape with the turnover point 
appearing in the room temperature region. 
The second order temperature coefficient 
is found to be 0.30-10"6 ° C"2. Q values 
range from 2000 to 9000, the dynamic re- 
sistance is in range of 25 to 100 fl. Using 
acoustically coupled resonators as the ba- 
se, we have manufactured monolithic fil- 
ters with the bandwidth of 0.2 to 1.5 %. 

Introduction 

To elaborate cheap piezoelectric fil- 
ters having bandwidth of 1-2% as well as 

resonators with the large resonance spa- 
cing it is necessary to look for a new ma- 
terial having larger electromechanical co- 
upling factor (K). AT-cut quartz traditio- 
nally used with this purpose has K = 8.9 % 
that is not enough for such devices. At 
present Li tetraborate is a new piezomate- 
rial that is used in parallel with the 
traditional ones (such as Li tantalate, Li 
niobate, berlinite, langasite). Li tetra- 
borate crystal belongs to tetragonal sys- 
tem, point group 4 mm, it has 6 indepen- 
dent elastic constants (Cm). 3 indepen- 
dent piezoelectric constants (eik), and 2 
independent dielectric constants (SIR). 

Li tetraborate has been analysed el- 
sewhere to determine cuts with zero tempe- 
rature-frequency coefficient. It has been 
stated 111 that a +51° rotated Y cut disp- 
lays a zero temperature first order coef- 
ficient of frequency for the thickness 
shear mode slow wave, a high electro-mec- 
hanical coupling (26 %) and a rate of aco- 
ustic wave propagation 3240 m/s. The 
electro-mechanical coupling coefficient of 
the fast thickness shear mode is zero for 
above orientation and for the thickness 
expansion it is - 20.5 % for a value 6880 
m/s rate of acoustic wave. 

At the same time cuts with the zero 
temperature-frequency coefficient for both 
electrically excited modes have been cal- 
culated 2 . Rotation angles are +38°49' 
(for thickness expansion mode) and +48°48' 
(for thickness shear mode) at the funda- 
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mental frequency and +7i°52' and +68°17' 

at the third overtone consequently. 

In this paper we report the results 

of temperature-frequency characteristics 

calculations for Li tetraborate rotated 

Y-cut and for resonators manufactured of 

this material and tested with various si- 

zed electrodes. Experimental data for the- 

se resonators and filters correlating with 

theoretical predictions are also presen- 

ted. 

Acoustic Wave Propagation in 

a Rotated Y-cut Plate 

Tiersten [3,43 had used more than on- 

ce Maxwell equations and linear pie- 

zo-elastic formulas to describe pie- 

zo-electric crystal under the effect of 

the external electric field in rectangular 

system of coordinates. Let us use these 

equations to describe wave propagation in 

a Li tetraborate sample. Introducing the 

linear piezo-elastic equations into the 

movement equations and taking in account 

electrostatic equations and the crystall 

symmetry one can obtain a uniform system 

of movement equations with the following 

determinant: 

C66 - C  0    0 
0      C22-C  Ü24 n 
0      C24   C44- c 

Due to neglectability of these wave num- 

bers we have not considered electrical va- 

riables along Xi H X3 axes. 

The (2.1) system can be solved in the 

following way: 

id). =C66 

«+/([ C(2)=[Ü22+C44+/(C22-C44)2+4C2423/2;      (2-3) 

C(3) = [C22+C44-/C22-C44) 2+4Ö242] /2; 

where C(i) =pw2/iii2 , 
p - crystal material density, 

w - cyclic frequency, 

Hi- thikness wave propagation cons- 

tant. 

The mechanical displacement in an 

infinite plate can be described as follows: 

Ui = Ai Sin(T)jX2) exp(iwt) (2.4) 

Since the first expression (fast 

thickness shear mode) does not depend li- 

nearly on the other two in (2.3) further 

we'll take into account only the second 

expression (expansion shear mode) and the 

third one (slow thickness shear mode) that 

is prime practical interest. 

Introducing (2.4) into (2.3) for the 

thickness shear mode one obtain: 

=0    (2.1)    A3 / A2 = C24 / (C(3) - C44 ) (2.5) 

where: C66=C66 . 
C22=C22+(e22 e22 /S22 , 
Ü24=C24+(e22 e24)/£22 ,       (2.2) 
C44=C44+(e24 ß24)/£22 . 

and Cik, eik M sik are transformed under 

the condition of turning the coordinate 

system around Xi-axis. 
Acoustic waves propagating across 

thickness of an infinite thin plate of a 

rotated Y-cut have vastly smaller wave 

numbers in Xi and X3 directions (along the 

plate) than in the thickness direction. 

Propagation of Acoustic Waves in 

a Thin Finite Plate of Li Tetraborate 

Taking into account above assumption 

one can transform a system of movement 

equations describing mechanical stresses 

and electrical induction in a turned Y-cut 

plate of Li tetraborate in following way: 

Te.1+T2.2+T4.3=PÜ2 

T5.1+T4.2+T3,3=p0s (3.1) 
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Ti=Ci2U2.2+C13U3.3+Ci4(U2.3+U3.2)- 
-e2iE2-e3iE3 , 

T2=C22U2. 2+C23U3. 3+C24(U2.3+U3.z)~ 

-e22E2-e32Es  , 

T3=C23U2.2+C33U3. 3+C34(U2. 3+U3>2)- 

-ö23E2-e33E3  , 

T4=C24U2. 2+C34U3. 3+C44(U2. 3+U3. 2> 
-e24E2-e34E3 , (3.2) 

T5=C55U3.1+C56U2.l-ei5Ei  , 

T6=C5GU3.l+C66U2.1-eieEi ; 

Di=ei5U3,i+ei6U2.1+S11E1 

D2=e22U2. 2+Ö23U3. 3+e24(U2. 3+U3,2) + 
+E22E2+£23E3  , (3.3) 

D3=e32U2.2+e33U3, 3+e34(U2. 3+U3. 2) + 

+£23E2+S33E3 

As a result of substitution of (3.2) 

and (3.3) in the second equation of (3.1) 

and into electrostatic expressions (2.5) 

and due to above assumptions about Ei and 

E3 one can obtain: 

L'3. HC55+Ö3. 22C44+U3. 33C33+U3. 23C34=pÖ3, 

where 

C55=C55+ßC56+e24(ei5+ßeie)/£22. 

C44=C44+ßC24 e24(e24+ße22)/e22, 

C33=C33+ßC34+e24(e33+ße34)/£22, 

C34=2C34+ßC44+ßC23+e24(e23+e34+ße24+ 

+ße32)/£22, 

ß=l/(C24/(C
l";iJ-C44) 
C3). (3.4) 

If the complex partial derivative 

U3.23 is excluded from the equation (3.4) 

and if (3.2) is substituted into the first 

equation of (3.1) one can obtain: 

U3. 23=Ü3(ßp/C34)-U3.11(C55/C34)- 

-U3.22(C44/C34)-U3. 33(C33/C34), 

where 

C55=C56+ßC66+e22(ei5+ßei6)/£22> 

C44=C24+ß022+e22(e24+ße22)/£22. 

C33=C34+0C44+e22(e33+ß34)/£22, 

C34=C23+C44+2ßC24+e22(e23+e34+ 

+ße24+ße32)/s22 • 

(3.5) 

Thus the movement equation transforms 
to the form: 

L'3. I1C55+U3. 22C44+U3. 33C33=pU3 

where 

C55=(C55-C55C34/C34)/(1-BC34/C34). 

C44=(C44-C44C34/C34)/(1-BC34/C34), 

C33=(C33-C33C34/C34)/(1-BC34/C34). 

(3.6) 

The solution procedure for (3.6), 

considering conditions in the interface 

regions of metallized and non-metallized 

resonant structures in thin finite plates, 

had been earlier described in [3,4]. Here 

this method is used to produce software to 

calculate temperature-frequency characte- 
ristics. 

Calculation of Temperature-Frequency 

Characteristics 

The temperature-frequency characte- 

ristics for Li tetraborate resonators have 

been calculated using the first and the 

second order temperature coefficients for: 

elasticity, piezo-moduli, dielectric per- 

meability, density as well as for linear 

expansion factors taken from [51. 

Fig.l presents theoretically calcula- 

ted temperature-frequency characteristics 

for Li tetraborate devices under conditi- 

ons of various orientations of the piezoe- 

lement in question (50°, 54°, and 58°). 

All piezoelements are 0.089 mm thick. 

Electrodes are as large as 1.2x0.7 mm. In 
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the calculations it has been shown that 
the temperature-frequency curve turnover 
point is shifted from -10°C to +30°C when 
the piezoelectric element rotates around 

Xi-axis from +50° to +58°. 
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Fig.l The theoretical piezoelement 
orientation dependence of temperature-fre- 
quency characteristics 

Other temperature-frequency data of 
elements made of 54° turned Y-cuts whith 
various dimensions of electrodes are pre- 
sented at Fig.2. The temperature-frequency 
curve turnover point moves due to the 
electrode area changes from -10°C (fs-line 
for the case of infinite non-metallized 
plate) to +18°C (fmin-line for the case of 
infinite metallized plate). 

0.00t 

p 

-O.007J 

-80-60-40-20   0    20   40   60 
Temperature t deg. C 1 

—•— 0.4x0.4 mm.     ♦   1.0x10 mm. 
-a- fs —B- Fmln 

Fig. 2 The theoretical electrode di- 
mensions dependence of resonator tempera- 
ture-frequency characteristic 

Thus, if our goal is to minimize fre- 
quency drift in Li tetraborate resonators 
and filters the cut angle of the pie- 
zo-electric element should be corrected 
depending on the applied electrode area. 

Experimental Results 

To check the theoretical results ob- 
tained we have manufactured Li tetraborate 
resonators of 51°, 53°, and 54° rotated Y 
cut with electrodes of various dimensions. 

The Li tetraborate crystals were 
grown by the Czochralski technique in Pt 
crucibles using the setup for resistanct 
heating. The raw material is pre-synthesi- 
zed in accordance to the stoichiometry of 
Li tetraborate. The seeds were oriented in 
<001> direction. The growth features: air 
ambient, the pulling rate 0.3-2 mm/h and 
the rotation rate 15 - 20 rpm. In above 
conditions we obtain Li tetraborate boules 
in diameter up to 45 mm and 150 mm long. 

The plates have been lapped and po- 
lished by chemical etching to obtain the 
specified frequency value with the accura- 
cy of +/- 2xl0"5. Rectangular electrodes 
have been coated on to the main surfaces 
by vacuum deposition technique. Figures 3 
and 4 and the table 1 demonstrate tempera- 
ture-frequency characteristics and some 
parameters of manufactured resonators. 

Comparing theoretical (Fig.l and 2) 
and experimental (Fig.3 and 4) results one 
can make conclusion that the temperatu- 
re-frequency curve turnover point can be 
calculated with required precision. Howe- 
ver the parabolic curve slope for experi- 
mental samples is better than theoretical- 
ly predicted one. Evidenlty it may be cau- 
sed by using in the case of calculations 
of the second order temperature-frequency 
coefficients thouse are not precise enough 
to describe piezoelectric crystal. We pro- 
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Table 1 

TemperatLra [deg. Q 

Fig. 6. The experimental temperatu- 
re-frequency characteristic of 4-pole fil- 
ter with 54° rotated Y-cut piezoelement 

Frequ- 
ency 

Electrode 
size 

esr Q Turnover 
temper. 

Cut 

MHz mm ohms deg. C deg 

10.706 
18.141 
18.215 
11.315 
18.752 

1.9x0.8 
1.2x0.7 
1.14x0.46 
1.3x0.7 
1.14x0.46 

25 
20 
40 
35 
40 

6973 
9100 
6200 
2300 
5700 

+18 
+18 
0 

-17 
+10 

54 
54 
51 
51 
53 

Table 2 

No. of 

poles 

Passband Stopband Max. 
ripple 
(dB) 

Max. 
loss 
(dB) 

Attenuat 
gurrantd 

(dB) 

Terminating 
impedance 
(Om/pF) (dB) (kHz) (dB) (kHz) (dB) (kHz) 

2 
4 
4 
6 

3  310 
3  70 
3  35 
3  33 

20 900 
40 210 
40 120 
40 90 

60 
60 
80 

360 
250 
216 

1.0 
0 
0.2 
0.2 

0.5 
1.0 
2.0 
1.5 

40 
70 
70 
80 

1600/1.5 
590/4 
750/4 
750/4 

pose at a later time to carry out more ex- 
tended study of Li tetraborate crystals 
manufactured in VNIISIMS. 

Figures 5 and 6, and the table 2 show 
amplitude-frequency and temperature-frequ- 
ency characteristics of Li tetraborate 
filters with acoustically coupled resona- 
tors. Obtained values make it possible to 
use these filters in intermediate frequen- 
cy range for various radiorevers. 

Conclusions 

Above computations have shown a ne- 
cessity to take in consideration an elect- 
rode area when selecting the angle of cut- 
ting piezoelectric plate. Experimental re- 
sults are in a good agreement with calcu- 

lated ones. These results are confirmed 
the statement it is possible to design 
bandwidth piezofilters for intermediate 
frequencies of radio-receivers and to pro- 
duce resonators having large resonant spa- 
cing for voltage-operated oscillators. The 
resonators developed of this material have 
the temperature-frequency characteristics 
passed through a maximum at room tempera- 
ture as well as the second order tempera- 
ture coefficient of frequency Is equalto 
0,30xl0~6 °C~2. The filters have transmis- 
sion band of 0,2-1,5%. 

Literature 

1. J.Fajimara. Proc. 39th  Annual. 
Freguensy.Contr.Symp.May.1985.,pp 351-355. 

306 



2. C.D.Y. Emin. Proc. 37th Annual. 

Frequency. Control. Symp., June 1983, pp. 

136 - 143. 
3. Tiersten H.F. Linear Piezoelectric 

Plate Vibrations.- New York: Plenum Press, 

1969.- 212p. 
4. Tiersten H.F. Analysis of overtone 

modes in monolithic crystal filters// J. 

Acoust. Sos. Amer.- 1977.- Vol.62, No. 

6.-P.1424-1430. 

5. M.Adachi IEEE Ultrasonics Symp. 

Proc., 1985 pp., 228 - 232. 

307 



1994 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM 

Sensitivity Analysis of One Port and Two Port BAW and SAW Resonator 
Model Parameters 

Blaine D. Andersen*,  Mark Cavin**,  Madjid A. Belkerdid,  and Donald C. Malocha 

University of Central Florida, Electrical and Computer Engineering Dept, Orlando, FL 32816 
*Piezo Technology, Inc., P.O. Box 547859, Orlando, FL 32854-7859 

"Sawtek, Inc., P.O. Box 609501, Orlando, FL 32860-9501 

Abstract—A great deal has been written on the 
subject of equivalent circuit modeling of bulk acoustic 
wave (BAW) and surface acoustic wave (SAW) 
resonators and on the extraction of their equivalent 
circuit parameters from measured S-parameter data. 
However, it is often difficult to obtain reliable and 
repeatable extraction of the equivalent circuit 
parameters due to random errors in the measured data 
itself. Several factors contribute to measurement 
uncertainty including temperature variation, 
characterization of fixture parameters, instrument 
noise, and operator error. This paper first presents a 
theoretical sensitivity analysis of the extraction of 
equivalent circuit paramters for single port resonators. 
For two port resonators, measured S-parameter data 
was randomly perturbed to simulate the effect of white 
Gaussian noise in the measurement system. Algorithms 
were developed using this technique to develope 
prediction curves giving standard deviation to mean 
ratios of the extracted equivalent circuit parameters in 
terms of the noise standard deviation. 

I. INTRODUCTION 

The equivalent circuit for a single port quartz 
resonator is shown in figure 1. The parameters R„ L„ and 
C, are termed the motional elements since they model the 
vibration of the crystal. The capacitance C0 represents the 
static capacitance of the crystal [2]. 

-rV\A- -/WV. 
L1 

Two methods were used for the purposes of this reaearch. 
The first follows the EIA-512 standard [3] and the second 
uses a point by point search for the zero phase point. 

A first order sensitivity analysis of the extraction of 
the motional resistance from S-parameter data was 
reported by Park [1]. In her work, approximations were 
given for the standard deviation to mean ratio for 
measured values of R, as a function of the average 
magnitude and standard deviation of S,, at resonance. It 
was found that these approximations were very good for 
high figure of merit resonators, but were not satisfactory 
for lower figure of merit resonators. The figure of merit 
is the ratio of the conductance of R, (G,), to the 
susceptance of C0 (B0) at series resonance. This problem 
is especially significant for higher frequency resonators 
since typically, as frequency increases, the susceptance of 
C0 increases therefore the figure of merit decreases for a 
given C0 and R,. 

This works extends the first order sensitivity analysis 
of Park to a general sensitivity analysis shown to be valid 
for all single port resonators. It is also shown that the 
general equations developed herein reduce to the first 
order approximations for resonators with high G, to B0 

ratios. In addition, a first order sensitivity analysis is 
presented for two port SAW resonators. 

II. SENSITIVITY ANALYSIS FOR EXTRACTION 
OF EQUIVALENT CIRCUIT 

PARAMETERS FOR SINGLE PORT 
RESONATORS. 

Referring to the equivalent circuit of figure 1, and 
defining X, as the combined series reactance of L, and C,. 
The admittance of the resonator can then be written as: 

Figure 1. Single port narrowband resonator model. R„ 
L„ and C, are the motional resistance, inductance, and 
capacitance; C0 is the static capacitance. 

A number of different methods have been used to 
extract the values of the equivalent circuit parameters. 

Y = JB0 + 
Rl + X\ 

(1) 

At series resonance, X, = 0, therefore, at resonance: 

Y=JB0 + ± (2) 
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Solving for R, in terms of Y at resonance: 

R   - —l— 1 
1      Y-jB0      yY0-JBo 

(3) 

The normalized admittance (y) is given in terms of S,, and 
the characteristic admittance Y0 by: 

Y 
y = j 

1 Ju 
1 + 5, 

(4) 

Differentiating R, with respect to y, and y with respect to 
Sn and applying the chain rule: 

dRx      dRx dy 2Yn (5) 

dSt ^ dSn      (yYQ - jBf(l + Snf 

To obtain the fractional change in R{ for a given change 
in S,„ multiply through by dSn and divide through by R,. 

2YddSn 

(yY0-jBo)\l +Sn)% 
(6) 

Substituting equation (3) into the right hand side of 
equation (6) for Rj  and simplifying gives: 

dR, 2V5n 
*i      (yY0 - jB0)(l + snf 

(7) 

Substituting equation (4) into the right hand side of 
equation (7) for y and simplifying gives: 

dRx 

X 
2Y0dSn 

(Y0-jBo)-j2B0Sn-S^Y0+jBo) 
(8) 

Equation (8) gives the fractional change in R, from its 
average value in terms of the average value of Sn and the 
differential change in its value (dSn). If the resonator has 
a figure of merit much greater than 1 then G,» B0. When 
this condition is met the preceding derivation is greatly 
simplified by neglecting B0 starting with equation (2). 
Equation (8) then reduces to: 

dRx 

X 
2dSn 

(9) 

Assume B0 is constant over the narrow measurement 
frequency range. Further assume that random Gaussian 
variations in the magnitude of Sn at resonance cause 
random variations in the extracted value of R, with dR, 
and dS,, approximated as: 

dRh = Rh - R, (10) 

(11) 

Substituting the relationships of (10) and (11) into 
equation (8) and taking the expected value gives: 

2Ya »us„ (12) 

*i     (VW-Wii-V(r0
+W 

Equation (12) gives the fractional standard deviation 
for extracted values of R, in terms of the average 
measured value and standard deviation of S,, at series 
resonance. 

Again note that a large figure of merit justifies 
neglecting B0 in the above derivation and allows the 
simplification of equation (12) to: 

2o„ 

IS, 
(13) 

Equation (13) is identical to the result reported by 
Park for a first order approximation. Figure 2 shows plots 
of this equation with asll ranging from 10"3 to 5xl0"5. 
Plotted on the same graph with a darker line is the 
normalized motional resistance r, which is the ratio of the 
motional resistance R, to the characteristic impedance of 
the measurement system (typically 50 ohms). 

1000 
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0.001 

0.2 0.4        0.6 
PHI 

0.8 1 

Figure 2.   Approximate standard deviation to mean 
ratio of R, and normalized resistance r, versus  | S,, | . 

From the plots of figure 2 we see that as Su at 
resonance increases in magnitude, the uncertainty in the 
extracted value of R, increases. In otherwords, resonators 
which are closely matched to the characteristic impedance 
of the measurement system have the least degree of 
uncertainty in the extracted values of R,. 

Figure 3 compares the results predicted by equations 
(12) and (13) with asll = 5.8 x 10"4. Observe that as the 
figure of merit decreases (in otherwords as B0 increases) 
the curves bend downward and flatten out indicating less 
uncertainty in the extracted value of R, for low figure of 
merit units. 
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Comparison between first order prediction 
of equation (13) and general result of 
equation (12). 

Two factors should be considered when using the 
approximation of equation (13), over the general result of 
equation (12). First, the resonators figure of merit, and 
second, the resonators reflection coefficient (Sn) at 
resonance (or equivalently, its motional resistance). The 
difference between these two equations was found to be 
less than two tenths of one percent for typical resonators 
with figures of merit greater than about 25 and low 
reflection. However, for resonators with low figures of 
merit and/or high reflection, the difference between the 
two equations becomes more significant. 

For example, from the plots of figure 2, if the average 
magnitude of Su at resonance is 0.8 and a|S11| is 5.8 x 10" 
4, then the approximation of equation (13) gives a a/mean 
ratio for R, of about 0.35%. If the figure of merit for this 
resonator is 5, then the general result of equation (12) 
gives this ratio to be about 0.12%. In this case, accurate 
results can only be obtained from equation (12). However, 
regardless of the figure of merit and the magnitude of S,„ 
if all that is required is a worst case estimation of the 
motional resistance standard deviation to mean ratio, then 
the use of equation (13) and the plots of figure 3 are 
sufficient. 

The accuracy of the preceding analysis was first 
investigated by computer simulation. Values for the 
equivalent circuit elements were chosen to give similar 
Q's, a wide variety of figures of merit, and Su magnitudes 
at resonance ranging from near zero to near one. Values 
for Sn at series resonance were then calculated for each of 
the equivalent circuits. The magnitude of each S,, value 
was then randomized 100 times using a Gaussian random 
number generator with various standard deviations. R, was 
then calculated for each of the Su values, simulating 100 
measurements of the same resonator. The a/mean ratios 
were then calculated for comparison to the predicted 
results from equation (12) and (13). Table 1 shows typical 

results. 
The data in table 1 shows excellent correlation 

between predicted and simulated results. The differences 
between the predicted values and the simulated values are 
insignificant for each unit except the last two. These two 
have low figures of merit (7.869 and 4.541). For these 
two, the first order approximation is not as accurate in 
predicting the simulation results, however, the general 
result of equation (12) still predicts the simulated results 
with a maximum difference of about three tenths of one 
percent. 

To further investigate the accuracy of the models, 
several single port BAW resonators were measured. Table 
2 shows the comparison between the actual motional 
resistance standard deviation to mean ratio and values 
predicted by the first order approximation of equation (13) 
and the general result of equation (12). 

Inspection of the results of the simulated data in table 
1 as well as the actual measurement data in table 2 shows 
that the sensitivity analysis model predicts the actual 
standard deviation to mean ratio for the motional 
resistance with excellent accuracy. The measured data and 
the computer simulated data support the conclusions drawn 
from the analysis. That is, the first order sensitivity 
analysis which neglects the effect of C0 in analyzing the 
effects of variations in measured Sn data on the extracted 
motional resistance is sufficient for high figure of merit 
resonators. However, resonators such as Units # 7, 8, and 
9 in the computer simulation and the actual 80 MHz and 
173 MHz resonators require the more general solution due 
to their low figure of merit, their high reflection 
coefficient at resonance, or a combination of the two. 

IV. DUAL PORT SAW RESONATOR MODEL. 

In order to extend the sensitivity analysis of single 
port resonators to dual port resonators, the dual port SAW 
resonator model and extraction technique presented by 
Cavin was used [4]. The equivalent circuit model is shown 
in figure 4, where Ct is the transducer capacitance, Cf is 
the pin to header capacitance, C12 is the coupling 
capacitance between input and output transducers, Lb is the 
bond wire inductance, R models the bond resistance, and 
R„ L„ and C, are the motional elements as before. 

o 2 

Figure 4.   Surface Acoustic Wave Resonator Model. 
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The benefit of this model is that it accurately 
represents the resonators wideband response as well as its 
narrowband response near the main resonance. In addition, 
longitudinal modes can be modeled by simply adding 
another series motional RLC combination in parallel with 
the main resonance. In order to extract equivalent circuit 
parameters for the longitudinal modes, the narrowband S- 
parameter file must to wide enough to include them. 

The modeled and measured wideband response for a 
217 MHz resonator is shown in figures 5. It shows very 
good agreement between the equivalent circuit model and 
the actual SAW resonator. 

400 600 
Frequency (MHz) 

Figure 5 Wideband comparison between 
measured and modeled magnitude of 
S„ for a 217 MHz SAW resonator. 

V. SENSITIVITY ANALYSIS FOR EXTRACTION 
OF EQUIVALENT CIRCUIT 

PARAMETERS USING TWO PORT SAW 
RESONATOR MODEL. 

perform numerous time consuming measurements. 
Devices were chosen to give a variety of frequencies 

and resonator parameters. A full set of S-parameter data 
was measured for each device over a narrow band near its 
main resonance and over a wide band from 300 KHz to 3 
GHz. From this data, the equivalent circuit parameters 
were extracted for each device. 

The S-parameter data used to extract the equivalent 
circuit parameter was then perturbed and the circuit 
parameters were extracted again. This process was 
repeated for each device using several different standard 
deviations for the simulated noise. 

Figures 6, 7, and 8 display the results of this process 
graphically. Figure 6 plots the standard deviation to mean 
ratio of the motional resistance versus the standard 
deviation of the noise. Similarly, figures 7 and 8 plot the 
standard deviation to mean ratios of the motional 
inductance and capacitance versus noise standard 
deviation. 

R. sigrra/mean 

P0 

675 MHz 

: 
905 MHz 

; ^217 MHz 

\ V^ j52 ̂^"^^ 

-^___ ^^=^ 

Due to the large number of variables involved in full 
two port reflection and transmission measurements, it was 
considered impractical at this point to develop detailed 
analytical expressions for the standard deviation of a 
resonator parameter as a function of deviation in measured 
S-parameters. Rather, a method was devised to simulate 
large numbers of measurements, analyze the statistical 
variations in the data, and draw conclusions regarding the 
uncertainty in measured parameters. 

A computer program was written to simulate additive 
white Gaussian noise in the extracted S-parameter data 
(S,„ S12, S2I, and S22). A Gaussian random number 
generator with zero mean and user selected standard 
deviation was used to perturb sets of S-parameter data 
stored on disk. The routines for extracting equivalent 
circuit parameters were then run using the perturbed data 
as input. It was then possible to simulate a statistically 
significant number of measurements without the need to 

Standard delation of the noise 

Figure 6.     R, uncertainties for SAW resonators. 
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Figure 7.     L, uncertainties for SAW resonators. 
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Table 1.       Average results from 100 computer simulated extractions of resonator equivalent circuit parameters and 
comparisons between predicted and simulated results (with aisili=0.001). 

Unit# R, 
(Ohms) 

L, (mH) c,(ff) M |s„| 
-^  % 

Computer 
simulated results. 

^ % 

Predicted by first 
order model 

Predicted by 
general model 

1 50.000 50 2.5 44.7 0.01120 0.202618 0.202567 0.202568 

2 75.019 145 3.2 57.4 0.20023 0.209406 0.209428 0.209441 

3 99.993 300 3.7 66.6 0.33334 0.221137 0.221142 0.221158 

4 125.02 450 3.5 63.5 0.42866 0.219711 0.219702 0.219725 

5 150.03 850 4.1 78.7 0.50008 0.249506 0.249351 0.249371 

6 200.03 1000 3.1 55.7 0.60004 0.286926 0.286607 0.286662 

7 300.22 1500 2.1 37.4 0.71447 0.412502 0.412568 0.412778 

8 500.28 2600 1.3 23.3 0.81827 0.551509 0.551340 0.552174 

9 1000.8 3600 0.43 7.9 0.90483 1.109194 1.089930 1.105855 

10 1999.3 8250 0.25 4.5 0.95118 2.222050 2.122815 2.220319 

Table 2.       Averaged results from multiple measurements taken on several single port BAW resonators and 
comparisons between predicted and simulated results. 

(MHz) 
R, 

(Ohms) 
|s„| °S11 M 

actual 

*l 

Predicted 
by first 
order 
model 

*i 

Predicted 
by general 

model 

1.00 1717.2 0.94341 0.00033 92.5 0.59817 0.60319 0.60322 

3.57 36.857 0.15133 0.00200 269.8 0.41012 0.40921 0.40922 

5.00 70.188 0.16799 0.00069 162.9 0.14228 0.14222 0.14222 

10.0 49.051 0.01198 0.00005 70.2 0.00886 0.00955 0.00955 

44.7 12.540 0.59900 0.00025 120.2 0.79350 0.79340 0.79340 

80.0 33.406 0.20198 0.00064 16.8 0.13261 0.13234 0.13257 

173 41.66 0.16099 0.00008 4.05 0.016035 0.015569 0.01603 
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Figure 8. Motional capacitance uncertainties for SAW 
resonators. 

In the sensitivity analysis of one port resonators, it 
was shown that the uncertainty in the extracted value of R, 
increases as the mismatch between R, and the 
characteristic impedance of the measurement system 
increases. One would expect the same type of relationship 
for two port resonators. Of the three two port resonators 
measured, the 905 MHz device was best matched to 50 
ohms, and indeed it had the lowest uncertainty in the 
extracted value of R,. However, the 675 MHz device is 
better matched to 50 ohms than the 217 MHz device, yet 
it has a much higher uncertainty in the extracted value of 
R„ indicating that other factors besides the mismatch 
between R, and Z0 contribute to this uncertainty. 

In order to more closely model the physical behavior 
of the resonators, the first order longitudinal modes were 
extracted along with the fundamental mode in performing 
the simulations discussed above. It is suspected that the 
presence of the longitudinal modes effects the uncertainty 
in the extraction of the equivalent circuit parameters. 
Further investigation is needed to determine the details of 
these effects. 

Since the values of L, and C, are determined from the 
reactance slope at resonance, it is reasonable to assume 
that the uncertainty in their extracted values is a function 
of this slope. Since reactance slope at resonance is not a 
commonly used resonator parameter, it is written here in 
terms of resonator quality factor (Q), series resonant 
frequency (fs) and motional resistance (R,): 

dX, 2R.Q 

df ™ l        fs 

3 shows the reactance slope at resonance for the three 
SAW resonators used in the simulation. Comparing the 
results of table 3 to figures 9 and 10 shows that the 
greater the reactance slope at resonance, the less 
uncertainty there is in the extracted values of L, and C,. 

The average standard deviation of the noise on an HP 
8753 Network Analyzer with an S-parameter test set was 
measured to be between 10"4 and 10"5. It was observed 
however that this value was somewhat less for frequencies 
less than 1 GHz where the data was taken on the devices 
reported here, and somewhat higher as frequency 
approached the 3 GHz mark. Unfortunately, the computer 
model which was used to perturb the data did not account 
for the frequency dependance of the standard deviation of 
the noise. Despite this weakness, it is expected that the 
computer model will give a reasonable first order 
approximation for the desired standard deviation to mean 
ratios. 

To test this hypothesis, the results of ten 
measurements on a single resonator reported by Cavin [4] 
were compared the computer simulated results of table 2. 
Cavin's results are shown in table 4. These results fall 
within the range seen for the three devices used in the 
computer simulation with a noise standard deviation 
around 10"5, supporting the hypothesis stated above. 

Smaller noise variations can be obtained by reducing 
the receiver resolution bandwidth with a tradeoff is in the 
time it takes to perform the measurement. From the graphs 
of figure 8 we see that there is much more uncertainty in 
the extraction of the motional resistance for the 675 MHz 
resonator than for the other two. One might consider using 
a lower resolution bandwidth at the expense of a longer 
measurement time in order to reduce the noise standard 
deviation and therefore the uncertainty in the extracted 
value of R,. 

Table 3.       Quality   factor   and   Reactance   Slope 
Resonance for three SAW resonators. 

at 

Q Reactance slope 
at Resonance 

217 MHz SAW 23.2 x 10' 20.6 KQ /MHz 

675 MHz SAW 25.9 x 10' 2.46 K.n /MHz 

905 MHz SAW 1.67 x 10' 0.276 KQ /MHz 

(14) 

Equation (14) shows that higher Q, lower frequency 
resonators have higher reactance slopes at resonance. Table 
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Table 4.       Results from ten measurements of a dual 
port SAW resonator [5]. 

Analysis." 43rd Annual Frequency Control 
Symposium Proceedings. Denver, CO, May 1989, pp. 
372-376. 

Run# R, (Ohms) L, (mH) C, (fF) 

1 202.1 2.051606 1.506671 

2 207.6 2.098436 1.473076 

3 207.6 2.125072 1.454613 

4 208.1 2.168308 1.425617 

5 208.1 2.103242 1.469715 

6 206.6 2.109979 1.465017 

7 206.5 2.129476 1.451595 

8 206.1 2.103148 1.469776 

9 204.6 2.084518 1.482911 

10 205.8 2.089020 1.479716 

Mean 206.31 2.1062805 1.4678707 

Std.Dev./ 
Mean (%) 

0.8507% 1.3918% 1.3862% 

[2] Hafner, E., "The Piezoelectric Crystal Unit - 
Definitions and Methods of Measurement." 
Proceedings of the IEEE. Vol 57, February 1969, pp 
179-201. 

[3] E.I.A., "Standard Methods for Measurement of the 
Equivalent Electrical Parameters of Quartz Crystal 
Units, 1 kHz to 1 GHz." ANSI/EIA-512-1-1990. 

[4] Cavin, M.S., "Surface Acoustic Wave Resonator 
Parameter Extraction and Oscillator Design." Thesis: 
University of Central Florida, 1991. 

[5] Malocha, D and Belkerdid, M, "First-Order Sensitivity 
Analysis of Quartz Crystal Resonator Model 
Parameters." IEEE Transactions on Ultrasonics, 
Ferroelectrics, and Frequency Control, Vol 37, No. 6, 
November 1990 

VI. CONCLUSION 

A general sensitivity analysis for single port 
resonators was developed which extends the previous work 
done on a first order analysis [5]. The model predicts the 
standard deviation to mean ratio of motional resistance 
values extracted from measured S-parameter data obtained 
through the use of an automatic network analyzer. 
Excellent agreement between simulated, measured, and 
theoretically predicted results are observed. 

A computer program was written which takes an 
actual set of S-parameter data measured for two port SAW 
resonators and randomly perturbs the magnitude of each 
data point. This process models the effect of electrical 
noise and allows the user to quickly determine how much 
uncertainty is introduced into his or her measurements as 
a result of noise. The program then re-extracts the 
equivalent circuit parameters. The standard deviation of 
the perturbations can be adjusted to allow the user to 
determine the effects of different noise standard 
deviations. 
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ABSTRACT. 

In this report we develop investigations which have 
been made to study the energy distribution of 

different type of surface acoustic waves in different 
devices using quartz and lithium niobate.The 
observations were performed with X-ray topographs 
obtained by the use of the synchrotron radiation. 

The time structure of the X-rays has permitted to 
obtain stroboscopic observations of the amplitude 
and phase distributions of the Rayleigh waves across 
the devices. Bragg and Laue patterns were obtained 
in order to analyse the components of the 
displacements. The most important results concern 
the interactions between the dislocations and the 

S.A.W. 

1. INTRODUCTION 

The S.A.W. devices are important components in 
modern signal processing and many new 
developments have been made to increase their 
performances. In this report we develop 
investigations which have been made to study the 
energy distribution of different type of surface 
acoustic waves in different devices using quartz and 

lithium niobate. 
The observations were performed with X-ray 
topographs obtained by the use of the synchrotron 
radiation at L.U.R.E.( Orsay, France ). The time 
structure of the X-rays has permitted to obtain 
stroboscopic observations of the amplitude and 
phase distributions of the Rayleigh waves across the 
devices. Bragg and Laue patterns were obtained 
with the use of the white X-ray beam in order to 
analyse the components of the displacements. 

2. EXPERIMENTAL SETTING 

The used technique (figure 1) was that employed in 
previous experiments and given in details for 
example in (1). The stroboscopic X-ray topographs 
are obtained using a double axis spectrometer at 
L.U.R.E. (2). This spectrometer presents the 
advantage that when the sample is placed in the 
incident white beam a Laue pattern of topographs 
can be obtained (3). Another interesting aspect of 
this apparatus consists in the monochromatic setting. 
In this case, on the first axis is adjusted a 110 sample 
of germanium which selects from the white beam 
only one wavelength. Furthermore in the two 
previous cases, using a very fine slit section 
topographs can also be obtained. For crystals or 
filters too thick to be examined in a transmission 
Laue setting (4), reflection setting (4) with an oblique 
incidence was used.The film was adjusted parallel to 
the sample at a distance (10-20 cm) choosen to 
obtain in each case a good compromise between the 
resolution and the separation of the diffraction spots. 

TIME RESOLVED SYNCHROTRON TOPOGRAPHY 
(stroboscopic setting) 

Positn 

C<H- 

beam 
probe 

N=10t0 32 

FIGURE 1 
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3. QUARTZ 

S.A.W. PROPAGATION IN ST QUARTZ 

PROPERTIES. 
The displacement vector of the quasi-Rayleigh wave 

propagating on an ST-cut plate in the X direction has 
three components in contrary to the "pure" Rayleigh 
waves existing on isotropic material. All of the three 

components are important. 
These waves are very interesting for practical 

application   due   to   the   cancellation   of  the 

temperature coefficient of the delay at room 

temperature. 
All the components of these waves are represented 

in the figure 2a using the coordinates system 

represented below. These are given in function of 
the   normalised   X3   coordinate   (A=L is  the 

wavelenght). 
The properties of these waves are shown in the table 

1 and the corresponding curve 2b. 
An example of a 9.507 MHz delay line is given on 

the figure 2c. 

1.00  10" 

8.00  10''-' 

6.00  10" '- 

4.00  10- 

2.00  10'- 

0.00  10" 

lull        Iu2l       Iu3l 

0 0.5 1 1.5 2 2.5 3 3.5 
x3 / L 

EXPERIMENTAL 
Different X-ray stroboscopic topographs have been 
obtained either by transmission or by reflexion. 
Furthermore several stroboscopic topographs have 
been obtained either by transmission or reflexion. 

Furthermore, section topographs have been done to 
better understand the propagation of the waves 

inside the samples. 
The stroboscopic observation permits to analyse the 
progressive wave by recording the image during a 

very short time slots (Ins) repeated every period of 

the surface wave. 

V hi       4»     CTfi     CTf2 

QUARTZ ST       3159.2 0.14 0 0 -4.10-8 K" 2 

ffllI|lHI|ltlljtllt|lf!f|lHljlI!tj 
2 3 4 5 

TABLE 1 
FIGURE 2 
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Two types of quartz have been particularly studied 

and they correspond to devices working at 9MHz or 

at 22 MHz. 
Examples of the waves propagation observed by X- 
ray topography are given in the following figures 

and concern a sample working at 9 MHz. 

In figure 3 it may be observed a reflexion topograph 
in which the u3 component could be evidenced: the 
straight crested waves are seen as black contrast. 
One can also observed contrasts due to the 

emergence of the dislocations. 

FIGURE 3 

In figure 4 which corresponds to a "translation" 

topograph obtained using the 210 reflexion the ul 

component can be observed. 

In figure 5 which corresponds to a topograph 
obtained with the 032 reflexion the u2 component is 
very weak. 

FIGURE 5 

FIGURE 6 

In figure 6 it may be observed a contrast which is 
due to mix of the different components obtained 

with the 101 reflexion. 

The section topograph presented in fig 7 was 
obtained using the same previous reflexion, 
simulation of the obtained contrasts have been done 
and there is a good agreement between the 

calculated and the experimental images. 

FIGURE 7 
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INTERACTION WITH THE DISLOCATIONS 

In the different figures presented in the following it 
may be observed that the dislocations are present 

inside the crystal and they interact with the 
propagation of the S.A.W. 

On figure 8  a strong interaction between the 

dislocation bundles which are organized in cellular 
form interact with the S A.W. beam and modifies the 
energy distribution of the wave. 

On the figure 9a is represented a video image of 

another crystal. The sample contains dislocations but 

is also perfect in some regions. The figure 9b is a 

stroboscopic video topograph of the same device 
under excitation. Surface waves appear as black 
vertical lines equally spaced. To observe the 
interactions between the surface waves and the 
defects, it is easy to compute the difference between 
the two images. This is shown in the figure 9c. The 
vibration fringes vanish where the density of the 
dislocations is high and they present a maximum 
contrast where the crystal is rather perfect. In the 
same manner an accute observation of the sample 

presented on the figure 8 permits to observe that the 
distance between the fringes are multiplied by two 
and even by four in the vicinity of the dislocations. 

This was also observed in other cases and 
particularly for the 22 MHz. However, this effect is 

more important for the lower frequencies, (larger 
delay linewavelenght and depth penetration). 

FIGURE 8 
FIGURE 9 
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4. LITHIUM NIOBATE 

Lithium niobate is a piezoelectric material displaying 

a very large coupling coefficient which is frequently 

used to obtain large bandwidth S.A.W. filters (5-6). 
Most often these devices make use of Rayleigh 
waves propagating on y plates in the Z direction. 

Properties of the YZ propagating S.A.W. 

The components of the displacement of these waves 

are represented in figure 10. The other properties of 

these waves are displayed in the table 2. 

CHI   S21 log   MAG 1; -1H.Ö3B   dB 

velocity (m/s) 
coupling coefficient 

3491.1 
4.86 

temperature coefficient         94 ppm 

angle of power flow 0.0 

Table 2 

UCÄ) 
+(V) 

1 

FIG. 6. 14. — Onde de Rayleigh 
dans LiNb03 (coupe Y, propa- 
gation suivant Z). Variation des 
deplacements et du potemiel en 
fonction de la distance ä la sur- 
face non metallisee. (D'apres la 
figure 1 de la reference 11). 
fUj,   D.WUJT*:..*-.                          0,5 

[             \« 

FIGURE 10 

STUDIED DEVICES 

Several high performance wide bandwidth filters 
made using multistrip couplers have been studied. 
The electrical response of one of these filters is given 
on figure 11. This filter has a 4.5 MHz bandwidth 
with low ripples at a center frequency of 

60.216MHz. 

60.125   OOO   MHz 10.000   000   MHz 

FIGURE 11 

STUDIES OF S.A.W. FILTERS. 

1. In order to find the best observation conditions to 
image the u3 component of the displacement we 
have varied the topographic parameter. Using 
different. X-ray wavelenghts we have obtained 
different configuration of the topographic contrasts 

due to the acoustic wave ( figure 12). 
On these topographs we can observe that the wave 
fronts don't present straight lines but distortions 
which correspond to the variations of the amplitude 
in the direction parallel to the fingers of the 

transducers. 

2. Using a non synchronous excitation we have 
investigated the variation of the energy distribution 
in function of the frequency. On figure 13 which 
imagine the component normal to the surface it can 
be observed the variation of the radiation pattern of 
the transducer with the excitation frequency, in the 
same way, the S.A.W. beam is decomposed in several 
sub-beams whose number and shape vary also with 

the frequency. 

3. Different patterns are observed if the excitation 
acess of the filter are changed ; this is represented on 
figure 14a it can be easily observed the modification 
of the pattern when the condition of the excitation 

vary. In figure 14b and 14c are shown the 
enlargement of the two different concerned zones. 
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4. This topograph corresponds to a large excitation 
voltage, in this conditions different features are 
revealed, among them, small radiation lobes making 
an important angle with the main propagating 

direction can be observed. Another observation is 
made concerning the working mechanism of the 

acoustic absorbant placed at the open end of the 

transducer ( figure 15a). An enlargement of the 

central part is given in figure 15b. After a computed 
treatment the fringes are evidenced in figure 15c. 

FIGURE 15 

5. CONCLUSION 

X-ray topography has permitted to investigate 

different features of S.A.W. propagation in several 

types of devices. 

1/ This technique allows to visualise the different 
components of the S.A.W.. displacement. 

2/ The whole device can be imaged in a single 
topograph. 

3/ The stroboscopic setting allows to resolve the 

individual waves and to get information on their 

phase and amplitude distribution. 

We have, for the first time, shown that strong 

interactions exist between the S.A.W. and the 

defects existing in the materials. 
Similar observations have been made on other 
materials and devices and further experiments are in 
project. 
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Abstract 

The frequency excursion due to intermittent laser beam irradiation on the surface of a SAW device plate is 

analyzed by assuming that only one dimensional thermal stress in the propagation direction of SAW on the 

surface of the plate exists and a diameter of the beam is infinitesimal. As a result, specimen plates immune to 

transient environmental temperature change are made and their frequency trends better than those of the ST-cut 

plate are shown. 

1.Introduction 

The SAW devices as frequency selecting and gen- 

erating devices with small size and stable frequency 

performance are in great demand with the growth 

of mobile communications and consumer applica- 

tions [1] [2] [3]. However, their frequency stabilities are 

inferior to those of the crystal oscillators using the bulk 

wave resonator by one to three order of magnitude. 

In order to improve the frequency stabilities of the 

SAW devices, there appeared many papers [4][5][6] 

which deal with stress compensated cut of the plate 

such as SC-cut in the bulk wave resonator. The fre- 

quency temperature characteristics of the SAW device 

are divided into two categories; the static frequency 

temperature characteristics and transient (dynamic) 

ones [6] [7] [8]. The static frequency temperature char- 

acteristics[9] are those measured at the temperature 

where the temperature distribution on the device is 

quasi-homogeneous. The transient frequency temper- 

ature characteristics are known as the oscillating fre- 

quency excursion phenomenon in the bulk wave res- 

onator with the environmental transient temperature 

change around the resonator. The phenomenon is 

caused by the thermal stress arisen in the resonator 

plate with temperature change. 

A laser beam as a thermal probe was employed to 

make measurements of the sensitivity of the device to 

transient temperature change in it[ll]. The oscillating 

frequency of a SAW oscillator was measured, while the 

laser beam intermittently irradiated every part of the 

surface of the device plate with cover removed. The 

frequency excursions due to the intermittent beam ir- 

radiation were plotted at every point on a map con- 

formed to the device plate corresponding to the irra- 

diation positions of the beam. The positions with the 

same frequency excursions were connected with line 

segments to form a contour map of frequency excur- 

sion. The map characterizes the points on the device 

plate sensitive to temperature change. 

The paper deals with the frequency excursions due 

to heat transfer resulted from the laser beam irradia- 

tion by taking into account the thermal stress, which 

causes the frequency excursions, provided that for sim- 

plicity one dimentional thermal stress in the propaga- 
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tion direction of the elastic wave is only considered, 

although the stress propagates in every direction. 

2.Theoretical 

2.1.Wave velocity without thermal stress 

The oscillating frequency / of the SAW oscillator 

is roughly determined by the device employed as fol- 

lows^ 1] [12]; 

/ = v/2P (1) 

where v is the propagation velocity of SAW, p the 

pitch of the interdigital electrodes. In this study the 

righthanded Euler's angle is employed to express the 

angle of cut of the device plate. The displacement 

components Ui of SAW and electric potential (j)1 in 

the medium (I) (quartz) (x3 > 0) are expressed by the 

following equations. 

Ui    =    ciiexp(-akx3) ■ exp{j(u)t - kx3)} 

(« = 1 ~ 3) (2) 

(f)1    =    a^exp{—akx3) ■ exp{j(cot — kxi)}     (3) 

where a,-(i = 1 ~ 3) are unknown amplitudes, k 

wave number u/v, a attenuation constant, u> angular 

frequency, t time. 

On the other hand, no displacement exists in the 

medium (II) (air) only an electrostatic potential 4>n ex- 

ists. 

bu = a5exp(-jkx3) ■ exp{j(uitkxi)} (4) 

The wave velocity is obatained by solving the equa- 

tion of motion substituted piezoelectric equation and 

Laplace equation under the boundary conditions. 

=    0 
*3 = + 0 

(7) 

(i = 1 ~ 3) 

X3 = + 0 x3 = 0 
(8) 

X3= + 0 x3 = 0 
(9) 

1.3 

/ 

Di 

The flowchart for computing the wave velocity is 

shown in Fig.(l)[ll]. The elements X,j of detX in 

Fig.(l) are functions of stiffness, a, mass density of 

quartz and wave velocity. The elements Yjj of detY are 

functions of stiffness, a, ßij unknown amplitude ratio 

a,7a4 dielectric constants and piezoelectric constants. 

2.2.Wave velocity under thermal stress 

It is assumed in the analysis that the cross section 

of the laser beam is infinitesimal and the absorption 

coefficient of laser light to quartz is 50%, though the 

cross section of a real laser beam has an area. The 

medium is regarded as an isotropic homogeneous body 

with the same elastic stiffness as that of quartz in the 

wave propagation direction. 

When a heat source with heat capacity Q is gener- 

ated at an instant at t = 0 at the origin of an infinite 

half space elastic body z > 0, the heat distribution r 

at a point (x,y, z) in the body in a quasi-static state 

is expressed by the following equation[13]. 

Q 0-B?l\kt 
(4TTH)

3
/
2 

where k thermal conductivity, Q heat capacity, R2 

(10) 

x2 + y2 + z2. 

The thermoelastic displacement potential is given 

by Equation (11). 

d2Uj 
1 dt2 

E 
k=l 

dDk 

dxk 

E dTik 

dxk k=l 

(t = 1 ~ 3) 

=    0 

(i = 1 ~ 3) 

(5) 

(6) 

A'i    l     ft   R   \ 
2G   R    JK2y/ki' 

(11) 

where I<i = (1 + ^)QQG/2TT(1 - v), a expantion 

coefficient, G shear modulus, v Poisson's ratio. 

The stress component aTr is obtained by solving the 

thermoelastic equations with $ under the boundary 

condition. 
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ff"l«o=° (12) 

Therefore the thermal stress arr to be obtained is 

given as follows: 

arr = arr + arr 

where a' and a" are given as follows; 

(13) 

' R3 

R 

nrki 

'        3z2     r,   R   , 

R? 6kt' 

(14) 

* = r^f 5A3{(1-Az)Jo(Ar 

+(2J/- 1 + Az) 
Ji(Ar)l 

Ar    J 
e-AzdA    (15) 

The unknown quantity B(Xt) is obtained to satisfy 

the boundary condition a' + a" = 0 at z = 0. 

5(A,i) = ||er/(A^) (16) 

The elastic constants under stress are given by the 

following equation[4][6] [14][15]. 

GL yQa — CL~iQa T CL-^QOC (17) 

where 

CL-yQa      —     TLQ5I(X + CLjQaABEAB 

+CLyPQWa,P + CLPQaW~(,P        (18) 

where T[Q is the static external stress, ci-yQaAB 

third order stiffness, E\B strain, C^PQ^CJ^PQ^ second 

order stiffness, wa p,w^ p displacement slope. 

The frequency excursion of the device intermittently 

exposed to the laser beam irradiation is calculated by 

using the foregoing equations concerning the thermal 

stress components and the elastic constants under the 

stress. Figure (2) shows the flowchart of the calcula- 

tion. 

3.Comparison of experimental frequency 

excursion with calculated excursion 

3.1 Experimental 

An ST-cut device plate with cover removed was ir- 

radiated with a He-Ne laser beam with 21mW at room 

temperature along the line A shown in Fig. (3). Figure 

(4) shows the frequency excursion profile along the line 

A of which origin 0 is indicated by the black circle. 

3.2 Calculated excursion 

The wave velocity on the surface of the device plalte 

depends upon the magnitude of the thermal stress due 

to the irradiation at a surface point under considera- 

tion. The thermal stress differs with the distance from 

the heat source so that the wave velocity differs from 

point to point on the line A. In this calculation, the 

wave velocities were calculated at an interval of 0.1mm 

on the line A and averaged as follows; 

0.1 0.1      0.1 
T    =    —+ — + 

v1 = 2.0/T 

+ (19) 

(20) 

where T is the propagation time of the wave along the 

exciting electrode, vn is a propagation velocity at point 

n, v' is the averaged SAW velocity. 

The calculation was carried out under the following 

conditions; only stress component in the SAW propa- 

gation direction is considered. The electrode effect on 

the velocity is neglected. The absorption coefficient 

of the beam is assumed to be 50%. The heat source 

generated by the beam is a point source, though a di- 

ameter of the real beam is about 0.4mm. The quartz 

plate is an infinite half space. 

The calculated values are superposed on the experi- 

mental so as to meet the maximum values of both the 

profiles as shown in Fig. (4) because the real absorp- 

tion coefficient of the beam is unknown. In reality, the 

beam light of He-Ne laser is almost transparent for 

quartz. The beam light is absorbed to the electrode 

and adhesive of the plate to the holder base and the 

generated heat by absorption transfers to the plate. 

These heat processes make it difficult to calculate the 
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excursions. Nevertheless it is enough for comparing 

the profiles of the experimental relative excursion and 

the calculated relative excursion. 

4. Dependence of the frequency excursion on 

the angle of cut of the device plate 

The wave velocity at a point apart 1mm from the 

heat source was calculated and the frequency excur- 

sions at an instant of the irradiation were calculated for 

various angles of cut. Figure (5) shows the excursions 

for the propagation direction rp = 0°, 20°, 40°, 60°, 80°. 

Figure (6) shows the excursion in the same plane as an 

ST-cut plate(<£ = 0,0 = 128.5°,^ = 0) as a function 

of the propagation direction. 

The specimen plates more sensitive or immune to 

the thermal stress were made as shown Table (1) by 

referring to the results in Fig. (5). The specimen were 

lapped and polished following the process in [16]. The 

size of the specimen, the electrode deposition process 

and the package are all the same as the plate shown 

in Fig.(3). 

Figure (7) shows the frequency excursion of speci- 

men F. The frequency jumped by 0.68ppm at the in- 

stant of the irradiation and decreased gradually with 

time owing to the static frequency temperature char- 

acteristics. Figure (8) shows the excursion of speci- 

men G. Both the excursions show the same sense as 

predicted from the calculation. 

On the other hand, specimen B with great immu- 

nity to the thermal stress predicted by the calculation 

shows the least excursion shown in Fig. (9). The 

frequency trends of the oscillators employing speci- 

men B's or the ST-cut plate for one hour are shown 

in Fig.(10). The enlarged trends for three minutes 

are shown in Fig.(ll). The trend measurements were 

made on the specimens with cover removed. The air 

often flowed onto the specimen plates with human 

movement in the room during the trend measurement. 

The Allan variance of the specimens is listed in Ta- 

ble (2). The trends of the ST-cut specimens after 50 

minutes are removed on computing the Allan variance. 

The frequency trends suggest that the thermal tran- 

sient frequency temperature characteristics are more 

important than those of the static ones for stabilizing 

the oscillating frequency of the SAW oscillators for a 

short term, though the existing SAW devices are man- 

ufactured from the viewpoint that the better the static 

temperature frequency characteristics, the stabler the 

frequency stability. 

5.Conclusions 

The thermal frequency excursion being irradiated a 

laser beam was analyzed under some of assumption. 

The frequency excursion profile of an ST-cut plate as 

a function of the position on the plate is of good agree- 

ment with the experimental and the calculated. 

The specimens less immune to the thermal stress 

predicted by the calculation are superior to an exist- 

ing STcut device in frequency stability by nearly one 

order of magnitude. The thermal transient frequency 

characteristics should be taken into account on manu- 

facturing the stabler SAW oscillators rather than the 

static frequency characteristics. 

The intermittent irradiation of laser beam on a SAW 

plate is applicable to such an application as laser power 

meter. 

The authors greatly acknowledge Messrs. R. Mu- 

rakwa and M. Yamakita for their help for preparing 

the manuscript. 
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Table 1: The specimen plates more sensitive or immune to the thermal stress 

Specimen en *H A F (calculation) [ppm] Powerflow angle[°] 

F 128.5 9.7 0.328 3.224 

G 128.5 42.6 2.112 1.674 

B 140 0 0.003 0 

I 40 22.6 -1.148 -0.765 

ST-cut 128.5 0 0.089 0 

Table 2: Frequency excursion of specimens of various angles of cut 

Measurement [ppm] Calculation[ppm] 

ST-cut 0.52 0.089 

F 0.65 ~ 0.76 0.328 

G 0.93 ~ 1.07 2.112 

B 0.03 0.003 

I -1.148 

Table 3: The Allan variances of the specimens 

Specimen Allan variance 

B-u 2.29 x 10"9 

B-i 2.40 x 10-9 

B-e 2.41 x 10"9 

ST-cut 1 1.05 x 10~8 

ST-cut2 1.30 x 10~8 
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Abstract: This paper presents low loss ring 
SAW filters on 49°YX, 64°YX, 128°YX LiHb03 realized 
on the basis of the reflecting multistrip couplers 
(RHSCs). Using the RHSCs with 3 electrodes per A 
( A -is the SAW wavelength at the center frequency) 
and self-resonance approach when filter specified 
real input/output impedances are achieved by IDI 
static capacitance compensation with radiation sus- 
ceptance, ring filters have shown very low inserti- 
on losses of 0.8-1 dB, 3 db fractional bandwidth 
of 2-5 /. with very low ripple of 0.1 da stopband 
attenuation over 50 dB at 10-33 z offset from 
the center frequency of 45 MHz. At 50 Ohm 148, 164, 
172 MHz ring filters on 128°VX for the low power 
transceivers have provided insertion loss of 1 dB, 
1 dB bandwidth of 2-2. 3 MHz, the stopband attenua- 
tion over 55 dB at 25 MHz offset from the center 
frequency. Two cascaded filters at 164. 5 MHz have 
shown Insertion losses below 3 dB and stopband at- 
tenuation over 90 dB The chip size is 5x4x0.7 ran 

Introduction 

Decreasing of SAW filter insertion losses UP 
to 1 dB will bring to wide applications of SAW te- 
chnology in modern conmunication systems [1]. Dif- 
ferent techniques are used for low loss SAW filter 
design. The conventional way of decreasing the 
insertion losses is the use of different constru- 
ctions of unidirectional Interdigital transducers 
(IDTs), but this way encounters great difficulties. 
The major difficulty lies in the fact that comple- 
xity of a specific construction and topology of 
such IDTs decreases essentially the flexibility of 
the design of SAW filters with limiting characte- 
ristics [2]. In this connection the use of a ring 
construction, in which the acoustic energy radiated 
in both directions by the input IDT localizes by 
the output IDT, is very perspective [3]. This is 
achieved for example by use of two reflecting mul- 
tistrip couplers (RMSCs) [2,4) (Fig. 1). With this 
design it is easy to realize the high selectivity 
(above 50 dB [4]) as here the filter frequency 
response is defined by the product of the responses 
of RMSCs and input and output IDTs. Low insertion 
losses are defined by a structure of the RMSCs and 

A/\ 

Fig. 1. SAW ring filter with RMSCs. 

matching of the input/output IDT with the loads. 
Using the RMSCs with 3 electrodes per A (Fig. 1) 
and self-resonance (self-matching) approach when 
filter specified real input/output impedances are 
achieved by IDT static capacitance compensation 
with radiation susceptance, ring filters can have 
the insertion losses under 3 dB [4,5]. Restrictions 
concerning ring filter fractional bandwidth and as- 
sociated with the fact that the passband is propor- 
tional to K2 ( K2 - is electromechanical - coupling 
coefficient) can easily be overcome by choosing a 
suitable cut of piezoelectric. 

This paper presents low loss SAW ring filters 
on 49°7X, 64°YX, 128°YX LiHb03 realized on the ba- 
sis of the above design aspects. The optimization of 
previously developed 45 MHz SAW ring filters [5] 
was provided for achieving insertion losses UP to 
1 da To increase the selectivity UP to 50-80 dB 
at 5-10 '/■ offset from the center frequency the 
phase weighting [6] and cascading are used. SAW 
filters for 146-174 MHz low power transceivers are 
presented to illustrate the applications of the de- 
veloped filters. The results of investigation of 
the filter phase characteristics are given which 
are of great practical importance for low noise SAW 
oscillators and voltage controlled oscillators. 
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Analysis of previously developed 
low loss SAW ring filters 

Design and technology aspects of self-matched 
low loss ring filters on 49°YX, 64°YX, 128°YX 
LiHt03 are discussed in detail in worK [5]. Accor- 
ding to [5] 45 MHz unweighted ring filters on men- 
tioned cuts of LiHb03 have shown insertion losses 
below 2 da We shall restrict our consideration to 
the analysis of losses and determine the methods of 
their further decreasing. A large body of performed 
experimental and calculation research showed, that 
the ring filter losses mainly Include: losses in 
RHSCs; load mismatch losses; losses due to parasi- 
tic signals; conduction losses of Al-electrodes; 
propagation losses of leaKy SAW on 49°YX, 64°YX. 
Thus the following investigations for every LiHbC^ 
cut should be carried out with the view of decrea- 
sing these losses: determination of optimal number 
of RHSC electrodes providing minimum transmission 
losses between input and output IDT; obtaining fil- 
ter specified pure real input/output impedance at 
the center frequency by self-matching effect with 
regard to influence of RMSCs. pacKage, bond wires 
and other parasitic effects; reduction of tripple 
transit echoe (TTE) level; reduction of the conduc- 
tion losses by choosing optimal Al-electrode thicK- 
ness and width of bus-bars. 

Determination of optimal number of RHSC electrodes 

Investigations are carried out for 45 MHz fil- 
ters with topology described in [51. unweighted 
IDTs bad H=l. 5/K2 finger pairs. Number of RHSC ele- 
ctrodes for every LiHbO cut was chosen according 
to the table. All filter patterns were fabricated 
with identical metallization tbicKness and were co- 
nnected to identical loads for every LiHb03 cut. 
The optimal number Hopt of RHSC electrodes was de- 
temined by minimum insertion losses of the filter. 
Fig. 2 shows the frequency response of filter inser- 
tion losses on 64°YX vs number of RHSC electrodes. 
As will be seen from Fig. 2 Hopt=90 for 64°¥X be- 
cause in this case insertion losses are minimum. 
Similarly it was found Hopt=225 for 128°YX and 
Hopt=62 for 49°YX and this presented in Table 1. 

Table 1. Insertion losses (I. L.) of the ring filter 
vs number of RHSC electrodes (Hsmsc) on 1280VX, 
64°vX, 49°YX LiHbO! . 

128°YX 64°YX 49°YX 

Hsmsc I.L., 
dB 

Nemsc I.L., 
dB 

Hsmsc I.L., 
dB 

150 
225 
300 

2.0 
1.3 
2.2 

79 
90 
97 

2.3 
1.4 
2.3 

48 
62 
75 

2.4 
1.3 
2.5 

CD 
T3 

CO 

o 
c o 
CD 
CO c 

44.5  45  45.5  46  46.5 

Frequency (MHz) 

Fig. 2. Frequency response of filter insertion los- 
ses on 64°YX VS number of RHSC electrodes. 

Reduction of TTE level 

Performed experiments showed that the reduc- 
tion of TTE level in previously developed ring fil- 
ters [5] according to method [7], when input and 
output IDTs were shifted by S= y\/4, has not been 
adequately efficient. This method was evolved. The 
idea of the evolution is that tripple transit sig- 
nals arriving right and left to the output IDT 
(Fig. 1) were summed there with opposite phases and 
useful signals with the same phases. For this pur- 
pose, as the simple calculations show, it is neces- 
sary that input and output IDTs were shifted by the 
distance S=n-/\/6, n is odd. In this case (as ex- 
periments have shown) compared to method [7] ampli- 
tude and group delay passband ripple reduced, in- 
put/output isolation and self-matching improved and 
as a result the filter insertion losses decreased 
(Fig. 3). 

Obtaining filter specified pure real input/output 
impedance by self-matching 

Real input/output impedance of former ring 
filters is provided by choosing the number of IDT 
finger pairs H from the equation H=l. 5/K2 [5.81. 
This equation was obtained theoretically and expe- 
rimentally for the single IDT with electrode width 
of /V4, when IDT static capacitance is compensated 
with radiation susceptance. In the actual device - 
SAW ring filter self-matching effect is distorted 
due to reflected signals, influence of RMSCs. pac- 
Kage, bond wires and other parasitic effects. Fig. 4 
shows experimental input impedance characteristics 
of the filter on 49°YX described in [5]. As will 
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Fig. 3. Frequency response of filter on 49 VX wi- 
thin the passband vs shift S between input/ 
output IDIs. 

be seen from Fig. 4 at the center frequency of 
44.75 MHz input impedance has an inductive compo- 
nent, which is undersirable, since this causes the 
additional filter insertion losses. This effect can 
be eliminated by connecting of additional capaci- 
tance to input/output IDIs or changing the number 
of finger pairs in IDIs. In this case it is neces- 
sary to decrease the number of the IDI finger pairs 
as compared with the value H= 1. 5/K2, and thus to 
decrease the inductive component of radiation sus- 
ceptancs. Similar effects were observed in the fil- 
ters on 128°YX and 64°YX. The net number of the IDI 
finger pairs is chosen after several iterations 
till the filter measured pure real input/output 
impedance is obtained at the center frequency. 

Choosing optimal Al-electrode thicKness 

At filter low insertion losses about 1 dB the 
conduction losses of IDT and RMSC Al-electrodes 
play essential role. Since filter topology (Fig. 1) 
eliminates the parallel connection of the IÜIs, 
long IDT apertures (several tens of-A [4]) are requ- 
ired to obtain low input/output impedance (for 
example 50 Ohm). This causes the conduction losses 
in IDI and RMSC electrodes. These losses can be de- 
creased only by increasing metal thicKness and 
width of bus-bars. But photolithography is diffi- 
cult under the excessive thicKness: undercut of the 
electrodes is increased, reproducibility of the ge- 
ometrical dimensions of IDT and RMSC topology is 
impared. This can cause the additional filter in- 
sertion losses, since the reflection condition in 
RMSC, and self-matching effect in IDT are disrup- 
ted. Thus optimal metal thicKness should be defi- 

44. 75 MHz 
R=115 Ohm 
X=ll Ohm 

Fig. 4. 

45. 25 MHZ 
R-250 Ohm 
X=25 Ohm 

Input impedance characteristics of the fil- 
ter on 49°YX before the optimization 

CD 
TJ. 

CO 
CO o 
C 
o 

CD 
CO c 

Fig. 5. 

0.2 0.4 0.6 

Electrode thickness (Mm) 

Measured insertion losses of 45 MHz 
on 128°vx vs Al-electrode thicKness. 

filter 

ned, under which filter minimum insertion losses 
and specified tolerance on the topology reproduci- 
bility accuracy are achieved. Fig. 5 shows measured 
insertion losses of the filter on 128°YX vs metal 
thicKness. Filter input impedance is about 85 Ohm. 
As will be seen from Fig. 5 at 45 MHz the filter has 
minimum insertion losses with metal thicKness of 
0. 6/um. For 64° YX, 49°YX the minimum insertion los- 
ses are recorded when metal thicKness is 0. 5-0. &/Ats 
and input impedances are about 120 Ohm (in this ca- 
se IDI apertures are the same as for filter on 
128°VX with input impedance about 85 Ohm). 
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Fig. 6. Frequency response of the filters on 
49°YX (a), 64°YX (b), 128°YX (c). 

Development of ring filters with 
insertion loss of 1 dB 

Development of ring filters taKing into acco- 
unt mentioned investigations was realized by succe- 
sive appToxiJiations using computer programs on the 
basis of the equivalent circuit model [51. Besides 
in leaKy SAW filters on 49°YX, 64°YX the insertion 
losses are determined under all things being equal 
by propagation losses which depend essentially on 
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c -40 
o 
^J 

CD 
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-60 

-70 
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the distance between IDTs and metallization area 
between them and this was the reason to optimize 
filter topology by decreasing the distance between 
IDTs and RMSCs and width of bus-bars. The experi- 
mental patterns were fabricated in the intervening 
stages of the development. Insertion losses and 
filter input/output impedances were carefully mea- 
sured and the calculations and filter topology were 
corrected. Frequency responses of ring filters on 
49°YX, 64°YX, 128°YX are shown in Fig. 6.8. Input/ 
output IDTs are unweighted. Measured input impedan- 
ce charateristics of the filters are shown in 
Fig. 7. As will be seen from Fig. 7 at the center 
frequency filter input impedances are close to real 
and are 85, 120. 110 Cta for 128°VX, 64° YX, 49° YX 
respectively. The filters have been connected to 
loads equal to measured input/output impedance of 
the filters at the center frequency (Fig. 7), which 
has allowed to eleminate the mismatch losses and 
losses in the matching networks. At 45 MHz the ring 
filters have shown very low insertion losses from 
0. 8 to 1 dB, 3 dB fractional bandwidth from 2 to 
5 '/. with very low ripple of 0.1 dB, stopband atte- 
nuation over 50 dB at 10-33 '/. offset from the cen- 
ter frequency. The filter characteristics are tabu- 
lated in Table 2. Measured Phase responses for de- 
veloped filters are presented in Fig. 8. Ring fil- 
ters have linear Phase characteristics with the 
phase shift of + 180° at the 3 dB fractional band- 
width from 2 to 5 x depending on LiSkC3 cut. Using 
such frequency dependent elements with insertion 
loss of 1 dB in the amplifier feedbacK loop it is 
possible to develop low noise and low power consum- 
ption SAW oscillators and voltage controlled osci- 
llators. SAW filters for 146-174 MHz low power 
transceivers are presented in Fig. 9-11 as examples 
of applications of developed filters. Fig. 9 shows 
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11. Frequency response of the cascade of 
164. 5 HHz unweighted filters on 128°YX. 

two 

frequency response of 148 HHz filter on 128°?X. 
Similar filters were developed for the frequencies 
of 164.5 and 172.5 MHz. At 50 Ohm filters have 
shown insertion losses about 1 dB, 1 dB bandwidth 
of 2-2. 3 HHz, the stopband attenuation around 60 dB 
at 25 HHz offset from the center frequency. Chip 
size is 5x4x0.7 im To increase the selectivity at 
low offsets froni the center frequency the Phase 
weighting should be used and at great offsets - ca- 
scading. Frequency response of 172.5 HHz filter 

Fig. 12. Photograph of the 
ters. 

developed ring SAW fil- 

with phase weighted IETs is presented in Fig. 10. 
The Harming weighted IEfls were 43 A long. Stopband 
attenuation at 5 z offset from the center frequency 
increased UP to 55 dB and the insertion losses im- 
pared UP. to 1. 5 dB Fig. 11 shows frequency respon- 
se of the cascade of two unweighted filters at 
164. 5 HHz. At 50 Ohm such structure has shown in- 
sertion losses below 3 dB and stopband attenuation 
over 90 dB at ± 25 HHz offset from the center fre- 
quency. The filter characteristics are tabulated in 
Table 2. The filters can be mounted in planar pac- 
Kages compatible with SHT (Fig. 12). The developed 
low loss SAW filters can be used both in front-end 
stages of the mobile radio transceivers, increasing 
their sensitivity and image-frequency rejection, 
and in final stages reducing their power consuupti- 
on, size and weight. 
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Table 2. Summary of results for low loss ring SAW filters. 

Characteristics 

Y-cut plates of LiBb03 

49°YX 64° YX 128°YX 

Center frequency, HHz 44.5 45.3 45.3 146-174 172.5* 164. 5«« 

3 dB fractional bandwidth, v. 5 3.7 1.8 1.8 1.8 1.4 

Insertion loss, dB 1 1 0.8 1 1.5 2. 5 

Stopband attenuation at offset 
(Z) from center frequency. dB 55 (33Z) 55 (21Z) 55 (10Z) 55 (10Z) 55 (5Z) 90 (10'/) 

Shape factor (3-40 dB) 3.2 3.4 3.3 3.3 2.5 3 

Passband ripple, dB 0.1 0.1 0.1 0.1 0.1 0.1 

Chip dimensions. um 9x6x0.7 9x7x0. 7 16x9x0. 7 5x4x0. 7 5x5x0. 7 8x5x0. 7 

filter with Phase weighted IDTs, *« - the cascade of two filters 

Conclusion 

Developed SAW ring filters with RHSCs have 
demonstrated very low insertion losses of 0.8-1 dB 
and fractional bandwidths of 2-5 7. on different 
LiHb03 cuts. To extend the bandwidth leaky SAW on 
49°YX and 64°YX are used. Careful analysis of the 
losses in RMSCs, TEE suppression, mismatch, con- 
duction, and propagation losses allowed to obtain 
very low insertion losses and low ripple. Presen- 
ted filter Phase characteristics with linear Phase 
shift of ±1800in the passband are very promising 
for low noise SAW oscillators and voltage cont- 
rolled oscillators. The series connection of these 
filters Yields excellent selectivity as well: 164.5 
HHz cascade of two filters on 128°YX has provided 
insertion losses below 3 dB and stopband attenuati- 
on over 90 da The presented filters for 146-174 
MHz transceivers have small-sized chip and no mat- 
ching networks which allow to achieve optimum mass, 
dimensions and cost for the similar class of the 
low loss SAW filters. All these features allow to 
infer that developed SAW ring filters will be wide- 
ly used in the electronic equipment. 

AcKnowledgement 

[21 R. E Brown, "Low-Loss Device Using Hulti- 
strlp Coupler Ring Configuration With 
Ripple Cancellation", in Proceedings of 
the IEEE Ultrasonics Symposium, 1986, 
pp. 71-76. 

[3] F. Sandy and T. E. Parker, " Surface Aco- 
ustic Ware Ring Filter", in Proceedings 
of the IEEE Ultrasonics Symposium, 1976, 
pp. 391-396. 

[4] W. Pollock, J.Schofield, R.F. Hilson, R.J. 
Hurray and I. Fllnn, "Low-Loss SAW Filter 
Using Single-Phase IDTs And So External 
Tuning", in Proceedings of the IEEE Ul- 
trasonics Symposium, 1983, PP. 87-92. 

[5] S. Dobershteln, V. HalYUkhov, K. Hikola- 
enko and V. Razgonyaev, "Use of Self-Re- 
sonance Approach For High Selectivity Low 
Loss SAW Filters", in Proceedings of the 
IEEE Ultrasonics Symposium, 1992. 
PP. 151-154. 

[61 R Hlkita, Y. Kinoshita, R Kojima and 
T. Tabuchi, "Phase Weighting For Low Loss 
SAW Filters", in Proceedings of the IEEE 
Ultrasonics Symposium, 1980, PP. 308-312. 

Authors gratefully acknowledge the assistan- 
ces of T. Harina for fabricating the SAW chips, 
V. Hokhrina and T. Slobodskikh for editing the ma- 
nuscript. 

[7] P. Qui, C. Zhao and Z. Shi, " SAW Group- 
Type Hultistrip Coupler", in Proceedings 
of the IEEE Ultrasonics Symposium, 1987. 
PP. 107-110. 

References 

[1] C.S. Hartmann, "Future High Volume Appli- 
cations of SAW Devices", in Proceedings 
of the IEEE Ultrasonics Symposium, 1985, 

PP. 64-73. 

[8] RHikita, T. Täbuchi, RKoJiroa, A.Hakago- 
shi and Y. Kinoshita, "High Performance 
SAW Filters With Several New Technologies 
For Cellular Radio", in Proceedings of 
the IEEE Ultrasonics Simposium, 
pp. 82-92. 

1984, 

336 



1994 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM 

A SAW RESONATOR FILTER EXPLOITING RMSCs 

E. Danicki 
Polish Academy of Sciences, 21 Swi§tokrzyska Str., Warsaw 00-049, Poland 

Abstract 

Reversing multistrip couplers are applied as reflecting 
structures in the double channel SAW resonator filter. 
The reflection is purely electrical. Double channel op- 
eration of the resonator is advantageous for many rea- 
sons, one is that the resonator performance does not 
depend on the position of interdigital transducers in 
the cavity region, the feature that otherwise can be ob- 
tained by using much more complicated unidirectional 
transducers. The theory of RMSC is presented based 
on spectral analysis of the field in a general srutucture 
with nonidentical acoustic channels (as in RMSC beam 
compressor). Scattering matrix is derived. Final rela- 
tions for SAW resonator filter are presented as well as 
some experimental results, including that obtained for 
"chirp" dispersive RMSC. 

1    INTRODUCTION 

Usefulness of reversing multistrip couplers (RMSC) [1] 
as components of SAW devices has long been unrecog- 
nized, probably because of lack of its theory. Recent 
theoretical and experimental results [2-6] show how- 
ever that their unique properties can be advantageous 
in some applications, primarily in SAW resonators of 
low Q factor and wide tuning range. 

The theory presented in next Section is based on the 
Bl0tekjaer's method of analysis [7]. RMSC is consid- 
ered operating at its fundamental frequency, however, 
neglecting bulk waves, the results can be extended to 
the second overtone (twice the fundamental frequency) 

where RMSC works equally well. The theory presented 
below is a generalization of that given in [8] by allowing 
different strip dimensions in both acoustic channels. 
The main difficulty in the theory is caused by small 
parameters which must be carefully treated. 

In reward, the theory of SAW resonator utilizing 
RMSCs as the resonator reflecting structures is excep- 
tionally simple. This is because of double-channel op- 
eration of the resonator so that SAW excited by an 
IDT placed in the cavity region makes full round be- 
fore it returns back to the IDT from its other side. 
In typical SAW resonator exploiting grating reflectors, 
SAW enters the IDT, from the same side, immediately 
after being reflected by the reflector. This makes such 
typical resonator sensitive to the IDT position within 
its cavity region [11], while the resonators exploiting 
RMSCs are not sensitive on that position. 

2    THEORY OF RMSC 

There are two acoustic channels in the considered 
RMSC (Fig.l), having aperture widths W and W", 
strips are 1w' and 2w" wide there. The strip period 
in both channels is A = 1-K/K. Strips are periodi- 
cally interconnected between the channels, and some 
are grounded, the pattern is periodic with period 3A 
which will be considered close to the SAW wavelength. 
This allows us to neglect Bragg reflection of SAW re- 
sulting from the strip elasticity and perfect conductiv- 
ity, and to neglect bulk waves. Thus we can take full 
advantage of the theories presented in [7-10]. 

aH 
% 

a. 

W 2w' 

W" 2w" 5N-1 

=> a 

U= a 
R 

*£ 
f=*fi 

Fig.l. General pattern of RMSC. 

2.1    Theory of Periodic Strips 

A harmonic wave-field exp(jut — jkx) on the surface 
of piezoelectric body is characterized by angular fre- 
quency w, wave-number k, and complex amplitudes of 
electric potential <j>, electric field £j| = —Vx<f>, surface 
electric charge density AD±, a quantity proportional 
to the particle displacement U [10] and to SAW ampli- 
tude a = y/w/2U, which is related to the SAW Poynt- 
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ing vector magnitude II = |a|2/2. The relations be- 
tween these quantities, which sufficiently characterize 
the stress-free piezoelectric halfspace, are [10] 

U = ^Te{-<i> + ftjffADj.) 
|*|(|fc| - kv)<t> - (\k\ - k0)AD±/ee) = 0 

where kVi0 - SAW wavenumbers at free and metallized 
substrate surface, K

2
 = Av/v = (k0 — kv)/kv, te - 

surface dielectric permittivity. 
Following the method [7] the wave-field under the 

periodic strips is represented by series 

E]{ = Ene~^+"K>,    En = amS„_mPn_m(A) 
ADX = Dne-Xr+nK>, Dn = -jeeamPn_m(A) (1) 

and similarly for U, where r 6 (0,K), m = —1,0,1, 
A = Kw (w = w' or w"), and P„ is Legendre function. 
Proceeding further with the method, one obtains that 
the strip admittance Y — I/V where / is the strip cur- 
rent and V is the strip electric potential, depends on 
r. That is also the case of f/o,-i, which are quantities 
related to the amplitudes of forward, and backward 
propagating SAWs (a0,_i). In the considerations be- 
low we apply assumption of small value of |A|, that is 
P„(A) « P„(0) + A^P_„(0) [12], to obtain 

v      l       -o       u{? - rv)(K - r - rv)   .       r 
Y - — = j2oj(eP) <±- '- sin tr— 

V (r - r0)(K -r-r0) K 

p - W   P-rMA)      k, _  *. + *«    ,   A*    2 
F-WP-r/K(-A)'k ~      2      + V 
U  = V       2K^        K-(r~ PK) - k'    .       r_ 
Up AP_r/*(-A) (r - r0){K - r - r0) ^V 

(2) 
where rv and r0 are wavenumbers of SAWs propagating 
under free and sfort-circuited strips, correspondingly, 

r. = *[l_^(l-£)]-t^Afr(2-fr) m 

r0 = fe[l+V(l-F)]-^AK2-i) 

2.2    RMSC Beam Compressor 

In RMSC, the strip pattern has period 3A, thus the 
pattern wave-number is K' = Kß = K", equal in both 
acoustic channels (' and " mark quantities in the upper, 
and lower acoustic channels, for example be r'0 and A' 
should be applied in the above relations concerning up- 
per channel). Thus, following the Floquet theorem, we 
apply following expansion for discrete wave-field com- 
ponents at the n-th strip center 

{ V"(n)  } ~ <L {  v«  | W 

and similarly for /'(n) and I"(n), where 6 is unknown 
yet. Below, we will consider RMSC working near its 
center frequency, where r0iV PS K'. Noticing that r 
(see previous Section) is now rm — 6 + mK', we expect 
a solution in 6 PS 0. Substitution of rm into Eqs.(2) 

yields Ym and Up     as follows (indices ' , " dropped) 

Yo « 0, U% (o) 0, u<3 0, u (1) 
-1 o,u{ 

(2) 0 
y1|2 = jy/3ueeP(K' ± 6 - rv){K' ± 6 - r,,)"1 

U, (1,2) , K^/3ee Vi, 
(5) 

AP.1/3(-A)K'±S-r0' 

The eigenvalue problem is formulated as a set of 
equations obtained from the Kirchhoff's laws applied 
to strips in one period, in our case to strips 0,1,2 in 
both acoustic channels (Fig.l, below we apply nota- 
tions a = exp(—jK'K), z = exp(—j8K); useful identi- 
ties are a3 = 1, I — a = —jy/3a2,l + a = —a2) 

v„' = -A' aVj, VI' = 
1 —a a -1 ' V{ 
1 -1 z —z n 

Y{ Yi y," Yi' V{' 

Y{ aY2' azYf zY2" \ L^2" 

-avl  —a V2 

= 0 (6) 

With new notations (' and " dropped, p = 1,2) 

Vp = 
_ K'-(-l)n-rv X 

K'-(-l)P8-r0'"      V P" 

the determinant of Eqs.(6) that must be equal zero is 

bi sin( 6\ 6\ 2  +f) + 2/2sirn 2 »)] 
xfj/'/si^f+ |) + y2'sin(f-|)]+ 
(^2/i + ^i')(^2 + ij/2')sin2| = 0 

(8) 

Below we apply possible choice X = 1 for the sym- 
metry reason, and that there are A = cos Kw' in the 
upper channel and —A = cos Kw" - in the lower chan- 
nel, as well as r'v = rv<0 — cA and r" = rv<0 + cA, 
correspondingly, where c is constant (3). These ap- 
plied parameters allow to rewrite the left-hand side of 
the dispersive Eq.(8) in form 

. ..8K.tr. .  ,8K 
\pvm0 sin(— + -) + mvp0 sm( — 7)]

2 + 3p0pvm0mv 

where pv>0 and ra„|0 are evaluated for A = 0 as follows 

dv = K' - rv,    pv = dv + 8,     p0 = d0 + 8, 
d0 = K' — r0,    mv = dv — 8,    m0 = d0 — 8. 

To solve Eq.(8), we appply substitution 82 

x) that helps us to obtain two solutions 
d0dv{\ + 

8X = d0dv, 82 d0dv[l + -7z(rv ro)}        (9) 
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One easily notices that there is a stopband where 
d0dv < 0. This is the common stopband for all four 
wavenumbers ±<$i and ±82 resulting from the above 
solutions. The corresponding modes propagating in 
the area of RMSC are discussed in next Section. 

2.3    Uniform RMSC 

For the simplicity reason, further considerations will 
concern uniform RMSC having two identical acous- 
tic channels,  W  =   W", A' A" 0 r'   = 
etc. This simplifies solutions for eigenvectors associ- 
ated with eigenvalues 6n. From (6), one obtains eigen- 
vectors (independent on the sign of Sn) 

±<5i : < 

V{ = A {  V{ = ßB 
V± = A 

±62 : 
1   V± = ß*B 

Vf = A ]   V{' = ß*B 
V2" = A l  V2" = ßB 

(10) 

where ß = l+j2/\/3, and A, B are arbitrary constants. 
Most important however, are SAW amplitudes, or U, 
which can be evaluated from (6) (An- constant) 

±*„ : U0
(n) An 

U. "(») 
K> ± 6   - 

A„ 
K' ±6n-r0 

-1        K> T6fl-r0 

uy = An 
K> Ttn-r0 

(11) 
In boundary conditions at both bounds of the RMSC 

area, we will compare wave components having the 
same phase velocities (see discussion [10] about bound- 
ary conditions being the approximations to true ones 
concerning both particle displacement ~ U, and stress 
~ dxU. The discussion that follows helps to interpret 
wave-fields associated with Un which interpretation 
is independent on the channels thus allowing indices ' 
and " to be temporarily dropped. 

On the strength of Eqs.(l) and (4) we have these 
ampplitudes involved in the wave-field 

lj(")e-i(6+K')x + f/(»)e-j(«-A-> 

For 8 = +6n this can be rewritten in form 

where the first component is a forward propagating 
wave which decay along its propagation path (provided 
that the sign of 8 is properly chosen), and the sec- 
ond component is a backward propagating wave, which 
phase velocity is opposite to direction of its decaying. 
For 8 = — 8n we can write 

u[%ne-ttK'-s»> + <?(*'+'*>] 

which interpretation is similar, but this time the for- 
ward wave propagates left, where 

7„ = (K' + 6n-r0)(K'-6n-r0)-
1        (12) 

Summarizing, the wavefield in the RMSC area, eval- 
uated at the k-th strip center, is 
- in the uppper channel (aq

p - a wave amplitude) 

akate-j6lkA -jSikA_ 
1C +a-K7iajre-J"1";"-|- 

ahiiafeS'lkA + ar*aj- ejhkA+ 
/?afca+e-J'*2fcA + ß*a-ky2a+e-js*kA+ 
ßaky2a2e

jS*kA + ß*a-ka2e
j6*kA, 

- and in the lower acoustic channel 

akaf e-jSlkA + a-
ky1a+e-:>6lkA+ 

akjia^ejSlkA + a-
ka^ej6lkA+ 

ß*aka+e-j62kA + ßa-
ky2a+e-j62kA+ 

ß*aky2a^ejhkA + ßa-
ka2e

j6*kA. 

RMSC spans over x G (SNA, SNA), and there are 
incident SAWs at both its boundaries (Fig.l). Bound- 
ary conditions concerning wave components propagat- 
ing right and left in both channels, compared sepa- 
rately, are (Zp = exp(-j6p3NA), p = 1,2) 

aL    bt    aR bR ]    = 
Zf1    71^1 ßZ2

l      ßliZ2 

Zi1    7lZ, ß*Z2~1    ß*72Z2 

7i^i     V ß*j2Z2    ß*Z^1 

. TlZi     Zr1 ßj2Z2      ßZ;1 

r«n 
a2 

.  a2 

(13) 

and similarly for the scattered waves, which solved, 
yield the scattering matrix of RMSC 

I al    bl    aR    bR f = 
^•(ra-rp >?r,-i9'r3 ßT^-ß'T* ß'jr,-^) 

ß-ß* ß-ß' ß-ß' ß-ß* 
ßT2-ß*Ti ß(T1-T2) /?(Ti-T2) ßT2-ß'Tx 

ß-ß'                ß-ß'               ß-ß' ß-ß' 
ßTi-ß'Tt ß(Ti-T3) ß^-Ti) ßTi-ßTi 

ß-ß'                ß-ß'               ß-ß' ß-ß' 
ß'jTi-Tj) ßTt-ß'T2 ßT^-ß'Tt ß'(Y2-V{) 

ß-ß-                ß-ß'               ß-ß' ß-ß' 
4      bL      aR      bR   } 

(14) 
1 _ e-J*»12JVA n _ -,2\e-j*n6iVA 

" = ^" 1 -y2e-}6n12NA> Tn =    l _ j2e-jSn12N\ 

For small Av/v, there is 8\ PS 62 and thus Ti « T2 = T 
and 7i « T2 = T, which are (it = (k0 + kv)/2 = u/v) 

■■ tan kL\J p — K
2 

1 + j   r± tan khJp - K? 
f = 

k-K' 
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T=[coskL\/p-Ri+j f 
v/72" 

:Sin kLs/p 

where R = K
2
/3 and L = 6/VA is the length of RMSC. 

It is interesting, that if a£ = 6j and aZ = bZ then 
i/L does not depend on T2, and aR — vR bft does 

not depend on T2, and thus on S2- In such a plane 
wave operation (aj = &L!njj — &jj)i only one mode 
exists in the RMSC area, namely this associated with 
£1. The reflector stopband is (2/3)Av/v relatively, and, 
in the center of it, the SAW decaying coefficient is rel- 
atively high, equal (27r/3)Att/u on a wavelength. In 
normal double-channel operation, these properties are 
only slightly disturbed by the small difference between 
6\ and 62, leading to a small SAW backward reflec- 
tion into the channel of incident wave. This backward 
reflection can be neglected for weak piezoelectrics. 

3    RMSC RESONATOR 

The simplest case of a double-channel RMSC resonator 
filter is considered. There are two identical IDTs in 
both acoustic channels, which are characterized by 
their P-matrices as illustrated in Fig.2 [10]. 

If we apply uniform transducers having fingers with 
the same period A as in RMSCs, there will be 3 strips 
per wavelength (with every third strip 'hot' and others 
grounded). SAW wavenumber is r0 under such system 
of strips. The IDT having M 'hot' fingers has SAW ra- 
diation conductance G0 « 3u>ee(Av/v)W(M2 — M + l) 
which value can be assumed valid in the entire narrow 
frequency band of interest. It is convenient to include 
the static capacitance CT of the transducer to its load- 
ing Rn by substitution \/Rn with l/Rn + JUCT- 

From Fig.2 one obtains (below we replaced 
rexp(—jr0L') by T for shortening notations) 

In = V2G~0(a+ + a~) + G0Vn, n = 1,2 
a+'-(l - r2) = sßtß(V1T+ V2)T 
4'-(i - r2) = y/G7/2(v2r + vor 

which yield 
r Go ' 1 + r2 2r Vi 

2 1-r2 2r 1 + r2 v2 
(15) 

Four one-port configurations are 
• IDTs connected parallelly (V = Vi = V2, I = h +h) 
or in series (I = I\ = I2, V = V\ + V2), where 

7 = G'0(i + r)(i-r)-1v) (16) 

• or connected antiparallelly (V = Vi = — V2, I = I\ — 
I2) or in reversed series (7 = I\ = —I2, V = V\ — V2), 

I = G'o{l-T)(l + T)-lV, 

where G'0 = 2G0 for parallel, and G'0 = G0/2 in series 
connections. 

For natural two-port operation, the input admit- 
tance of the resonator filter, which other IDT is loaded 
by impedance R2, is (except JOJCT) 

Y
-V1-

GO
T^X2^'

X2
-TTR1G'O     

(18) 

and the insertion loss of the filter defined by IL ~ 
— log|5| where S = 2V2/E. and R\,E characterize 
the source, results from 

AR2G0 T 
(l + R1G0)(l + R2G0)l-X1X2T2        K   ' 

(X\ is defined similarly to X2). It is interesting that 
S ~ T if either X\ or X2 is equal zero. Matching one 
port of the filter to make X2 — 0 {X\ > 0 assumed), 
one will measure the filter frequency response that re- 
sembles to the RMSC reflection coefficient |T(/)|, with 
its flat passband, if TV is sufficiently large. 

There are two distinctive cases of T (including the 
term exp(— jr0L')) at the center frequency / = 0 
• r2 = — 1. In this case the distance between RMSCs 
counts an entire number of wavelengths. There is 

Y = 0       if R2 = 0, 
Y — 00     if R2 = 00. 

(20) 

• r2 = 1 is the other case, where RMSCs are addition 
ally separated by one eighth of the wavelength, 

y = 00     if R2 = 0, 
y = 0       if R2 = 00. 

(21) 

In both cases Y = G„ if R2 = 1/G0. 
In conclusion, the second case is proper for a pass- 

band filter, which insertion loss is minimal at the cen- 
ter frequency, and the first case is proper for a comb 
or band-rejecting filter (for Xn > 0). 

IDT     h 1 Vi V2 T h     IDT 

 UL !  

2G0a,2 

RMSC 

s/Go~j2V2]a- 

SAW AX 

(17) 

Fig.2. RMSC symmetric two-port SAW resonator. 
(Remark: At the second overtone frequency, r/K appearing 
in Eqs.(3) is twice as much. This reduces r0 — rv, and R in 
Eqs. (14), thus the RMSC relative stopband, by half.) 
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4    EXPERIMENT 

An experimental resonator has been made on YZ 
LiNb03 substrate. A fully periodic structure of strips 
was applied (the case T2{f = 0) = -1, Sec.3), RMSC 
included 240 strips each (80 wavelength, however ev- 
ery twelfth pair was short-circuited to prevent electric 
potentials arrising on the RMSC bus-bars), 192 strips 
placed within the cavity region included two IDTs with 
10 'hot' fingers each (three strips per wavelength; the 
remaining strips were grounded), similar transducers 
were placed outside the device for making the RMSC 
reflection coefficient measurements (Fig.3). The aper- 
ture widths of both acoustic channels were 2mm, sep- 
arated by .1mm. The strip period was 16/mi (50% Al 
metallization). On ST quartz, a similar structure was 
made, but in spite of 1200 strips included in RMSCs, 
the number was far too small for obtaining |T| ~ 1. 

*:REF 

C     dB 

B:REF 
(tfW.PI 

K      deg 

MKR 
T/R 

a 

71   600 000.000 Hz 

-21.0535 deg 

DIV ntV CFNTFR      71    fiflPI   RPIR.RRF1   Hr 
4.000 100.0 SPflN       2  000  000.000  Hi 

RBW:   IBB  Hz   ST:40.2   sec   RANGE'.R-     B,T-     0dBm 

Fig.3. IL for outside IDTs, a function ~ |T(/)|. 

The saddle in IL~ |I\/)| shown in Fig.3 is explained 
by the strip resistivity (similar effect has been observed 
in typical Bragg Av/v reflectors [13]). Applying the 
theory presented in Sec.3, one may check that the cur- 
rent J flowing by the RMSC bus-bars is proportional, 
in its stopband, to {\JK

2
 - f2/H)a, where a is the inci- 

dent SAW amplitude. The power loss on the bus-bars 
resistance is ~ \J\2, which gets its maximum at the 
stopband center. This causes the RMSC reflection loss 
seen in Fig.3. Another experimental results will be 
presented in a number of self-explaining figures. 
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In spite of severe distortion of amplitude response, the 
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Abstract Big adaptors in SAW devices cause cross- 
talk. This problem was solved employing direc- 
tional couplers (DC) made of miniaturized micro- 
interdigital transducers and microacoustic waveguide 
(WG). They were made by deposition of Al-strips, 
using microlithographic technology. This enables to 
avoid dispersion, to increase efficiency, and to inte- 
grate several DCs on the same substrate. A coupling 
of DC of ~ 25dB for the DC was obtained and, by de- 
positing between the WGs, horizontal dashed micro- 
lines as perturbation, frequency displacement, be- 
tween transmitting and receiving WGs was obtained. 

The RF input circuits employed in electronic 
warfare are based on the principle of channelizing fre- 
quencies. The ideal solution for channelizing frequen- 
cies is to employ niters based on surface acoustic wave 
(SAW) technology. But because of losses and the need 
of big adaptors, which cause cross-talk, SAW technol- 
ogy has, so far, not been usedJ1'2' 

In order to solve these problems, directional cou- 
plers (DC), able to channelize frequencies, on the basis 
of frequency selectivity characteristics, combined with 
periodical perturbations, has been devised.^ 

In this paper, miniaturized SAW directional cou- 
plers are described. Micro interdigital transducers and 
micro-acoustic waveguides were made by employing 
deposited aluminum strips. Both the width and the 
spacing between strips are 80-100/im. 

The micro-size of the fingers of the interdigital 
transducers reduces the input capacity of the device 
to negligible values. The guiding of the acoustic waves 
avoids dispersion, increases the efficiency of the de- 
vice, and enables the integration of several devices on 
a single substrate. 

On the basis of micro-waveguides we developed 
micro-directional couplers. In Fig. 1 the frequency re- 
sponse of the signal in the transmitting and receiving 

waveguides of DC is shown. As can be seen, the differ- 
ence between received and transmitted signal at the 
central frequency is about 25 dB. 

fc..,».H 10U    H A& »0  < IU/      f cr -■> i. t,> 

•8. »a at o Mr 

V \ 
V 

-rJ— \ ,.» 

[ft to '   1 'Hi WW>w 

- 

20.000   000  Mtlt STOP   t40.ooo.see «n. 

frt»* 
Fig. 1.   Signal vs.   frequency of transmitting (lower 
curve) and receiving (upper curve) waveguides. 

Assuming that the propagated transmitting (A) 
and receiving (B) waves in waveguides are: 

A = D cos(CZ) 

B = Dsm(CZ) 

(1) 

(2) 
from Eq. (1) and (2) the coupling coefficient (C) is 
obtained: 

C = t3.xT1{A/B)/L (3) 

where A is the output signal from the transmitting 
waveguide, B is the output signal, from the receiving 
waveguide, D the input signal, and L is the length of 
the waveguides. 

Comparing the characteristics of (1) and (2) to 
that seen in Fig. (1), a similar behavior was observed. 

Inserting perturbations in between the two 
waveguides of the DC, creates frequency selectivity 
of the received signal. 
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The most efficient perturbation which leads to 
the best, so far, obtained selectivity had the shape 
of strips, parallel to the waveguides. In Fig. (2a), 
one type of DC with perturbations is presented. The 
signal response of both the transmitter and receiver 
waveguides as a function of frequency is shown in 
Fig. (2b). A displacement of the central frequency 
(of about 10 MHz) in the receiving waveguide, as 
compared to the central frequency in the transmitting 
waveguide, can be seen. 

Fig. 2a. Schematic view of a directional coupler. The 
upper part is transmitting, the lower is receiving, and 
in between, the dashed microline is used as perturba- 
tion. 

IOdB/REF-75dB 
log MAG 

[dB] 

20        40        60        80       100       120 

frequency   MHz 

Fig. 2b. Signal response of both the transmitter and 
receiver waveguides vs. frequency. 

The ratio (log MAG, Fig. 2b) between the trans- 
mitting to receiving waveguides, is about 1. Verti- 
cal and other types of perturbation strips have not 
given any frequency selectivity of the propagated wave 
from transmitting to receiving waveguides in the di- 
rectional coupler. The mechanism, due to perturba- 
tions, which affects the transmitted signal in the di- 
rectional coupler, was studied by modifying the width, 
length, interval and position in the interval between 
the waveguides. A very interesting measurement was 
made for a continuous strip between the waveguides. 
For small width (d < 16^im) all the coupled signals 
in the transmitter are reflected and scattered. This 
shows that the perturbation strip, for a given critical 
width, acts as a scattering and reflecting element. For 
d > 16/im the perturbation strip acts as an intermedi- 
ate waveguide between transmitter and receiver. The 
studies of the influence of spacing between the strips 
on the frequency selectivity of the transmitted signal 
is currently being studied. The frequency selectivity, 
produced by the perturbation, was studied in order 
either to devise a frequency channelizer or to improve 
the existing type of niters. In addition, the realized 
integrated micro-directional couplers, which enabled 
to reduce the input capacity, have made the adaptors, 
which were the source of cross-talk, unnecessary. 
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Abstract 

The influence of external static forces on the SAW velocity is 
computed in a case of circular plates (membranes). Pressure and 
radial in-plane stress sensitivities of the SAW velocity at any point on 
the surface of thin membrane as a function of a-quartz crystal 
anisotropy are presented by sensitivity contour mapping from two 
independent variables: direction of the SAW propagation and cut 
angles of a-quartz substrate. Both pressure loading and radial in- 
plane symmetrical force loading theoretical sensitivity values are 
compared with experimental ones in the case of circular (membrane) 
plates Both experimental and theoretical results are in good 
agreement. 

Introduction 

For reduction the sensitivity of SAW devices to mechanical and 
thermal perturbations several cuts for a-quartz have been proposed 
[1-3]. One of them so-called "STC-cut" (G>-0 ; &-41,S ;'P-46,89 ) 
have been obtained by B.K.Sinha [4 ] and another cut so-called "TG- 
cut" (<3?=0; 4»=-10 ; *y=30) have been introduced by G.Theobald et 
al [5]. These planar isotropic stress compensated cuts exhibit a 
sensitivity to dynamic thermal effects with one order of magnitude 
less than that for STX cut of a-quartz[4,5). But for applications of 
quartz resonators in the development of pressure sensors one seek 
the orientations which have a large sensitivity to pressure loading and 
small sensitivity to in-plane all-round force compression of tliin 
membranes. 

The problem of propagation of SAW in pre-strained medium is 
transformed into separated problems: calculation of the bias and 
calculation of the wave propagation by using linearized equations. 
When the solid is subjected to a homogeneous bias, the equations of 
motion and boundary conditions in terms of effective elastic 
constants can be solved in a straightforward manner However, 
when the biasing siate is inhomogeneous, the effective elastic 
constants are position dependent and a direct solution of the problem 
is not possible. In the later case, a perturbation procedure is more 
suitable for computation of small changes in the elastic wave 
velocity. This method allows to investigate the influence of 
inhomogeneous stress gradients on the surface wave propagation, 
when the active length of SAW device expands over region of 
significant stress gradients 

Moreover, a major problem in such studies is to determine a 
biasing deformation state of the plate which is strongly influenced by 
the plate geometry and mounting supports of the device. Last time 
for explaining some discrepancies between theoretical and 
experimental sensitivities of SAW devices to acceleration and 
dynamic temperature effects have been employed the finite-element 

method (FEM) to obtain the real stress distribution in the part of the 
plate where SAW device fabricated [6-7 ]. 

In this paper we numerically analyze a general expression, relating 
a fractional velocity shift of SAW to a pressure loading of plate 
surface and radial all-iound and pair diametrical symmetric iu-piane 
force loading of thin circular arbitrarily anisotropic plates. The 
velocity shifts are calculated by the perturbation method [1]. All 
necessary independent displacement gradients induced by external 
forces are derived analytically at any point of the membrane surface. 
So, we can predict the frequency shift for a SAW resonator at any 
point on the surface of thin circular plate. 

The problem of the pressure sensitivity is considered from a 
general point of view as location coordinates of SAW resonatois on 
the surface of plate. The cut orientation of substrate and direction of 
SAW propagation are chosen to achieve an extreme sensitivity. For 
circular quartz plate results are given by contour mapping of the 
pressure sensitivity for dual channel differential SAW pressure 
sensor as a function of the crystal anisotropy. For any SAW 
propagation direction we, using the analytical relation for relative 
change of SAW resonator frequency, optimize the location 
coordinates of two SAW resonators on the surface of membrane to 
achieve an extreme the sensor pressure sensitivity. For all-round 
isotropic radial force contour compression of thin anisotropic plate 
our expressions for stress tensor components arc the same as for 
isotropic plate. In this case the components are not position 
dependent. However, for pair diametrical force loading of plate the 
substrate anisotropy plays important role and, as a result, the stress 
tensor components differ from that for isotropic plate. There are 
some cuts with both high pressure sensitivity and small all-round in- 
plane compression sensitivity in quartz ( for dual channel SAW 
sensor). 

Also, we present a contour mapping for all-round force 
compression of thin membrane (disc), a contour mapping of the 
temperature coefficient of SAW delay (TCD) and SAW 
electromechanical coefficient contour mapping. Comparing these 
figures one can choose optimal cuts and SAW propagation directions 
for SAW pressure sensor applications. 

SAW propagation in a ore-strained medium 

The propagation of surface waves in presence of quasistatically 
deforming states is governed by the equations of motion for small 
dynamic fields superposed on a bias. The perturbation method [8 ] 
leads to the first-order relative velocity change 

A 

Ju^Cijkl ukldy 

V0        2p<a^Ju*uidv 

AV (1) 

A 

qjU-Vjl +CijklmrF mn+Cijr^,n+CiiiklWj)n 
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Cjjjd are the effective constants that depend on the biasing state, 
Cjjk], is the second-order elastic, p denotes the mass density, Tij, Eij, 
Wij are the biasing stress, strain, and displacement gradient 
components, respectively, Cjiynm are the third-order nonlinear 
constants, u is the solution of the unperturbed surface wave with the 
velocity V0 and the angular frequency o>0. 

For numerical calculations we used the material constants for a- 
quartz have been obtained in [11 ]. For simplicity, we assume a 
quasi-pointual SAW propagation in small volume of plate part 
submitted to an homogeneous mechanical bias. Then, using (1) and 
(2), we can obtain the following relation for a local change of SAW 
velocity 

Fig.l. A schematic diagram of quartz membrane with dual channel 
differential SAW resonator structures with the collinear direction of 
SAW propagation. 

Pressure loading of membrane. 

We consider a circular piezoelectric plate of thickness h and in 
radius R with rigidly fixed boundary which is subjected to uniform 
pressure on one of its surfaces. Because of the plate is thin, a plane- 
stress distribution assumption is made. The static strains on the 
surface of membrane due to application of a uniform pressure P are 
[10] 

J.AV. +&■> •■■31 
x y 
RR 

(3) 

from which wc can predict the frequency shift of SAW resonators at 
any point of surface of plate. Here, the coefficients aj depend on the 
material constants both explicitly and implicitly through the SAW 
properties and may be computed for each crystal cut and propagation 
direction of the SAW, A is the such normalization coefficient that the 
relation (3) is valid for any membrane dimensions with the same 
constants a; and A=P*(R/h}2 

Fig.2. Schematic diagrams of circular plate subject to all-round in- 
plane compression, a pair of diametrical forces and two orthogonal 
pair of diametrical forces. 

'li 8Vh./    C IR./       \RJ 

12 4 I h/    CAR R 

u (2) 

here E] i, E22 and Ej2 are the strain tensor components, C is the 
coefficient, consisting of the following combination of elastic 
constants: 

C^Ai 1+A22)+2(A12+2A66)y8. 

whcreAijpCij-Ci3Cj3/C33, i,j=U,6, 
Other strain components are obtained from the surface free coadhion 
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The expression (1) is usually a function of nine displacement 
gradients. But, the plane-stress assumption and no rigid rotation 
condition in the center of plate, where the SAW devices is placed, 
may be reduce the expression (1) to a function only three stress 
coefficients. 

To obtain extreme values of sensitivity of SAW resonator, we 
must find all local maximum and minimum values of the function 
(3). It may be easy shown that one of them exists at the center of 
membrane with coordinates (x=0,y=0). Other extreme coordinates 
are in the contour line of membrane and they are determined from 
relation which gives us two roots 

tg^e + 2(ai -a2 )% tg9 -1=0, 

here, x=Rcos6, and y=RsinO describes a contour line of membrane. 
So, we have to choose only two extreme sensitivity coordinates 
among three ones to obtain the absolute maximum and minimum 
magnitudes of the function (3) on the surface of membrane. If we 
consider a case of one SAW resonator sensor, we must choose only 
the absolute maximum value of (3) to obtain the high sensitivity. 

hi a case of dual channel differential sensor, we have to choose 
both the maximum and the minimum values and difference between 
them allows us to reach a high sensitivity. The dual channel 
differential scheme of a sensor is more preferable than one channel 
scheme because of the first allows one to avoid or sufficiently to 
decrease a temperature influence on a SAW sensor (see Fig.l.). 

In-plane compression of thin anisotropic plates. 

The stress tensor components for this problem have been 
derived analytically for isotropic plate in [10 ]. But for anisotropic 
case there are some problems which may be resolved only by FEM 
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Fig.3a,b,e,d. A contour-mapping of pressure sensitivity of dual channel differential SAW resonator 
sensor. 

elements methods or by complex function theory for two- 
dimensional system as thin disc. It is known [ 10 ] that this problem 
are reduced to determination of two analytical complex functions Fi 
and F2 which may be written as follows: 

Fl fclHWlmfcl I 

F2(z2H3mP2m(Z2)= 
pta=<1'ii+Qi),n+(ii-Qi)m.      i-w *jm  ^'Y ■ij   -<,/ 

<*T 
0^) 

1/2 

'J   (1-ilij) 

where z\ =x+m y and z2 =x< p^y*nerc Hl^nd ^2 are the complex 
constants that are the combination of elastic compliances of plate 
material, R is the radius of disc. Am and Bm are determined from the 
Mowing boundary conditions on the contour line of disc: 

2Re[ Fi (Zl ) + F2 (z2 ) ]= -/Yn dt = fj(t) 

2Re[u] F, (z 1) +fx2 F2 (z2 )]= jxn dl = f2 (t) 

where Xn ,Yn are the coordinate projection values of external force 
loading the contour line of disc, t is the parameter of boundary line of 
disc. 

The stress tensor components are  expressed  in  terms  of 
derivatives of the functions F^ and F2 : 

Tl 1 = 2Re[ n2 Fl'(Zl ) +fi2
2 F2'(Z2)] 

T22=2Re[F1'(z1^F2'(z2)] 

T12 =-2Re[MFi,(z1><fi2F2,(Z2)] 
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Fig.4a,b,c,d. A contour mapping of SAW 
compression of circular plates. 
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sensitivity to all-round in-plane isotropic force 

For all-round in-plane compression of disc(see Fig.4 a) the stress 
tensor components T;; are identical with those for isotropic plate: 

Tn=T22=F/(hd),Ti2=0. 

This consideration would be incomplete, if we dont mention 
following circumstance. The problem of anisotropic plate 
compression can be resolved in closed form by complex function 
method in a general case, if one will use the well-known Shwartz's 
formula, which restores an analytical function inside of unit circle by 
it's real part on the boundary contour line[.13.]. The resulting 
expressions   for   functions  F^   and   F2   may   be   written   as: 

1 i«*+*. F1(.1<4)> = F1^) = ^——-^ Jfc2fl(t)-f2(t)]?r^dt 

F.^ce^F.^-.^-^l^w-f^t^dt 

where t is the parameter for boundary line which is the same for z, 
z\ and Z2 regions; Zj(^) is the conform transformation, that 
transforms the inside region |^| < 1 into the elliptical region 
Zj=x+ji;y. It should be noted that the all elastic anisotropy of plate 
disk contains only in two values: njand U2- 

Computational results and discussion 

Fig.3 gives the contour mapping of extreme pressure sensitivity 
(3) for SAW dual channel differential sensor as a function of Eider's 
cut angles of quartz plate <I> and 9 and direction of SAW propagation 
angle ¥. For any concrete values of Euler"s angles <I>, S and * the 
positions of two resonators are chosen to achieve an extreme 
sensitivity as described above such way. So, step by step we have 
completely investigated all cuts and propagation directions of SAW 
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Fig.5a,b,c,d. A contour mapping of SAW temperature coefficient of delay in a-quartz. 

in quartz with discrete angle step of 10 degree. It appears that this 
value of angle step is sufficient because the sensitivity value is a 
smooth of Eulefs angles O, ft and ¥. For numerical calculations we 
used the material constants for a-quartz in [.11.] and the following 
parameters: h=lmm, R=10mm, P=100 kPa. To obtain the real value 
of sensitivity 8V/V, we must multiply it to l.E-04. As one can see, 
there are some cuts of quartz which have nearly two times higher 
pressure sensitivity than well-known ST,X a-quartz with Euler*s 
angles (ON); $=132,75; W=0). One of them is the cut with angles 
GM), ft=140 with direction of SAW propagation of 40 degrees with 
respect to X axis of quartz. Previously, for certain cuts and SAW 
propagation directions in quartz the pressure-sensitivity contour 
mapping have been presented in [.12.]. 

Fig.4,5,6 present the contour mapping of all-round force 
compression, the temperature coefficient of SAW delay (TCD)and 
SAW electromechanical coefficient contour mapping. Comparing 

these figures one can choose optimal cuts and SAW propagation 
directions for SAW pressure sensor applications. For example, using 
the interception of contour line with zero value in Fig.4 and Fig. 5 we 
may select the cuts that possesses both temperature and all-round 
force compression insensitivity, simultaneously. Authors [ 4,5 ] by 
this way have selected well-known "TG-cut" and "STC-cut". Fig.4 
shows additionally two other similar points with Euler's angles <X>=20 
, ¥=127 , »=55 and <1>=20,<J'=125 ,»=36 . Using Fig.6 for contour 
mapping of SAW electromechanical coefficient, we find that selected 
above points are suitable for excitation of SAW. These values are 
approximately 0.04% and 0.05%, respectively. Finally, using Fig.3 
for pressure contour mapping we see that these cuts have pressure 
sensitivity values are 3.6 and 2.3, respectively, which are more than 
that for "TG-cut" and "STC-cut" approximately at 1.5 times. These 
sensitivities are realized with the following SAW resonator 
coordinates: one of them are (0,R), and another are (R,0) for Eulefs 
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Fig.6a,b,c,d. A contour mapping of SAW electromechanical coefficient in a-quartz 

angles <&=20 , ¥=127 , &=55 . For angles <t>=20 ,¥=125 ,£=36 
SAW resonator coordinates are: (0.4R,-0.9R) and (0.9R,0.4R). It 
should be noted that in both cases SAW resonators are placed at the 
boundary contour line of membranes. 

Since the relative change of SAW velocity at any point on the 
membrane surface due to pressure loading may be written also as: 

8V/V= cq ]Ti i(x,y)+a22T22(x,y;H- ai^T^foy) 

For all-round in-plane radial force compression of plate with constant 
magnitude the similar relation is not coordinate dependent and gives 

6V/V= cq i Ti i +C122T22  » 

here, ay are the coefficients, depending on material constants of 
plate. Unfortunately, comparing both above relations, we may expect 
that there no cuts and SAW propagation directions where would be 
both high pressure and extreme low all-round isotropic force 
compression sensitivity of SAW resonator. Sooner, there are cuts and 
propagation directions with both low pressure loading and low 
isotropic radial force compression sensitivity of SAW resonator. 
Really, our computation results presented in Fig.4 a,b,c,d show that 
if SAW resonator placed at the center of disc insensitive to pressure 
loading then also it as a rule insensitive to all-round isotropic force 
compression of disc. The points denoted by symbols "TG" and 
"STC" are the orientations of well-known "TG-cut" and "STC-cut" 
of quartz which widely utilizing for SAW resonator applications with 
extremely low sensitivity to pressure loading and all-round in-plane 
contour force loading of disc. 
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Fig.7. Force-frequency coefficient of SAW device placed at the center of ST-cut and STC-cut discs 
as a function of azimuthal angle \y. 
O- Sinha's experimental data [14], 
■,• - Bigler"s experimental data [ 7 ] for single pair and two orthogonal pair of diametrical force 

compession, respectively. 

Fig.7 a,b show force-frequency coefficients of SAW device on 
ST-cut and STC-cut as a function of azimuthal angle of force 
loading. Curves 1 and 2 correspond for a pair diametrical force 
compression with the magnitude F and two pairs of orthogonal force 
compression with the magnitude F/2, respectively. Solid lines 
correspond to anisotropic model of stress tensor Tij . Dashed lines 
correspond to isotropic model of stress tensor Tij. One can see that 
there is an excellent agreement between results with these two 
models for SAW resonator placed at the center of disc. Moreover, 
there are a good agreement between experimental measurements by 
authors [ 7,14 ] and our computational results. 

Conclusion 

A simple semi-analytical model is presented to predict a pressure 
and radial in-plane symmetric force compression sensitivity of SAW 
resonator located at any point of surface of quartz circular plates. 
This allows one to obtain an extreme pressure sensitivity with 
corresponding location coordinates of two SAW resonators on the 
surface of membrane for dual channel differential sensor. Theoretical 
results are verified by experimental data obtained for different cuts of 
a-quartz. It is found that there are some cuts in a-quartz which has 
high pressure sensitivity and low sensitivity to all-round force 
compression of disc and zero value of temperature coefficient of 
SAW delay, simultaneously. 
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ABSTRACT 

All quartz package (AQP) Surface Acoustic Wave 
(SAW) hybrid circuit oscillators with low vibration 
sensitivity, typically 3 to 4x10" Ig, have been routinely 
achieved, provided that the oscillator package is 
sufficiently rigid to minimize bending stresses caused by 
vibration loading. This has been accomplished by 
bonding a suitably thick ceramic stiffener to the base of 
the oscillator housing. However, because of size 
constraints, some applications cannot accommodate a 
sufficiently thick stiffener. One approach toward 
overcoming this potential limitation on performance is to 
use finite element analysis to determine the stresses in 
the base of an oscillator package that would otherwise 
have an insufficiently thick stiffener, and then arrange to 
mount the AQP SAW device in a region of minimal 
stress. This approach was verified experimentally by 
comparing the vibration sensitivity of the same oscillator 
with the AQP SAW device mounted in both high- and 
low-stress regions. The result of the experiment was a 
factor of two reduction in the oscillator's vibration 
sensitivity. An alternative approach is to apply mass 
loading directly to the AQP SAW device. This is 
accomplished by bonding two small weights, 
approximately 60 mg each, to the backside of the AQP 
SAW substrate. Under vibration loading, these weights 
alter the stress gradients in the active acoustic area of the 
SAW substrate which reduces T, the magnitude of the 
vibration sensitivity vector. The same procedure was 
unsuccessfully applied to AQP SAW oscillators that had 
sufficiently thick stiffeners. Thus, mass loading is only 
effective in decreasing r for an oscillator with an 
insufficiently thick stiffener. 

I. INTRODUCTION 

Low vibration sensitivity in AQP SAW oscillators 
has previously been demonstrated by the use of an 

optimized frit geometry for the vibration sensitivity 
normal to the AQP SAW substrate, 7 , and for the two 
orthogonal directions in the plane of the substrate, 72 and 
73 [1]. This has been confirmed analytically for the case 
of acceleration normal to the SAW substrate [2], and also 
for accelerations applied in the plane of the SAW 
substrate [3]. These analytical approaches rely solely on 
the use of optimized frit geometries to minimize 7 . But 
the use of optimized frit geometries is severely 
constrained by recent trends toward larger acoustic 
apertures and smaller outside AQP dimensions. Also, 
the optimized frit geometry is effective only when the 
AQP SAW device is mounted in a housing that is 
sufficiently rigid. This has been accomplished by 
attaching a thick ceramic stiffener to the oscillator 
housing [4]. The use of ceramic stiffeners is a practical 
solution, effectively minimizing deflections of the 
oscillator package. But in some applications, the use of 
thick ceramic stiffeners is unacceptable. This work 
addresses the effects of package stresses upon vibration 
sensitivity and how to minimize the resulting vibration 
sensitivity even when the use of sufficiently thick 
package stiffeners and optimized frit geometries are 
precluded for other reasons. 

The most effective method for improving oscillator 
vibration sensitivity is to minimize the stress levels in the 
oscillator package beneath the AQP SAW device. This 
can be accomplished with careful design of the oscillator 
package. Also, with some a priori knowledge of the 
stress gradients in the oscillator package, the AQP SAW 
device can be located in a region of minimal stress. 
Vibration isolation is another technique frequently 
exploited to achieve reduced vibration sensitivity. A 
typical oscillator mounting scheme is shown in Fig. 1. 
The oscillator assembly consists of an AQP SAW 
oscillator which is bonded to a ceramic stiffener, which is 
also bonded to an adapter plate. A thinner alumina piece 
is bonded to the cover of the oscillator housing to 
eliminate the package's cover resonance.   The complete 
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assembly, or stack assembly, is mounted using silicone 
bushings, which provide vibration isolation at 
frequencies above 500 Hz. Due to the nature of the stack 
assembly the stress gradients vary widely through the 
assembly. Careful consideration of the location and type 
of mounting hardware can have a dramatic affect on the 
resultant package stresses. Material thicknesses and 
geometric stress concentrators will also affect the stresses 
in the AQP SAW substrate. These details are best 
addressed through the use of finite element analysis. 

Figure   1.    Photograph of the complete stack assembly 
mounted on vibration isolation bushings. 

An alternative method to reduce the vibration 
sensitivity would be to compensate for the stresses which 
are generated by the flexure of the oscillator package and 
transferred through the material used to mount the AQP 
SAW device. The AQP SAW device is attached to the 
oscillator package with a low modulus silicone adhesive, 
as shown in Fig. 2. This compliant material minimizes 
stresses due to thermal mismatch of the AQP quartz 
cover and Kovar package. But the soft material is 
constrained between two stiff substrates, so that the 
silicone is effectively stiffened by the constraining 
substrates. The result is that the package bending 
stresses are still fairly well coupled to the SAW substrate. 
To compensate for these stresses we have attached 
weights to the backside of the AQP SAW substrate, 
which are positioned above the active area of the SAW 
device. The location of these weights can change the 
vibration sensitivity and phase angle between the FM 
sideband and the output of the accelerometer. We have 
demonstrated that this method can be used to lower the 
vibration sensitivity magnitude of an insufficiently 
stiffened AQP SAW oscillator. 

1 

Km " 
^ii— _ _ _ 

1 ' L 

Weight (s)N ,SAW Substrate 

'Glass Frit 
• Cover 
-Silicone PSA 

Figure 2. Schematic diagram of the AQP SAW device 
construction and mounting details. Also 
shown is the approximate position of the 
weights. 

H. OSCILLATOR PACKAGE STRESSES 

The problem of package stresses was first addressed 
in an existing design, which was insufficiently stiffened 
because system requirements would allow only enough 
room for a 0.25 inch thick ceramic stiffener. A stiffener 
approximately twice this thickness would have been 
necessary to sufficiently stiffen the base of the oscillator 
package. The stresses in the base of the oscillator 
package were determined using finite element analysis. 
The finite element code used to perform the stress 
analysis was COSMOS/M [5]. The symmetrical nature 
of the oscillator stack assembly was considered during 
the modeling process. The result was that only one 
quarter of the stack assembly was modeled to reduce the 
solution time of the analysis. Another assumption made 
during model construction was the elimination of the 
thermoplastic adhesive bond from the stack assembly 
components. Instead, the nodes of the elements 
representing the individual components, i.e., the 
oscillator housing, alumina stiffener, and adapter plate, 
were directly merged at their respective interfaces. This 
assumption was justified since the components are very 
rigid and the actual bonding layer thickness is small. 
Other assumptions include the simplification of 
geometric features in the adapter plate and isolation 
bushings. The loading conditions consisted of a 3g static 
load applied in the direction normal to the plane of the 
AQP SAW device. The von Mises stresses in the base of 
the oscillator housing directly below the AQP SAW 
device are plotted in Fig. 3.   The curves represent two 
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different AQP SAW device locations relative to the 
isolation mounts, as shown in Fig. 4. The von Mises 
stress at the nodes along the interface of the hybrid 
housing and AQP SAW device are plotted as a function 
of distance along the propagation direction (X-axis) of 
the AQP SAW device. The data origin for the X-axis is 
located at the center of the resonant cavity and continues 
to the edge of the AQP SAW device. The average stress 
level for the non-rotated case is roughly twice that of the 
rotated case. Depending on precisely what percentage of 
these stress levels are actually coupled to the AQP SAW 
device, the rotated case should have a lower 7 sensitivity 
than the non-rotated case. 

1.2 
TOMnSESJLT 

0.2 

Stress in Base of Hybrid Package vs 
Distance along Propogation direction (X-Axis) 

■Non-Rotated 
•Rotated 

0.16 0.21 0.00 0.05 0.10 „.*„ „.», 

Distance along X-Axis (inches) 
0.26 

Figure 3. Package stresses from finite element 
analysis as a function of position beneath 
the AQP SAW device. 

Vibration 
Isolation 
Bushings 

AQP SAW 
Device 

RF Output 

UNROTATED ROTATED 

Figure 4. The position of the AQP SAW device 
relative to the bushing mounts for the 
unrotated and rotated conditions. 

The analytical results were verified by measuring the 
vibration sensitivity of the same SAW oscillator with the 
AQP SAW device in both locations. An automated 
measurement system was used to determine the vibration 
sensitivity [4]. The discriminator technique is used by 
the system, which has an adequate measurement system 
floor for our purposes. A 0.25 peak g load was applied to 
the oscillator by the shaker table. The AQP SAW device 
was repositioned by rotating the entire hybrid circuit 
oscillator package 90 degrees relative to the stack 
assembly (see Fig. 4). This was done, rather than 
repositioning the AQP SAW device, to ensure that the 
results from the test would not be influenced by the 
remounting of the AQP SAW device. The magnitudes of 
the vibration sensitivity vector, T, for the non-rotated 
and rotated cases are plotted in Fig. 5. The reduction in 
T is clearly evident at the resonance peak (~300 Hz) and 
below. Above 500 Hz, the vibration isolation takes effect 
and the two T's are indistinguishable from each other 
due to the measurement system floor. Unfortunately, the 
next higher level of assembly could not accommodate the 
rotated configuration because of mechanical 
interferences. Also, the AQP SAW device could not be 
repositioned within the oscillator housing without a 
complete redesign of the oscillator circuit. 

Vector Magnitude for Non-Rotated and Rotated 

IOBB 

Vibration Frequency  (Hz) 

Figure 5. The measured vector magnitude as a 
function of vibration frequency for the non- 
rotated and rotated cases. 

IE. MASS LOADING 

Another method of reducing the vibration sensitivity 
of an insufficiently stiffened oscillator is to apply mass 
loading directly to the backside of the AQP SAW 
substrate. This is easily accomplished, since the AQP 
SAW device is mounted cover side down, as noted in 
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Fig. 2. Another advantage is that since the weights are 
attached after the AQP SAW device is permanently 
mounted into the oscillator housing, this approach 
compensates for the differences in T which are 
introduced by variations in the mounting material. 
Experimental data taken on several sufficiently stiffened 
oscillators have shown substantial variation in vibration 
sensitivity. Subsequent remounting of the AQP SAW 
device in the same oscillator circuit clearly demonstrates 
that the variation in T is due to inconsistencies in the 
uniformity of the mounting support. Our experience with 
mounting materials indicates that these inconsistencies 
are too small to be practically controlled during the 
assembly process. 

Vector  Magnitude   (No Heights   and Heights  Applied) 

Vibration   Frequency   (Hz) 

Figure 6. Magnitude of the vibration sensitivity vector 
as a function of vibration frequency for the 
same oscillator without weights and with 
weights applied. 

The vibration sensitivity magnitude was measured 
for two oscillators without any mass loading. Next, the 
weights were temporarily attached to the SAW substrate 
with a double-sided pressure sensitive adhesive tape. 
This was done without removing the SAW oscillator 
from the shaker table. The weights were fabricated from 
a martensitic stainless steel, which closely matched the 
thermal expansion coefficient of the quartz substrate. 
This material was chosen to minimize the effect of the 
weights on the frequency vs temperature characteristics 
of the oscillator. The temperature characteristics were 
measured before and after the weights were attached. 
The weights had a negligible affect on the frequency vs 
temperature characteristics of both oscillators. Next, the 
normal vibration sensitivity, 7 , was measured and the 
weights were repositioned until a minimum value of 7 
was obtained.     The weights were then permanently 

attached to the SAW substrate with an RTV adhesive. 
After the adhesive cured, T was measured on both 
devices. The magnitudes of T for the weighted and 
unweighted conditions of one oscillator are shown in Fig. 
6. The weighted T magnitude of the second oscillator 
was approximately the same as the result plotted in Fig. 
6, but did not show the same net reduction since the 
unweighted T was lower than the first device's. 

The effect of weight position on 7 is plotted in Fig. 
7a for an insufficiently stiffened oscillator at a vibration 
frequency of 150 Hz. The weights were repositioned, as 
illustrated in Fig.7b, and the 7 sensitivity was measured 
at each position. The effect on 7 is greatest when the 
weights are positioned near the center of the acoustic 
cavity. 
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Insufficiently Stiffened Oscillator 
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1234 
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Figure   7a. 7   as a function of weight position for an 

insufficiently    stiffened    oscillator 
vibration frequency of 150 Hz. 
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Figure   7b. The relative position of the weights for the 
data presented in Figure 7a. 
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This result is expected since it is reasonable to 
assume that the weights would have their maximum 
effect near the center of the acoustic cavity. As the 
weights were repositioned further from the center of the 
acoustic cavity (position no. 4), a decrease in the 
vibration sensitivity was measured. A minimum value of 
7 is achieved when the weights are near position no. 2. 

Mass loading was also applied to a SAW oscillator 
that had been sufficiently stiffened to eliminate package 
stresses. This was done in order to determine if mass 
loading would reduce the T of an oscillator that had been 
sufficiently stiffened. Figure 8 shows a reduction of 7 
when the weights are applied. But the vector magnitude, 
T was unchanged for both the unweighted and weighted 
cases, Fig. 9a and Fig. 9b, respectively. For this 
particular device, the reduction in 7 for the weighted 
case was offset by an increase in the 73 sensitivity. 

Stiffened Oscillator (Gaima-1 Sensitivity) 
IE DO'" ," I*', "**■ ""* 

Vector Magnitude (No Heights) 

Figure   8. 

Vibration  Frequency   (Hz) 

7 as a function of vibration frequency for a 
sufficiently stiffened oscillator without 
weights and with weights applied. 

IV. DISCUSSION 

The most straightforward method to reduce the 
vibration sensitivity of an insufficiently stiffened SAW 
oscillator is to minimize the stress level at the AQP SAW 
device. One approach is to place the AQP SAW device 
in a region of minimal stress. We have demonstrated 
that the package stresses are transferred to the AQP 
SAW device through the mounting material. This is 
evident from the reduction in T which occurred when 
the AQP SAW device was repositioned. It is not clear 
from the basic stress analysis performed which stress 
component (or combination of stress components) in the 
oscillator package  is  transferred to the AQP  SAW 
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Figure 9a. Magnitude of the vibration sensitivity vector 
as a function of vibration frequency for a 
sufficiently stiffened oscillator without 
weight applied. 
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Figure 9b. Magnitude of the vibration sensitivity vector 
as a function of vibration frequency for a 
sufficiently stiffened oscillator with weights 
applied. 

device. Previous analytical work has determined that the 
stress induced frequency shifts are directly proportional 
to the two biaxial stress components in the AQP SAW 
substrate [2]. These frequency shift coefficients are 
unequal and opposite in sign. The perturbation method 
was used to determine the normal stress sensitivities 
which are used along with the biaxial components to 
determine the acceleration sensitivity of the SAW 
device [6]. Although the biaxial stress components from 
the SAW substrate are necessary to calculate the 
acceleration sensitivity, a comparison of the biaxial 
stress components in the base of the hybrid package 
reveals  a different ratio between the  unrotated  and 
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rotated cases. The ratio of the biaxial components in the 
rotated case, if it is assumed to reflect the stress gradients 
in the SAW substrate, would cause a smaller frequency 
perturbation than the unrotated case. This observation, 
along with the lower stress levels present in the rotated 
case, may also explain the reduction in normal vibration 
sensitivity. Based on these results, it is possible to use a 
very simple finite element model to make meaningful 
predictions about the vibration performance of SAW 
oscillators. 

Recently, it has been determined that the cover and 
substrate thicknesses are also important parameters of 
vibration sensitivity. Finite element calculations on a 
900 MHz AQP SAW resonator were performed. The 
AQP measured 0.4 inches by 0.5 inches. The 
calculations were performed with the AQP cover 
uniformly supported on a rigid substrate. The sensitivity 
normal to the SAW substrate is plotted versus the AQP 
SAW device's substrate thickness in Fig. 10. The model 
predicts an increase in 7 with increasing substrate 
thickness. This result is counterintuitive, since one 
would expect the thicker substrate to reduce the stresses 
and ultimately 7 . However, this result is consistent with 
previous unpublished experimental observations. The 
same calculations were then repeated with a constant 
substrate thickness while varying the cover thickness. 
The results are plotted in Fig. 11, which show y{ versus 
the AQP SAW device's cover thickness. Increasing the 
cover thickness decreases 7 and eventually causes a 
relative phase change between the FM sideband of the 
carrier frequency and the output of the accelerometer 
which is monitoring the applied acceleration. The 
measured phases are nominally either 0° or 180°, which 
makes it easy to discern if the y{ component of the 
vibration sensitivity vector has changed sign (i.e., 
direction). Preliminary measurements on several 
sufficiently stiffened oscillators are consistent with these 
analytical results. 

V. SUMMARY AND CONCLUSIONS 

Relatively simple finite element modeling can yield 
useful predictions for improving the vibration sensitivity 
of AQP SAW hybrid circuit oscillators. When packaging 
constraints prohibit the use of a sufficiently thick 
stiffener, the finite element method can be used to 
determine the optimum location for the AQP SAW 
device. If the AQP SAW device cannot be placed in the 
optimum location, then mass loading directly on the 
AQP SAW device can be used to improve the vibration 
sensitivity. When an external stiffener is thick enough, 
then   mass   loading   will   not   decrease   the   vector 
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Figure 10.    7   as a function of AQP substrate thickness. 

6.0 
COVTHK.PLT 

o 
b 

0.035   0.040   0.045   0.050   0.055   0.060   0.065   0.070 

AQP Cover Thickness (inches) 

Figure 11.    7   as a function of AQP cover thickness. 

magnitude, instead it will only rotate the vector. This 
attribute could be exploited in the case of a sufficiently 
thick stiffener when only one particular axis has a low 
vibration sensitivity requirement. 
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ABSTRACT 

The dynamic and static pressure sensitivities of two 
"all quartz package" (AQP) Surface Acoustic Wave 
(SAW) hybrid circuit oscillators, one at 375 MHz and 
one at 935 MHz, have been evaluated. Dynamic pressure 
sensitivity measurements were made from 50 Hz to 7 
kHz, with pressure levels ranging from 20 to 500 Pa. For 
the static pressure sensitivity measurements, the pressure 
varied over the range from zero to two atmospheres in 
one atmosphere steps. Considerable care was taken in 
the measurement procedures to identify and minimize the 
effects of other competing environmental factors such as 
vibration and temperature changes. The oscillators were 
tested both with and without alumina stiffeners on the 
hybrid package's base and cover. The observed dynamic 
pressure sensitivity at 50 Hz agreed with the static 
pressure sensitivity within approximately a factor of three 
or four. The measured dynamic pressure sensitivities 
were in the range of lxlO"13 to 6xl0"12 fractional 
frequency change per Pa, while the measured static 
pressure sensitivities were on the order of lxlO13 

fractional frequency change per Pa. Details of the 
measurement techniques are included and the results 
described. 

I.   Introduction 

Many aspects of the frequency stability of Surface 
Acoustic Wave (SAW) oscillators, such as temperature 
and vibration sensitivities, PM and AM noise, and long- 
term drift, have been evaluated and reported in the 
literature [1]. However, there has been little, if any, 
investigation of the dynamic (acoustic) and/or static 
pressure sensitivities of these oscillators, and to the best 
of our knowledge, no information has been published in 
the open literature. The dynamic pressure sensitivity of a 
low noise oscillator can be an important parameter if the 
oscillator is to operate in an environment with very high 
acoustic noise levels. Equation 1 maybe used to calculate 
the phase noise level induced by acoustic noise: 

l{f)=lOlog (1) 

where 
S = acoustic pressure sensitivity 

AF 
= per pascal (Pa) 

F 
F0 = oscillator frequency (Hz) 
f = offset (or noise) frequency (Hz) 
Pd = sound pressure power spectral 

density (Pa2/Hz) 

As can be seen from Eq. 1, acoustically induced phase 
noise could severely degrade the quiescent phase noise 
performance of an oscillator when either S or Pd is large. 
Therefore, the acoustic sensitivities for two SAW 
oscillator designs were investigated experimentally. The 
oscillators' frequency stabilities were evaluated under the 
influence of dynamic and static pressure changes. 

II.   Measurement Procedures 

A.   Dynamic pressure sensitivity measurement 

The oscillator under test was suspended using rubber 
bands, as shown in Fig. 1. It was placed inside an 
acoustic pressure chamber driven by two speakers 
mounted on opposite side-walls of the chamber, as 
illustrated in Fig. 2. The induced vibration levels were 
minimized due to the symmetry of the two speakers' 
locations and the rubber bands' high elasticities. The 
rubber bands act as "soft springs" that decouple the 
oscillator from the cover and side-walls of the pressure 
chamber. To ensure that the vibration level is low 
enough to allow for the accurate measurement of the 
oscillator's dynamic pressure sensitivity, an 
accelerometer was used to determine the vibration level 
seen by the oscillator when it was under the influence of 
dynamic  pressure  changes.     The  resulting  residual 
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oscillator acceleration levels were less than 0.02 g's for a 
sinusoidal pressure level as high as 700 Pa. 

Figure   1.    Oscillator suspended by rubber bands inside 
dynamic pressure chamber. 

Figure Outside view of the dynamic pressure 
chamber with two speakers symmetrically 
mounted. 

The measurements of dynamic pressure sensitivity 
were made with sinusoidal pressure levels ranging from 
20 to 500 Pa, in the frequency range of 50 Hz to 7 kHz. 
The data collection system was computer controlled and 
automatically made 50 or 261 measurements as the 
acoustic pressure varied over the above mentioned 
frequency range. The induced FM sidebands in the 
oscillator's output phase noise spectrum were measured 
with custom software on a Hewlett-Packard 3047A Phase 
Noise Measurement System using a 500 nanosecond 
coaxial cable delay line serving as a frequency 
discriminator. A microphone was placed inside the 
pressure chamber. Its output passed through a signal 
conditioning amplifier and was measured using a digital 

voltmeter. This signal measured the pressure level 
generated by the speakers inside the chamber. The 
microphone had a flat response over the entire frequency 
region that the acoustic pressure was applied. The 
overall system is capable of measuring dynamic pressure 
sensitivity as low as 10"13 fractional frequency change per 
Pa at 50 Hz and 1012 fractional frequency change per Pa 
at 7 kHz. 

The pressure chamber and the measurement system 
were placed in two separate rooms to ensure that the 
performance of the 500 nanosecond coaxial delay line 
was not influenced by coupling of the acoustic wave 
generated by the speakers. 

B.   Static pressure sensitivity measurement 

The oscillator undergoing testing was placed in a 
chamber where the pressure could be varied from zero to 
two atmospheres (one atmosphere is approximately 
lxlO5 Pa) in step functions. Figure 3 is a photograph 
showing the outside view of the chamber, while Fig. 4 is 
a photograph illustrating an oscillator mounted inside the 
chamber. Pressure intensity was divided into three 
levels: zero atmosphere, one atmosphere, and two 
atmospheres. The fractional changes of frequency were 
measured as pressure varied from one level to another in 
a step function. The pressure induced frequency changes 
were resolved by observing the step like frequency 
changes that occurred within approximately one second 
after the application of the pressure change. The 
oscillator was thermally stabilized with a heater to ensure 
that it operated very close to its turn-over temperature in 
order that frequency offsets induced by the temperature 
changes could be minimized. 

l^wMBWHwHIil 

Figure   3.    Outside view of the static pressure chamber. 
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Figure Oscillator inside the static pressure chamber 
with a heater attached. 

III.   Measurement Results and Discussion 

The dynamic and static sensitivities of two AQP SAW 
oscillators, one at 935 MHz and the other at 375 MHz, 
were measured. They were tested both with and without 
ceramic stiffeners on the hybrid package's base and 
cover [2]. 

Figure 5 shows the results of dynamic pressure 
sensitivity measurements versus acoustic frequency for a 
935 MHz SAW oscillator with both stiffeners in place. 
The lower curve in the figure is the measurement system 
floor. As can be seen from the figure, there is clearly a 
measurable dynamic pressure sensitivity level that is 
about 5xl0"13 fractional frequency change per Pa at the 
lower end of the measurement frequency range and 
5x10 fractional frequency change per Pa at the upper 
end of the measurement frequency range. 

K-irt)trti\m*M 

IE-Hi     I    I   I   I 

Vibration Frequency  (Hz) 

Figure 5. Dynamic sensitivity level of the 935 MHz 
oscillator with both stiffeners attached as 
the frequency goes from 50 Hz to 7 kHz. 
Lower curve is the measurement system 
floor. 

The measured dynamic pressure sensitivity level for 
the same oscillator without stiffeners is shown in Fig. 6. 
The sensitivity level is clearly increased due to the fact 
that the stiffeners were removed. The sensitivity level is 
now in the range of 2xl0"12 to 5xl0~12 fractional 
frequency change per Pa. 

äiE-ia^ 

Vibration Frequency (Hz) 

Figure 6. Dynamic sensitivity level of the 935 MHz 
oscillator with both stiffeners removed as 
the frequency goes from 50 Hz to 7 kHz. 
Lower curve is the measurement system 
floor. 

Every effort was made to minimize other competing 
environmental factors such as temperature changes and 
vibration. The relatively short period of the sinusoidal 
dynamic pressure measurements and the large thermal 
time constants of the oscillators (-100 seconds) removed 
any problem with temperature fluctuations. In order to 
find out if vibration was a significant contributing factor 
in the measurements, the residual acceleration level seen 
by the oscillator was measured, and it came out to be less 
than 0.02 g's. The vibration sensitivities of these 
oscillators were measured to be about 10"10 fractional 
frequency change per g. Thus, it was concluded that 
vibration effects also had minimal influence on the 
performance of the oscillators in our measurements. 

After getting preliminary data for the dynamic 
(acoustic) sensitivities of the two SAW oscillators, the 
static sensitivities of the oscillators were measured to see 
if the dynamic and static sensitivities were in reasonable 
agreement. Figure 7 shows the result of a measurement 
of the 935 MHz oscillator's static pressure sensitivity 
with both stiffeners in place as the pressure went from 
one atmosphere up to two atmospheres at t=100 seconds, 
and then returned to one atmosphere at t=500 seconds. 
Thermal effects were found to be a major factor in the 
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static pressure sensitivity measurements. The small peak 
at t=120 seconds was caused by the oscillator's dynamic 
temperature coefficient and the large frequency offset 
following that was the effect of the static temperature 
coefficient. However, the pressure induced frequency 
changes could be resolved by observing the step like 
frequency changes that occurred within approximately 
one second after the application of the pressure change 
since the oscillators have thermal time constants on the 
order of 100 seconds. Thus, as long as the frequency 
change immediately after the application of the pressure 
change can be observed, it is possible to distinguish the 
pressure induced frequency changes from those caused by 

thermal effects. 
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Figure 7. Fractional frequency response for the 935 
MHz oscillator with both stiffeners attached 
as the pressure goes from 1 atm to 2 atm at 
t=100s and then comes back down to 1 atm 

at t=500s. 
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Figure   8. 

19.99998850 s 

Close-up view of the frequency response for 
the 935 MHz oscillator with both stiffeners 
attached as the pressure goes from 1 atm to 

2 atm. 

Figure 8 is a close-up view of the oscillator's frequency 
change as the pressure varied from one atmosphere to 
two atmospheres at t=100 seconds. As shown in the 
figure, the frequency of the oscillator increased in a step 
like manner immediately after application of the pressure 
step. The static pressure sensitivity was calculated by 
first dividing the frequency change by the carrier 
frequency, which is 935 MHz in this case, and then 
dividing the result by the change of pressure that caused 

the frequency variation. 

One puzzling result of the measurements is that the 
magnitudes of the fractional frequency changes per Pa as 
the pressure increased and decreased by one atmosphere 
did not exactly agree. Another phenomenon, as yet 
unexplained, is that as the pressure was decreased by one 
atmosphere there was a "sag" that did not appear when 
the pressure was increased by one atmosphere. A close- 
up view of this "sag" is shown in Fig. 9. These 
observations would need additional investigation in order 
to determine explanations for their origin. 
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Figure 9. Close-up view of the fractional frequency 
response "sag" as the pressure goes from 2 
atm to 1 atm. 

The general ranges of acoustic sensitivity coefficients 
for the 935 MHz and 375 MHz oscillators are 
summarized in Table I. The measured dynamic (50 Hz) 
and static pressure sensitivities are not exactly equal, but 
agree within approximately a factor of three or four. One 
possible reason for the difference may be that the 
pressure levels were significantly different in the two 
types of measurements. The typical pressure level for the 
dynamic pressure sensitivity measurements was 
approximately 500 Pa, while it was about 105 Pa for the 

362 



Table I 
Ranges of Acoustic Sensitivity Coefficients of 935 MHz and 375 MHz Oscillators 

935 MHz Oscillator 
With Stiffeners 

935 MHz Oscillator 
Without Stiffeners 

375 MHz Oscillator 
With Stiffeners 

375 MHz Oscillator 
Without Stiffeners 

Dynamic Pressure Sensitivity (AF/F per Pa) 

5xlO-13to5xlO"12 

2xl0-12to5xl0"12 

2xl0"13 to 2xl0"12 

2xl0-12tolxl0-11 

static pressure measurements. Another possible cause of 
the discrepancy may be that the time scales of the 
pressure changes were very different for the two 
measurements. 

IV.   Conclusions 

Acoustic sensitivity is an important parameter related 
to a SAW oscillator's frequency stability. In an 
environment with high acoustic noise levels, the phase 
noise performance of an oscillator can be severely 
degraded. Preliminary information regarding the 
dynamic and static pressure sensitivities for two AQP 
SAW oscillators, one at 375 MHz and the other at 935 
MHz, has been described. This is the first such 
published report, to the best of our knowledge, on this 
important topic. 

An HP3047 Phase Noise Measurement System with a 
500 nanosecond coaxial delay line serving as a frequency 
discriminator was used to measure the induced FM 
sidebands in the oscillators during the dynamic 
sensitivity measurements. The dynamic and static 
pressure sensitivity measurements were both difficult to 
perform. The frequency fluctuation induced by the 
pressure changes had to be distinguished from those 
induced by other environmental factors, such as 
temperature fluctuations and vibration. 

Temperature fluctuations were not a problem in the 
dynamic pressure sensitivity measurements since the 
oscillators have large thermal time constants and the 
acoustic wave applied in the measurements had a very 
short period which did not allow the temperature to vary. 
To minimize acceleration induced effects, the speakers 
were mounted symmetrically on the sound chamber and 
rubber bands were used to decouple the oscillators from 
the walls of the sound chamber.   It turned out that the 

Static Pressure Sensitivity (AF/F per Pa) 

2x10 13 

7x10 ■13 

8x10 14 

5x10 ,-13 

acceleration levels were less than 0.02 g's for a sinusoidal 
pressure level as high as 700 Pa. Typical results for the 
dynamic sensitivity measurements were in the range of 
lxlO13 to 6xl0"12 fractional frequency change per Pa, 
depending on the physical configuration of the oscillator. 

Temperature fluctuations presented a major problem 
for the static pressure sensitivity measurements. 
However, the pressure induced frequency changes could 
still be resolved by observing a step like frequency 
change immediately after the application of the step 
change in pressure. The pressure step applied in the 
static measurements was on the order of 105 Pa, much 
larger than that applied in the dynamic measurements. 
The typical results indicated that the static sensitivities 
were on the order of 10-13 fractional frequency change 
per Pa. 

In general, the measured dynamic and static pressure 
sensitivities agreed within approximately an order of 
magnitude, suggesting that the results are reasonably 
accurate. In order to see how the measured sensitivity 
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Figure 10. Predicted acoustically induced phase noise 
level in a typical missile environment. 
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would affect the performance of an oscillator in a typical 
missile environment, Fig. 10 illustrates the potential 
phase noise degradation for a low noise oscillator 
subjected to acoustic noise. As shown by the graph, 
when the acoustic level is high enough (Pd = 23 Pa2/Hz), 
the acoustically induced phase noise seriously interferes 
with the performance of the oscillator. This reinforces 
the importance of the acoustic sensitivity as a parameter 
potentially affecting the spectral performance of AQP 
SAW oscillators. 
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ABSTRACT 

The design, component selection, and 
performance of an extremely low noise (PM and 
AM) all quartz package (AQP) surface acoustic 
wave (SAW) resonator hybrid circuit oscillator 
are described in detail. The prototype 400 MHz 
hybrid circuit oscillator's measured white phase 
noise floor is -185 dBc/Hz for carrier offset 
frequencies greater than 400 kHz. This is the 
best result yet reported for a SAW resonator 
oscillator's white phase noise floor, particularly 
for a hybrid circuit oscillator, and is almost 2 dB 
better than the previous best reported result for a 
discrete component, printed circuit board design. 
The oscillator's flicker FM (S^f) ~ f-3) phase 
noise level at 10 Hz carrier offset is 
approximately -80 dBc/Hz. A UTO-1023 
(Avantek) amplifier in substrate carrier form was 
used in the oscillator's feedback loop, and a buffer 
amplifier was not included in this prototype 
design. 

I.   INTRODUCTION 

State-of-the-art phase noise performance has 
been demonstrated for both surface acoustic wave 
(SAW) resonator and delay line stabilized 
oscillators [1] - [7]. The same basic feedback loop 
oscillator design philosophy was applied in each 
case in order to achieve these results [8]. In this 
paper, the performance of a prototype 400 MHz 
AQP SAW resonator hybrid circuit oscillator is 
presented. The oscillator's measured white phase 
noise floor is -185 dBc/Hz for carrier offset 
frequencies greater than 400 kHz. This is almost 
2 dB better than the previous best result for a 
discrete component, printed circuit board SAW 
resonator oscillator design [4], [5].   The 

oscillator's flicker FM noise level at 10 Hz carrier 
offset is approximately -80 dBc/Hz. Residual 
noise measurements on critical loop components 
played an important role in achieving these 
results, including residual PM and AM noise 
measurements on the loop amplifier. Details of 
these measurements are described, including an 
observed noise anomaly in the high power silicon 
bipolar transistor RF amplifier which was 
selected for this application. 

Typically, the oscillator's vibration sensitivity 
magnitude was found to be in the 1 to 5xl0-10/g 
range. This combination of excellent vibration 
sensitivity and phase noise performance in an 
AQP SAW resonator hybrid circuit oscillator, 
when coupled with the exceptionally good 
long-term (aging) frequency stability 
demonstrated by AQP sealed SAW devices, 
represents the current state-of-the-art in SAW 
resonator based hybrid circuit oscillator 
performance. 

The oscillator's design and component level 
testing are described, and details of its 
performance are given, including: PM noise, AM 
noise, fractional frequency stability and output 
power variation versus temperature, load pulling, 
dc power supply voltage pushing, three-axis 
vibration sensitivity, electronic tuning sensitivity 
characteristic, and harmonic output levels. 
Design trade-offs are discussed in the context of 
the specific performance achieved. 

II.   OSCILLATOR DESIGN 

Figure 1 shows a circuit schematic for the 
prototype, extremely low noise AQP SAW 
resonator hybrid circuit oscillator. A basic 
feedback loop oscillator architecture design 
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approach was used, including: a single loop 
amplifier, an electronic phase shifter, a lumped 
element reactive power splitter (Wilkinson type), 
lumped element reactive phase adjusting 
circuitry, an attenuator for loop gain adjustment, 
and a low pass output filter for harmonic 
suppression. A buffer amplifier was not 
incorporated into the design in order that it not 
degrade the oscillator's white phase noise floor. 

Figure 2 shows a photograph of the prototype 
hybrid circuit oscillator. The AQP SAW 
resonator device is a dual track design [7], with 
each track's acoustic aperture (finger overlap) 
approximately 125 wavelenths. The acoustic 
cavities are each overmoded (three resonances) as 
described previously, with effective cavity lengths 
of 365 wavelengths [7]. The transducers are 
apodized using a simple cosine weighting, and 
each transducer contains 77 fingers. 

The test points labeled TPX and TP2 in Fig. 1 
are used to open the feedback loop, thereby 
permitting use of a network analyzer to establish 
the appropriate loop gain and phase conditions 
for oscillation, namely: approximately 3 dB (2 to 
4 dB is typical) of excess small-signal gain 
(nominally 3 dB of loop gain compression when 
equilibrium conditions are reached after turn-on) 
and 2TCN radians of net transmission phase shift 
through the loop, where N is an integer. An 
attenuator is used to adjust the amount of excess 
small-signal loop gain, as indicated, while the 
fixed component reactive phase adjust networks 
are used for coarse adjustment of the loop 
transmission phase shift [9], [10]. Minor 
adjustments to the meander lines are used to 
achieve accurate set-on of the oscillator's initial 
frequency. The electronic phase shifter is used to 
electronically tune the oscillator's frequency over 
the SAW resonator's 1 dB bandwidth. It is also 
useful during the course of phase noise 
measurements using the conventional two 
oscillator phase-locked technique. 

A UTO-1023 (Avantek) type high power RF 
amplifier in substrate carrier form was selected 
for use as the loop amplifier. However, its 
nominal gain of 14 dB was found to be 
approximately 3 dB greater than would 
otherwise be optimum for use in these prototype 
oscillators. This is because any attenuation 
added to the loop in order to properly set-up loop 
oscillation conditions will degrade the oscillator's 

white phase noise floor [7]. In order to achieve 
the best possible white phase noise floor, the 
amplifier's small-signal gain was decreased by 
3 dB. Figure 3 shows a simplified basic circuit 
schematic for the amplifier. Where multiple 
resistors are shown in the circuit schematic, wire 
jumpers could be used to either connect or short 
out individual resistors in the circuit in order to 
adjust the amplifier's DC and/or RF performance. 
The amplifier's small-signal gain was reduced 
3 dB by simply decreasing the value of the total 
resistance in the amplifier's primary feedback 
path. This reduction was achieved at the 
expense of only a 0.5 dB degradation in the 
amplifier's small-signal noise figure. The 
amplifier's output power at 3 dB of gain 
compression was unchanged by this gain 
adjustment. As a direct consequence of this gain 
change, a resulting oscillator's white phase noise 
floor should be approximately 2.5 dB better 
(lower) than if the change had not been made. 
Typically, at most, a 0.25 dB or 0.50 dB 
attenuator was all that had to be used for loop 
gain adjustment in order to properly set-up the 
oscillator's feedback loop for operation. 
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Figure 3. Basic circuit schematic for a high 
power, low noise silicon bipolar 
transistor RF amplifier. 

III.   OSCILLATOR PERFORMANCE 

Figure 4(a) shows the measured phase noise 
spectrum for two oscillators. Also shown in 
Fig. 4(a) is the system noise floor for the 
measurement set-up. The total white phase 
noise measured for the pair of oscillators is 
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Figure       1.     Circuit schematic for an extremely low noise AQP SAW resonator hybrid circuit oscillator. 
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Figure       2.     Photograph of an extremely low noise AQP SAW resonator hybrid circuit oscillator. 
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within 5 dB of the system floor, and therefore 
must be corrected to eliminate the system floor's 
contribution to the noise measured for the pair of 
oscillators. Corrections are accomplished by first 
subtracting the system floor from the two 
oscillator phase noise measurement, and then 
subtracting 3 dB from the result under the 
assumption that the two oscillators possess 
otherwise identical phase noise spectra. 
Figure 4(b) shows the result of this system floor 
correction having been carried out, along with a 
3 dB correction to represent the phase noise 
spectrum of just one oscillator. It is evident that 
the oscillators' white phase noise floors are each 
approximately -185 dBc/Hz, for carrier offset 
frequencies greater than 400 kHz, under the 
assumption that the oscillators are contributing 
equally to the phase noise measurement. The 
flicker FM noise level for each oscillator is 
approximately -80 dBc/Hz at 10 Hz carrier offset. 
Both oscillators were independently verified to be 
very close to this flicker FM level as a result of 
separate phase noise measurements of each 
against a lower noise (for carrier offsets less than 
300 Hz) frequency synthesizer reference 
oscillator (Hewlett-Packard 8662A). 

The AM noise of each oscillator was also 
measured. Figure 5(a) illustrates the result for 
one of the oscillators. The system floor for the 
measurement (AM noise threshold 
sensitivity [11], [12]) is shown as the lower curve 
in the figure. Note that for carrier offset 
frequencies greater than approximately 200 kHz 
the measured AM noise spectrum for the 
oscillator is essentially equal to the system floor. 
For offsets greater than 200 kHz, all we can 
really say with any degree of certainty is that the 
oscillator's AM noise floor is at least 3 dB lower 
than the measurement system noise floor. 
However, the system floor may be subtracted 
from the measured AM noise spectrum for the 
oscillator in order to at least attempt to correct 
for the system floor's contribution to the 
oscillator's AM noise measurement. Figure 5(b) 
shows the result of this correction having been 
done. The oscillator's AM noise level for offsets 
greater than 200 kHz is likely even lower than 
the -185 dBc/Hz indicated. However, there is an 
interesting "bulge" in the oscillator's AM noise 
spectrum for carrier offset frequencies between 
10 kHz and 100 kHz. A close examination of the 
oscillator's PM noise spectrum in Fig. 4(b) also 

shows indications of a slight "bulge" or "plateau" 
in the same carrier offset frequency region. Since 
the phase detector's AM suppression for the 
phase noise measurements was greater than 
20 dB, the observed distortion in the oscillator's 
phase noise spectrum is not likely a 
measurement artifact attributable to the 
oscillator's AM noise "bulge" or "plateau", but 
rather it appears to be a real distortion in the 
oscillator's PM noise spectrum as well. 
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Figure 4(a). Measured phase noise for two 
prototype extremely low noise 
AQP SAW resonator hybrid 
circuit oscillators. Lower curve is 
the measurement system's noise 
floor. 
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Figure 4(b). Measured phase noise for one 
prototype extremely low noise 
AQP SAW resonator hybrid 
circuit oscillator after system 
floor correction has been made, 
and 3 dB has been subtracted 
under the assumption that the 
two oscillators are identical. 
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Figure  5(a). Measured AM noise spectrum for 
one prototype extremely low 
noise AQP SAW resonator hybrid 
circuit oscillator. Lower curve is 
the measurement system's noise 
floor. 
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Figure 5(b). Measured AM noise for one 
prototype extremely low noise 
AQP SAW resonator hybrid 
circuit oscillator after system 
floor correction has been made. 

In order to further investigate the source of 
these noise spectra distortions, residual PM and 
AM noise measurements were performed on a 
similar amplifier (not one of the two amplifiers 
used in the prototype oscillators). Figure 6 shows 
the result of a residual PM noise measurement 
performed on this similar amplifier using 
standard techniques [13]. The measurement 
system's noise floor is also shown as the lower 

curve in the figure. There is perhaps a slight 
hint of a "bulge" or "plateau" in the 10 kHz to 
100 kHz offset frequency range. However, 
AM-to-PM conversion of the test source's AM 
noise by the amplifier under test precludes a 
really accurate assessment. Figure 7 shows the 
result of a residual AM noise measurement on 
the same similar amplifier. The system noise 
floor is shown in the figure. Note that the system 
noise floor crosses over the residual AM noise 
measurement on the amplifier at a carrier offset 
frequency of approximately 10 kHz. For this 
measurement the system noise floor is simply the 
AM noise spectrum of the test source used. When 
the device under test (i.e., the amplifier) is placed 
in the test set-up and evaluated with about 3 dB 
of gain compression, the amplifier actually strips 
off some of the test source's AM noise and reveals 
the amplifier's own residual AM noise level for 
offsets greater than 10 kHz to be at least 4 or 
5 dB better than what would have otherwise been 
the limit set by the test source's own AM noise 
spectrum. Once again, there is perhaps a 
tantalizing hint of a "bulge" or "plateau" in the 
amplifier's residual AM noise spectrum. 
However, both residual noise measurements lack 
sufficient sensitivity to truly reveal accurate 
details of either the amplifier's residual PM or 
AM noise spectrum. Improved sensitivity is 
obviously required, such as would be provided by 
the cross-correlation technique [14], [15]. 
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for one of the prototype oscillators (the solid 
curve in the figure). Also shown are the 
individual sensitivities for each of three mutually 
orthogonal axis. For this particular oscillator the 
vibration sensitivity was dominated by the y-^ 
component for vibration applied in a direction 
normal to the plane of acoustic 
propagation [16], [17]. Figures 8(b) and 8(c) show 
typical vibration sensitivity results for several 
similarly designed oscillators. The measured 
vibration sensitivity magnitudes for typical 
oscillator designs of this type are usually in the 1 
to 5x10" 10/g range. These results are consistent 
with previously reported results for a variety of 
AQP SAW hybrid circuit oscillator 
designs [16]-[18]. 

Figure 7. Measured residual AM noise 
spectrum for a UTO-1023 type 
amplifier. Measurement system 
noise floor is also shown. 

v- V 
■at 

PBN-94-1463 

-1 1—T 

\fÄjf-q^ 

Vlbration   Frequency   (Hz) 

Figure 8(a). Vibration sensitivity performance 
for a prototype extremely low 
noise 400 MHz AQP SAW 
resonator hybrid circuit oscillator. 

The prototype oscillators' vibration 
sensitivities were measured. Figure 8(a) shows 
the measured vibration sensitivity magnitude 
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Figure 8(b). Vibration sensitivity performance 
for a similarly designed low noise 
350 MHz AQP SAW resonator 
hybrid circuit oscillator design. 

Figure 9 shows an oscillator's fractional 
frequency and output power variations with 
temperature. The oscillator's turn-over 
temperature is approximately 75°C. The 
oscillator's nominal output power is in excess of 
+ 22 dBm, and varies by less than a total of 
0.5 dB over the -55°C to +100°C range. This is 
an exceptionally good result and is essentially a 
tribute to the gain compression stability of the 
loop amplifier. 
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Fractional frequency versus 
tuning voltage curve for a 
prototype extremely low noise 
AQP SAW resonator hybrid 
circuit oscillator. 

Figure 8(c). Vibration sensitivity performance 
for a similarly designed low noise 
375 MHz AQP SAW resonator 
hybrid circuit oscillator design. 
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Figure Fractional frequency and output 
power stabilities versus 
temperature for a prototype 
extremely low noise AQP SAW 
resonator hybrid circuit oscillator. 

Figure 10 illustrates the typical electronic 
tuning sensitivity curve for one of the prototype 
oscillators. The nominal tuning slope is 
approximately +8 ppm/volt. The total usable 
fractional frequency tuning is greater than 
±35 ppm for a tuning voltage range of Ov to + lOv. 

Figure 11 illustrates typical aging data taken 
on several AQP SAW resonator hybrid circuit 
oscillators where the dissipated power and peak 
stresses in the SAW resonators are comparable to 
the corresponding levels in the prototype 
hardware described herein. This level of 
performance, basically less than ±1 ppm/year, is 
perfectly well suited to a wide range of ground 
based and airborne radar system applications. 

PBN-94-1312 

PUB I.PIT 

Figure 11. Typical long-term fractional 
frequency stability for AQP SAW 
hybrid circuit oscillators. The 
resonators' power dissipations 
and peak stresses are comparable 
to the operating conditions for the 
oscillators described herein. 
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Finally, Table I summarizes several other 
performance parameters for the two prototype 
oscillators, including harmonic output levels with 
and without filtering, load pulling, and voltage 
pushing. The load pulling is somewhat larger 
than might otherwise be expected. However, this 
is solely due to the fact that there is no buffer 
amplifier and/or coupling attenuator used in the 
prototype hardware that would help moderate 
the effect of load changes on the oscillator's 
operating frequency. 

m    11      T PBN-94-1457 
Table I 

• Harmonics: 2f0   3f0   4f0   5f0   6f0   7f0    8f0 

w/filter (dBc)   -56      -65      -87      -87      -96      -102    -109 
w/o filter (dBc)   -34      -39     -48      -55      -73      -70      -107 

• Load pulling: < +10 ppm, 2:1 VSWR any phase 

• Voltage pushing: ~ +4 ppm/volt 

• Output power: ~ +22 dBm 

• Tuning sensitivity: ~ +8 ppm/volt 

IV.   SUMMARY 

The performance of two prototype AQP SAW 
resonator hybrid circuit oscillators has been 
described. The phase noise performance achieved 
represents the current state-of-the-art for SAW 
resonator based oscillators operating in this 
frequency range. In addition, very good vibration 
sensitivity was also demonstrated. As noted, 
very careful attention must be paid to each 
component (e.g., amplifier, SAW resonator, 
varactors, etc.) if truly low noise levels (PM and 
AM) are to be achieved. 
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1. ABSTRACT 

Over the last few years a new generation of Surface 
Acoustic Wave (SAW) devices with low loss and 
operating at high frequency have been invented to 
meet the demand of mobile communication systems. 
Besides outstanding electrical characteristics, these 
filters need to have small size and weight, must be 
highly reproducible, need no tuning, must be very 
cheap and if necessary, able to handle power levels up 
to a few Watts. In this work we introduce a new class 
of SAW filters - Balanced Bridge Impedance Element 
Filters, - which have all these advantages: low 
insertion loss, extremely small size and weight, a wide 
variety of centre frequencies and passbands, excellent 
suppression in the stopband and require no external 
matching circuits. 

2.   BASIC CONCEPTS 

2.1   Impedance  characteristics  of one port  SAW 
devices 

The impedance characteristics of different one port 
SAW devices (long interdigital transducer, single port 
resonators ) have a resonance type of behavior - at the 
resonance frequency the admittance is high and at anti - 
resonance it is low. Figure 1 illustrates this kind of 
frequency dependence for a very long interdigital 
transducer of leaky waves on 64-LiNb03 surface. The 
curves look very similar to that of classic bulk wave 
resonator. For a synchronous SAW resonator the 
admittance curves (see Fig. 2) are similar , but 
oscillations due to the finite length of the reflectors 
slightly complicate what is basically the same 
resonance-anti-resonance        (R-a-R) behavior. 
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Fig.    1       An    experimental   admittance   frequency 
dependence for a long   transducer        (Nt=195 pairs of 
fingers, period X = 16.42 p.m, aperture W- 7.31X) of leaky 

waves on 64-LiNb03. 
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Fig. 2 Admittance of a synchronous resonator 

(This synchronous resonator test structure had 8 pairs of 
fingers in the interdigital transducer (IDT) and 42 
electrodes in each of the reflectors placed on both sides of 
the IDT. The period of fingers was p=2.353 \xm, the 
aperture W=51*2*p in both the transducer and the 
reflector gratings and there was no break in periodicity of 
the finger structure. The substrate was 64-LiNb03 leaky 
wave cut, the thickness of Al electrodes being h/2p ~ 
3.7%.) 

/igure 3 shows the absolute value of the impedance 
dependence on frequency for a long interdigital 
transducer on a 64-LiNb03 substrate    (simulated 
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curve, the structure contains 100 pairs of electrodes 
with period p«2.35u and aperture W=65u). The 
frequency is in MHz, the impedance magnitudes in 
Ohms. The frequency dependence of the impedance is 
similar to that of classic L-C resonators with low 
resistivity at the resonance frequency and orders of 
magnitude higher resistivity at the anti-resonance 
frequency. The ratio of the max. to min. impedance 
can be increased by adding reflectors at both sides of 
the IDT, that is by creating a one port synchronous 
resonator. The solid curve of Fig. 3 illustrates this case. 
The resonator contains 70 pairs of electrodes in an IDT 
(p«2.26 \i, and short reflectors on both sides of 16 
shorted fingers). Both curves are simulated using the 
COM approach [1] . Generally speaking, this type of 
one port SAW device can be treated as a SAW 
impedance element (IE), the frequency characteristic 
of which can be manipulated over a wide range using 
different substrate materials, types of waves, or 
designs of the IE itself. 
For a long transducer type of device, the resonance - 
anti-resonance (R-a-R) frequency gap , important for IE 

filters design , is determined basically by the /y 
parameter and equals 0.91 * (AV/V) for single electrode 
transducer with 50% metallization ratio, the resonance 
being shifted to lower frequencies (to the left edge of 
the stopband), the relative frequency shift being equal 

to (-%^)j where K if a reflection coefficient per 
wavelength. 

2.2 A simple example of IE filter 

The main idea of this work is to use these impedance 
elements as a building block for filters designed using 
classic network theory. Some lattice type filters have 
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been developed by Japanese authors [2]-[3] based on 
this approach, but the full potential of this idea and 
some significant improvements which can occur in 
SAW device design have not yet been wholly 
understood. At some stage in all SAW devices , a 
signal is transformed from electrical into acoustic 
form and later reconverted. This fundamental feature 
results in several well known difficulties: loss, low 
power handling ability, and sensitivity to the accuracy 
of positioning of electrodes. All SAW device design is 
a struggle to overcome these difficulties. 

i& n f 
If i 1 

*3     fl 

f,   MHz 

Fig. 3 Impedance of long IDT (dotted curve ) and 
synchronous resonator (solid curve)       on 64- 
LiNb03 substrate. 

800 900 1000 1100 

f,   MHz 
Fig. 4 Two impedance elements T-type filter. 

With IE designs these difficulties can be overcome 
easily. Imagine that we have a simple T - type scheme 
including two IE's : the first (#1, solid curve on Fig. 3) 
in series between the input and the output (50/50 ohm) 
and the second (#2, dotted curve, Fig. 3) in parallel 
with the output. The first IE has low impedance , say 3 
to 5 Ohms, at frequency fl&950 MHz and high 
impedance , more than 1000 Ohms at a higher 
frequency /2 = /l + A/«990 MHz (numbers which 
can be realized without any difficulty). The parallel 
connected element can be chosen to have similar 
characteristics but shifted to a lower frequency: min. 
impedance at /3 = /l-A/ and maximum at / = /l 
(dotted curve, Fig. 3). 
It is obvious that this device will work as a passband 
filter (See Fig. 4, simulated filter performance) with a 
passband around frequency /l and deep notches at 
/2, /3. The low loss at frequency f\ is due to the 
fact that the series connected element has, at this 
frequency, a very low impedance, while the parallel 
connected one has at this frequency a very high 
impedance. 
The out-of-band suppression of the filter is determined 
by the static capacitance ratio of the IDTs. In practice 
this out-of-band suppression is not adequate in the one 
section case discussed above and a few sections must 
be connected in series. 

375 



Note that there is no complete electric o acoustic 
signal energy transformations. Only a small part of the 
voltage is applied to IE number 1 at the passband 
frequency. Since the distribution of voltages is 
approximately proportional to the impedances, 
practically all the input voltage in the passband 
frequency range is transferred to the output. Thus the 
device can handle high power levels with low insertion 
loss. 

3. LADDER TYPE IE-FILTERS 

Figures 5a and 5b show the simulated and measured 
results for 2- and 4-section ladder type filters wherein 
the elementary section of two IE's is exactly the same 
as in an above example. 

1050 1100 

f, MHz. 
Fig. 5a Two and 4 section ladder type filters 

It can be seen that the simulation gives excellent results 
in the passband and is quite accurate up to the 50 dB 
level where the feedthrough must be taken into account. 
These particular comparisons do not show the best 
achievable results and only serve to illustrate the 
principle. The insertion loss can be reduced to a value 
about 1 dB for 2-section devices and 2 dB for a 4- 
section ladder type filter. 

4. BALANCED BRIDGE FILTERS 

The main drawback of ladder type IE filters is the 
relatively poor suppression in the stopband. At the 
stopband frequencies the IDTs do not excite the waves 
and act as simple capacitors. Part of the voltage from the 
input is inevitably transferred to the output through the 
ladder scheme of capacitors. This output signal level is 
basically determined by the capacitance ratios in the 
parallel and series arms of the scheme and is almost 
independent of frequency. 

Fig. 5b. Top part of the curves for 2 and 4 section filter. 

Fig. 6 A balanced bridge network 

We propose a new balanced bridge SAW impedance 
element filter in which this static capacitance is 
compensated. This filter comprises a first pair and 
second pair of SAW impedance elements electrically 
coupled to form a bridge circuit, (see Fig. 6) wherein the 
centre frequency of each SAW impedance element of the 
first pair is different to the centre frequency of each 
SAW impedance element of the second pair , and the 
product of the static capacitances of the first pair is 
substantially equivalent to the product of the static 
capacitances of the second pair. In particular , all static 
capacitances can be made equal. The advantage of this 
bridge filter is that the voltages transmitted from the 
input to the output due to static capacitances are 
canceled, thereby reducing out of band transmission. 
For frequencies of an input signal in the passband range, 
the admittances of the IE in each of the before mentioned 
pairs are different ( due to SAW generation and due 
to the shift in electrode structure periods), and thus the 
input signal sees a different admittance sequence in each 
arm of the bridge. The bridge is strongly non balanced 
and the signals pass from the input to the output through 
the low resistivity IE's. The frequency shift can be 
chosen so that the resonance frequencies of one pair of 
IE's (where the impedance is low) approximately 
coincides with the anti-resonance of the second pair of 
impedance elements (See Fig. 7) . The impedance of 
these second pair of IE's is high and they do not have 
important influence in the passband. But in the stopband 
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all impedances become progressively identical , the 
bridge scheme balanced and the output signals 
suppressed. 
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Fig. 7 Simulated impedance curves for two synchronous 
resonators on 112-LiTa03 (frequency in MHz, 

impedance in Ohms). 

Fig. 8 shows an example of a filter performance 
designed using this approach with IE's the same as on 
Fig. 7. 

From a practical design point of view this new type of 
balanced bridge IE filter has a number of important 
advantages. The impedance elements are just simple 
long transducers (possibly with synchronous reflectors) 
having relatively large number of electrodes. The 
performance of these elements can be accurately 
modeled using existing models. The separate IE's are 
not interacting acoustically, they can be placed 
independently on the substrate. The large number of 
electrodes makes the resistivity of the electrodes 
relatively unimportant and parasitic capacitances are 
normally much smaller than the static capacitances of the 
transducers. The fact that SAW's do not have to be 
generated and received makes the overall length of the 
device shorter than in case of conventional SAW filters 
of the same passband. 
Using different types of surface waves (Rayleigh waves, 
leaky SAW, STW) and different substrate materials, 
balanced bridge filters with passband ranges of 0.05% - 
5% have been realized. At present, balanced bridge 
IEF's have been operated at frequencies up to 1.5 GHz 
[4]. Fig. 9 illustrates the characteristics of a filter for this 
frequency range. 

)- 

Fig. 8 Two section balanced bridge filter simulated 
(solid line ) and measured (dotted line) frequency 

characteristics 

Each resonator contained 90 pairs of electrodes in the 
IDT, 46 reflecting electrodes , the periods were 

approximately 23.0 and 22.9 microns, the apertures 
equal to 400 u in both cases. 
In the passband frequency range the first pair of IE 
practically connects the input to the output with minimal 
losses, while the signal cannot pass through the second 
pair of IE's which have high resistivity. 
The frequency shift between the arms determines the 
passband of the filter and to provide low loss, must be 
chosen comparable to the electro-mechanical coupling 
coefficient of the substrate. Two or more sections can be 
connected in series to get better stopband suppression. 
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Fig. 9 Measured frequency response of a balanced 
bridge STW filter 

In this one section 1.5 GHz balanced bridge device the 
insertion loss was about 3 dB, the passband close to 1 
MHz, sidelobe suppression better than 40 dB. It is clear 
that device performances can be superior to 
conventional SAW device characteristics. 
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5.  CONCLUSIONS 

A new class of SAW devices has been proposed 
- balanced bridge SAW impedance element filters - 
which have significant advantages compared both with 
conventional SAW filters and with recently developed 
ladder type SAW impedance element filters. 
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Abstract 

This paper presents state-of-the-art 
results on 1 GHz surface transverse wave 
(STW) power oscillators running at 
extremely high loop power levels. High-Q 
single-mode STW resonators used in these 
designs have an insertion loss of 3.6 dB, an 
unloaded Q of 8000, a residual phase noise 
of -142 dBc/Hz at 1 Hz intercept and 
operate at an incident power of up to 31 
dBm in the loop. Other low-Q STW 
resonators and coupled resonator filters 
(CRF) with an insertion loss in the 5-9 dB 
range can conveniently handle power levels 
in excess of 2 W. These devices were 
implemented in voltage controlled oscillators 
(VCO's) running from a 9.6 V source at an 
output power of 23 dBm and a RF/dc 
efficiency of 28%.  Their tuning range was 

750 kHz and the noise floor -180 dBc/Hz. 
The oscillators, stabilized with the high-Q 
devices, use specially designed AB-class 
power amplifiers, deliver an output power of 
29 dBm and demonstrate a noise floor of 
-184 dBc/Hz and a 1 Hz intercept of -17 
dBc/Hz. The 1 Hz intercept was improved 
to -33 dBc/Hz using the UTO-1023 as a 
loop amplifier. In this case the output 
power was 22 dBm. In all cases the loop 
amplifier was the limiting factor for the 
close-to-carrier oscillator phase noise 
performance. 

1.    Introduction 

Surface acoustic wave (SAW) based 
oscillators are well known for their excellent 
phase noise performance in the frequency 
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range 0.1-1 GHz [1] - [3]. Resonator 
stabilized oscillators, operating in the 
400-500 MHz range and featuring a thermal 
noise floor of -184 to -185 dBc/Hz were 
demonstrated recently [3]. Along with a 1 
Hz intercept of -48 to -55 dBc/Hz these 
oscillators are considered to represent the 
state-of-the-art phase noise performance in 
this frequency range. One limiting factor to 
further improvement of the oscillator noise 
floor is the power handling capability of the 
SAW device which limits the maximum 
drive power level to about 26 dBm even if 
large area multi-track designs are used. An 
example was presented in [4] where a very 
high power SAW resonator failed after 200 
weeks of operation at a power dissipation 
level of 130 mW. 

This limit can be extended if the 
acoustic resonator uses the STW mode. As 
shown in [5] and experimentally verified in 
[6] devices with relatively small acoustic 
area can conveniently handle orders of 
magnitude higher drive power levels without 
degradation in performance. About a year 
ago this unique feature was used to design a 
1 GHz low noise voltage controlled 
oscillator (VCO) which was running at a 
loop power of 34 dBm and demonstrated a 
noise floor of -194 dBc/Hz [7]. This 
oscillator featured excellent tuning and wide 
band frequency modulation abilities. Its 
RF/dc efficiency was 19%. 

We present results from a one year 
research effort on improved STW power 
oscillators. Different STW resonant devices 
and 1 GHz fixed frequency and voltage 
controlled oscillators were characterized. 
The phase noise performance of the STW 
devices and oscillators, measured with 
different methods, are presented and 
discussed. 

2.       STW Resonant Devices for Power 

Oscillator Applications 

Compared to SAW, STW offer a greater 
flexibility in the design of metal strip 
resonators and narrow band filters for 
oscillator applications. This increased 
design flexibility comes from the fact that 
metallization allows an additional degree of 
freedom in controlling the resonant Q while 
keeping low device insertion loss even in 
simple resonator configurations [8], [9]. 
This unique feature has been used 
extensively in the design of different kinds 
of single and multimode resonators and 
coupled resonator filters with a loaded Q 
ranging from 500 to 8000 and an insertion 
loss well below 10 dB at 1 GHz. All these 
devices can conveniently stand drive power 
levels in excess of 2 W and were found to 
operate without measurable performance 
degradation for several months in different 
fixed frequency and voltage controlled 
power oscillators. The design details for 
such devices have been well documented in 
references [5], [6], [10] and [11]. Here we 
will characterize only some of the devices 
used in this study. 

Figures 1 A), B), C) and D) present 
data on a 1 GHz single-mode high-Q 
resonator which was designed at the Institute 
of Solid State Physics in Sofia, Bulgaria and 
fabricated with all quartz technology [12]. 

This device has an insertion loss of 3.6 
dB, a loaded Q of 2740 and an unloaded Q 
of 8000. It was intended for use in a fixed 
frequency power oscillator. However, if 
run at a loaded Q of about 3000 it would 
allow a tuning range of about 180 KHz over 
the 1 dB device bandwidth as evident from 
Fig. 1 B). 

A much wider tuning range can be 
achieved with the low-Q resonator 
characterized in Fig. 2. It has an insertion 
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Fig. 1.     Characteristics of a single mode high-Q device realized at Raytheon: 
A) Frequency and phase responses, 
B) Detailed frequency and group delay responses, 
C) Input reflection coefficient, Sll, 
D) Output reflection coefficient, S22. 
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loss of 5.2 dB, a loaded Q of 1500 and 
allows a tuning range of about 700 KHz if 
the VCO is tuned over the 3 dB device 
bandwidth. 
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Fig. 2. Frequency and group delay 
responses    of    an    STW 
resonator with Qj=   1500 
and 5.2 dB insertion loss. 

If even wider tuning ranges are 
necessary, the 2-pole coupled resonator 
filter characterized in Fig. 3, can be used. 
This device has an insertion loss of 8.5 dB 
and a 1 dB bandwidth of 1.5 MHz. As 
evident from its phase response, a variable 
phase shift of 0-180° would be necessary for 
tuning over the entire 1 dB bandwidth. In 
this case cascading 3 C-L-C varactor tuned 
phase shifters would be necessary [4]. 
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Fig. 3. Frequency    and    phase 
responses of a 2-pole coupled 
resonator filter. 

All devices were fabricated in a standard 
single step photolithographic process with 
careful control over the metallization. The 
resolution required was about 1.3 /xm which 
can readily be realized with almost all kinds 
of photolithographic equipment available to 
date. 

2.       STW High Loop Power Oscillator 
Designs 

As demonstrated with the STW 
oscillator described in [7], a substantial 
improvement in the thermal noise floor can 
be achieved if the loop amplifier is capable 
of generating output power levels in excess 
of 2 W. At GHz frequencies these levels 
are very difficult to achieve with A-class 
amplifiers using bipolar transistors which 
are known for their low 1/f noise. Even if 
some power transistors can generate high 
output power in the A-class of operation and 
a 50 Q environment, their efficiency rarely 
exceeds 10%. An elegant and inexpensive 
solution of the efficiency problem can be 
obtained if AB-, B- or C-class amplifiers are 
used. With one of the STW oscillators, 
using an AB-class loop amplifier [7], we 
were able to achieve an RF/dc efficiency of 
36% with an oscillator output power of 28 
dBm at 1 GHz. One major drawback of 
AB-class amplifiers is that they require 
careful reactive matching at their input and 
output in order to be able to work efficiently 
in a 50 Q environment. This is because the 
input and output impedances of the power 
transistors in the B- or C-class of operation 
are up to an order of magnitude lower than 
50 fl. If such an amplifier is to be used in 
an STW power oscillator, the matching 
circuits have to be changed in order to 
achieve a low reflection coefficient at the 
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input and output of the STW device since its 
impedances also differ from 50 fl (see Fig. 
1 C and D). Under these circumstances 
measuring the oscillator loop power becomes 
a serious problem. Just breaking the loop 
and loading it on both sides with the 50 fl 
impedances of the measurement system will 
not work because this will seriously 
deteriorate matching. Therefore the loop 
power has to be measured under closed loop 
conditions. We have solved this problem by 
means of the capacitive probe shown in Fig. 
4. It consists of a piece of coaxial cable 
ending with a small series 0.47 pF capacitor 
soldered to the central line. 

The ground skirt is split into two parts 
symmetrically bent on both sides of the 
cable in such a manner that the probe can 
conveniently touch any point of the loop 
strip lines and ground planes, surrounding 
them, as shown in Fig. 4. The reading is 
obtained by a spectrum analyzer or power 
meter connected to the other end of the 
cable. The probe is calibrated by touching 
the load at the oscillator output at which the 

.47 pF 

>■£ 

power can be precisely measured with a 
power meter. This reading will give the 
attenuation of the probe (14 dB in our case). 
The loop power at any other point of the 
loop is obtained by adding the probe loss to 
the reading. We found that the probe did 
not deteriorate the matching conditions at 
the points of measurement. Only a slight 
frequency shift of up to 20 ppm was 
observed. This shift was well within the 
oscillator tuning range in which the output 
amplitude was constant. 

We investigated three types of high loop 
power STW oscillators using highly efficient 
AB-class loop amplifiers. Since the 
operation principle of such oscillators was 
described in detail in [7], we present only 
the block circuits and loop level diagrams 
measured with the capacitive probe. 

The simplest circuit which requires a 
minimum number of passive components 
and only one power transistor is shown in 
Fig. 5. It was designed to run with 
minimum loss around the loop. 

SMA connector 

loss: 14 dB 

AR to spectrum analyzer 

ground plone ground plane 

loop strip line 

Fig. 4. A capacitive probe for evaluation of the oscillator loop power 
under closed loop conditions. 
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Fig. 5 Simple STW high loop power 
oscillator with directional 
coupling to the load. 

This was achieved using a directional 
coupler instead of a 3 dB power splitter for 
load coupling. Thus, the loss (typically 
3.5-4 dB) of a 3 dB power divider was 
reduced to 0.6 dB. With a loop power of 
30 dBm and an output power of 19 dBm the 
oscillator was found to provide stable fixed 
frequency operation and was insensitive with 

respect to load changes. Unfortunately, we 
were unable to achieve usable frequency 
tuning with this design. The addition of a 
varactor tuned phase shifter in the loop was 
found to make the oscillator unstable with 
tuning due to a deterioration of the matching 
condition. Another drawback of this design 
was that the gain compression had to be kept 
very low (1-2 dB) which was necessary 
because an AB-class amplifier is a poor 
limiter. Increasing the loop power results in 
an increase of the collector current which 
can thermally overload the transistor. 

The tuning and limiting problem could 
readily be solved with the circuit in Fig. 6. 
Here an A-class amplifier is incorporated 
between the variable phase shifter (VPS) and 
the AB-class power amplifier. Its function 
is two-fold. First, it provides sufficient 
isolation between the VPS and the power 
stage and second, it performs the limiting 
function providing a safe input power level 
to the power transistor. Thus excellent 
tuning over the 3 dB device bandwidth and 

27 dBM 16 dB«  35 dBM 34 dBn 

Matching 
network 

23 dBM 

Matching 
network 

28 dBM 

A-class  variable 
amplifier phase 
liMiter  shifter 

Hilkinson 
power 

divider 
30 dBM 

output 

STH device 

Fig. 6.     Block and level diagram of a 1 W VCO stabilized with the high Q device from 
Fig. 1. 
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stable amplitude over the entire tuning range 
are guaranteed. However, one has to be 
careful when adjusting the gain 
compression. Too much gain compression 
will result in a deterioration of the overall 
phase noise performance as shown in Fig. 
19 below. A trade-off between gain 
compression, loop loss, device Q and tuning 
range can be achieved by adding series 
capacitors to the STW device. In this case 
a readjustment of the matching circuits is 
necessary. Another 1-2 dB variation of the 
gain compression is also possible by 
unbalancing the Wilkinson power divider. 
This changes the output power accordingly. 

The circuit in Fig. 6 was stabilized with 
the high-Q device from Fig. 1. The loop 
power was measured to be 35 dBm and the 
incident power on the STW device could be 
altered between 28 and 31 dBm by 
unbalancing the power divider.  According 

to Leeson's model this oscillator should 
have a noise floor of -195 dBc/Hz [3]. 

Figure 7 shows a highly efficient power 
VCO which uses the same concept. Since a 
wide tuning range of 700 KHz was 
necessary, the oscillator was stabilized with 
the low-Q resonator from Fig. 2. It was 
designed to run from a 9.6 V rechargeable 
NiCd battery for portable applications. The 
output power is 23 dBm and the RF/dc 
efficiency is 28%. When run at a supply 
voltage of 16 V the output power increased 
to 28 dBm and the RF/dc efficiency 
decreased by only 3%. 

Curves 8 A, B and C in Fig. 8 show the 
tuning characteristics of the power VCOs 
from fig.s 6 and 7. They all were obtained 
with a single C-L-C type VPS which was 
designed to deliver about 60° of variable 
phase shift [4].  Cascading two identical 

28 dBM 12 dBM   29 dBM 
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netuork 

0 

Matching 
netuork 

25 dBM 

* 

21 dBM 
12 dBn 13 dBM 

A-class  variable   1°°P 
ariplifier phase     adjust 
liMiter  shifter 

Wilkinson 
potter 

d i v i der 
23 dBM 

output 

\ 

STH device 

Fig. 7.     9.6 V VCO for portable applications with RF to dc efficiency of 28%. 
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phase shifters and using the CRF from Fig. 
3 would increase the tuning range to 1.5 
MHz with a tuning voltage of 0 to 9.5 V. 

Tuning Characteristics of STWVCO 

C300 

i 

//• 

/X 

! 
t) /c 

ft *// 
// 

F r ■ ■•—■*- ■ •"■" 

Fig. 8. Tuning characteristics of the power 
VCO: 

A) 1W VCO using the high-Q device from 
Fig. 6, 

B) 9.5 V wide tuning range VCO from Fig. 
16 B, 

C) Wide tuning range VCO at 16 V supply 
voltage from Fig. 16 C. 

3.    Phase noise measurements. 

The major goal of this study was to 
evaluate the phase noise performance of 
STW power oscillators at 1 GHz since this 
is important to a variety of applications in 
this frequency range. Since it is difficult to 
obtain the overall oscillator phase noise data 
for Fourier frequencies ranging from 1 Hz 
to 10 MHz away from carrier with one 
single measurement, especially if two 
identical oscillators are not available, we set 
up   different   measurement   systems   and 

performed several measurements on the 
power oscillators to make sure that the 
systems delivered comparable results. 

First we tried to measure the oscillator 
noise floor. The simplest and most 
forgiving system for noise floor evaluation 
is the single channel frequency discriminator 
with coaxial cable of delay rd shown in Fig. 
9. 

This system is not sufficiently sensitive 
for close to carrier measurements on stable 
oscillators but provides very good results for 
Fourier frequencies as high as 35% of the 
frequency at which the first null of its 

transfer function occurs <f<™) [13]. 

Moreover, it needs only one oscillator and 
adapts to small changes of the oscillator 
frequency during the measurement. 

If the outputs of two identical channels 
of this system are cross correlated in a 
2-channel FFT analyzer (Fig. 10) then the 
uncorrelated system noise cancels out and 
the system sensitivity can be improved by 
20-25 dB [13] - [15]. 

This cross correlation concept can also 
be applied to a measurement system using 
two identical oscillators (Fig. 11). The 
system noise floor in this case can exceed 
-195 dBc/Hz even at very high Fourier 
frequencies [13] - [15]. 

This cross correlation concept can also 
be applied to a measurement system using 
two identical oscillators (Fig. 11). The 
system noise floor in this case can exceed 
-195 dBc/Hz even at very high Fourier 
frequencies [13] - [15]. 

Residual phase noise measurements on 
the high-Q STW device from Fig. 1 were 
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Fig. 9. Measurement setup using a single channel delay line frequency 
discriminator. 

performed with the setup in Fig. 12, adapted 
from reference [4]. A low PM noise 
frequency synthesizer [16] was used to make 
phase noise measurements up to 1kHz from 
the carrier. To provide high enough mixer 
drive level and sufficient suppression of the 
synthesizer AM noise we amplified the 
source signal with two cascaded low PM 
noise amplifiers [17], the second of which 
was driven into 3 dB of gain compression. 

Close-to-carrier phase noise 
measurements on very low-noise STW 
oscillators using the low PM noise amplifier 
[17] were performed with the system setup 
in Fig. 13. This setup assumes that the 
reference source (in this case a low-noise 
frequency synthesizer) is substantially 
quieter than the STW oscillator. In our case 
this condition breaks down for offsets 
greater than 1 KHz. 

&■ 

IC dB 
coupler 3 dB 

coupler 

Frequency 
counter 

"0 
72 nS deloy . pF 

VPS 0 ~\ 

Fig. 10.   Cross-correlation frequency discriminator measurement setup. 
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Fig. 11.   Two oscillator cross-correlation measurement. 
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Fig. 12.   Setup for residual phase noise measurements on high-Q STW devices. 
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Fig. 13 System for measuring the close-to- 
carrier phase noise of fixed frequency STW 
oscillators. 

4.   Evaluation of the Phase Noise Data 

Figure 14 shows the phase noise plot of 
two nearly identical power oscillators using 
the design in Fig. 6. The loaded Q of the 
STW devices was adjusted to a value of 
about 4000 which is half of the unloaded Q. 
The output power was in this case 29 dBm. 
A noise floor of -184 and -182 dBc/Hz was 
measured with the single channel frequency 
discriminator method for Oscillator 1 and 
Oscillator 2 respectively. Then both 
oscillators were measured against each other 
using the two oscillator cross correlation 
measurement configuration from Fig. 11. 
Assuming equal noise in each oscillator a 
noise floor of -181 dBc/Hz was obtained 
(Fig. 15). 
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Fig. 14 Phase noise plots of two high-Q 
STW power oscillators measured with the 
single channel frequency discriminator 
method.  Both oscillators have Q, =4000, 
Pout=29 dBm. 

Excellent results were obtained with the 
highly efficient wide tuning range VCO at 
supply voltages of 9.5 and 16 V (Curves 16 
A and B in Figure 10). Noise floors of -180 
and -185 dBc/Hz were obtained using the 
dual channel frequency discriminator cross 
correlation method (Fig. 10). The 1 Hz 
intercept points were measured as -4 and -1 
dBc/Hz and the output power levels were 23 
and 28 dBm at 9.5 and 16 V supply voltage 
respectively. The RF/dc efficiencies were 
accordingly 28% and 25% for both supply 
voltages. 

A comparison of the phase noise plots 
for the high-Q and low-Q STW oscillators 
(Figs. 14 and 15 versus Fig.s 16 A and B) 
shows the trade-off between the tuning range 
(Curves A, B and C in Fig. 8) and the phase 
noise performance of the investigated STW 
power oscillators. 

Figure 17 is the residual phase noise of 
one of the high-Q STW devices 
characterized in Fig. 1. The value of -142 
dBc/Hz at 1 Hz intercept is a remarkable 
result for a 1 GHz metal strip device. The 
system floor, measured with a 4 dB pad 
instead of the STW device, was 2-4 dB 
lower than the residual noise of the STW 
device in the 1-100 Hz range. Both curves 
show a 10 dB/decade slope for offset 
frequencies below 100 Hz. The steeper 
slope below 2 Hz for the STW device and 
the 4 dB pad was caused by the 
measurement system. The actual STW 
device 1 Hz intercept is approximately -147 
dBc/Hz. 

This same STW device was 
implemented in an a simple oscillator loop 
using a power amplifier which is known for 
its very low residual noise [3], [17]. This 
test oscillator is shown in Fig. 18. First it 
was run at 7 dB gain compression for 
minimum loop loss. The output power was 
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24 dBm. Figure 19 indicates a noise floor 
of -187 dBc/Hz for this case. The 1 Hz 
intercept of -21 dBc/Hz was 16 dB worse 
than what we expected from the residual 
noise measurement on the STW device (Fig. 
17).  Also the slope was -25 dB/decade 
-140 

-180 
1E-1 IE« 

Offset frequency (Hz) 

Fig. 17. Residual phase noise of one of the 
high-Q STW devices fabricated at Raytheon 
with QL=2737 and insertion loss of 3.6 dB. 

3 dB 

coupler 

24 dBm 

■o 
50 Ohm 

variable 
phase 
shifter 

STW 
resonator 

Fig. 18 Test oscillator using a low 1/f noise 
loop amplifier. 

instead of 30 dB/decade. We found that the 
high gain compression was the reason for 
this poor performance. After we reduced 
the gain compression to 1 dB we obtained 
the results in Fig. 20. The 1 Hz intercept 
was -33 dBc/Hz, only 4 dB worse than what 
we would expect if the loop amplifier was 
ideally noiseless. A measurement with a 
second low PM amplifier from the same 

manufacturer indicated a 1 Hz intercept of 
-31 dBc/Hz with the same STW device [17]. 

5.   Discussion. 

The oscillators in Fig. 6 were designed 
for a noise floor of -195 dBc/Hz. We 
measured 11-14 dB less. The reason is that 
these circuits were designed for an STW 
device loss of 7-8 dB. The devices we used 
had a loss of about 3.5 dB. We increased 
this loss by increasing the loaded Q but this 
resulted in deterioration of the matching 
conditions and the amplifier noise figure. 
We believe that this problem can be 
overcome by more careful amplifier design 
which should start after one knows the 
impedances and insertion loss of the STW 
devices to be used. 

The noise floor of the single transistor 
stage oscillator (Fig. 5) could not be 
measured correctly because the output power 
was insufficient for the measurement 
systems used and there were no identical 
oscillators available. We believe that this 
concept will also yield very low noise floors 
because it allows high loop power and 
extremely low loop loss. 

We expected better than -181 dBc/Hz 
from the two oscillator cross correlation 
measurement (Fig. 5). Unfortunately, 
strong interference with local AM radio 
stations caused the bump around 10 MHz 
and affected the measurement. This bump 
was not observed with the single channel 
frequency discriminator measurement on the 
same oscillators (see Fig. 9 and 14). This is 
probably due to the fact that the single 
channel system was much simpler, easier to 
set up and less sensitive to parasitic 
interference. 
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Fig. 19. Phase noise of the test oscillator of Fig. 18 at a gain compression 
of 7 dB, Pout=24 dBm and Ploop=28 dBm. 

6.   Summary and conclusions. 

We have demonstrated state-of-the-art 1 
GHz STW resonators for power oscillator 
applications featuring an insertion loss of 
3.6 flB. a loaded Q of 2740, an unloaded Q 
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of 8000 and a residual noise level of -142 
dBc/Hz at 1 Hz intercept. Other low-Q 
resonators and two-pole coupled resonator 
filters with an insertion loss of 5-9 dB allow 
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tuning ranges of 700-1500 ppm in highly 
efficient STW power oscillators which can 
run from supply and tuning voltage sources 
below 10 V and are suitable for portable 
applications. The output power and the 
noise floor of such VCO are typically 23 
dBm and -180 dBc/Hz respectively. Higher 
output powers in the 28-33 dBm range and 
lower noise floors in the -185 to -194 
dBc/Hz range can be achieved if higher 
supply voltages are used (see also Reference 
[7]). The RF/dc efficiency is typically 
25-28% but a value of 36% was also 
observed. 

1 W oscillators running at a loop power 
of up to 35 dBm feature a noise floor of 
-184 dBc/Hz and a 1 Hz intercept of ,-17 
dBm. If a low 1/f noise loop amplifier is 
used the noise floor can be reduced to -187 
dBc/Hz [17]. Such oscillators typically run 
at a loop power of 28 dBm and an output 
power of 24 dBm and demonstrate a 1 Hz 
intercept of -21 dBc/Hz. A reduction of the 
gain compression to 1 dB greatly improves 
the close-to-carrier phase noise behavior 
resulting in a 1 Hz intercept of -33 dBc/Hz 
and a slightly decreased output power of 22 
dBm. 

The results in Fig. 20 represent the 
state-of-the-art close-to-carrier phase noise 
performance of 1 GHz STW power 
oscillators. They clearly indicate that the 
loop amplifier and not the STW device is 
the major source of 1/f noise even if the 
best loop amplifiers currently available in 
the market are used. Therefore, further care 
has to be taken in designing high power loop 
amplifiers with improved residual phase 
noise performance. 

We believe that STW resonant devices 
have a strong potential for use in designing 
extremely low noise power oscillators in the 
lower GHz range.    Increasing the active 

acoustic area could improve the device 
residual phase noise to values lower than 
-150 dBc/Hz at 1 Hz intercept. Using 
careful loop amplifier design and taking 
special care of low gain compression, 
matching and noise figure will result in 
noise floor values below -195 dBc/Hz and a 
1 Hz intercept of -45 dBc/Hz in the lower 
GHz range. 
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Abstract 

This paper presents experimental data on the performance of 
some types of SAW sensors like, biosensor, gas sensor and pressure 
sensors. It is shown that such parameter, as sensitivity is determined 
by kind of piezocrystal cut and direction of SAW propagation as well 
as by the construction of sensor, method of treatment of signal, 
properties of covering film adsorption. 

It is shown that such devices have a high sensitivity to the 
liquid temperature, gas concentration and pressure, respectively. 

Typical data of sensitivity of our sensor are as follows. 
Biosensor has possibility to measure relative velocity change of about 
5.7-10-', gas sensor has the sensitivity of about IOO4-IOOO Hz/ppm, 
at last, different pressure sensors have sensitivity of the order of 4.0 
Hz/Pa for low pressure and 0.02 Hz/Pa for the high one. 

The general properties of measurement are determined on 
the features of frequency control element. 

Introduction 

The last decade is characterized by increasing interest to 
working out different sensors not only physical magnitudes but 
chemical, biological parameters of the gaseous and liquid media [1- 
3]. Investigation of operating principles of sensors should be related 
with sensitivity, accuracy, selectivity, quickness, reliability, dynamic 
region, etc. Namely, these properties are important in solving 
environment monitoring problems, for the control of technological 
processes, medical diagnostics, etc. Improvment of monitoring 
quality is directly related with the quality of life improving. 

Physical principles of operating acoustoelectronic of these 
sensors are extremely simple. The main part of SAW energy in delay 
line is concentrated in surface layer at the depth near the wave length 
(on the 1 GHz it is equal to 3 microns). Change of delay time is due 
to external impact on the surface with SAW, namely: change of the 
distance between input and output transducers, change the of SAW 
velocity because of change of physical constants, change of 
boundary condition on the surface of solid, or due to parameters of 
layered structures. 

Typical data of sensitivity of the different microacoustics 
sensor are in Table 1. 

Table 1. 
Measured parameters Sensitivity Resolution 
Temperature 2800Hz/gradC 3.3 IO-4grade 
Pressure 0.36 Hz/Pa 2.8      Pa 
Acceleration (force) 9200 Hz/G 1.110-* G 
Electric field 6.9 Hz/V7mm 0.14    V/mm 
Displacement 300 Hz/ukm 0.003   ukm 
Flow 11   Hz/cm3/sec 0.09    cmVsec 
Gas concentration ISO Hz/ppm 

The problem of sensitivity increase of SAW sensors has not 
been solved till now. However there are the prerequisites for 
successful solution of such problem. 

In this paper we consider three kinds of SAW sensors. 
1. The liquid sensor (biosensor). 
2. The gas sensors (detectors). 
3. The pressure sensors. 

1. The liquid sensor (biosensor). 

Developed methods for acoustic microanalysis of liquids 
utilize the distinctive attributes of the wave propagation in solid- 
liquid-solid (SLS) structures [4]. Future reduction in the volume of 
the investigated liquid is of main interest for biological and medical 
applications. The normal-mode formalism is used to describe the 
acoustic process in the structure in the case of a layer whose 
thickness-H is much smaller than its length. Such parameters of 
normal modes as the phase and group velocity are determined by the 
properties of a liquid. To relate them we used a representation on 
leaky waves [5] 

H, v = vr(l-pfvrßK- 

v_ = vr(l-pfvrßKH) 

where ß is the combination of solid parameters, 
vr is the Rayleigh velocity, 
Pf is the density of liquid. 

Leaky SAW propagation along SLS structure in two SAW 
delay lines was employed to detect only amplitude and phase 
variations. The phase differences between the reference and sensing 
signals were monitored by method that has been developed [6]. We 
have worked out the LSAW oscillator using pulse circulation and 
operating in the dynamic range of 30 dB and frequency region about 
10 to 100 MHz. The study of the stability has been carried out on the 
delay line of 7.04 uksec, fundamental frequency of 43.6 MHz. A 
computer based measurement system is intended for determination 
of acoustic properties, of liquids of biological nature in the volume of 
50 microliter, temperature range of 15*60 grad C and sensitivity to 
the relative velocity change about 5.710'8. 

Fig. 1 shows the set-up of a differential unit (biosensor) 
electron system for diagnostic biological liquids. 

Fig. 2 shows the temperature dependence of the sound 
propagation time in the solution of erythrocyte shades in the human 
blood. It is dearly seen that the curve has two peaks. That 
corresponds to two phase transformations at 36.5 and 49 grad C. 
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2. The gas sensors (detectors). 

We used equation that described frequency shift of SAW 
oscillator 5f due to influence of the layer on semispace [7]. If the 
acoustic property of layer (p, X, p.) essentially differs from that of 
semispace (p', X', p.1), frequency shift is as follows: 

Sf=(kj+k2) fjj H p-k2 fjj H 4   M/2(5L+H)/(X+2-H) 

where kj and k2 are the constant for the substrate, 
H is the thickness of layer, 
fÖ is the central frequency of the SAW, 
p, X, p. and p\ X', p.' are the density, Lame coefficients 

for layer and semispace, respectively. 
It is seen that first term describes shift of frequency due to 

massloading and the second one depends only on elasticity of layer 
structure. 

At the frequency about one GHz the mass that may be 
measured by means of SAW is equal to 10"14 gram per millimeter 
square. 

The sensitivity of gas sensor depends on frequency as a 
square. The limit of sensitivity or minimum massloading on the unit 
square depends on signal to noise ratio. If the noise level (amplitude) 
grows proportionally to frequency, the signal to noise ratio is 
improved linearly with frequency. Therefore the sensitivity limit is 
reverse to the frequency. 

The time reaction is an important parameter for gas sensor. It 
is determined by the whole spectra of processes. One of them is 
equilibrium at adsorption, another is diffusion of gaseous molecules 
from surface where they are adsorbed in volume of thin film, hi the 
case when time is determined by diffusion, and diffusion obeys to the 
Fick law, time of sensor switch on is reverse to forth power of 
frequency. However the experimental results are not coincident with 
it, as the process of diffusion is rather surface than volume. 

Selectivity, time reaction and reversibility of processes on 
surface are strongly dependent on adsorption energy (from 1.0 to 
100 Kkal/mole) of gas covering film. 

As follows from analysis {8-11] typical sensitivity for 
C<SH5CH3, CC14, H2, is equal to 1-2 Hz/ppm and for H2S, NH3, 
N02, S02 is about 100*300 Hz/ppm. 

Fig. 3 contains the scheme of SAW sensor for measurement 
of concentration of SO2. Construction of the sensor consists of box 
3, sensitive SAW element 2 and electronics circuit 1 (in its turn it has 
two amplifiers, references resonator, mixer and buffer). Sensitive 
element is a rectangular substrate of piezoelectric (it is resonator 
with thin film thermoresistor). The surface of substrate (that is ST.X- 
cut of the quarts) is covered by selectivity adsorbed layer. 

We have investigated different kinds of gas sensors: with 
covering film Langmuir-Blodgett ( 3 layers of diacetilene , four 
layers of diacetilenamine ), with film of SiO? (500 A0) that was 
modified by diethylenamin, at last we used thin film of W03. The 
first two layers used for detection of S02, the last one used for H2S. 
Measurements of SAW frequency change in oscillator were made at 
frequency about 360 MHz. 

Measurements of sensitivity took place on the set-up shown 
in Fig. 4. This set-up allows to prepare mixture of SO2 of required 
concentration    in    the    region    5+10000    ppm.    As    an 

intermediate gas a dry nitrogen was used . Procedure preparation of 
gaseous mixture is as follows. It is needed to evacuate the bypass 
volume V. Then from the valve n the gas removes in the bypass 
volume. After that dry nitrogen introduces up to 150 KPa.Thc 
relation between bypass volume and volume of work chamber is 
equal to 1:300. Box for measurement allows to adjust the flow of 
mixture. 
Fig. 5 shows a dependence of differential frequency versus time 
evaluation for L-B thin film gas sensor. Region I is vacuum. Region 
II is insufflation of SO2 with concentration of about 60 ppm, region 
ID is pump out the mixture. Fig. 6 shows the similar dependence for 
the case of SO2 concentration of about 100 ppm in the dry nitrogen. 
One can determine the sensitivity of gas sensor to SO2 as 15 
Hz/ppm. 

Fig. 7 illustrates the deviation of differential frequency for 
the gas sensor sensitive element with modified Si02 thin film. 
Different regions of this curve behavior have respect to change of 
SO2 concentration. At last, Fig. 8 demonstrates dependence of 
differential frequency for sensitive element with WO3 thin film. 

The following results are obtained: 

Table 2 
Gas so2 H2S 
Sensitive layer L-B layers Si02 mod. WO, WO, 
Sensitivity, Hz/ppm 15 1000 80 100 

3. The pressure sensors. 

Here are the results of design and performance of some 
types of SAW pressure sensors [12]. It is shown that such devices 
have a high sensitivity from 0.026 Hz/Pa for high pressure sensors 
(12000 KPa) to 27 Hz/Pa for low pressure sensor (20 KPa). 
Accuracy of these devices is about 0.15%. 

In many cases the long term and temperature stability of 
semiconductor pressure sensors are not sufficiently high. That is why 
developing other types of pressure sensors is necessary. Here we 
present experimental data on two types of SAW pressure sensors 
[13,14]. 

The sensitive element of the first type sensor is a crystal 
membrane is fabricated on a Y-cut quartz substrate (Fig. 9). Two 
SAW resonators and one thermoresistor are placed on its surface. 
They all made of aluminum film with a thickness of 0.15 of a 
micrometer. One resonator is placed in nie center of the membrane. 
The distance between the centers of the membrane and the other 
resonator is 0.75 of the membrane radius. Both resonators are 
connected by the feedback loop of two oscillators and serve as 
frequency control elements. Under the influence of measured 
pressure the membrane surface becomes curved. The surface 
deformation causes changes in the central frequencies of the 
resonators. As the resonator centers are placed in points of opposite 
signs of deformations their frequency shifts have different signs too 
(Fig. 10). The difference frequency is a sum of the resonator 
frequency shifts. The measured pressure is a function of this 
difference frequency and of temperature controlled by the 
thermoresistor. The frequencies of the signal from the mixer output 
and the thermoresistor value arc transformed in a digital form and 
used for pressure calculation in a microcomputer. 

The sensitive element of the second type sensor is a plate of 
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ST-cut quartz. The plate leaned on the edges of a rectangular hole in 
the steel unit (Fig. 11). The SAW resonators are fabricated on the 
plate surface. The sensor also includes a vacuum steel membrane 
with steel rod that welded to the center of the membrane. Under the 
influence of pressure the membrane center with the steel rod moves 
and squeezes the plate surface. The plate deforms and the resonator 
frequency changes. Its frequency shift and the thermoresistor value 
are processed in the same manner as in the previous sensor. The 
second oscillator uses a mechanically unloaded SAW resonator as a 
frequency control element The material is chosen due to its small 
temperature coefficient and high sensitivity of SAW velocity to the 
static strains. 

The short description of the technology of SAW pressure 
sensor sensitive element is as follows: 

-the basic material is Y-cut (or ST-cut), X direction quartz, 
optically polished, 

-10 run thick vanadium layer, and 
-ISO nm thick aluminum layer, deposited by vacuum 

evaporation, 
-etching of the aluminum pattern. 
The main features of two different samples concerning the 

first type SAW pressure sensors are given in Table 3. 

Table 3 
Parameters 
Diaphragm diameter, mm 

Sensor 5 
30     ; 

Sensor 10 
9 

Diaphragm thickness, ukm 200 2000 
Pressure range, KPa 0-16 0-12000 
Sensitivity, Hz/Pa 4.00 0.0263 
Nonlinearity,% 0.56 0.7 
Mean error, % 0.28 0.1 
Threshold pressure (at the 10 
Hz frequency accuracy), Pa 2.5 3800 
Central frequency, MHz 197.1 310 

For the SAW pressure sensor of second type we had 
opportunity to increase sensitivity by using the large diameter 
intermediate membrane. The main properties of these sensors are in 
Table 4. 

Table 4 
Parameters Sensor2 Sensor 3 
Membrane material vacuum steel fused quartz 
Dimension of ST-cut plate of 
resonator, mm 15*8*0.3 the same 
Sensitivity, Hz/Pa 9.7 27.0 
Pressure range, KPa 100-116 OH-20 

Hysteresis, % 0.15 0.15 
Pressure threshold (at 10 Hz 
frequency accuracy), Pa 1.0 0.4 

SAW pressure sensors under study have such attractive 
properties as high sensitivity, low threshold, design and technology 
simplicity, non complicated electronic equipment without any 
thermocompensation, that doesn't influence on sensor stability, small 
dimensions and frequency output 

They have a higher long-time and temperature zero drift as 
compared with bulk wave resonator pressure sensor. The strain 

transformation sensors have additional disadvantage. It is a high level 
hysteresis. 

Calculated [15] and experimental difference of these relative 
frequency shifts and some other membrane parameters are in Table 
5. It shows a good agreement between numerically calculated and 
experimental data. It has been found that ST-cut membranes with 
direction of propagation of <p = 50° are to have high pressure 
sensitivity and temperature stability simultaneously. 

Table 5. 
Membrane, N 1 2 "3 
Thickness, mm 2 2 1.1 
Diameter, mm 9 9 12 
Distance between resonator 
centers, mm 4 4 4.8 
Resonator central 
frequencies, MHz 310 310 360 
Substrate, Quartz Y-cut ST^C-cut ST,X-cut 
Experimental relative 
sensitivity, (1/Pa)*1012 60 20.2 90 
Theoretical relative 
sensitivity, (1/Pa)* 1012 75.4 24 100 

The experimental data allow us to conclude that the 
sensitivities of both types of SAW pressure sensors are sufficiently 
high and they could be used in pressure measurement equipment. 

Conclusion 

The design and perfomance of different kinds of SAW 
sensors together with electronic circuits provide comparatively 
simple devices that could be used in a measurement equipment 
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Fig. 4 Block diagram of measurement gas sensitivity. 
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Fig. 11 Plate of ST-cut quartz pressure sensor. 
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Abstract 

Paired surface transverse wave resonators 
operating near 500 MHz are being used as the sensing 
element in a chemical/biological detector capable of 
operating in water. Initially, the design of the surface 
transverse wave detector will be discussed. Then, the 
major problems uncovered with the prototype detector 
will be reviewed with an emphasis on solutions to these 
problems that will be implemented in a second- 
generation "smart" detector. 

Introduction 

One of the most challenging problems facing 
today's sensor industry, for both military and commercial 
applications, is the rapid detection of biological agents. 
This problem is even further complicated by the 
requirement that the detection technique be sensitive, 
selective, power-efficient and portable. Surface acoustic 
wave (SAW) sensors have demonstrated that these 
performance criteria can be met for the detection of 
chemical vapors in air [1]. However, when SAW devices 
are operated in a medium more viscous than air, such as 
water, mechanical damping of the acoustic wave 
produces excessive attenuation and makes the device 
unusable. The primary source of the mechanical 
damping in a SAW is the normal component of its 
elliptical particle motion. Fortunately, SAW is only one of 
several acoustic modes that will propagate in a 
piezoelectric substrate. There exist modes of vibration 
whose particle motion is parallel to the surface. One 
such mode is the acoustic plate mode whose transverse 
particle motion within the bulk of the crystal makes it 
possible to produce a sensitive gravimetric sensor 
capable of operating in a fluid. Other advantages of an 
APM device are 60% higher acoustic velocity, better 
aging behavior, increased power handling capability, 
higher intrinsic material Q and lower device phase noise. 

The acoustic plate mode (APM) has two modes of 
practical importance which are the surface skimming bulk 
wave (SSBW) and the surface transverse wave (STW) 
[2]. Although both have parallel particle displacements, 
the STW travels close to the surface, with most of its 

energy several wavelengths below it. In contrast, the 
SSBW and its energy travel into the bulk of the substrate 
at an angle 9. 

Detection sensitivity in most acoustic sensors is 
controlled to a great degree by the amount of interaction 
that occurs between the acoustic wave and a sorbing 
material. The superb sensitivity exhibited by SAW results 
from the normal component of its elliptical particle motion 
combined with the concentration of its wave energy at 
the surface. In an effort to optimize the mass sensitivity 
of the APM detector, the sensor element was designed 
as a STW device to take advantage of the confined wave 
energy near the surface. This will increase the wave's 
interaction with the contaminant and reduce the insertion 
loss of the sensor. 

This paper presents some preliminary results 
obtained from a biosensor prototype utilizing a dual- 
channel surface transverse wave (STW) resonator as a 
quartz microbalance. Initially, the design of the 
chemical/biological detector will be reviewed 
concentrating primarily on the rf and digital electronics. 
Then, resonator and oscillator problems will be 
presented with an emphasis on solutions to these 
problems that will enhance the sensitivity of the 
biosensor. Finally, a second prototype biosensor will be 
proposed which solves the preliminary problems of the 
first prototype, while also meeting the evolutionary 
requirement of being compatible with the RS-232 and 
RS-485 communication protocols for possible sensor 
networking. This last feature will be critical to its 
proposed usage as a field deployable point-detector. 

STW Sensor 

Gravimetric effects produce frequency changes in 
acoustic devices because mass deposited on the active 
surface of the device slows and damps the particle 
motion in the piezoelectric substrate. Damping of the 
particle motion causes a reduction in the wave velocity of 
the acoustic signal which ultimately results in a decrease 
in the output frequency of the device. This phenomenon 
can be used to make a chemical or biological sensor, if 
two criteria are met. First, the desired analyte must be 
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immobilized on the surface, usually, by some type of 
sorption via a selective coating. Second, this 
analyte/coating interaction must create enough mass 
loading to alter the velocity of the acoustic wave at useful 
analyte concentration levels [1]. Clearly, the selectivity 
and specificity of the STW sensor are a function of the 
physicochemical nature of the coating material. 

A two-port STW resonator structure has five 
components, which are an input and output set of 
interdigital transducers (IDT), two sets of reflectors and 
an intertransducer grating. It has been shown that the 
response of a STW resonator near-resonance is very 
similar to that of SAW resonators [3]. Therefore, the 
general design of a STW resonator can be obtained from 
the SAW resonator design review in Gerber & Ballato, 
assuming that the wave velocity for the APM mode is 
used [4]. The major design differences between STW 
and SAW are an additional intertransducer grating used 
to guide the APM along the surface of the device and the 
wave propagation direction of the device relative to its 
crystallographic axes. The layout of the STW resonator 
can be seen in Figure 1. The STW resonators were 
fabricated on a 7.62 cm diameter ST-cut quartz wafer, a 
popular SAW cut. However, instead of propagating the 
acoustic wave in the x direction, which is the standard 
SAW orientation, the resonator structure was rotated 90° 
with respect to the crystallographic axis so that the 
acoustic wave propagates in the z direction producing 
the APM. Follow-on devices will be fabricated on an AT 
cut of quartz which is temperature-compensated for the 
STW mode. 

Figure 1        Schematic Diagram of 500 MHz 
STW Resonator 

Biosensor Electronics 

The biological agent detector can be partitioned 
into two primary sub-systems: sensing and displays. The 
sensing sub-system is formed primarily by the rf 
electronics which include two feedback-loop oscillators 
and a mixer. The basic feedback-loop oscillator, as seen 
in Figure 2, has six essential components: a phase 
shifter, loop amplifiers, a feedback-loop sampler, gain 
limiters, a frequency control device and a buffer 
amplifier. These components are required to insure the 

two conditions of oscillation are met within the loop. The 
first condition is that there must be 3 + 1 dB of excess 
small signal gain in the feedback-loop. The second 
condition is a net 27iN phase shift around the entire loop 

[5]. 

In operation, one of the two resonators is covered 
with a selective coating and serves as the test channel, 
while the other resonator serves as the reference 
channel. As the desired analyte is flowed over the active 
region of the coated resonator, the analyte preferentially 
binds to the selective coating which mass loads the 
surface and results in a decrease in the output frequency 
of the test resonator. The detector is operated in a 
differential mode by mixing the output frequency of the 
test and reference oscillators and analyzing the 
difference frequency. A differential mode of operation is 
preferred because it minimizes systematic errors caused 
by changes in temperature, pressure and flow rate. 

First Prototype 

-EHJ)  

(p- 

4«H>—EKl)— 
3 m g, 

-C : 

Figure 2 Block Diagram of Initial 
Biosensor 

The first stage of the display sub-system is a 
Common Emitter configured Bipolar Junction Transistor 
that amplifies the differential frequency signal. The 
amplifier is followed by a wave shaping and level shifting 
stage that converts the differential frequency sinusoidal 
signal to a square signal from 0 to 12 Volts DC. The 
square wave drives the clock input of the frequency 
counters. 

The display electronics sub-system includes a 
system clock that consists of a crystal oscillator and a 
frequency divider. The system clock creates one second 
sampling windows for counting the differential frequency 
and displaying the results on a liquid crystal display. 
Functionally, the differential frequency is accurately 
counted when the counters are allowed to operate for 
exactly one second. 

Calibration data is initially stored in memory and 
then subtracted from subsequent readings. This 
difference is the true frequency shift due to mass loading 
on the surface of the detector and is displayed on the 
liquid crystal display for one second between counting 
intervals. 
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Experimental Findings 

Testing an array of eight device designs which 
consisted of two different numerical apertures (NA) each 
having four different intertransducer spacings, confirmed 
that optimal wave coupling occurs for an intertransducer 
spacing of nXI2 for STW devices [3]. The device selected 
for the sensor was the 8TO. NA device because its 
insertion loss was 6dB lower than its 40A, counterpart. On 
average the devices had a resonance frequency of 487.5 
MHz and an unloaded Q of 6700. The residual phase 
noise of the STW resonator used in the oscillator was - 
125 dBc/Hz at the 1 Hz intercept point. 

One of the disadvantages of using the STW mode 
is that the analyte must come in direct contact with the 
active, metallized side of the device. Initially, the 
protective layer was a thin coat of Si02, approximately 
1000A thick, which would simply protect the electrodes 
from oxidizing or shorting due to any ionic content of the 
water. However, initial testing revealed that there was 
still some phenomenon that was severely degrading the 
device's performance when water was placed on the top 
surface. The problem was determined to be the strong 
electric field concentration at the edge of each electrode 
that was polarizing the water molecules above it and 
shorting out the device. The following equation was used 
to model the normalized electric field strength at the 
surface of the device [6], 

performance with water-loading for a 1.7 urn thick rigid 
photoresist shielding layer. 

£iO,«): 26» 

K(sm2 0) 
*^./>(cos2 0)*cos[(2w+l);ry/]. 

In this equation, v|/ is the distance along the direction of 
wave propagation, Pn are the Legendre polynomials, K is 
the complete elliptic integral of the first kind, and 
$= (i-d)7tl2 where / is the grating period distance and a 
is the electrode width. Figure 3 shows a Mathematica 
plot of the normalized electric field strength for a 
metallization ratio of 1/2, therefore the electrode and 
space are both equal to X/4. The plot shows the electric 
field for two electrodes centered at 0.5 and 1.5, where 
the charge on each electrode is equal and opposite. 

Given the presence of this strong electric field at 
the edges of the electrodes a shielding layer would have 
to be devised to reduce the strength of the electric field 
incident on the water. Modeling the electrodes as an 
array of constant line charges spaced XI4 apart and 
assuming a low dielectric constant shielding layer (sr«3), 
a shielding layer thickness of 2.0 urn would reduce the 
field incident on the water by greater than an order of 
magnitude. This agreed well with preliminary 
experimental results that indicated acceptable device 
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Figure 3        Normalized Electric Field 
Strength at Device Surface 

The proposed sensor configuration can be seen in 
Figure 4a. The thin Si02 layer provides protection against 
oxidation and ionic shorting of the electrodes in solution. 
The thick, low dielectric polymer shielding layer prevents 
device shorting caused by polarization of the water 
molecules due to the strong electric field present at the 
electrode edges. The channel removed between the 
transducers allows the analyte to bind as close to the 
active surface as possible, improving the sensitivity of 
the device. The top layer is the chemically or biologically 
selective coating that will mass load the surface when 
exposed to the analyte. 

The other problem that occurred was discovered 
when the short term stability of the differential oscillator 
was tested. There was a 1/600 Hz signal that was 
modulating the nominal 200 kHz output signal by + 250 
Hz. It was realized that the most probable source of the 
modulation signal was the common voltage regulator 
which supplied 15 V to each oscillator. Figure 4b shows 
the solution to this problem which was to place each 
oscillator on its own voltage regulator, giving 90 dB of 
isolation between each oscillator and the battery pack. 
The short term stability of the output signal improved by 
an order of magnitude as a result of introducing a second 
voltage regulator. 

Currently, the modified sensor structure is being 
fabricated and appropriate test fixtures are being 
designed. Once a suitable detection layer is found and a 
flow cell is designed to deliver the analyte to the sensor 
surface, testing of the biosensor can begin. 
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Functional Sensing Mechanism 

r r»iy>- 

Non-Injection Locking Power Supply 

I 7S15 [ 

[6] Ballato, A., "Transduction of Acoustic Surface Waves 
by Interdigital Arrays, and Equivalent Circuit 
Representations," Research and Development Technical 
Report, ECOM-4359, October 1975. 

Figure 4 Solutions to Biosensor Problems: 
a) Multi-layer Protective Coating 
b) Non-Injection Locking Power Supply 

The second generation biosensor, besides 
incorporating the enhancements listed above, will 
concentrate on reducing the power requirements and 
size of the rf electronics, providing more isolation for the 
oscillator loop, and evolving the digital electronics to 
incorporate a micro-controller. A micro-controller will 
enable calibration and compensation data to be stored 
and used to correct for environmental effects when 
networked with appropriate sensors. Sophisticated user 
interfaces such as high resolution displays and remote 
communications protocols, such as RS-485 and RS-232 
ports, will be driven with the micro-controller. This 
enhanced capability resulting from the use of a micro- 
controller will provide the sophisticated data processing 
required for any sensor system to make an impact on 
future monitoring requirements. 
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Abstract 

The application of ion-plasma technology 
enabled us to develop and put into production MCFs 
using piezoelectric elements with reverse mesa 
structure operating at the fundamental frequency over 
the range from 30 to 50 MHz. The filters are 
manufactured in flat metal enclosures with the 
dimensions 12.0x12.0x4.2 mm. The advantage of this 
adjustment method consists in a practically maskless 
technology because no necessity exists in the mask 
alignment with the electrode configuration, which 
would be difficult with a gap of 0.05-0.18 mm. The 
parameters of 2nd order MCF FP2P-486 operating at 
the frequencies of 34338, 68736 and 149950 kHz and 
their frequency attenuation characteristics are given, 
including frequency attenuation characteristic of 4th 
order-MCF at 149950 kHz, synthetisized from two 2nd 
order MCFs. 

The application of chemical or ion-plasma 
etching technology for manufacturing crystal elements 
having a reverse mesa-structure and used in 
piezoelectric crystal units and monolitic filters [1] 
allowed us to design and put into production high 
frequency monolitic filters operating at the 
fundamental frequency over the range 30-150 Mc. 

The designing of a unique construction type and 
technology for the whole frequency range leads to the 
simplification of the production process satisfying 
simultaneously the needs of many consumers relating 
to frequency parameters. Filters are produced in metal- 
glass plane enclosure by the use of one continuous 
electrode (Fig.1,-1) at the side of mesa structure and 
two separate (Fig. 1,-2,3) electrodes at the plane side of 
the crystal element (Fig.1,-2). Thin film control land 
areas of the crystal element are carried out by vacuum 
electroplating a three layers-film consisting of chrome, 
copper and nickel. 

Thin film electrodes of the piezoelement 
intended for the frequency range 30-90 Mc are made of 
silver and for the range 90-150 Mc - of aluminum. The 
piezoelement is bonded to the sittale plate (Figl,-5) in 

which a seating place for it is etched by 
photolithographic method; the bonding of the 
piezoelement is carried out by using an organic silicium 
containing compound characterized by low gas- 
secretion. The joining of contract land areas of the 
crystal element and terminal edges of the enclosure 
(Fig. 1,-6) is realized by using a gold wire of 30 ßm in 
diameter bonded to the land areas and terminal edges 
by microwelding technique. The photograph of the 
filter is given in Fig.2. Hermetic encapsulation of the 
filter is made by joint laser welding, the enclosure being 
filled with nitrogen of high purity after preliminary 
evacuation. 

One of the distinctions of the technology process 
uset' for manufacturing the filters in question, as 
compared with the traditional production process, is 
the adjustment of filter parameters by ion etching 
mei :is. 

The adjustment method using material vacuum 
plating through special masks is unacceptable in this 
case because of the extremely sizes of thin film 
electrodes and the distance between them varying from 
180 to 50 ßm [2]. 

The most suitable adjustment method in our 
case is obviously ion etching technique widely used at 
the present time in crystal unit production process and 
described in literature [3,4]. The possibility of using 
electrode etching technique for the adjustment of the 
2nd order monolitic filter parameters are analyzed in 
the filter mentioned above was carried on at one side 
for Ine piezoelement was mounted in parallel with the 
multi-teyninal base of the enclosure at the minimum 
clearance/The surface of the piezoelement was situated 
normally to the ion flow in such a manner that the 
mutual arrangement of the piezoelement and the ion 
source insured the uniform simultaneous etching of the 
both electrodes. The piezoelement parameter 
adjustment (the aligning of the dot resonator 
frequencies, of the upper normal frequency and the 
normal frequency scatter) was realized by means of 
selective removing away part of the electrode plating 
material using a special moving mask. 
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For piezoelements with electrode sized of some 
millimeters, the above described method of adjustment 
using a plane mask is expedient, yet in the case under 
discussion, when electrodes have the above mentioned 
small sized, this adjustment method is not practically 
realized because of difficulties associated with matching 
masks and electrodes, mount distortions, the necessity 
of approaching the mask closer to the element surface 
with the aim in view of avoiding possible etching of 
electrode parts, and uncontrollable shifts of the filter 
parameters as well. 

For the adjustment of parameters of the filter 
under discussion it was proposed to use two ion 
sources (Fig.8,9) applying a vertical separating mask- 
shield (Fig.1,-7). The adjustment process arrangement 
is given in Fig.l. 

The mask is removable, is placed on the filter 
enclosure using figured slots and its arrangement 
relative to the electrodes is controlled by applying a 
microscope. 

For carrying out measurement and adjustment 
processed a short circuit is used by shorting one of the 
separate electrodes with the entire one. 

While aligning frequencies of dot resonators, ion 
etching is applied to remove part of electrode material 
of that dot resonator which in the open circuit state has 
the least frequency according to the largest peak on the 
oscillograph screen. For this process to be realized an 
ion source is turned on operating at the side of the 

Table 

lower resonance frequency electrode and the process of 
material removing goes on up to the alignment of 
resonance peak amplitudes. 

For adjusting the mid-band frequency of the 
filter both of the ion sources are turned on and the 
electrode etching process is carried on up to the 
necessary frequency value, after which both sources are 
turned off. 

As a rule the most of filters do not need the 
operation of adjusting the frequency scatter, i.e. of 
adjusting the acoustic coupling factor. But in some 
cases of necessity masks may be used which are 
analogous to the above mentioned ones and have 
special slits for removing part of electrode material 
closely to the inter-electrode distance for narrowing the 
pass band and closely to the outer edges of electrodes 
for broadening the pass-bond. 

The characteristics of the filter OI12ri4-486 at 
mean frequencies 34338, 68736 and 149950 kHz are 
presented in Table. 1, and their attenuation frequency 
characteristics (AFC) are given in Fig.3-5. 

To satisfy the increased requirements relative to 
the shape factor, attenuation frequency characteristic 
(AFC) and the guaranteed attenuation filters of higher 
orders may be synthesized on the basis of 9nd-order 
sections. 

Fig.6 represents the characteristic of MCF at 
149950 kHz of the 4th synthesized on the basis of two 
2nd-order filters. 

Tech. data FP2P4-486 

01 03 09 

Mode Fundamental 

Order of filter 2nd 

Center freq. f, kHz 34338 41500 68736 149950 

Pass-band width *) 
3 dB, kHz 

20 dB, kHz 
+ (10-50) 
±(50-250) 

+ (15-60) 
±(75-300) 

+ (20-100) 
±(100-500) 

+ (30-100) 
±(150-500) 

Pass-band ripple, dB < 1.0 

Insertion loss, dB <5.0 

Attenuation, dB >30 >25 > 20 

Temperature range, °C -60++85 

*) Any value within this limit is avaible. 
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<V,7  C\ff,-ä 

Fig.l. The filter and its adjustment arrangement using two ion sources with a vertical separating mask-shield. 

1 — continuous electrode, 
2 — crystal element, 
3,4 — separated electrodes, 
5 — sittale plate, 
6 — enclosure, 
7 — mask-shield, 
8,9 — ion sources 

Fig.2. The filter $112114-486 (outer sight). 
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Fig.6. Attenuation frequency characteristic 
of MCF <t>n2II4-486 of the 4th order at 
the mid-frequency 149950 kHz. 
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This paper describes the design of active bulk 
acoustic wave (BAW) piezoelectric filters with 
properties that are unattainable with inductorless 
passive piezoelectric filters. Circuit realizations for 
wideband (fractional bandwidth of between 5% 
and 50%) bandpass filters (BPF), low pass filters 
(LPF), highpass filters (HPF), band reject filters 
(BRF), and tunable filter sections are proposed. 
This class of filter eliminates the characteristic 
restrictions related to the properties of the 
piezoelectric material. The proposed approach 
would be useful for the design of integrated circuit 
(IC) compatible thin film BAW piezoelectric filters 
over a wide frequency range of up to 1-2 GHz. 

1. INTRODUCTION 

Filters occupy a large share of the 
communication equipment volume. In comparison 
with other circuits (amplifiers, mixers, etc.) they are 
still unyielding in terms of miniaturization and IC 
compatibility. One of the ways to miniaturize the 
filters is by using piezoelectric SAW and BAW 
monolithic filters. 

BAW piezoelectric filters operating in the 
fundamental mode are usually used at frequencies 
below 30 MHz. Their merits are low loss and simple 
electrode topology. However, the bandwidth of 
inductorless BAW filters is limited to 1% for quartz 
and to about 5% for LiNb03 resonators. 

SAW filters have played a key role in 
frequency selection and determination in the 
frequency range from 10 MHz up to 2 GHz due to 
their small size, outstanding selectivity, high 
bandwidth capability (50% or more) and high 
reproducibility. The one disadvantage that they have 
had has been the relatively high insertion loss, often 
making them inappropriate for RF input signal 
selection. Novel types of SAW filters with low 
insertion loss have been recently developed [1,2]. 
Some of these devices have employed ladder or 
coupled SAW resonators. In these cases the 
inductorless   low   loss   SAW   filter's   fractional 

bandwidth have been restricted (< 5% for LiNb03) 
and the selectivity has been determined by the number 
of resonators. 

Ladder and coupled networks are also basic 
to BAW filters [3]. Therefore the low loss SAW 
filters would get preference if the SAW resonators 
will be advantageous in the comparison with BAW 
resonators at the same frequency region. 

Recent progress in thin piezoelectric film 
deposition promises small size (as low as 100 um2 

independently of frequency) BAW resonators 
integrated with semiconductor ICs [4]. High quality 
thin film BAW resonators with resonant frequencies 
in the region of 1-2 GHz have just been fabricated [5, 
6]. They use sputtered ZnO, A1N or PZT sol-gel 
deposed films on both GaAs and Si substrates. Their 
electrodes have a small size and a topology easily 
implemented by standard 3-5 um IC processes. 

At the same time, the progress in IC 
compatible active filters has been rapid. Active 
frequency-selective and active inductance simulating 
circuits based on only a few transistors have been 
reported for frequencies up to 2 GHz [7]. 
Unfortunately, these circuits have both a low Q factor 
and poor temperature stability. They could, however, 
be successfully used as elements in active 
piezoelectric filters. 

In this paper active networks based mostly 
on multiport piezoelectric resonators (MPR) are 
proposed to extend the range of applications for BAW 
piezoelectric filters. These filters combine the 
advantages of piezoelectric and active filters. 

Most of the examples are based on 
piezoceramic resonators. Piezoceramic filters have 
limited application because of the fractional 
bandwidth restrictions ranging from 1% to 8%, due to 
poor temperature stability and low electromechanical 
coupling coefficient k, respectively. We show that 
with our approach, the designer can overcome these 
severe restrictions imposed by materials with the use 
of active networks. The authors feel that the 
proposed approach will be useful for integrated thin 
film piezoelectric filters design. 
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2. CASCADE REALIZATION 

One way of designing active piezoelectric 
filters is by using a cascade realization of the transfer 
function. This is very similar to the design of active 
RC filters where it is necessary to combine stages 
with different poles and zeros and with different Q 
factors. MPR materials have fixed electromechanical 
properties and therefore require additional Q factor 
and frequency tuning. It is possible to incorporate 
special sections in the MPR for tuning purposes 
(fig.l). Passive tuning methods allow us to reduce the 
frequency of the MPR by less than 2% using a 
loading capacitance. A load resistor reduces the Q 
factor and the frequency simultaneously, the latter by 
a    small    amount because    of    the    fixed 
electromechanical coupling coefficient. 

The use of active networks as a loading 
impedance allows us to influence the Q factor and the 
frequency independently over a wide range of values. 
Among these active networks are negative capacitance 
and simulated inductance. Negative capacitance 
circuits and simulated lossy inductors, based on a 
single operational amplifier, allow us to change the 
resonant frequency by up to 20% and to reduce the Q 
factor by up to 100 times, respectively. 

Independent frequency and Q factor transfer 
function pole control is achieved in an active network 
by applying a feedback signal to the additional MPR 
section through a phase-shift network (fig.2). A MPR 
centre frequency tuning range of ±3% is achieved 
while maintaining both a constant Q factor and a 
constant gain. This range depends on the gain of the 
feedback loop. Experiments have shown that the Q 
factor, originally at 500, can be varied over a range of 
70 to 2600 [8]. 

In the case of high order BPFs, a basic 6th 
order circuit is suggested [9]. It uses a differential 
amplifier, which allows you to balance the response 
of each of the MPRs and to compensate the through 
capacitance of the MPR. MPRs with a Q factor are 
used to form the high steepness in the BPF transition 
regions. An active RC circuit with a low Q factor (of 
few units) smoothens the passband shape. Feedback 
loop further minimizes passband ripple. 

The active BPF, designed using this circuit 
configuration, requires fewer active elements, and has 
an available fractional bandwidth in the range of 3 to 
50%. Such filters have high temperature stability, low 
sensitivity and wide dynamic range compared to those 
of their active RC counterparts. The reason for this is 
that active RC circuits have a low Q factor. Besides, 
the  amplifier  is  not used  to  improve  the  filter 

selectivity, as is done in high Q factor active RC 
filters. An example of an 8th order active 
piezoceramic BPF response is shown in fig.3. 

3.INDUCTANCE SIMULATION AND MPR 
IMPEDANCE TRANSFORMATION 

Lattice networks are useful for the realization of 
minimum phase filter networks. They have the 
advantage of permitting the independent design of the 
phase frequency characteristic [10]. MPRs are very 
convenient components for such network realisations 
without the need of real transformers. Wideband BPFs 
have been implemented with grounded inductors 
simulated by one or two operational amplifiers (fig.4). 
Losses of the widening inductors in that case can be 
accounted for by the loading resistors. By using 
simulated inductor networks, new classes of the active 
piezoelectric LPF, HPF and BPF are created. Their 
prototypes are LC lattice networks with piezoelectric 
resonators in the arms. MPRs used there define the 
transition region in the filter frequency response, with 
the sharpness of the response is conditioned by the 
quality of the piezoelectric resonator material. Since 
in the case of BPFs the demands for the simulated 
inductor are not high, the stability of such filters is 
mainly determined by the stability of MPR. Examples 
of active piezoelectric BRF, LPF and HPF based on 
MPRs and simulated inductors are shown in figs. 5 
and 6. 

Another method for designing active 
piezoelectric filters is to exploit the piezoelectric 
resonator impedance transformation. Examples of new 
circuits that use a gyrator and a frequency dependent 
negative resistor (FDNR) for the design of filters 
based on one-port piezoelectric resonator are shown 
in figs. 7 and 8, respectively. It is important, that 
resonant frequency and its sensitivity be mostly 
determined by the piezoelectric resonator. An example 
of a FDNR circuit transformation using a passive 
ladder prototype is shown in fig. 9. The LPFs and 
HPFs that we have built with this method have steep 
and stable frequency responses. 

The proposed approach to the design of 
active piezoelectric filters has been shown to be 
applicable for the frequency range from 1 kHz to 10 
MHz using different types of the piezoelectric 
resonator vibrational modes. MPRs for a higher 
frequency region of up to 1 GHz could be fabricated 
with multilayer piezoelectric thin film deposition. 
High value small size capacitors could be made using 
the same process, exploiting the high dielectric 
constant of the film. 
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4. CONCLUSION 

The new approach to the design of active 
piezoelectric filters allows us to create wideband BPF, 
HPF, LPF and BRF with stable and steep frequency 
responses. Using this approach (with the latest 
achievements in thin piezoelectric films deposition), 
one can obtain IC compatible filters with good 
characteristics. They could compete with LC, active 
RC and switched capacitor filters at low frequencies 
as well as with SAW, dielectric resonator, stripline 
and other filters at the microwave frequencies. 
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ABSTRACT 

This paper describes an accelerometer for which the 
vibrating beam sensor, the vibration isolation system, 
the proof mass, the proof mass suspension system, and 
the mounting means are all machined from a single 
rectangular quartz crystal blank. As such, this sensor 
represents a significant advancement in combining the 
sensor art with the quartz crystal resonator art. The 
design uses the well-known force-frequency modulation 
effect of a vibrating beam in axial tension or 
compression. 

INTRODUCTION 

The use of frequency-modulated vibratory sensors has 
always been attractive in accelerometer as well as other 
sensor applications due to the inherent digital nature of 
the output signal without need for A/D conversion. 
When the sensor material used is quartz crystal, high 
stability of bias frequency and scale factor is realized as 
well as low temperature sensitivity. In addition, the 
piezoelectric property of quartz crystal provides a simple 
means of sustaining vibrations using an oscillator 
circuit, electrically connected to electrodes plated on the 
resonator. 

A unique feature of the patented design is its two 
thickness structure. This allows the mass, mass 
suspension and mount requirements of the relatively 
thick outer structure to be independent of the sensitivity 
requirements of the relatively thin vibrating beam inner 
structure. This simple yet powerful design approach 
allows the concept to be applied to both high g low 
sensitivity and low g high sensitivity applications. A 
plated metalization pattern 
leads from the mount portion of the structure to 
electrodes on the vibrating beam. A simple piezoelectric 
shear drive is used to sustain the beam flexure 
vibrations. 

The monolithic quartz structure is "mini-machined" 
using ultrasonic machining, as opposed to photo-etch 
micro-machined techniques used on DETF quartz or 

silicon sensor applications. Since the structure is a .1" 
x .6" x .7" rectangular "quartz sensor chip", it lends 
itself to IC packaging and sealing techniques. The 
oscillator circuit may be packaged along with the "chip" 
or remain external. Depending on the application, many 
packaging options are possible. 

The use of quartz resonators in sensors (primarily 
pressure sensors and accelerometers) is not new. 
However, previous sensor designs used assemblies of 
several quartz parts or a combination of quartz and 
metal parts. The design being presented uses a 
monolithic quartz structure. 

The following paragraphs will describe the construction 
and operation of the quartz structure beginning with the 
innermost vibrating flexure beam, through the Q- 
maintaining isolation mechanism and end with a 
description of the proof mass and mounting means of 
the outer portion of the structure. The advantages of 
the unique feature of having the thickness of the inner 
and outer sections markedly different will also be 
discussed. The piezoelectric drive will then be covered, 
followed by a description of packaging. All design 
aspects of this sensor stress simplicity and producibility 
for a high performance-to-cost ratio. 

Since the paper concentrates on quartz resonator design, 
machining and packaging, details on performance will 
not be discussed. An exception is temperature 
sensitivity performance because it differs from what is 
normally experienced from quartz flexure resonators. 

DESCRIPTION 

Figure 1 illustrates the basic sensing means which is the 
well-known force-frequency (F-f) effect of a flexure beam 
in axial tension or compression. Figure 1 also describes 
the vibratory distinction between a beam and a string, 
specifically that the beam has a no-load resonant 
frequency and can also respond to compression, as well 
as the force effect on the crystal equivalent circuit. A 
more detailed discussion of the F-f effect appears in the 
Appendix. 
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FIGURE 1 
FORCE-FREQUENCY (F-f) EFFECT 

OF A 
VIBRATING FLEXURE BEAM 

Without a means isolation to maintain a high Q, the 
beam of Figure 1 is not practical. A typical simple 
isolation means is shown in Figure 2 and operates as 
follows. The vibrating beam is actually a virtual fixed- 
fixed beam, since there is some linear and angular 
displacement at the beam roots. By design, this root 
motion is kept small and is on the order of 1% of the 
maximum linear and angular displacements. Since the 
isolator mass reaction to M and V is primarily inertial, 
the relative phasing is as shown in Figure 2. The 
overall result is that the MMT and VMT reactions at the 
outer structure will be much less than M and V 
respectively which prevents energy loss. Typical Q is on 
the order of 20,000 or more. 

VIBRATING BEAM ISOLATOR BEAM 

V 17 

ISOLATOR MASS 

MHT    V„ 

FIGURE 2 
VB3RATION ISOLATOR TO 

MAINTAIN HIGH Q 

The vibrating beam and its isolator system comprise the 
inner structure of the overall structure shown in Figure 
3. Note that without the inner structure in place, the 
flexure beams would permit x-axis motion of the proof 
mass with respect to the mount portion of the structure. 
Therefore, the sensing portion inner structure is placed 
in tension or compression in response to an acceleration 
along the input axis. The use of a mount appendage 
insures that the error producing mounting stresses are 
not transmitted to other portions of the structure. 
Successful mounting has been achieved using epoxy, 
solder and mechanical fasteners. 

I—OUTER STRUCTURE THICKNESS 

-INNER STRUCTURE THICKNESS 

■t-, 

MOUNT 

FLEXURE BEAM 

FIGURE 3 
MONOLITHIC QUARTZ STRUCTURE 

A key feature of the design is the marked difference 
between the thickness of the outer and inner portions. 
The following comments apply: 

• For almost all applications, a single thickness 
structure is not practical because for a reasonable 
overall geometry, the sensitivity and isolation 
requirements of the inner structure cannot be 
made compatible with the mass, mounting and 
cross-axis stiffness requirements of the outer 
structure. 

• Having two different thicknesses introduces a 
high degree of design flexibility that completely 
decouples the relative design requirements of the 
two portions so that high g, low g and high cross- 
axis g requirements can all be accommodated. 

• The outer to inner thickness ratio is typically 8:1. 

The various fabrication steps leading up to a completely 
machined and metalized structure are illustrated in 
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Figure 4. Ultrasonic machining is the primary 
fabrication means. Overall dimensions are .1 x .6 x .7 
inches. 

FIGURE 4 
FABRICATION STEPS 

QUARTZ BLANK TO METALIZATION 

FLEXURE DRIVE AND METALIZATION 
PATTERN 

The piezoelectric flexure drive uses the well known Y-cut 
shear drive^1] described in Figure 5. It's operation is as 
follows: 

• The displacement distribution of a fixed-fixed 
fundamental flexure vibration mode is shown in 
Figure 5-A. 

• From the third derivative of y with respect to x, 
the shear stress distribution is shown in Figure 5- 
B. 

• Figure 5-C shows the electrode pattern along with 
the piezoelectric shear effect. This drive uses the 
d26 piezoelectric coefficient whereby an electric 
field in the y direction causes a shear stress about 
the z axis. 

• Figure 5-D shows the piezoelectrically induced 
shear stress distribution. Note that it is in phase 
with Figure 5-B and therefore will drive the beam 
at its fundamental frequency when connected to 
an oscillator. 

This type of drive was selected because it is simple and 
the electrodes are easily placed on the Y surface of the 
thin (0.004 in.) beam. Because of the thin ribbon-like 
geometry of the beam, a direct X-cut flexure drive 
electrode pattern was considered too difficult to apply 
using conventional masking and plating techniques. 

DEFLECTION 

y = f(x) 

SHEAR (V) DISTRIBUTION 

V=EI *1 

ELECTRODE 
PATTERN 

PIEZOELECTRIC 
EFFECT 

PIEZOELECTRICALLY 
INDUCED SHEAR 
DISTRIBUTION 

Ö OSC. 

V- «iti 

FIGURES 
PIEZOELECTRIC FLEXURE DRIVE 

Because the shear strain energy is small compared to 
the flexure strain energy, the electrical-to-mechanical 
coupling is low for the shear drive, resulting in a 
relatively high RJJJ on the order of 0.5 megohms. 

Figure 6 illustrates how the deposited metalization on 
the Z surface of the outer structure leads to the 
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electrodes, which are deposited on the Y surfaces of the 
vibrating beam. The electrode phasing is as shown in 
Figure 5-C. 

PACKAGING 

MONOLITHIC VBA CHARACTERISTICS 

The instrument described differs from conventional 
accelerometers and also many other VBA designs in the 
following ways: 

Since the quartz structure can be thought of as a 
rectangular "g-sensitive chip", it lends itself very nicely 
to IC packaging techniques as shown in Figure 7. IC 
packaging techniques are well developed and use low 
cost formed enclosures with very reliable glass-to-metal 
feedthrough seals. The seam weld or solder lid sealing 
techniques are also high volume low cost operations. 
The packages are usually evacuated but can also be back 
filled with a partial atmosphere of inert gas. 

IC PACKAGE SENSOR (SCHEMATIC) 

FIGURE 7 
"g-SENSITTVE CHIP" PACKAGING 

• The basic sensing element is not an assembly and 
therefore error producing sources such as joints 
and dissimilar materials are eliminated. 

• The sensor design and packaging are very simple 
and the overall parts count is very low for low 
cost. 

• The quartz sensor operates in a vacuum and is 
therefore undamped. This greatly simplifies the 
design and construction by eliminating critical 
damping gaps and the error sources associated 
with squeeze film damping. All structure 
resonances are designed to be well above 2 kHz. 
Vibration tests on engineering prototypes to 15 g 
and 2 kHz along all three axes revealed no 
resonances and no failures. 

It is the small size of the quartz structure that results in 
the very high resonant frequencies and eliminates the 
need for a damping mechanism. It is well known that 
the resonant frequency and shock capability of a given 
structure design geometry is generally inversely 
proportional to its size. Future generation monolithic 
VBA designs will be even smaller. 

While for some low accuracy applications the package of 
Figure 7 can be used directly, VBA's usually employ two 
units in a push-pull arrangement so that an input 
acceleration places one beam in tension and the other in 
compression. The output is taken as the difference 
frequency. This dual beam mechanization and the 
reasons for its use are described in the Appendix. 

A typical dual beam package arrangement is illustrated 
in Figure 8. Because of the versatility of the basic IC 
packaging technique many other arrangements are also 
possible. 

TWO DACK-TO- 
HACK SENSOH 
PACKAGES WITH 
OSCII.LATOI1S 

FIGURE 8 
DUAL BEAM VBA PACKAGE 

Other characteristics of the individual resonator, as well 
as the dual beam VBA appear in Table 1. 

TABLE 1 
TYPICAL CHARACTERISTICS 

INDIVIDUAL BEAM 

FREQUENCY (fQ) 52 kHz 
SCALE FACTOR (k^    26 Hz/g 

DIFFERENCE FREQUENCY 

BIAS (Afo/2ki) 
SCALE FACTOR 
*2 
BIASTC 
SCALE FACTOR TC 

10 g Per % f„ Mismatch 
52 Hz/g„ 
1.3 |ig/g^ per % kg Mismatch 
50 |ig/°C per °C Turnover Mismatch 
10 PPMTC 
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PERFORMANCE 

The dual beam VBA is intended for applications 
requiring 1 mg bias and 100 ppm scale factor stability 
and input up to 50g. Single beam devices can be used in 
less stringent applications. With better quartz and 
quartz processing along with a more sophisticated 
oscillator and temperature control, there is no reason 
why the design cannot qualify for 10 fig and 1 ppm 
applications. More details on performance will appear 
in future papers. 

One performance characteristic of special interest was 
temperature sensitivity. The bias frequency versus 
temperature characteristics exhibited the classic 
parabola as illustrated in Figure 9. Turnover 
temperature was -15° C. Of significance was the 
observed second order sensitivity of -25 (10" )/°C2. For 
other flexure resonators (X-cut and Y-cut), this 
sensitivity is typically -45 (10" )/°C2. It is suspected that 
the second order temperature sensitivity of the outer 
structure, as well as that of the vibrating beam, 
combined to result in the lower than expected value. 

S=a. 
'Ebt3 

QA) 

Where: 

The beam geometry, vibration mode, and 
boundary conditions are described by Figure Al. 

E and p are respectively the elastic modulus and 
density of the beam material. 

The dimensionless constant a0 and ag are 
respectively 1.026 and 0.294 for f in Hz, the 
fundamental vibration mode, and the fixed-fixed 
boundary conditions. 

 —--25(10Vc2 

(T~TTf 

>-    T 

FIGURE Al 
FIXED-FIXED VIBRATING BEAM 

UNDER AXIAL FORCE 

Another useful relationship is obtained by applying the 
binomial expansion to Equation 1A. 

M.<X+{*-$* (4A) 

FIGURE 9 
TEMPERATURE SENSITIVITY 

For an accelerometer application, F = mg where m is 
mass and g is acceleration. When the indicated 
substitutions are made Equation 4A becomes: 

APPENDIX f=f0+kl8-k28
2 (5Ä) 

A previously published Rayleigh method solution of the 
frequency-force effect of a vibratine flexure beam 
resulted in the following equations *■ * ™ . Dual Beam Accelerometer Mechanization 

MjJUSF 

Where: 

Jo        6 
L2lP 

(L4) 

(2A) 

Figure A2 is a schematic representation of dual beam 
operation where an input acceleration places one beam 
in tension and the other in compression. 
Equations 6A thru 8A describe analytically and Figure 
A3 graphically the behavior of the individual beam and 
difference frequencies. (Note the additional subscript to 
denote beam number as well as coefficient order. Also 
note that higher than second order terms are neglected.) 
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FIGURE A3 
DUAL BEAM 

FREQUENCY BEHAVIOR 

For beam one in tension: 

A=foi+kii8+k2i8* (M) REFERENCES 

For beam two in compression: 
(1)      Cady, Walter G., Piezoelectricity. 

McGraw-Hill, New York, 1946, pp 448-449. 

J2~J02    n2^+^2^ 

The difference frequency now becomes: 

(7A) (2) Albert, W.C., "Force Sensing Using Quartz 
Crystal Flexure Resonators". Proceedings of the 
38th Frequency Control Symposium. 1984, pp 
233-239. 

AA/r/2=/oi-/a2 + (*n+*i2te 
+ Ohr^s2 

Frequency differencing achieves the following: 

<M) 

The bias frequency (f0i - f^) becomes small. More 
importantly, the benefit of common mode 
rejection (CMR) of bias frequency thermal drift is 
achieved since both essentially identical crystals 
will have similar temperature sensitivities. Other 
error sources are also reduced by CMR. 

The dominant first order scale factor (kn + k12) 
becomes double that of an individual resonator. 

The most dominant nonlinearity term (k^ - k^) is 
greatly reduced by cancellation for improved 
linearity. 

(3) Albert, W.C., 'Vibrating Quartz Crystal Beam 
Accelerometer", ISA 28th International 
Symposium, Vol. 28, No. 1, 1982, pp 33-44. 
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Abstract 

We report on the design and test of a whispering gallery sapphire resonator for which the dominant 
(WGH„n) microwave mode family shows frequency-stable, compensated operation for temperatures 
above 77 kelvin. The resonator makes possible a new ultra-stable oscillator (USO) capability that 
promises performance improvements over the best available crystal quartz oscillators in a compact 
cryogenic package. A mechanical compensation mechanism, enabled by the difference between cop- 
per and sapphire expansion coefficients, tunes the resonator to cancel the temperature variation 
of sapphire's dielectric constant. In experimental tests, the WGHgii mode showed a frequency 
turn-over temperature of 87 K in agreement with finite element calculations. Preliminary tests of 
oscillator operation show an Allan Deviation of frequency variation of 1.4 - 6 xlO-12 for measuring 
times 1 second < r < 100 seconds with unstabilized resonator housing temperature and a mode 
Q of 2 x 106. We project a frequency stability 10"14 for this resonator with stabilized housing 
temperature and with a mode Q of 107. 

1    Introduction 

A sapphire whispering gallery resonator consists 
of a wheel or disk of sapphire inside a cylindrical 
metallic shielding can. By confining resonating rf 
fields to the sapphire element, these resonators ef- 
fectively eliminate metallic conduction losses - and 
so make possible resonators which are only limited 
by performance of the sapphire itself. The sapphire 
is typically oriented with its crystal c-axis along the 
central axis of the container in order to achieve cylin- 
drical symmetry for the excited resonance modes. 

Whispering gallery electromagnetic modes can be 
divided into families depending on their field config- 
uration, and further characterized by the number of 
full waves n around the perimeter of the sapphire 
element. The modes are doubly degenerate, with az- 
imuthal phase of the two sub-modes differing by 90 

'This work was carried out at the Jet Propulsion Labora- 
tory, California Institute of Technology, under a contract with 
the National Aeronautics and Space Administration. 

degrees. Modes typically used are the WGH„u fam- 
ily for wheel resonators and the WGEn\\ family for 
flat disks, where n > 5. 

With very high microwave quality factors (Q's) at 
easily reached cryogenic temperatures, the sapphire 
resonators already make possible excellent phase 
noise performance. In principle, the high Q values 
also make possible high frequency stability - if the 
resonator itself were stable[l-6]. However, temper- 
ature fluctuations in the sapphire cause unwanted 
frequency fluctuations. If these frequency variations 
could be cancelled or compensated, high stability 
could be achieved. 

The resonator Q's increase rapidly as the temper- 
ature is cooled, from approximately Q = 300,000 at 
room temperature to 30 million at 77 Kelvin (for X- 
band frequencies « 8 GHz). This compares to Q 
values of 1 to 2 million for the best available crystal 
quartz oscillators, and 10,000 to 20,000 for metallic 
microwave cavities. When coupled with low noise 
microwave circuitry, the high sapphire Q could make 
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Figure 1: Whispering gallery sapphire resonator (cylindrical cross section) 

possible a frequency stability as low as 10-14 [1]. 
Such a stability would be 20 times better than that 
achievable by quartz oscillators of the highest qual- 
ity, which presently give a stability of 2 x 10-13. 

Finite element calculations of frequencies and fre- 
quency tuning rates with temperature were made 
using the CYRES 2-D program [see companion pa- 
per, this conference]. A comparison of calculated 
and measured tuning rates at 77K shows excellent 
agreement. In particular, both calculation and ex- 
periment show a weakening of the compensation ef- 
fect for higher mode numbers that was not predicted 
by a simple circuit model that was initially used to 
design the resonator. 

2    Background 

Various approaches have been developed to reduce 
the thermal variation in electromagnetic or acous- 
tic resonators and so achieve high frequency stabil- 
ity. Compensated operation for bulk acoustic wave 
(BAW) quartz oscillators is achieved by means of an 
appropriate choice of orientation for the quartz crys- 

tal. This is possible due to a very strong variability of 
acoustic parameters with crystal direction. The elec- 
tromagnetic sapphire resonators have a much smaller 
anisotropy (« 35%) and no sign reversal for any of its 
thermal dependencies. In fact, up to the present time 
useful compensation of sapphire resonators has only 
been possible at liquid helium temperatures, where 
incidental or added paramagnetic impurities give an 
effective compensating effect[2,7]. But helium tem- 
perature operation is expensive, and impractical for 
most applications. A compensation mechanism at 77 
kelvin or above would allow liquid nitrogen could be 
used as the coolant in a very much smaller and less 
expensive system. 

Temperature sensitivity of the operating frequency 
is characteristic of all electromagnetic and acoustic 
(piezoelectric) resonators due to thermal variation 
of the size, dielectric constants, speed of sound, etc. 
for solid state materials. Variation of these param- 
eters is typically parts in 104 to 105 per Kelvin. 
Thus, achieving resonator stabilities of 10"13 to 
10~14 would require nano-degree temperature stabil- 
ity - an impossible task. 

Available techniques for higher stability and re- 
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duced thermal variation in resonator frequencies are: 

• Very low cryogenic temperatures (T < 10 
Kelvin) can be used to "freeze out" the thermal- 
induced variation, which varies as T3 as the 
components are cooled. This technique has 
been successfully applied to superconducting[9], 
superconductor-on-sapphire[7], and sapphire 
whispering gallery resonators[2]. However, the 
very low temperature required makes such sys- 
tems large and expensive, and therefore imprac- 
tical for most applications. 

• An inherently weak tuning mechanism may be 
used at the lowest temperatures to provide com- 
plete cancellation. In this way paramagnetic im- 
purities can compensate the thermal variation 
in sapphire resonators for T < 6 Kelvin[l,2], but 
again, operation at such temperatures is imprac- 
tical for most applications. 

• The differing thermal coefficients for various 
properties of the resonator material can be 
played against each other in such a way that, for 
some operating temperature, thermal frequency 
variations are compensated or cancelled. Piezo- 
electric quartz resonators are compensated in 
this way by an appropriate orientation of this 
strongly anisotropic crystal (e.g. "SC" or "AT" 
cut quartz resonators) [10]. Unfortunately, an 
orientation-dependent cancellation does not oc- 
cur for electromagnetic resonators where the 
anisotropy is much smaller (the temperature de- 
pendencies vary by only « 30% as the orienta- 
tion is changed). 

• A resonator may be constructed using sev- 
eral similar materials with compensating ther- 
mal characteristics. For example, dielectric res- 
onators for DRO's are typically stabilized by use 
of several materials with thermal dielectric vari- 
ations of opposite sign [11]. 

• A mechanical tuning mechanism may be driven 
by thermal expansion coefficients of the con- 
struction materials. This mechanism has been 
previously applied to a sapphire resonator at 
room temperature using a highly reentrant ge- 
ometry to achieve very low phase noise and a 
stability of 4x 10~8 at r = 10 seconds [3]. Ultra- 
high stability was probably precluded by suscep- 
tibility of the design to thermal gradients. This 
is also the methodology of the present work. 

Temperature (K) 

Figure 2: Temperature coefficient of the dielectric 
constant of sapphire for the components parallel and 
perpendicular to the c-axis. 

3    Material Properties 

Sensitivity of the sapphire resonator's frequency to 
temperature is due to several factors. 

• Variation of the dielectric constants with tem- 
perature is the largest factor. As shown in 
Fig. 2, they vary by 80-140 parts per million 
(PPM) per Kelvin at room temperature (300 
Kelvins) [12]. The resulting frequency change is 
just half this value, or 40-70 PPM/Kelvin (since 

/«1/V9- 
• The expansion coefficients of sapphire impact 

the frequency directly. As shown in Fig. 3 
they give rise to a frequency change of 5-6 
PPM/Kelvin. 

• Thermal expansion of the copper containing can 
is a small but significant factor. Because mi- 
crowave energy density at the walls is greatly 
reduced, (typically 100 to 10,000 times, to en- 
able a high sapphire Q) the frequency sensitivity 
to can size is reduced by this same factor. Thus 
the 15 PPM/Kelvin copper expansion (Fig. 3) 
is reduced to 0.15 PPM/Kelvin or smaller [13]. 

Short term thermal stability of approximately 1 
/iKelvin can be attained at room temperature or at 
77K [14]. However, even this very low variability, 
when coupled with a sapphire frequency sensitivity 
of « 6 x 10_5/K (room temperature) or « 1.25 x 
10-5/K (77K)[13], gives frequency variations of 1 — 
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200 300 

Temperature (Kelvin) 

Figure 3: Thermal expansion coefficients for copper 
and sapphire. Differential motion (shaded area) can 
be used to tune a variable frequency resonator. 

6 x 10-11. These values are substantially worse than 
attainable with excellent quality quartz oscillators. 

On the other hand, if this sensitivity could be com- 
pensated to first order, the remaining response is a 
second-order effect of « 10-7/K2. If the tempera- 
ture could be kept within only .OIK of the compen- 
sation point, the remaining linear sensitivity would 
be < 1 x 10-9/K. Coupling this sensitivity value with 
the achievable temperature stability of 1 /iKelvin 
would result in a frequency stability of < 10-15, a 
very attractive prospect. 

Because there are no available internal compensa- 
tion mechanisms that would give an effectively un- 
changing dielectric constant in the sapphire itself, 
we must look for solutions where one physical part 
of the resonator structure compensates for the effect 
of a different part. 

In particular, if the thermal expansion profile of a 
second construction material were sufficiently differ- 
ent from sapphire, and if a mechanism could be found 
to use this difference to give a frequency variation of 
opposite sign to that of the sapphire itself, a practical 
compensated resonator could be constructed. 

A consequence of this type of design is 
that the various parts must be in excellent 
thermal contact with each other. For exam- 
ple, a temperature differential of 1/iK, be- 
tween the parts would give rise to the same 
(large) 1 — 6 x 10-11 variation alluded to 
above. 

Fortunately, sapphire has one of the 
highest thermal conductivities for any solid 
material in the 77K - 300K temperature 
range, together with relatively low thermal 
mass. Thus, sapphire could be mated with 
some other high-conductivity material in a 
composite resonator with a very short ther- 
mal time constant and overall high conduc- 
tivity to provide a structure with high im- 
munity to internal temperature gradients. 

Since sapphire's expansion coefficient is relatively 
small compared to most materials, a natural choice 
is for a second material with a larger expansion co- 
efficient. Figure 3 shows a comparison between sap- 
phire and copper - a likely candidate by virtue of 
its high thermal conductivity. The difference be- 
tween sapphire and copper values, as shown in the 
figure is the driving force for our compensation mech- 
anism. It is useful to compare this difference with the 
temperature coefficients of the dielectric constant as 
shown in Figure 2. Such a comparison shows that the 
compensation task is much easier at 77K than 300K, 
since, dielectric coefficient variations are strongly re- 
duced as the temperature decreases from 300K to 
77K, while the copper-sapphire expansion difference 
holds constant. 

A comparison of the magnitudes of the two effects 
shows that a very effective tuning mechanism is re- 
quired to achieve compensation. However, at 77K 
the task does not seem out of reach. Here the differ- 
ence between sapphire and copper expansion coeffi- 
cients is 

1-§ = ^77K) <r,(77K) = 7 PPM/Kelvin, 

while the dielectric tuning effect (one half of the di- 
electric constant variation, averaging perpendicular 
and parallel components) is 

1 du 
—s= = 13.5 PPM/Kelvin. 
u oT 

Combining these two equations we find that the re- 
quired tuning sensitivity is given by 

Su 13.5 Sx 
(1) 

That is, differential thermal expansion between cop- 
per and sapphire could be used to compensate the 
dielectric constant variation in sapphire at 77 Kelvin 
if a mechanism could be found that is able to tune 
about twice (actually 13.5/7) as much as it moves on 
a fractional basis, comparing Hertz per Hertz with 
centimeters per centimeter. 
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Figure 4: Compensated sapphire resonator. 

It is worth noting that compensation at 
room temperature is much more difficult. It 
could be accomplished by the use of a mate- 
rial with a greater coefficient of expansion, 
such as zinc, or by the use of relatively ex- 
tremely geometries. A comparison of Figs. 
2 and 3 shows that increasing the temper- 
ature from 77 to 300 Kelvins increases the 
required tuning sensitivity by more than 4 
times. 

4    A Compensated Resonator 

Figure 4 shows a composite microwave resonator that 
uses thermal expansion in an added non-sapphire 
tuning element to compensate for sapphire's thermal 
frequency variation. The resonator consists of two 
sapphire parts (each approximately half the thick- 
ness of a conventional whispering gallery resonator) 
separated by a copper post which has an expansion 
coefficient larger than that of the sapphire. If the 
gap between the two parts is small the resonant fre- 
quencies of some of the whispering gallery modes are 
strongly tuned as the gap spacing changes. However, 

for available materials, a weak tuning effect results 
if the post is only as tall as the gap spacing. Thus 
the sapphire parts must be made re-entrant, so that 
the post is approximately as tall as the entire res- 
onator itself. In this case a strong thermal tuning 
effect, due to the difference between post-material 
and sapphire expansion coefficients can completely 
cancel sapphire's inherent frequency variation. The 
post can be made of copper for compensation at tem- 
peratures up to about 100 Kelvin, while materials 
with higher expansion coefficients (e.g. zinc) could 
be used up to room temperature. 

In order to achieve high stability in an oscilla- 
tor, the high Q of the sapphire resonator must not 
be degraded by the presence of the post. Further- 
more, because the compensating tuning effects are 
due to physically distinct parts, thermal gradients 
must be minimized, requiring high thermal conduc- 
tivity through the post. We find that a copper post 
of approximately 20-30% of the sapphire diameter 
provides the required thermal conductivity. An axial 
position for the post minimizes any Q degradation, 
since electromagnetic energy in the modes is concen- 
trated near the outer perimeter of the sapphire disks. 

The compensation mechanism can be understood 
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as follows. As the temperature is e.g. raised, the 
mode frequencies are lowered due to the increasing 
dielectric constant and thermal expansion of the sap- 
phire (Figure 2). However, the gap is widened due 
to the large thermal expansion of the copper post 
(Figure 3). The resulting increase in vacuum gap 
volume (dielectric constant e = 1 compared to « 10 
for sapphire) tends to raise the frequencies. These 
cancelling effects can give rise to complete compen- 
sation at some temperature. 

As previously discussed, the sapphire element itself 
is the primary temperature-dependent element in 
this resonator. Thus, the compensated central sub- 
assembly (consisting of sapphire parts and the cop- 
per post) is thermally isolated from the copper can, 
and held at a stabilized operating temperature above 
77 K by action of a small heater and thermome- 
ter (not shown). The exact temperature depends 
on the experimentally determined turnover temper- 
ature for the sapphire resonator subassembly. The 
can's temperature must also be controlled for the 
highest frequency stability, even though its thermal 
sensitivity is 100 to 10,000 times reduced from that 
of the sapphire. This is accomplished by means of 
a second heater/thermometer feedback system (not 
shown) that stabilizes the can temperature to a value 
just slightly above 77 K. 

4.1    Variation of mode Frequency with 
Gap Spacing 

As indicated in Eq. 1, the copper/sapphire com- 
posite resonator requires a high tuning sensitivity in 
order to achieve compensation at 77 Kelvins. We 
present two different approaches to evaluate the sen- 
sitivity of the frequency of the fundamental WGHnu 
mode to changes in a small gap at the resonator cen- 
ter plane. 

• With a knowledge of the mode configuration, we 
can estimate this sensitivity using simple circuit 
models that incorporate the resonator dimen- 
sions in a natural way. This approach has the 
advantage of illuminating the qualitative fea- 
tures of the design problem. 

• A finite element computational technique can be 
used to estimate mode frequencies, both with 
and without a gap. Accuracy of this method- 
ology depends on the number of nodes used to 
characterize the geometry, with fields being eval- 
uated only at the node points, and with the 

Figure 5: Electric field configuration for the WGH6n 
mode in a sapphire ring resonator. A horizontal gap 
at the dashed center line will cut the loops of electric 
field and strongly tune the mode frequency. Other 
modes, e.g. the WGEen mode with horizontal loops, 
would not be strongly affected by such a gap. 

space between fitted to a simple power law be- 
havior. 

We know that the magnitude of the tuning can 
be relatively large, as required by Eq. 1, because 
electromagnetic boundary conditions can give rise to 
larger energy in the gap region than in the (high e) 
sapphire. In particular, this is true for modes with 
large electric fields perpendicular to the gap such as 
the WGHnu mode family chosen for our applica- 
tion. 

4.1.1     Gap Sensitivity Estimation by Circuit 
Analysis 

In order to demonstrate that our approach is sound, 
the circuit analysis approach is used to estimate a 
lower bound for the tuning sensitivity. The WGHnn 
mode is characterized by a chain of approximately el- 
liptical loops of electric field in the z — <j> plane (as 
shown in Fig. 5) linked by loops of magnetic field 
in the r — <j> plane. Because of the continuity of 
the electric field lines and of displacement current, 
we can estimate the effect of the gap using a sim- 
ple series-capacitance model. Conventional circuit 
analysis gives w = \J\fLC, and assuming that any 
change in effective inductance is small we find: 

Aw 1AC 
2  C ' 
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Figure 6:  Detail view of one E-field loop showing 
elements of series-capacitance model. 

Figure 7: Gap Sensitivity Estimated by Circuit Anal- 
ysis and Finite Element Calculation. 

Each electric field loop traverses a path I through 
the sapphire with dielectric constant e, and then a 
gap distance d with e = 1 as shown in Fig 6. Because 
of the continuity of displacement current [15] we can 
approximate the sapphire capacitance as Cs oc t,/l 
and the gap capacitance as Cg oc 1/d. By combining 
these capacitances in series we estimate the depen- 
dence of the capacitance C on the gap spacing d as: 

AC 
C 

de, 
l + de, 

We estimate a lower bound for the tuning effect 
by assuming that the loops are as long as possible, 
touching both the resonator top and bottom. Ap- 
proximating the elliptical loops as circular the loop 
length becomes 

Im — x h 

where h is the sapphire height. Combining these two 
equations in the limit of small g, shows the frequency 
sensitivity in terms of distance sensitivity to be 

Aw 

or 

1AC !</< *   - 
2  C 2 I 

Su e, Sx 
> — X — 

u 7T X 

7T h 

(2) 

where Sx/x = Sg/h is the fractional variation of the 
resonator height. 

Since e, ra 10.5, a comparison of Eqs. 1 and 2 
shows that the circuit model predicts a sensitivity 
more than sufficient to achieve complete compensa- 
tion at 77 Kelvins. That is, the tuning sensitivity of 

e,/n « 3 is larger than the required value of 13.5/7 
from Eq. 1. 

4.1.2    Gap Sensitivity Estimation by Finite 
Element Calculation 

Figure 7 shows a comparison of the circuit model 
prediction with calculations using a recently devel- 
oped finite-element methodology. This CYRES 2- 
D program[8] method takes advantage of sapphire's 
cylindrically symmetric dielectric properties to allow 
a simplified and more accurate calculation of whis- 
pering gallery mode frequencies and fields than was 
previously possible. The finite-element approach al- 
lows relatively complicated geometries such as ours 
to be easily treated. 

As expected, this more accurate calculation gives 
a larger tuning effect than the (lower bound) circuit 
model prediction, but, somewhat surprisingly, shows 
an additional effect. As shown in Fig. 7, the finite el- 
ement method predicts that tuning effectiveness (the 
slope of the curve) will be degraded for gaps as small 
as 0.02 of the resonator height. 

This reducing sensitivity is shown to be due 
to a feature not included in our simple cir- 
cuit model. For larger gaps (and also for 
large n, where the wide elliptical loops for 
E as shown in Fig. 6 tend to be narrow 
and tall instead) finite element solutions ex- 
hibit a substantial horizontal (azimuthal) 
electric field component near the gap, show- 
ing that the gap capacitance Cg is bypassed 
by azimuthal displacement currents in the 
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Figure 8: Frequency dependence on gap spacing for 
modes from various families (finite element calcula- 
tion) . 

Figure 9: Frequency difference between experimen- 
tal results and finite element calculations for several 
mode families. 

sapphire. That is, a more accurate circuit 
model would contain an additional capaci- 
tance C,g acting in parallel with Cg. 

The variation in tuning sensitivity with gap spac- 
ing provides a means to adjust its strength in order 
to match other requirements. Thus the gap may be 
varied to provide compensated operation in a partic- 
ular mode at a particular temperature. 

Not all mode families are found to be strongly af- 
fected by changes in the gap spacing. This is to be 
expected, for example, for modes with very small 
E fields in the gap region. Figure 8 shows the fre- 
quency dependence on gap spacing for three exam- 
ples of modes with different characters for their elec- 
tric fields. In order of decreasing sensitivity to gap 
spacing they are: 

• The WGHsu mode with a maximum of verti- 
cal E field in the gap shows a rapid increase in 
frequency with increasing gap spacing: 

• The WGEsu mode has a maximum of radial 
(horizontal) E field at the gap and shows a slight 
frequency increase: 

• The WGH8i2 mode with a sign reversal of ver- 
tical E field at the center, and very small values 
in the gap shows almost no change in frequency. 

These results quantitatively confirm that a strong 
vertical E field in the gap region, as exhibited by the 
WGHnu mode family, and displayed in Figure 5, is 
essential to achieve high sensitivity to gap spacing. 

For this geometry it is also the "fundamental" mode 
family, showing the lowest microwave frequency and 
highest mode confinement for any given azimuthal 
wave number n [1]. This family is thus an ideal can- 
didate for use in a composite compensated resonator. 
Similar effects have been previously used to provide 
frequency variability for sapphire resonators [16]. 

4.2    Experimental Tests 

4.2.1    Mode Frequencies 

A resonator was constructed with configuration and 
dimensions as shown in Fig. 4, and with the parts 
mechanically and thermally bonded by means of pure 
indium solder. A clean (scraped) molten indium pool 
on each end of the copper post was mated in turn to 
an evaporated gold layer on the sapphire parts. Af- 
ter cooling to 77 kelvin, the frequency, Q, and cou- 
pling coefficient was measured for each of 69 resonant 
modes from 6.6 GHz to 10.75 GHz. This list was 
then preliminarily matched by frequency with the fi- 
nite element data. Analysis of the electromagnetic 
visualization of the resonator cross section using the 
CYRES 2-D software conclusively identified the ex- 
perimental modes for each family. 

Figure 9 shows the excellent agreement between 
theory and experiment for the three mode families 
previously discussed. The data indicates a frequency 
difference of less than 0.4%. 
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Figure 10: Calculated (lines) and experimental 
(points) temperature tuning rates at 77 Kelvin for 
the 3 dominant (lowest frequency) mode families in 
a sapphire/copper compensated resonator with a gap 
of .050 cm. 

4.2.2    Temperature Tuning Rates 

A direct demonstration of the effectiveness of our 
compensation mechanism can be shown by experi- 
mental measurement of the rate of frequency change 
with temperature at 77 Kelvins. As shown in Figure 
10, the experimental points with positive values in- 
dicate modes that are actually overcompensated at 
77 K. They will have turnover temperatures (com- 
plete compensation) above 77 K, as desired. Nega- 
tive values indicates under-compensation or even no 
compensation (if values are approximately the same 
as expected from the sapphire dielectric variation 
alone), and a zero value would indicate a turnover 
temperature at exactly 77 K. 

A comparison of calculated and measured tuning 
rates in Figure 10 shows excellent agreement. Sen- 
sitivity to small changes in the gap spacing was cal- 
culated with the finite element software. The re- 
sults were combined with values for the expansion 
coefficients of copper and sapphire (Fig. 3) and 
a fitted value for the sapphire dielectric tempera- 
ture dependence. As shown in Fig. 2, the dielec- 
tric variation values can be expected to vary be- 
tween 9.4 PPM/Kelvin (perpendicular) and 16.75 
PPM/Kelvin (parallel) at 77 Kelvins. However 
this represents data measured at kilohertz frequen- 
cies^], and may be modified at microwave frequen- 
cies. 

The   fitted   values   were    UPPM/Kelvin   and 
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Figure 11: Temperature dependence of frequency for 
WGH&u compensated mode at 7.23 GHz. 

10.5PPM/Kelvin for the WGHnll and WGHnU 

mode families, respectively, and 7 PPM/Kelvin for 
the WGE„u family. It is to be expected that the 
WGE families would have a lower value, because the 
electric fields in this case are almost entirely in the 
r — <j> plane, and so correspond to the lower "per- 
pendicular" results, while the values for the WGH 
modes have a substantial fraction of their electric 
fields "parallel" to the z axis. 

Both calculated and experimental values in Fig. 
10 show a weakening of the compensation effect for 
higher mode numbers (higher frequencies) that was 
not predicted by the simple circuit model as dis- 
cussed in relation to Fig. 7. Thus, modes with n > 9 
in the WGH„u mode family are under-compensated 
at 77 Kelvins, and so would require operation at a 
lower temperature. However the n = 8 modes at 7.23 
GHz are just slightly over-compensated, and so can 
be operated at a temperature a little above 77 K, as 
desired. More detailed calculations show that higher 
frequency compensated operation is possible using a 
smaller gap spacing - where the compensation effec- 
tiveness is not so strongly dependent on the mode 
number. 

4.2.3    Compensated Resonator Operation 

One of the two WGH&u modes was chosen for fur- 
ther study. This mode showed the highest qual- 
ity factor of any of the compensated modes with 
Q = 1.8 x 106.  Figure 11 shows a plot of the res- 
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onance frequency for this mode showing a turn-over 
temperature of 87.09 Kelvins. A quadratic approxi- 
mation in the vicinity of the peak gives: 

*/ 1.17 x 1(T7(T-87.09)Z. 

A residual linear thermal coefficient due to imper- 
fect temperature adjustment ST = T — 87.09 can be 
derived from the slope of the curve as 

j^*2.Z4xl0-76T. (3) 

Equation 3 allows us to estimate the thermal require- 
ments that would allow such a resonator to achieve 
its ultimate stability of Sf/f « 10-14. If the temper- 
ature is held at the turnover temperature with an ac- 
curacy of ST = 1 millidegree, the slope given by Eq. 
3 will be less than 2.34 x 10-10 per Kelvin, requir- 
ing a stability of 43 micro-Kelvins to achieve 10-14 

stability. Accuracy and stability are distinguished in 
this discussion, because the ST accuracy needs to be 
held over a relatively long operational time period 
(possibly days or months), while the strength of the 
sapphire oscillators is in short-term stability. Thus, 
in order to achieve a stability of 10~14 for a time pe- 
riod of e.g. 100 seconds, the temperature would need 
to be stable to 43 micro-Kelvins for 100 seconds, 
but could vary up to 1 milliKelvin over the time pe- 
riod of operation. These requirements are easily met 
using conventional thermal regulation technology as 
developed for use by other types of frequency stan- 
dards^]. 

4.2.4    Oscillator Stability 

An oscillator was constructed, stabilized by the 
WGHgu mode of the compensated resonator. Pre- 
liminary oscillator tests were accomplished with open 
loop control of the resonator temperature, and with 
the can temperature not regulated, but determined 
by direct contact with a liquid nitrogen bath. The 
stability of the oscillator was characterized using a 
hydrogen maser frequency standard as reference. 

As shown in Figure 12, the Allan Deviation of fre- 
quency variation was measured to be 1.4 - 6 xlO- 

for measuring times 1 second < r < 100 seconds. 
There was a large but constant frequency drift dur- 
ing the course of the measurements which we at- 
tribute to the uncontrolled can temperature and the 
changing level of liquid nitrogen. It seems likely that 
the frequency variation observed was also caused 
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Figure 12: Frequency stability of sapphire oscillator 
with uncontrolled can temperature 

by can temperature variations. We project a fre- 
quency stability 10"14 for this resonator with stabi- 
lized can temperature and with a mode quality factor 
ofQ = 107. 

5    Conclusion 

We have demonstrated a new ultra-stable oscillator 
(USO) capability which promises performance im- 
provements over the best available crystal quartz os- 
cillators in a compact cryogenic package. First tests 
of this mechanically compensated sapphire oscillator 
show stability in the low 10~12 region for measur- 
ing times T < 100 seconds. We project a stability of 
10-14 for this technology at liquid nitrogen temper- 
atures. 

The authors would like to acknowledge valuable 
contributions made by many of the members of the 
JPL Frequency Standards Laboratory, and in partic- 
ular by T. Tucker, P. Reder, L. Maleki, W. Diener, 
and A. Kirk; and by A. Revilla of UTEP. 
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Abstract: This paper reports on development of X- 
band microwave oscillators incorporating recently 
developed sapphire resonators. Two resonators have been 
constructed for oscillator development. One resonator is a 
room temperature thermoelectric (TE) stabilized sapphire 
resonator operating at 9.00000 GHz and configured as a 
two port device with an unloaded Q factor of 187,000 and 
port couplings of 0.74 and 0.17. The second resonator is a 
liquid nitrogen cooled sapphire resonator with two stage 
temperature control operating at 8.95 GHz with an 
unloaded Q factor of about 40 million. The single 
sideband phase noise of a free running loop oscillator 
incorporating the room temperature resonator has been 
measured to be -104 dBc/Hz at 1 kHz with a f"3 

dependence and is limited by the resonator Q and the 
flicker noise of the active components. By incorporating 
specially designed feedback electronics we have measured 
a reduced single sideband phase noise of -125 dBc/Hz at 1 
kHz with a f"3 dependence. For this oscillator 
configuration the phase noise was limited by the flicker 
noise of the phase detector in the feed back electronics. 
Based on the room temperature results we predict that we 
will obtain better than -155 dBc/Hz at 1 kHz with the 
liquid nitrogen cooled resonator-oscillator. 

Introduction 

Sapphire resonator technology now provides oscillators at 
microwave frequencies with phase noise performance 
superior to existing technologies. Low noise oscillators 
incorporating sapphire technology have been constructed 
and are under further development by various research 
groups. Such devices have been made at room temperature 
down to cryogenic temperatures [1-10]. 

The dielectric loss tangent of sapphire is greatly enhanced 
at cryogenic temperatures with resonator Q-factors of 
Q~2xl05 at 300K, Q~5xl07 at 77K and Q~8xl09 at 4K 
previously achieved. With the gain in Q-factor the 
complexity and size of the resonator also increases. Ideally 
to gain maximum performance a liquid helium or sub 
liquid helium cooling system could be used to achieve 
maximum Q. However, the expense of construction and 
maintenance of such systems means that they are 
probably 

only ever going to be used for special purposes where the 
very best performance is essential. One such purpose is 
for fly wheel oscillators for atomic standards such as the 
trapped ion frequency standard at CSIRO National 
Measurement Laboratory, Sydney, Australia [11]. Liquid 
helium systems have been in the research stage over the 
last ten years at the University of Western Australia 
(UWA) [1,7] and the Jet Propulsion Laboratories (JPL) 
[3], with outstanding short term frequency stabilities. 
Recently stabilities between 10"15 to 10"14 have been 
achieved over the range of .1 to 10,000 seconds [12]. 

For general commercial applications at room temperature 
sapphire technology still holds an advantage over other 
technologies such as quartz and DROs. In this paper we 
report the measured phase noise of a 9.000 GHz room 
temperature oscillator with superior performance between 
100 Hz to 10 kHz. This oscillator is based on the recently 
developed thermoelectric stabilized resonator which is now 
commercially available [10]. These resonators are compact 
and robust and unlike the cryogenic version they can 
easily be used for mobile applications. 

With the advent of high Tc superconducting technology 
there has been a flurry of research to make compact 
superconducting devices cooled in liquid nitrogen cryostats 
and by closed cycle systems. This technology is also 
important for sapphire resonators as the Q-factor is 
improved by two orders of magnitude from 300K to 77 K. 
Because of the reduced complexity of a nitrogen system 
relative to a helium system, and the large potential 
improvement in performance relative to a room 
temperature system, research on nitrogen cooled sapphire 
resonators and oscillators have also been under 
investigation [4,5,13]. At UWA we are now developing a 
liquid nitrogen oscillator with two-stage temperature 
control. In this paper we report on our design strategy and 
our expected results based on our presented room 
temperature oscillator results. This oscillator will soon be 
operational. 

Mode Temperature Dependencies 

The types of modes most commonly used in cylindrical 
sapphire dielectric resonators are of the whispering gallery 
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of sapphire (-10) requires modes with high azimuthal 
mode numbers for high confinement. High confinement is 
necessary to exploit the low loss tangent of sapphire and 
limit other loss mechanisms such as radiative and support 
structure losses. Sapphire is uniaxially anisotropic, and to 
maximise confinement cylindrical dielectric resonators 
must be made with the crystal c-axis parallel to the 
cylindrical z-axis. Whispering gallery modes in dielectric 
resonators may be classified in two main groups; quasi 
TE (Transverse Electric) or H modes, and quasi TM 
(Transverse Magnetic) or E modes. Other higher order 
modes exist in the sapphire which have significant 
components of both TE and TM, these modes are called 
hybrid modes and are usually denoted as HE or EH. 

The sensitivity of mode frequencies (f0) to perturbations 
in permittivity and dimension are related by [14]; 

3er f0    3ez f0 

3jod 
3d f„ 3h f0 

(1) 

(2) 

where er and ez are the permittivities perpendicular and 
parallel to the c-axis respectively and h and d are the 
height and diameter of the cylindrical dielectric 
respectively. Equation (1) is true if; 

f0oc (uer +ver) 1/4 (3) 

as expected for a uniaxially anisotropic crystal. Here u and 
v are constants between 0 and 1 which depend on the 
mode structure. 

The fractional change in permittivities with temperature 
are a about a factor of 20 greater than the fractional 
dimensional change [15,16] when cooling from room 
temperature to 4 K. Thus by comparing (1) and (2) the 
effect of temperature on resonant frequency is about 10 
times greater due to the permittivity change over the 
dimensional change. Therefore the resonant frequency- 
temperature dependence over this temperature range is 
mainly determined by the dielectric constant of sapphire. 
For whispering gallery E-modes the TE component is 
small as v->l and u->0, which means (3f0/3ez)(£z/f0) -> 
-1/2 and (3f0/3er)(er/f0) -> 0. Similarly for whispering 
gallery H-modes the TM component is small as v->0 and 
u->l,   which  means  (3f0/3er)(er/f0) -> -1/2 and 
(3f0/3ez)(ez/f0) -> 0. Thus the temperature dependence of 
the resonant frequency for whispering gallery E and H 
modes is given by; 

3f, 3e, o T      ÖEz T 
3T-fö=-3T-2i;  (E-modes) 

3foT 
3Tf„ 

^1 
3T 2er 

(H-modes) 

(4) 

(5) 

The temperature dependence of the permittivity of 
sapphire has been measured previously [16,17]. 
Comparing these references suggests that the absolute 
values of permittivity are accurate to about 0.3 %, 
however relative values are accurate to better than 0.05 %. 
The change in resonant frequency with respect to 
temperature only depends on the relative change. From the 
experimental data in [16] we have calculated the expected 
dimensionless frequency-temperature coefficient for E and 
H modes, and plotted the magnitude in figure 1. 

(T/fo)(df/dt) E-modes 
(T/fo)(df/dt) H-modes 

i i I i I 
102 

Temperature [K] 
figure 1. Dimensionless frequency-temperature coefficient 

for E and H modes 

The frequency-temperature coefficient is proportional to 
T1-3 above 110 K and proportional to T4-7 below 110 K. 
The magnitude of this coefficient for H-modes is 
approximately half that of the E-modes. Hybrid modes 
that have both H and E components are expected to have a 
temperature coefficient between the two values. At 77K 
and 300 K respectively E-modes have (df/dT)/fo = -11.3 
ppm/K and -67 ppm/K, while H-mode have (df/dT)/fo = 
-6.5 ppm/K and -46 ppm/K. The temperature coefficient 
for the room temperature TE resonator was measured to be 
-70 ppm/K, which is consistent with -67 ppm calculated 
for E-modes. 

At liquid helium temperatures (~ 4K) the temperature- 
frequency coefficient can be reduced to zero due to 
paramagnetic impurities having the opposite effect [18]. 
This is desirable as temperature fluctuations is a major 
source of frequency instability in a sapphire resonator. 
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Operating on these turning points has produced oscillators 
with very small frequency instabilities of the order 10"15 

[1,7,12]. 

Thermal Time Constants 

To obtain a good frequency stability in a sapphire 
resonator temperature control is necessary. The rate of 
control is determined by the thermal resistance and the 
heat capacity of the sapphire dielectric. Here we plot data 
taken from Touloukian et al [19] in figure 2. We show 
the thermal conductivity (k), heat capacity (Cp) and ratio 
of the two (Cp/k). The thermal time constant is 
proportional to Cp/k with the proportionality constant 
depending on the mass of sapphire and the path of heat 
flow from the sapphire to the surrounding environment. 
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Figure 2. heat capacity, thermal conductivity and ratio as 
a function of temperature for mono-crystalline sapphire. 

From figure 2 it is evident that the thermal time constant 
governed by sapphire is reduced by more than two orders 
of magnitude when cooling from room temperature to 
77K, and a further three orders of magnitude from 77 K to 
4K. 

Typically at room temperature the thermal time constant 
is dominated by the sapphire, and can be of the order of 10 
minutes. Depending on the power dissipation in the 
cavity, such a long time constant can cause problems in 
temperature control locking. At cryogenic temperatures 
below 77 K the time constant is sufficiently small so that 
the sapphire no longer continues to dominate. 

Thermoelectric Stabilized Resonator 

The resonator that we are reporting on was designed to 
operate at 9.000 GHz with a loaded Q factor of 98,000 to 
match the Q factor of an Interferometric Sapphire 
Transducer [20]. The resonator is a two-port device with 

port couplings of 0.74 and 0.17. Previously we have 
reported on two other Thermoelectric (TE) stabilized 
resonators with centre frequencies of 10.000,000 GHz and 
unloaded Q factors of 200,000 [9,21]. These resonators are 
configured as shown in figure 3. They consists of a 
cylindrical piece of high-purity single crystal sapphire 
which is mounted in a metallic cavity. The resonator 
centre frequency and Q factor are determined almost 
completely by the sapphire [22]. 
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figure 3. Schematic of the TE stabilized high-Q 
microwave resonator. 

This configuration forms a complex set of boundary 
conditions resulting in a system which has a very large 
number of resonances of varying frequency and Q factor. 
The desired mode of operation is quasi-Whispering Gallery 
E-mode, of moderate azimuthal number. Its frequency was 
determined by solving Maxwell's equations and matching 
the field solutions at the dielectric and cavity boundaries 
[22]. Unwanted resonances are suppressed by modifying 
the cavity walls to cause such modes to be radiative [9]. 

The resonant cavity and sapphire dielectric are cooled and 
temperature controlled via a servo which includes a Lock- 
In Amplifier, PID controller and a TE module. The 
thermal time constant of the cavity has been specially 
designed to enable time constants of only 40 seconds at 
room temperature. 

Temperature Controlled Resonator at 77K 

This resonator consists of a 5cm diameter sapphire spindle 
that has been characterised previously [14]. The mode 
chosen for operation is the 8.95 GHz E12 i 5 mode. We 

have chosen this mode because of its proximity in 
frequency to our room temperature resonator and its high 
Q-factor at 77K of 40 million. A density plot of the axial 
electric field intensity in the azimuthal plane is shown in 
figure 4 below. 
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figure 4. Density plot of the axial electric field intensity 
of the Ej2 1 5 mode in the azimuthal plane of the 

resonator, dimensions are in m. 

From one fixed point of the permittivity and equation (4) 
we can calculate the approximate temperature dependence 
of the resonant frequency for this mode as shown below in 
figure 5. Alternatively a more accurate calculation can be 
done using the methods in [14,22]. However fig. 5 shows 
our approximation to be quite accurate as the experimental 
points he close to the predicted frequency curve. 
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figure 5. Predicted frequency-temperature dependence from 
4K to 300 K for the E12 j 5 mode. Measured values 

compare favourably. 

The measured frequency shift from 4K to 300 K is 
actually slightly larger than predicted. This is due to the 
component of shift due to dimensional change. From 
equation (4) we can also calculate the temperature 
coefficient df/dT as a function of temperature, shown 
below in figure 6. 

0 10 
0    50   100 150 200 250 300 350 400 

Temperature [K] 

Figure 6. Frequency temperature coefficient for the 
Ej2 1 5 mode as predicted from equation (4). 

The temperature coefficient at the operation temperature of 
77 K is calculated to be 105 Hz/K. With a two-stage 
temperature control system we conservatively estimate 
that we can obtain a temperature stability of better than 1 
mK. This means we anticipate a fractional frequency 
stability of better than 10"8. To overcome this bad 
temperature coefficient a mechanical temperature 
compensation technique could be used as described in [23]. 
This type of scheme will however enhance sensitivity to 
mechanical vibrations in the same way as shown 
previously in a mechanically tunable sapphire resonator 
[6]. 

To estimate the thermal time constant (T) of the sapphire 
dielectric we use the relation x = R m Cp, where m is the 
mass of the sapphire, Cp is the heat capacity, and R is the 
thermal resistance given by R = 1/(A k) where 1 and A are 
the length and cross sectional area respectively of a 
sapphire segment. Heat will be generated by the 
microwave power inside the sapphire dielectric when it is 
configured as an oscillator. The axial electric field density 
in the z-plane of the sapphire crystal is shown in figure 7, 
and the direction of heat flow will occur as indicated. If we 
assume that all the heat is generated in the centre 
azimuthal plane then the thermal resistance from the 
centre plane of the sapphire to the top spindle can be 
approximated by considering the two segments consisting 
of the top half of the sapphire cylinder and the top 
spindle. Assuming that the temperature sensor is on the 
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top spindle and by ignoring the effect of the bottom half, 
the thermal time constant for our resonator has been 
calculated. Its dependence as a function of temperature is 
shown in figure 8. 

-0.04 -0.02 

figure 7. Density plot of the axial electric field intensity 
of the E12 i s mode in the axial plane of the resonator, 

dimensions are in m. Arrows show the direction of heat 
flow. 
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figure 8. Approximate temperature dependence of the 
thermal time constant due to the sapphire dielectric. 

At 300 K the time constant is of the order of a few 
hundred seconds which can cause tight temperature control 
to be difficult. At temperatures below 77 K the values are 
quite reasonable. Successful stable temperature control to 
10 |J.K with a one stage system has already been 
implemented with these type of resonators at around 4 K 
[12]. 

Oscillator Phase Noise Results 

A low phase noise oscillator was constructed using the 
room temperature TE stabilized resonator at 9.000 GHz. 
A noise reduction technique similar to the methodology 

described by Galani et al [24] and Walls et al [25] was 
implemented. A schematic of the stabilized oscillator is 
shown below in figure 9. 

Mixer 
LO/OvIF 

LPF 

Varactor 
Phase 
Shifter 

Amplifier 

figure 9. Schematic of the TE stabilized resonator- 
oscillator with phase noise cancellation circuitry. 

The loop gain characteristics of our noise cancellation was 
determined mainly by an active filter in the feed back path 
to the varactor phase shifter. This filter was designed to 
have maximum gain at 1 kHz, and was measured by 
sweeping a modulation signal to the varactor and 
measuring the difference in response to the open and 
closed loop configurations. The measured response is 
shown below in figure 10. 
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figure 10. Measured loop gain of the phase noise 
cancellation feed back loop. 

The phase noise of this oscillator was measured using the 
following setup shown in figure 11. The result of the 
phase noise measurements reveal an excellent phase noise 
performance (shown in figure 12). To obtain this 
measurement we did not require any vibration isolation, 
which substantiates the fundamentally good performance 
possible from whispering gallery resonator-oscillators. 
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figure 11. Schematic of the oscillator phase noise 
measurement system. 

measurement system to lower the noise floor of the 
measurement [26, 27]. 

Below 2 kHz offset frequency we have measured the 
flicker noise limitation due to the WJ M14A mixer in the 
phase detector. Thus to obtain a lower oscillator noise a 
more sensitive or lower noise mixer would have a direct 
impact. 

If we had measured the phase noise beyond 10 kHz offset 
then the phase noise limit in our oscillator would be due 
to the microwave amplifier noise, because our current 
cancellation scheme does not have enough gain at 10 kHz 
offset. Theoretically simulating the oscillator reveals that 
if we increased the bandwidth of the loop gain response 
we could lower the noise at 10 kHz to better than -145 
dBc/Hz. However if we increased the bandwidth much 
further a degradation of the noise performance beyond 100 
kHz would become significant. 
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figure 12. Measured single sideband phase noise for the 
TE stabilized resonator-oscillator: a. open loop 

configuration; b. closed loop configuration; below 2 kHz 
we measured the noise limited due to the phase detector; 

above 2 kHz we measured noise due to the 8662A 
synthesizer; c. open loop noise divided by the loop gain; 

d. Oscillator noise limit due to the phase detector. 

The noise in the 8662A was determined by beating two 
separate synthesizers together at 49 MHz and alternating 
them in the measurement system. Both are fairly old and 
regularly exhibited phase noise levels above specifications 
that intermittently changed. Figure 12 shows results 
obtained with the best noise floor from one of the 8662A 
synthesizers. 

Above 6 kHz the measured phase noise spectrum was flat 
out to 100 kHz offset at a value close to -140 dBc/Hz. 
This noise level is due to the 8662A synthesizer. In the 
future we will use both synthesizers in a two channel 
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figure 13. Predicted single sideband phase noise 
performance of the liquid nitrogen cooled resonator- 

oscillator: a. open loop noise from non-filtered port; b. 
open loop noise from filtered port; c. closed loop noise 
from non-filtered port; d. closed loop noise from filtered 

port. 

Assuming the same mixer noise level in the liquid 
nitrogen cooled oscillator under development, we predict 
the following noise performance shown in figure 13. 

Conclusion 

In a recently developed room temperature TE stabilized 
sapphire resonator-oscillator, we have measured a phase 
noise of -125 dBc/Hz at 1 kHz offset with a f"3 

dependence. This noise was limited by the mixer noise 
floor in the phase detection circuitry. Using a similar type 
of phase noise cancellation in a liquid nitrogen cooled 
oscillator we expect to obtain a phase noise performance 
of -145 dBc/Hz at 100 Hz offset with a f"3 dependence. 
Any improvement in current mixer technology would 
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have a direct impact on the noise performance of this type 
of oscillator. 
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Abstract 

Microwave oscillators of exceptional short term 
stability have been realized from cryogenic sapphire 
resonators with loaded Q factors in excess of 109 at 
11.9 GHz and 6 K. This has been achieved using a 
synthesis of a power stabilized loop oscillator and active 
Pound frequency stabilization. These oscillators have 
exhibited a fractional frequency stability of 3-4 x 10"" 
for integration times from 0.3 to 100 seconds. The 
relative drift of these two oscillators over one day is a few 
times 10" 13. To reduce the long term drift, which is 
principally due to excessive room temperature sensitivity, 
we have added cryogenic sensors for the power and 
frequency stabilization servos on one of these oscillators. 
We have also implemented a servo to reduce the room 
temperature sensitivity of our phase modulators. Testing 
of this oscillator against a Shanghai Observatory H-maser 
has shown an Allan deviation of less than 4 x 10"^ from 
600 to 2000 s. 

factor. There is a significant advantage, therefore, in 
obtaining higher Q resonators for high stability 
oscillators. Higher Q-factors are obtainable in the more 
highly confined modes of 5 cm diameter resonators. We 
have measured ~4 x 109 at 4.2 K and 5-8 x 109 at 2 K 
[4] in resonators cut from Crystal Systems "HEMEX" 
material. In 1993 we constructed two loop oscillators 
based upon these resonators [3, 5]. In this paper we 
present measurements of the intrinsic resonator properties 
which are important in determining the stability of an 
oscillator. We then focus on the frequency stability 
results from a comparison of the two sapphire oscillators 
and the noise floors of their servo systems. Finally we 
report improvements to the long term stability of one of 
these sapphire oscillators which has been achieved by 
installing cryogenic sensors on its servo systems, and 
implementing a further servo to reduce temperature 
sensitivity of the microwave phase shifters. Verification 
of this improvement is provided by comparison with a H- 
maser. 

The Resonator 

Introduction 

With the impending development of a new 
generation of trapped ion atomic frequency standards a 
requirement exists for new "flywheel" oscillators at least 
an order of magnitude more stable than state of the art 
quartz oscillators. Cryogenic oscillators with resonator 
quality factors in excess of 10^ have shown excellent 
short term stability [1, 2, 3]. A microwave oscillator 
based on a 3 cm diameter cryogenic sapphire dielectric 
resonator (SDR) with loaded Q-factor -10^ achieved a 
fractional frequency stability of 10"^ for integration 
times of 1-300 seconds [2]. The stability was chiefly 
limited by the frequency pulling effects of the external 
circuit. These effects as well as the frequency 
stabilization servo noise floor scale inversely as the Q- 

Two nominally identical resonators were cut from 
Crystal Systems "HEMEX" material and operated on an 
Hl4 1 1 (quasi-TEi4 i 5) mode at 11.9 GHz, which 
displays a loaded Q of 109 at 6 K. Each sapphire 
resonator is mounted inside a cylindrical niobium shield 
which is placed in a permanently evacuated vacuum pot. 
The pot is attached to a cryostat for cooling to liquid 
helium temperatures. Temperature control to a precision 
of about 10" ^ K was provided by a carbon glass 
thermometer and a heater mounted in good thermal contact 
with the shield. 

Resonator Frequency-Temperature Dependence 

Extensive details of the two sapphire resonators 
have been presented elsewhere [6, 7]. Resonator 1 was 
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cut from a typical boule and has a frequency maximum at 
6 K described by a curvature 1/f d2f/dT2 ~10"9 K"2. This 
frequency maximum considerably relaxes the temperature 
control requirement to permit ~10"^ fractional frequency 
stability. Unfortunately, resonator 2 came from atypical 
material, known to be slightly contaminated with 
titanium. This resonator has no extrema in our preferred 
temperature range. However, it has a minimum slope of 
3 x lO'lO K"l at 6 K. The mode frequency temperature 
dependence of both resonators can be explained by a 
combination of the temperature dependence of the sapphire 
dielectric constant and the ac susceptibility of 
paramagnetic ions which have an electron spin resonance 
above 100 GHz [7]. The high confinement of field energy 
to the sapphire in the H14 1 1 mode results in the 
superconducting shield having a negligible influence on 
the mode frequency. 

Resonator Frequency-Power Dependence 

For some modes with high coupling coefficients, 
principally Hm 1 l, we have been able to measure the 
dependence of mode frequency on the microwave power 
dissipated in the resonator. We determine the dissipated 
microwave power by monitoring changes in the output 
power of the temperature control system, on variation of 
the incident microwave power. We have considerably 
refined our technique since our first measurements [7], 
which relied on direct measurement of the change in 
output power when varying the incident signal power. 
These measurements have subsequently been shown to be 
corrupted, primarily by drift in the thermal resistance 
between the resonator and the helium bath, due to changes 
in the residual helium gas pressure. Our new 
measurements rely upon measuring dissipated power 
indirectly. We measure the incident power with a detector 
which is then calibrated in terms of the dissipated power. 
This calibration is made by making large changes in 
incident power. The microwave dissipated power can now 
be swept continuously under computer control using the 
power stabilisation servo. 

The power dependence of the H14 1 1 mode 
frequency for each resonator is shown in Figure 1. In 
resonator 1 and at high power (> 0.5 mW) in resonator 2 
there is an approximate linear dependence of mode 
frequency on the microwave power dissipated in the 
resonator. The magnitude of 1/f df/dP is about 
-10" 10 mW"* for both resonators which is consistent 
with the permittivity change due to electromagnetic 
radiation pressure for a mode with an unloaded Q of 
2 x 109 [8]. This effect would limit the long term 
frequency stability to the 10"^ level if the power level 
were unregulated since power fluctuations of up to 0.1 % 

are possible in our microwave amplifiers. To limit the 
influence of power instability we have implemented a 
power level servo. The curvature visible in Figure 1 at 
the lowest power (< 0.03 mW) is due to offsets in the 
frequency stabilization servo that become apparent because 
of die reduced gain of this servo at low power. 

At low power in resonator 1 the extremum reported 
earlier in the H13 1 1 (11.25 GHz) mode and the high 
initial (negative) slope in the H14 \ \ (11.9 GHz) mode 
[7] do not exist. They were artefacts of the residual gas 
pressure drift. No frequency-power extremum exists for 
any Hm 1 1 modes, where m runs from 11 to 15. In 
resonator 2 the H13 1 1 and H14 1 1 modes have a high 
initial (negative) slope, whose origin is unknown. 

Small multiple hysteretic effects are present in 
both resonators which probably don't affect the frequency 
stability and were not visible before the advent of 
extremely high resolution swept power measurements. In 
resonator 1 below 0.25 mW, one hysteresis loop and 
several small frequency steps are due to superconducting 
contamination on the surface of the sapphire, which is 
also seen in high resolution measurements of the 
temperature dependence of the electrical Q-factor [9]. In 
resonator 1 at 0.4 mW and resonator 2 at 1.4 mW a 
narrow hysteresis loop (-0.05 Hz high) is observed in the 
Hl4 1 1 mode. This phenomenon, which is not related to 
superconductivity, may be due to saturation of an electron 
spin resonance and warrants further investigation. 
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Figure 1 The dependence of mode frequency 
on power dissipated in resonators 1 and 2, 
for the H14 1 1 (11.9 GHz) mode. 

Loop OsciUator 

The improved loop oscillator circuit [3] is 
essentially our original configuration [2] with the addition 
of a power level servo and is shown in Figure 2. In 
transmission the resonator is the primary frequency 
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determining element of the free-running loop oscillator 
and in reflection it is the dispersive element in the active 
Pound-type frequency stabilisation scheme [10]. A 
bandpass filter (Q-IO^) is necessary to select the required 
SDR mode. The circuit losses are compensated by the 
gain of the GaAs FET amplifier which runs in slight 
saturation. 

The loop electrical length is servo controlled by 
the Pound frequency stabilization scheme to lock the 
oscillation frequency to the centre of resonance. The 
carrier power incident on the SDR is phase modulated by 
a varactor diode phase shifter (PS1) driven by a crystal 
reference oscillator, at a rate of 80 kHz or 1.4 MHz, 
which is much larger than the resonator bandwidth. PM- 
to-AM conversion upon reflection provides the 
discriminator signal which is recovered by synchronous 
detection with the reference oscillator. The SDR input 
coupling is set near unity for maximum carrier 
suppression which allows square law operation of the 
detector diode (Dl) and thereby maximizes discriminator 
sensitivity. After amplification and filtering the 
discriminator signal is fed back to a second varactor diode 
phase shifter (PS2) to control the frequency of the loop 
oscillator. The transfer function of the Pound frequency 
stabilization circuit is essentially that of a single-pole 
integrator and has a unity gain crossover point at about 1 
kHz. We have operated one of the loop oscillators using 
a custom made low noise 1.4 MHz demodulation system 
and a commercial lock-in amplifier performing the same 
operation at 80 kHz. No difference in frequency stability 
was detected 

POUND FREQ. 
SERVO 

PS1 
ICRYOSTAT (6 K)g 

I        SDR 

-Q—' 
Figure 2 The loop oscillator circuit. 

All of the loop oscillator components are at room 
temperature except for the circulator (C) and isolators (I) 
(typically 3 per transmission line) that are placed near the 
resonator to minimize frequency pulling effects. The 
microwave power dissipated in the resonator is typically 
less than 0.5 mW and is partially regulated by the power 
servo comprising the tunnel diode detector (D2) and 

voltage controlled attenuator (VCA). This servo fully 
compensates for amplifier power fluctuations and the 
variation of insertion loss of PS2 with the error voltage 
from the frequency stabilization servo. In oscillator 2 
(based on resonator 2) D2 is at room temperature to allow 
for the power to be varied over a wide range in order to 
explore the mode frequency-power dependence described 
above. In oscillator 1 (based on resonator 1) D2 is instead 
placed near the resonator in the cryogenic environment. 
This eliminates both the long term variation of incident 
power on the resonator due to variation of transmission 
line attenuation with liquid helium bath level as well as 
the room temperature dependence of the detector 
sensitivity. 

In oscillator 1 the frequency stabilization detector 
(Dl) has also been placed near the resonator. This 
improves the noise floor of the frequency stabilization 
servo because of the elimination of the 5 dB transmission 
line loss before Dl. The power servo detector (D2) is 
operated at a power level corresponding to its highest 
sensitivity. By varying the coupling ratio of the 
directional coupler (DC) that provides power to D2 we can 
change the ratio of loop power to the fixed diode power. 
This allows us to trade off the noise floor of the power 
servo against the frequency stabilization servo noise floor 
in order to optimize the stability of the oscillator. 

Oscillator Stability 

Measurement System 

To evaluate oscillator performance we have 
constructed two nominally identical systems, oscillator 1 
and 2 which are mounted in separate cryostats, and have 
performed a standard two oscillator comparison using a 
double heterodyne configuration. The first difference 
frequency of 3.75 MHz (which is due to the slight 
dimensional mismatch between the resonators) is mixed 
with a similar frequency from a synthesizer which has less 
absolute instability. For time domain measurements 
longer than a few seconds the synthesizer is locked to a 
HP5065A rubidium frequency standard and is set to 
generate a second difference frequency near 100 Hz which 
is then counted in a 300 Hz bandwidth on a HP5316A 
frequency counter. The noise floor of this method (C) is 
shown in Figure 3. At short times this floor is 
inadequate to characterize our oscillators. 

To circumvent this counter noise for measurement 
times under a few seconds we use a "zero-beat" technique 
[5]. This technique provides the fractional frequency 
stability and phase noise spectral density from the same 
measurements. The method involves digitising and 
recording the beat waveform of the two oscillators. The 
waveform is generated by the usual phase detector 
technique in which a high-sensitivity mixer is used to 
compare two oscillator signals.  If the signals have the 
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same frequency and are in phase quadrature the output is 
proportional to the phase difference between the signals. 
A low phase noise frequency synthesizer (HP8662A, 
phase-locked to a low phase noise C0246 Vectron crystal 
oscillator) is used to offset the difference frequency and 
trim the phase so that the mixer is least sensitive to 
amplitude modulation. A Sun SPARCstation 2 
calculates the Allan deviation from the time evolution of 
phase, and by taking the Fourier transform of the time 
series it can calculate the phase noise. The noise floor of 
this method (Z) is shown on Figure 3 and is about 2.5 
times better than the conventional counter method. 

Short Term Stability 

The oscillator stability (O), combining 
conventional frequency counter data and our "zero-beat" 
technique data is shown in Figure 3. A factor of ^2 has 
been removed to display the Allan deviation due to a 
single oscillator, assuming equal instability in each. The 
noise floors of these measurements and estimates of 
various oscillator instabilities are also shown in Figure 3. 
At short times the Allan deviation appears to fall faster 
than x"l because of the bright line structure from 
vibrational modes in the resonator and power line 
frequency modulation. Above 0.2 second it reaches an 
apparent floor of 3 to 4 x 10"^, which extends to about 
100 seconds. Amplifier flicker phase noise will be 
present in the oscillator output as it is coupled from the 
loop immediately after the amplifier. The measured 
stability below 0.1 s is consistent with amplifier flicker 
phase noise of S(h = -100/f dBc Hz"1 which translates to 

an Allan deviation of approximately 5 x 10"^/X. The 
small degradation in the Allan deviation around 2 s is due 
either to the 0.2 Hz beat between the two 1.4 MHz 
frequency stabilization servo reference oscillators, or to 
the oceanic microseism peak at 0.2 Hz which has an 
amplitude of up to 2 x 10"6 g. We had no accelerometers 
sensitive enough at 0.2 Hz to eliminate the latter 
possibility. 

We have measured the noise floors of the power 
and frequency control servo systems for oscillator 2 by 
placing an identical open loop servo system in parallel 
with the original, including a second detector which shares 
half of the microwave power of the original detector. We 
were unable to make an equivalent measurement for 
oscillator 1 because its cryogenic detectors are 
inaccessible. The inferred Allan deviation due to the noise 
floor of the frequency control servo (F) improves as lNx, 
as is expected for the white frequency noise of the 
discriminator. The inferred Allan deviation due to the 
power servo (P) is flat, which is consistent with operation 
of the detector in its 1/f frequency regime. In preliminary 
measurements the floor in oscillator 1 was much lower 

than that in oscillator 2, primarily due to the lower 
frequency vs power slope at the operating power in 
oscillator 1. 

The requirement for temperature stability in 
resonator 2 is very strict as its minimum slope is 
3 Hz K"1. The resonator temperature is controlled by a 
Lake Shore DRC-91CA temperature controller. The 
oscillator's stability indicates that it must be controlling 
the temperature to better than about 10 pK although we 
have been unable to verify this independently. The 
inferred Allan deviation from a measurement of a 
germanium thermometer near the resonator by a Quantum 
Design Model 1802 digital R/G bridge is 10"14 which is 
the same as the quoted stability of this bridge. We need a 
higher resolution measurement system if we are to 
determine the actual temperature stability. 

The above measurements show that the short term 
stability is not limited by any of the servo systems except 
between 0.07-0.2 s where it appears to be limited by the 
frequency control servo on oscillator 2. This is confirmed 
by the lack of correlation between the inputs or outputs of 
the servo systems and the zero-beat phase noise of die two 
oscillators, except for a few bright lines. Temperature 
instability of resonator 2 hasn't been eliminated as a 
candidate although it would seem unlikely that it would 
dominate from 0.1 to 1000 s. 
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Figure 3 Frequency stability of sapphire 
oscillator (O), noise floors of the measurement 
system (Z, C) and oscillator 2 servo systems (P, 
F). 

The origin of our apparent flicker frequency floor is 
uncertain although it may be due to intrinsic resonator 
flicker frequency noise. Ground vibrations of order 10'" g 
might also be significant in the short term since the phase 
noise below 1 Hz is partially correlated with 
accelerometers mounted on the cryostat and the 
acceleration sensitivity in resonator 1 appears to be a few 
times 10"9 g"1. Stability of the order of lO"1^ is only 
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realized with one other oscillator - the superconducting 
cavity maser [1], which also uses a cryogenic SDR and 
exhibits a similar flicker frequency floor from 1 to 1000 
s. 

This extreme level of short term stability could 
easily be transferred to an atomic frequency standard, using 
the intrinsic resonator power sensitivity to enable a low 
bandwidth frequency lock loop. The relatively large 
frequency-power coefficient gives the system adequate 
range to cope with long term drifts of the sapphire 
oscillator. 

Comparison with H-masen The sapphire 
oscillator was compared with a Shanghai Observatory H- 
maser model H-M12A. The stability of this maser has 
been previously determined against a Smithsonian VLG- 
10-1 maser [11], at 800 MHz. The sapphire oscillator is 
heterodyned with a HP8673H microwave synthesizer 
whose S MHz reference is phase locked to the 100 MHz 
output of the H-maser. Both the sapphire oscillator and 
H-M12A are housed in the same temperature controlled 
room, whose diurnal temperature fluctuations are less than 
0.5 K. Short term temperature oscillations of 1 K 
amplitude with a typical period of 1600 s are due to the 
air-conditioner thermostat. 

Improvements in the Long Term Stability 

The addition of a power servo significantly 
improves the Allan deviation in the medium term 
although the performance in the long term still begins to 
degrade as approximately 3 x 10"^ T ^ The relative 
drift of the two oscillators over 1 day is a few times 
10"13, which is an order of magnitude improvement over 
the oscillators based on 3 cm resonators [2]. This long 
term drift is dominated by the temperature coefficient of 
the power detector sensitivity on oscillator 2 which 
resulted in a sensitivity to room temperature of about 
5 x 10"13 K"1. 

In order to better determine the intrinsic long term 
stability of the sapphire resonator we have reduced the 
room temperature sensitivity on one oscillator (oscillator 
1) and compared it to a hydrogen maser. The room 
temperature sensitivity was reduced to ~ 10"*3 K"* by 
employing cryogenic tunnel diode detectors for the power 
and frequency control servo detectors. The residual 
temperature sensitivity is then dominated by the reference 
phase modulator (PS1). Both phase modulators have a 
variation of insertion loss (IL) with bias level that causes 
incidental amplitude modulation (AM) together with the 
desired phase modulation (PM). Incidental AM due to the 
error signal in PS2 is removed by the power servo. 
However the in-phase component of the AM from the 
reference signal in PS1 masquerades as a frequency offset 
error at the discriminator. In a few of our modulators we 
find a turning point in the variation of IL with bias. If 
we operate at this extremum we can eliminate the AM. 
Unfortunately, this turning point has a temperature 
coefficient resulting in changes of the AM level (hence 
frequency offset) with room temperature. To reduce the 
variation in unwanted AM we have implemented a servo 
which keeps the phase modulator bias level at the turning 
point. A lock-in amplifier monitoring the power servo 
detector (D2) recovers the in-phase component of the AM 
and provides an error signal for the bias of the phase 
modulator (PS1). With this AM servo system the 
temperature sensitivity of our oscillator is less than 
3 x 10"14 K"1. 
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Figure 4 Comparison of Shanghai H-maser: 
with VLG-10-1 (thick dotted line), with the Sapphire 
Oscillator (triangles), and with the Sapphire Oscillator 
with the effects of room temperature oscillation removed 
(squares). 

The stability measured over 13 hours (triangles) is 
shown in Figure 4 along with the results of the two 
maser intercomparison (thick dotted line). We attribute 
the difference in the curves at small integration times to 
the poor phase noise of the maser quartz oscillator when 
multiplied to 11.9 GHz. The peculiar Allan deviation 
curve (triangles) shown in Figure 4 probably arises from 
frequency modulation of the H-maser signal because of 
oscillation in the room temperature. The magnitude of 
the frequency modulation is consistent with the maser 
sensing the room temperature oscillation filtered by a 90 
minute internal thermal time constant. The temperature 
coefficient of the H-maser is approximately 
4 x 10"14 K"l. This frequency modulation could also be 
explained by assigning a room temperature sensitivity of 
1 x 10" 14 K"l to the sapphire oscillator. Further work 
needs to be done to isolate the source of the temperature 
sensitivity. By filtering out the effect of the temperature 
modulation from the data we can obtain the result 
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(squares) for a temperature stable measurement. The 
filtered stability from 600 to 2000 s is less than or equal 
to the results of the two maser intercomparison [11] 
Taking into account the errors in the Allan deviation at 
these integration times (50 data points) we arrive at an 
estimate of the instability associated with the sapphire 
oscillator of less than 4 x 10'15 from 600 to 2000 s. 

Conclusions 

We have demonstrated that a power, phase, AM 
and temperature stabilized loop oscillator based on a 
cryogenic sapphire resonator can achieve fractional 
frequency stability of 3 to 4 x lO"1^ for integration times 
from 0.3 to 100 seconds and less than 4 x 10"15 from 600 
to 2000 s. We have shown that the noise floors of the 
servo systems aren't responsible for imposing the present 
flicker frequency floor. The origin of this floor is 
uncertain although it may be due to intrinsic resonator 
flicker frequency noise. We have also shown that the 
long term drift can be significantly reduced using 
cryogenic power servo detectors and by implementing a 
new AM servo system which reduces the effect of the 
temperature sensitivity of the phase modulators. 
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Abstract: Results are presented for leucosapphire disk dielectric 
resonator temperature coefficient of frequency (TCF) 
dependence on temperature, disk configuration and a resonant 
mode type in the temperature range 70...350 K. It is found that 
the most intensively the enumerated factors influence resonant 
oscillations with HE-type polarization. The revealed TCF(T) 
difference for different modes permitted to build a novel long 
term frequency stabilization method. 

Introduction 

A "whispering gallery" mode sapphire disk dielectric 
resonator (DDR) [1-3] is capable of extremely high Q-value 
due to the fact that DDR's high number circumferential modes 
isolate electromagnetic energy into the sapphire element 
itself and away from lossy environment. It results in room and 
cryogenic temperature leucosapphire DDRs are growing an 
important component for low phase noise microwave and 
rnillimeter wave oscillators. 

Long term frequency stability DDR-based oscillators depends 
first of all on the DDR eigenmode frequency changing with 
temperature. A sapphire DDR is produced from a high 
quality monocrystal. Unlike quartz resonators a specimen 
crystal axes orientation is strictly fixed in a given case. 
Nevertheless one can find in literature [4-8] the data on 
sapphire DDR TCF ranging from -40 to -70 ppm/K at room 
temperature and from -2 to -8 ppm/K at 77K. These scatterings 
are much in excess of usual experimental errors but their origin 
(and often even their presence) is still unknown. 

This paper provides computer analysis of this problem. The 
results of modelling is being compared partly with experimental 
data. 

Main Results 

The electromagnetic field within a DDR contains all six 
components. Thus there are no pure H- or E-type mode 
polarization in the case. Usually one distinguish HE-modes with 
E-vector on the cylindrical surface strongly polarized in parallel 
with the optical axe (z-axe) which is a  disk  axe  at the 

:     £,[11] 

i      i      i i      i      i 

0 12 3 
Fig.l. Sapphire relative permittivity 

components versus temperature. 

same time and EH-ones with the ortogonal orientation of the E- 
vector in respect of the previous case. We analyze main family 
of resonances characterized with the indexes set HE(EH)N u. 

The essential temperature dependence of a DDR self resonant 
frequency arises mainly due to increasing with temperature the 
both of sapphire dielectric permittivity tensor components, sz 

and 8t, while thermal contraction of the resonator has 
secondary meaning. 

Each particular resonator eigenmode differs from another 
modes with some details in the picture of the internal electro- 
magnetic field and the part of its energy in surrounding space. 
The functions EZ(T) and e^T) are resemble but non-identical. 

Thus it is naturally to expect that different DDR modes have to 
have more or less different TCF values and this difference is 
getting more together with growth of the distinctive signs. The 
following material illustrates this basic idea. 

The TCF values have been calculated through eigenmode 
frequencies temperature dependence using an IBM PC. The 
method is based on a single-mode representation of electromag- 
netic fields in partial regions of the DDR. The used computer 
program was an improved version of the program in [8] written 
by E.N.Ivanov. The next step of the algorithm development and 
its description one can find in [9]. 
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To get reliable results one needs an accurate knowledge of 
sapphire permittivity constants as a function of temperature. 
Two sources of the initial data describing these functions were 
used: the "data 1" in accord with [10] and the "data 2" 
published last year [11]. The chosen data sets show practically 
the same dependencies with respect of the dielectric constant in 
the transverse to a disk axe dimension but differ rather 
distinguishably as far as the second dielectric constant (along 
the z-axe) is concerned (Fig.l). The polinomial fit used for the 
solid line yields: 

8Z(T) = 11.2727- 7.5908* 1(HT + 7.0650xl0-6 T 2 

-5.5734X10-9 T 3 + 2.1283X10-12 T 4 (1) 

HE-modes 

The first factor which role we investigate is the "disk format" 

FT = D/2h, (2) 

where D - a diameter, h - a height of the disk. According Fig. 2 
this parameter has strong influence on sapphire DDR TCF and 
the TCF absolute value decreases while format is getting more. 

Quite unexpectedly the curves in Fig. 2 reveal that the TCF 
temperature dependence is a non-monotone function within the 
specified temperature range but having a maximum round about 
300 K. As for the TCF value it changes 6-8 times. 

The comparison of the results got with the two chosen ez(T) 
approximations (Fig. 3a) shows that the second one (i.e. [11]) 
leads to reduced TCF modulus and the maximum in the case 
takes place near 260-280 K. The difference in the TCF values 
for these approximations is especially pronounced for T >300K. 

- —-J™1 

- 
•p^liTps 

- 
■". n:  

.;\-..[i°i 

- 
/     ■"' 

[n]\ 

- 
1     i     1     1     1 i    .    i    .    i .      ,  T-l* 

(a) 

2 

1 
"C*-[»>i! 

E,+ [»]j, 
^^ ..:■•;■"■ 
>Vi..,.|.:.:;!/."  

..■•■! 
j.i'1 

Y^'"'" i1"] 

i    i    i ,        i        i        i        i i         i 

00 

Fig.3.    Sapphire   DDK   TCF<T): 

Moae:    HE_  7 
HE_  7 

D/2h   =      1.50      <- 
=      4.00      (• 

Fig. 3b gives the details of the curves behavior in the liquid 
nitrogen temperature range. One can see that here the TCF is 
more sensitive to temperature if we take the first EZ(T) case and 

small FT values. 

Once more important parameter characterizing oscillations in a 
DDR is a azimuthal index, N. Its influence is illustrated by a set 
of curves in Fig. 4. It is obvious that the more N the more TCF 
modulus. Some additional information on that subject can be 
derived from Fig. 5 where we compare the curves calculated for 
two approximations with our experimental data [8]. The 
theoretical data here and before take into consideration also the 
thermal disk sizes change which impact is about 10%. 

Fig. 5 leads to the conclusion that approximation sz(T) in accord 

with [10] gives better fit to the experimental data. It is useful to 
mark that for the azimuthal indexes less than 8 the two 
dependencies run very closely to each other. Thus one can not 
probably find this difference for the case of a big format. A lack 
of precise experimental data prevents to get more valuable 
inferences. 
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The curves marked by a figure 1 and the experimental circles 
are drawn for FT = 6.37, two another curves and the experi- 
mental crosses - FT = 7.85. 

EH-modes 

For the case of EH-modes Fig. 6 has the same sense as Fig. 2 
for HE-modes demonstrating the influence of a disk format on 
the function TCF(T). Again one can see that growth of the 
format makes TCF modulus less. But in comparison with the 
Fig. 2 it follows that the effect itself is much less pronounced. 
The curves maximize near 280 K. 

Comparison of the two approximations (Fig. 7) shows that for 
FT > 4 they do not differ practically and even with FT ~ 2 the 
difference is clear only at the high enough temperature. 

At low end of our specified temperature range the two chosen 
sz(T) functions give close results. 
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Fig. 8 give some insight into the azimuthal number influence. 
Once one can see the weak but qualitatively the same as for 
HE-modes effect. At the liquid nitrogen temperature, 77 K, all 
modes have practically identical TCFs (Fig. 8b). 

Summarizing we can say that the results for EH-modes 
resemble ones for HE-modes except all effects are somewhat 
weaker and more complicated in some details. 

One particular practical application 

The revealed TCF differences for different sapphire DDR 
modes permit to build a novel long term frequency stabilization 
method. Its main idea consists in that the AFC system watches 
now not for the output microwave frequency, as usually, but 
for chosen by us suitable frequency difference between the two 
DDR modes with different TCF. This idea was checked and 
patented [12]. 
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Conclusion 

Our investigation revealed that due to sapphire crystall 
anisotropy the disk resonator TCF depends not only on 
temperature but on a disk configuration factor, a polarization of 
the basic slow wave (HE- or EH-type), and a mode number as 
well. In result we were able to suggest a novel technique to 
improve long term DDR-based oscillator stability. 
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Abstract: This paper deals with a theoretical analysis of a low 
phase noise microwave transistor oscillator stabilized with a 
sapphire "whispering gallery" mode disk dielectric resonator 
which used both as a filter in the oscillator feedback circuit and 
as a dispersive element of a frequency discriminator in the 
AFC loop providing additional noise degeneration. 

It is found that in many cases a noise floor of the AFC system is 
determined with residual flicker noise of a ferrite circulator used 
as a part of the discriminator circuitry. Replacing the 
circulator by a 3-dB hybrid and adding the auxiliary 
amplifier(s) at the phase detector input(s) open a possibility to 
reduce the AFC system noise floor as much as 30-35 dB and 
thus to get impressive improvement in the oscillator close-in 
phase noise. 

Introduction 

of the AFC frequency discriminator with special attention to 
phase noise analysis and parameters optimization. 

The idea of such a configuration appeared more than 20 years 
ago as a result of the further development of the works 
collected in [4]. That time this approach was used in TWT- 
and drift tube klystron oscillators. Later the same design was 
spread on semiconductor oscillators [5] and used successfully 
by A. J. Giles et al. [2] in a cryogenic DDR oscillator. 

Use of the combined stabilization scheme reduces an initial 
level of phase noise which has to be additionally suppressed by 
the AFC system thus making easier the loop low frequency 
amplifier (LFA) operation. Another very important advantage is 
elimination of the frequency acquisition problem restricting a 
working range of stabilized sources with the only AFC loop 
[3, 6-8]. 

Progress in radar, microwave communication systems and 
some fundamental scientific experiments necessitates 
achievement of high degree of reference oscillator output signal 
spectral purity. The best nowadays microwave sources use 
bipolar transistors (BT) as active elements and a sapphire disk 
dielectric resonator (DDR) excited on a "whispering gallery" 
mode as a filter. Since the first successful application in 
oscillators in 1980 the sapphire DDRs have become the main 
means to generate microwave signals with spectral purity 
performance characterized in the middle of a centimetric band 
by £(1 kHz) « -120 dB/Hz at room temperature and even 
much lower levels with cryogenic cooling [1-3]. 

Mainly two DDR oscillator utilization schemes are in use now: 
a feedforward amplifier with the DDR included in the 
positive feedback circuit as a band-pass filter, and a 
commercial oscillator which is frequency locked to a DDR 
used as a frequency discriminator. Each of them has its merits 
and demerits. While the first one is simpler the second provides 
lower noise due to better diode noise characteristics in 
comparison with transistors. 

The purpose of this paper is to consider the advanced 
"combined stabilization" configuration where a single DDR is 
used both as a positive feedback loop filter and a basic element 

Oscillator Block Diagram 

Figure 1 shows a schematic diagram of the oscillator under 
analysis which includes two basic parts: the positive feedback 
loop (its components are drawn with thick lines) and the AFC 
system. The feedback loop incorporates "main" amplifier 
(MA), i. e. a BT microwave sustaining stage(s), a DDR, a phase 
shifter, a 3-dB hybrid and a limiter. The last one is not a 
compulsory element but useful to keep the MA transistors in a 
quasi-linear region thus reducing their residual noise [9]. The 3- 
dB hybrid junction serves to split the whole MA output, P^, 
onto a load power, Pout, and a signal passing to the resonator. 
In general case this hybrid insertion loss, LL , can have rather 
arbitrary value. 

Three other blocks situated in fig. 1 in the rf feedback loop have 
to do with the AFC system. They consist of the device picking 
out a wave reflected from the resonator (a "reflected wave 
extractor" - RWE) and two directional couplers. In the most of 
works on the topic the RWE is a ferrite Y-type circulator. As 
known this function can be fulfilled equivalently with a suitable 
reciprocal circuit. Our particular interest further will be the case 
where the mentioned 3-dB hybrid plays also a role of the RWE 
( a dashed output line from the hybrid symbol) thus providing a 
possibility to eliminate the circulator. 
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shifter -H>Q{> 

Main Amp.&Limiter 

Figure 1. Block diagram of the DDR based oscillator with combined stabilization. The right-hand side 
dashed portion contains some elements associated with the resonator-based frequency discriminator: a 
double-balanced mixer (phase detector), an adjustable phase shifter, two auxiliary microwave limiting 
amplifiers and a low frequency amplifier & AFC loop filter. The Kl, K2 keys allow to choose any of three 
standard frequency discriminator configurations (options "a", "b", "c"). 

The Kj, K2 keys allow to choose any of three standard 

resonator-based frequency discriminator (FD) configurations. 
For the option "a" ("A"-type FD or FDg) the phase detector 
(PD) processes a constant amplitude signal spirited out with the 
directional coupler DC j and gained (if necessarily) by Gi dB 
due to presence of the auxiliary microwave limiting amplifier 
Aj (PD input 1) and a reflected wave gained by G2 dB due to 

the second auxiliary microwave amplifier A2 (PD input 2). If 

the A2 amplifier does not provide limiting then the amplitude of 

a signal at the second PD input is strongly frequency dependent 
and there is a real danger to damage PD during tuning. Use of 
two additional amplifiers instead of one proposed in [10] 
enlarges our ability to optimize the whole system. Another two 
cases exploit a part of energy of the incident wave and 
transmitted one (option "b", FDfc) or use the pair of reflected 

and transmitted waves (option "c", FDC). 

An uncooled sapphire DDR has very a poor frequency 
coefficient with respect to temperature and needs usually some 
kind of its center frequency stabilization. All such circuits are 
quite inertial as a rule and so not influence noise processes 
corresponded with offset frequenses more than «1 Hz. That is 
why we do not show any of them in fig. 1. 

Oscillator Noise Model 

Output phase noise arises from some primary noise sources 
filtered by both incorporated stabilizing mechanisms. Let us 
consider firstly phase noise in a free running oscillator to put 
into some definitions. 

An equivalent initial phase perturbation, 0(t), at the input of a 

loop amplifier (the MA with its power gain, Gm, in our case) 

is enhanced by a positive phase feedback and filtered by the 

resonator. According Leeson's model the closed loop response 

due to a stimulus 6(t) at the output of the amplifier is : 

(p(t) =9(t)x(l + l/qrp), (1) 

where p = j£ = d/dt - a differentiation operator with respect to 
normalized time T ; \ = fm / B0 ; fm - an offset (modulation) 

frequency from the average carrier frequency f, which 
considered to be equal a self resonator frequency f0 for 

simplicity; B0 = f0/2Q0 - a half bandwidth of the unloaded 

resonator; Q0 - an unloaded resonator quality factor; QL - a 

loaded resonator quality factor; qj = QL/Q0 - a normalized 
resonator loaded Q-factor. The oscillator single side band phase 
noise spectral density at the amplifier output described by : 

£out(fm) = >/2 Sm [l+l/(qr & ] = V2 Sm [1+ (B0 /qr f m) 2]. (2) 

At the amplifier input due to filtering by the resonator the free 

running oscillator phase noise is: 

£in(fm) =  * Sm (fm) /(qr I) 2 = >/2 SMA(fm)x(B0 /qr f m) \ (3) 

The amplifier phase noise spectral density, Sm (fm), shows a 1/f 
("flicker") characteristic empirically described by the corner 
frequency, fc. For microwave BT fc can range from 3 to 20 

kHz approximately depending on the device type and a drive 
level. Thus for generic offsets non-exceeding 1 kHz the 
oscillator regime is disturbed namely by 1/f noise. 

As was found recently [11] a spectral density of multiplicative 
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Figure 2. Block diagram describing phase noise of the analyzed oscillator with combined stabilization. 

phase noise of a single microwave BT amplifier stage is 
approximately directly proportional to the stage power gain. So 
with oscillator noise performance improvement point of view it 
is profitable to reduce the MA gain and optimize the amplifier 
structure. For a given total multistage amplifier gain, Gamp, its 

phase noise reaches a minimum if the amplifier consists of 

1 = noptM °-23 x Gamp (dB) (4) 

identical stages. Accordingly, each of the optimized stages has 

the gain 

Gj = Gamp/n, [dB] (5) 

and its phase noise spectral density may be described by the 
expression 

Sj = Sqi0 + Gj)    [dB/Hz] (6) 

where the "level of support", S^dB/Hz), corresponds to a 
stage with 0-dB gain. The total amplifier phase noise spectral 
density results from separate stage contributions added on a 
root-sum-square basis: 

Samp = Sj + 101g n = S^ + Gamp/n + 101g n,   [dB/Hz]. 

(7) 

This approximate noise model of a BT stage is true for f > 2...3 
GHz where needed gain is got due to a transistor internal 
positive feedback. 

Resonator coupling with incoming wave lines is characterized 
with the normalized coupling coefficients ßi and ß2 (figl). It 

follows the resonator normalized input impedance, ßm, from 

the RWE side is: 

ßin =ßi/(l + ß2)- (8) 

The   theory   shows  that   ßj,   ß2,   QL  ,   Gm   and   £   are 

interdependent. 

Minimum sideband noise in the free running oscillator can be 
achieved near ßj = ß2 = lA when qr = (1 + ßj + ß2)_1 = lA and 

resonator transition losses at resonance 

Lr=(l + ß1 + ß2)2x(4ß1ß2)-l= 4 =6dB. (9) 

Let   £ 0 -  10 GHz,   fm = 1 kHz,   Q0 DDR = 2x105,    LL = -3 

dB, a feedback loop excess gain on small signal Leg = 3 dB, 

S<po=-157 dB/Hz  {S^ = 2xl0-13/fm [rad2/Hz]},  ßx= ß2 = 

Vi. Then in accord with (2)-(9) 

= Lr-LL + Leg=12dB, GM (10) 

n = 2, S^l kHz)«-148 dB/Hz, B0 = 25 kHz, qr='/2, £in » 

£out = -117 dB/Hz. It is 3 dB less in comparison with a single 

stage MA and practically the same as for a three stages MA . 

Now go back to the complete system. The oscillator phase 
balance equation has a form 

<Pma +<PDDR+(Pvps+<PAPc = -2TCm    (m = 0,1,2,...).    (11) 

Here <pma, (pDDR and (p^g are phase delays in the MA, the DDR 

and the variable phase shifter (VPS), accordingly, (p^ describes 
an additional phase shift due to the AFC system. Each of these 
terms may be thought as a sum of regular and noise parts, i.e. 

<Pj(t)=<Pjo + 9j(t). (12) 

Put for simplicity (pMCO = 0 at an average frequency of 
oscillations and eliminate index "o". Then this term if being 
unequal zero represents the phase correction providing by the 
AFC system. From (11)-(12) it follows that within a half 
bandwidth of the DDR a deviation of an instantaneous 
frequency from its average value is: 

8f/f Sf0/f (6n -<PA eAFC)/(2QLDDK).      (13) 
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The first term of the (13) right-hand side takes into account the 
DDR self frequency instability. According [12] the upper limit 
to the DDR close-in residual phase noise does not exceed a 
mixer noise floor at least. So within some approach we can 
ignore this member. 

The AFC loop itself includes a frequency-to-phase converter 
(simply "converter" further), auxiliary limiting amplifiers 
(ALA), a phase detector, a LFA which is a shaping filter 
simultaneously and the just mentioned VPS. 

A conversion factor of the converter, Kgonyfrad/Hz], depends 

on the FD type and a DDR quality factor. "Higher sensitivity is 
an advantage associated with utilization of resonator reflection 
response (compared to transmission response) in the 
discriminator circuit" [7]. This true idea is a consequence of the 
fact that the closer a resonator to exact matching (which 
implies ßjn ->• 1) the steeper a characteristic phase slope of the 

reflected signal [13]. At f0 

Kr. qef/Bo (14) 

where a normalized converter Q-factor, qef, is : 

qef-a = abs{[(l - ßin) (1 + ß2)] -1- *} ( option "a");  (15) 

qef-b =qr 

qef-c = qef-a + qr   (ßin < i) 

(option "b");  (16) 

(option "c").  (17) 

For ßin « 1, as easy to see, qef.a « qef.c » qef.b. In a DDR- 

based oscillator it is reasonable to choose namely ßjn < 1 

because due to the DDR features its Q0-factor decreases rapidly 

if ßl or ß2 (or both of them ) is getting sufficiently more than 

unity. Besides, the more ßj, ß2 the less the rf feedback loop QL. 
Thus in our case namely the FDC provides the most Kconv. 

Two main conditions of PD residual self noise minimization are 
optimization of mixer diodes power (usually 1...2 mW per a 
Schotty diode) and approximately equal power levels at FD 

inputs. If they are met the phase to voltage conversion factor 
for the PD at zero output, KPD, is 0.5-0.9 V/rad [6, 7] and the 
noise floor of the X-band PD in terms of spectral density of 
output voltage fluctuations, VPD(fm), might be as low as [6, 14] 

VPD(V* 10-H/fm   +10-.7   ryvHz]. (18) 

If ßjn ->1 an amplitude of the reflected wave vanishes. To 

keep an optimum regime of the PD one needs either to increase 
the loop power or to insert the ALA [10]. The latter method 
proposed by G.J.Dick et al. looks especially promising. 

Oscillator noise floor 

The AFC system output contains a useful error signal cp^ oc 8f, 

which, in turn, proportional 0,^, and a noise component 0^,,. 
Their relation defines the AFC system phase noise floor and 
thus establishes the phase noise floor of the whole oscillator. 
The full AFC system output noise is given by (see Fig. 2) 

e^c © = [(6conv-^l+e2)KPD+ (u n-PD+U n.m)] G0KVPS- 6WS. 
(19) 

The terms on the right-hand side of (19) describe residual phase 
noise (9conv - converter; 012 - auxiliary amplifiers; un.PD - PD; 

%-LFA " LFA; 6^ - variable phase shifter), the LFA gain (G0) 

and a conversion factor of the VPS ( Kws [rad/V]). 

In accord with (13, 19) and Fig.2 

5f(t) = [eMA(t)-9AFC(t)]x(B0/qr) 

x[l+KPDG0Kwsqef/qr]i.   (20) 

Thus with the AFC loop closed 

£in(fm) = V4 [Sm(fm) + S^fm)] * (B0 /qr f m) 2 

xfl+K^GoK^qef/q^     (21) 

where the total AFC loop phase noise spectral density is : 

SAFC(fm)=[(Sconv+Sl+S2)KV VPD + VUA)] (0^)2+ Sws. 
(22) 

It is suitable to include VH, into VPD thus characterizing LFA 
and PD together and join Sws to Sm. Then the only terms which 
distinguish (22) from the usual expression are Sconv, Si, S2. 

From (21-22) it follows that with high enough AFC open loop 
gain the phase noise floor can reach 

£in-floor = V4 (Sconv + S!+ S2 + VPDK-\D)x(B0 /qef f m) 2. (23) 

The earlier works consider PD residual phase noise as the main 
reason which influences a AFC system noise floor and ignore in 
fact all other noise sources. With our point of view namely this 
assumption led to the 6-10 dB discrepancy between calculated 
and measured phase noise levels of precise sources as marked 
in some papers [6, 7]. 
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Circulator noise model 

If FD has to use a reflection response one needs to build the 
RWE. The traditional way to get reflected power implies a 
presence of a ferrite circulator (Fig.3). Unfortunately this block 
as we shall show may add substantial noise power to a useful 
signal. 

Incident wave 
■e 

Refl. wave 

Figure 3. RWE circuitry associated with an Y-circulator. 

One can find very a little data on circulator residual flicker 
noise. Based on works by N.N.Kolachevsky [15] the author 
arrived at a conclusion that the reasonable estimation for the 
respective power spectral density of the circulator self flicker 
noise could be S^ (fm) « 3xl0~14±1 / fm [rad2/Hz] in forward 

direction which means -(165 ± 10) dB/Hz at 1 kHz offset. At 
first sight it is quite a negligible value. But in our case the FD 
employes a specific circulator regime where a relative useful 
signal due to ßjn»l has the same order of magnitude with 

respect to incident power as a circulator reverse isolation. This 
particular situation enhances the cyrculator noise influence 
many times. 

Bearing in mind the specific symmetry of the Y-type circulator, 
the electromagnetic field on its ports may be represented by a 
sum of two waves (fast and slow) running inside the circulator 
in opposite directions plus a synphase wave. Assume the vector 
of an excitation in a form 

1 

exp(120°) 

exp(-120°) 

+ i 

1 Y 

exp(-120°) + 1 l 

exp( 120°) l 

(24) 

Each of the column-vectors in (24) describes a distribution of 
one particular wave along the ports 1, 2, 3. Take further the 
reactions of the circuit on these vectors as 

Ri«[(l-Äi + mi)+K?i + ei)]expö<Pi)   0=1.2,3)   (25) 

impact goes from random magnetic domain boundaries 
displacements [15]. 

The full reaction is a sum of all partial reactions. In the port 3 
where one might expect a lack of power in an ideal circulator 
we have 

6XR3E =[(A 1+A2-2A3)-(mi + m2-2m3) + 

(92 - 6X) V3] + jx[(A 2 - A i)V3 + (m i- m 2)V3 

-(Ci+C2)-(ei + e2-203)]. (26) 

It follows from (26), by the way, necessity to tune a circulator 
to improve its reverse isolation which nevertheless stays 
restricted because all A, have different values in general. But 

the most important thing is our found ability to deal with noise 
processes in a circulator. The "null" in the port 3 reflects deep 
interference of the waves involved. It is a dynamic phenomenon 
in principle. In accord with (26) the random phase shift depends 
on both amplitude and phase disturbances of the partial waves. 

Basing on process physics one can postulate 

(m^)<(m^)«(m^2\   ( 0 »3> < < 0 » !>«< 0 *2>   (27) 

because the slow wave indexed by "2" is "slow" via resonance 
in ferrite media and so the most sensitive to initial fluctuations. 
This permits to simplify the task taking into account only the 
slow wave fluctuations. Of course, this assumption and some 
next ones must be checked later on. 

Let us consider now a working situation with a reflecting 
resonator in the arm 2. Using S-parameter technique the full 
relative signal in the port 3 can be put down as (look at Fig.3) 

Ö 9i   Ö-J-? 1   +   JV' •3S 
Here 

T = Tr x exp( -j 2<pcr) 

(28) 

(29) 

- the resonator reflection coefficient, Tr , phase shifted with 

doubled phase delay between the port 2 and the resonator; 

where epj = -120 °, (p2 = 120 °, cp3 = 0 - nominal values of 

phase shifts between the ports, A, - losses, Q - phase deviations 

from the nominal delays, mj(t) and 0;(t) - amplitude and phase 

fluctuations of Rj. The energy in this circulator moves against a 

hour-hand. As for an origin of the R; fluctuations the main 

rr(lö)=-(l-ßin)/(l + ßin)- (30) 

Some additional tedious transformations come to the expression 
of the full circulator phase noise in the port 3. It is rather 
cumbersome containing terms caused by amplitude noise for 
which reason depends on (pcr. Fortunately after final sorts we 
get the clear-cut approximate formula : 
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Scir(fm)*Sc_fd(fm)x(3 + l/r2). (31) 

The integer in brackets arises from two successive passes of the 
signal through a circulator. Its value (three units instead of two) 
enhanced due to mutual correlation of phase perturbations of 
the incident and reflected by a resonator slow waves into a part 
of the ferrite media volume. The second term in brackets goes 
from the fact of constant presence of the interference noise in 
the port 3. Namely this term has deciding influence on the 
reflected signal phase noise increase if T2 is getting less. 

In this situation the theoretical phase noise floor changes from 
-103 to -93.2 dB/Hz if Sc.fd(100 Hz) varies from -170 to -145 

dB/Hz. Thus the experimental value Sfl^fm) is consistent here 

with Sc.fd « -145 dB/Hz. It is interesting that with the AFC loop 

turned off the oscillator would have £;n = -93.1 dB/Hz. 

Investigate now potential improvements which may arise from 
adding the ALA to a reflect wave channel in these two cases. 
Start again with the case 1 assuming Sc.fd(l kHz) = -165 dB/Hz 

firstly and -180 dB/Hz secondly. The results of computer 
modelling are shown in Fig.4a, b. 

Examples 

Let us discuss the main consequences following from the 
proposed heuristic noise model on examples of sources 
described in [6, 7]. Start with [6] where : 

f0 = 10600 MHz,   fm = 1 kHz,   FD ^ FDC , 

Q0 = 55x103, QL= 20x103,   qef = i.o9, 

KPD = 0.5 V/rad, VPD(fm) = -167 dB(rad2/Hz), 

S floor (theory) (fm) =-122 dB/Hz, 

S floor (exp) (fm )     = [-122 + (6... 10)] dB/Hz . 

The additional conditions of our simulation are : 

3<po MA \xm (fm ) = -155 dB/Hz, S^ ^ (fm) = -160 dB/Hz 

LL = -3 dB, Leg = 3 dB, Lr + LDC2 = 5.35 dB, nM 
nopt> 

Lcir-refl = 0-85 dB, PPD (1 j^e) = 1.5 mW, P^ 80 mW. 

In this situation the calculated system phase noise floor 3-dB 
increased with respect of (23) changes from -121.4 to -105.2 
dB/Hz as Sc.fd (1 kHz) varies from -180 to -155 dB/Hz. The 

average experimental value, Sfloor(fm) = -114 dB/Hz takes 
place with Sc.fd = -164.5 dB/Hz. Without the AFC system the 

analyzed oscillator must have £jn » -101 dB/Hz. 

Now go to [7] where 

f0= 10080 MHz, fm = 100 Hz, FD * FDa 

Q0= 500x103,  QL= 300xl03,   qef=0.8, 

KPD = 0.9 V/rad, VPD(fm) = -146 dB(rad2/Hz), 

Sfloor (th)(fm ) = -103 dB/Hz, Sfloor (exp) « -93 dB/Hz. 

The additional conditions of our simulation are : 

S<po „A (fm ) = "WS dB/Hz, S^ ^ (fm) = -150 dB/Hz, 

LL = -3 dB, Leg = 3 dB, Lr + LDC2 = 9.6 dB, nm =nopt, 

Lcir.refl = 1.2 dB, PPD(1 diode) = 2-5 mW, Pffl= 100 mW. 
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-..-*■'"                                                                :      pi 

-                                                                                   ^refl*lB" 
■       I       i       i       i       I       i       ■       i       I       i       ■       i       r      i 
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Figure 4. Influence of the reflected signal channel 
gain on the system phase noise floor. Modelling 
conditions in accord with example 1. 

One can see that for the expectable circulator residual phase 
noise level this technique gives just symbolic result decreasing 
the system noise floor by 0.4 dB. And even with the 15-dB 
lower circulator noise the most improvement is only 7.5 dB. 

Return to the example 2 and compute the same values assuming 
successively Sc.fd(100 Hz) = -145 and -160 dB/Hz. The results 
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of modelling are shown in Fig. 5 a, b. The possible phase noise 
decreasing is 4.3 and 10.2 dB accordingly. 
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Figure 5. Influence of the reflected signal channel 
gain on the system phase noise floor. Modelling 
conditions in accord with example 2. 

The only way to overcome radically the circulator self flicker 
noise impact on oscillator parameters is to change it with 3-dB 
hybrid junction or another suitable noiseless reciprocal circuit. 
The results of calculations made on that basis (Fig. 6) reveal the 
(30...40)-dB oscillator phase noise improvement in comparison 
with the simplest case Grefl = 0. 

Conclusion 

It is found that use of a ferrite circulator in the frequency 
discriminator of a low phase noise microwave oscillator with 
the AFC system comes to unevitable degradation of the noise 
floor due to impact of the self circulator noise. The only way 
to overcome this drawback is to replace the circulator as a 
means of reflected wave extraction with a noiseless hybrid 
junction. 

-9 
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Figure 6. Influence of the reflected signal channel 
gain on the phase noise floor of the oscillator with a 
circulator replaced by a 3-dB hybrid. Modelling 
conditions in accord with: (a) - example 1, (b) - 2. 

Then inserting an auxiliary low noise amplifier to gain the 
reflected signal one can expect to get the phase noise 
improvement not less than by 30...35 dB in accord with the 
results of computer modelling. 

Thus the optimized X-band bipolar transistor oscillator using the 
sapphire DDR-based combined stabilization scheme might 
provide the £(1 kHz) value approaching -150 dB/Hz. 
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Abstract. A sapphire dielectric resonator transducer 
utilizes high tuning coefficient whispering gallery 
modes in a double disk resonator. The high tuning 
coefficients and high Q-factors of the whispering gallery 
modes allow the transducer to achieve very high 
sensitivity for displacement measurements. In this 
report, we present an improved mode matching method 
which can determine the resonant frequencies of the 
whispering gallery modes in double cylindrical 
dielectric disk resonators with high accuracy. Two 
double sapphire disk resonators with different 
dimensions have been tested to verify the theory. The 
comparison of the theoretical and experimental results is 
described. The frequency tuning behaviour of the 
whispering gallery modes is investigated. 

Introduction 

A Sapphire Dielectric Resonator (SDR) transducer is 
a microwave parametric transducer which utilises the 
modulation of the resonant frequency of a double disk 
sapphire resonator due to mechanical motion.[1] The 
high tuning coefficients and high Q-factors of the 
whispering gallery modes in the sapphire dielectric 
resonator allow the transducer to achieve very high 
sensitivity for displacement measurements. The SDR 
transducer as shown schematically in Fig.l can achieve 
tuning coefficients (df/dx) exceeding 2MHz/nm around 
10GHz, where f is frequency and x is the gap spacing 
between two sapphire elements. The SDR transducer 
has a high electrical Q-factor, giving a very high value 
to the product Q(l/f)(df/dx) which determines the 
sensitivity of the transducer. 

At the cryogenic temperature of 4.2K, the Q-factor 
of sapphire resonators can exceed 10^.[2] Even at room 
temperature, the Q-factor is greater than 10*. Thus the 
SDR transducer can be used as a sensitive room 
temperature transducer. Experimental tests of SDR 
transducers at room temperature with different 
configurations have shown that the sensitivity of the 
SDR transducers can approach 10"^m/VHz.[3][4] 

spring 

shield 
cavity 

gap 
spacing x 

sapphire 
disks 

probe 

Fig. 1 Schematic diagram of a double-disk sapphire 
dielectric resonator transducer. 

The key characteristics of Sapphire Dielectric 
Resonators (SDR) for transducer applications - the 
tuning coefficient and the Q-factor - are essentially 
determined by the resonator geometry. For many 
practical applications, the tunability of dielectric 
resonators is a desirable property. In order to maintain 
the high-Q properties of the resonators, the tunable 
dielectric resonators employ configurations comprising 
two or more pieces of the dielectric instead of using 
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conductors, such as a tuning screw placed at a location 
of strong fields surrounding the resonator. For 
transducer applications, the tuning coefficients and Q- 
factors of the resonators are required to be as large as 
possible. 

Whispering Gallery (WG) modes have the highest 
Q-factors in sapphire resonators. Hence it is important to 
investigate the tuning behaviour of the WG modes. 
Accurate determination of the resonant frequencies from 
complete field solutions for the tunable dielectric 
resonators which comprise two or more pieces of 
dielectrics are very difficult, and there is a need to find 
simplified approaches. A variety of the tunable 
dielectric resonators with two or more pieces of 
dielectrics have been reported previously.[5-8] The 
methods of calculating the resonant frequency of the 
tunable resonators can be classified into two types. One 
is the mode matching method which involves solving 
the basic electromagnetic field equations with relevant 
boundary conditions.[6][9] This method can usually 
provide accurate solutions for some simple and 
symmetrical resonator configurations. The other is the 
coupling method which uses equivalent electrical 
circuits to model the coupled resonators.[7][10-ll] The 
latter provides a simple way to calculate the resonant 
frequency tuning due to the interaction of two coupled 
modes. But this coupling calculation method is limited 
to coupled modes with simple coupling coefficients, 
(eg., linear or constant coupling coefficients) When the 
coupling coefficients are neither linear nor constant, the 
coupling calculation becomes very difficult. 

This paper presents an improved mode matching 
method for determining the resonant frequencies of WG 
modes in double cylindrical dielectric disk resonators. 
The method has high accuracy and can also be applied 
to one-piece cylindrical dielectric resonators. This is an 
extension of Garault and Guillon's method [12-16] from 
one piece of isotropic dielectric to double pieces of 
anisotropic dielectrics. The method is applied to quasi 
TE and quasi TM WG modes with even or odd axial 
mode numbers. By taking account of the different wave 
numbers for TM and TE modes inside the dielectric due 
to the anisotropy, the method allows the calculation for 

the TM modes with high axial number to be more 
accurate than previous work[14]. The theoretical 
calculation of the resonant frequencies is consistent with 
experimental results obtained from two double disk 
resonators with different dimensions, even for high axial 
mode numbers. This analysis provides a way of 
understanding the tuning behaviour of the high tuning 
coefficient WG modes. In addition, the analysis could 
have potential applications to the design of high-Q 
dielectric resonators and filters with large frequency 
tuning range. 

z=0 
equatorial - 
symmetry 

plane 

Fig.2     A cylindrical double disk resonator with a 
defined cylindrical coordinates 

Theory 

A cylindrical double disk resonator model with a 
defined cylindrical coordinates is illustrated by Fig.2. To 
simplify the model, the two dielectric disks are assumed 
to be identical and are placed in open space. The 
dielectric is anisotropic and its dielectric c-axis is 
assumed to be parallel to the z direction. The 
permittivity of the dielectric parallel the z-axis is 
defined as ez. The permittivity perpendicular to the z- 
axis defined as er and e^ are assumed to have the same 
value, Et=£$. The resonator is divided into 8 regions 

which are indicated by 1, 2, 3,4,1', 2', 3' and 4'. Owing 
to its symmetry configuration, only four regions (1, 2, 3 
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and 4) above the symmetry plane are considered in the 
analysis. 

WG modes have the property that their energy is 
mainly confined to the region near the boundary of the 
dielectric. They are hybrid type modes, however at first 
approximation we can consider that there are two types 
of WG modes: quasi TM modes and quasi TE modes. 
Each mode is described by three mode numbers m, n 
and p describing the number of field variations along the 
azimuthal, radial and axial directions respectively. 

The determination of the resonant frequencies of the 
WG modes requires solution of Maxwell's equations 
with appropriate boundary conditions. The propagation 
characteristics of the electrical and the magnetic fields 
depend on the configuration of the double disk 
resonator. Inside the dielectric the fields appears to be 
periodic, but the fields are evanescent in region 1, 3 and 
4 outside the dielectric. Assuming the arguments for the 
z dependence between z components Ez and Hz in 
region 2 and 3 are equal, the z components Ez and Hz 

for the resonator can be written as 

Ezl = AE Jm(kEr) Cos(m|>) exp( - OCE Z) (la) 

EZ2 = BE Jm(kEf) Cos(m|)) [Ai Sin(ß z) (lb) 
+ BiCos(ßz)], 

Ez3 = CE Km(k3r) Cos(m((>) [Ai Sin(ß z) (lc) 
+ BiCos(ßz)], 

Ez4 = DE V(kEr) Cos(m|» { ^*E%  },      (Id) 

Hzl = AH JmOw) Sin(m<|>) exp( - an z), 

HZ2 = BH Jm(kHT) Sin(nu|)) [A2 Sin(ß z) 
+ B2Cos(ßz)], 

Hz3 = CH KmOqr) Sin(m<|>) [A2 Sin(ß z) 
+ B2 Cos(ß z)], 

where 

(le) 

(10 

(lg) 

kE2=Ezko2-ß2ez/er (2a) 

kH2=Erk02-ß2, (2b) 

k3
2 = ß2-ko2 (2c) 

,2,2       2 
*E =k0 +aE , (2d) 

,2,2       2 kH =ko  +aH • (2e) 

Here m is azimuthal mode number, ß the axial 
propagation constant, ko the free space wave number 

which has ko = (O2^^ , k3 the radial propagation 
constant outside the dielectric, kE the radial propagation 
constant inside the dielectric for the electrical field, kn 
the radial propagation constant inside the dielectric for 
the magnetic field, (XE and an the axial decay constants 
outside the dielectric for the electrical field and the 
magnetic field respectively. 

The other transverse components can be obtained 
from the components Ez and Hz using following 

equations: 

„ if. 9EZ    l^H^ 

_ 1  f. 3HZ   la^Ez^ 

„ 1  f. 19EZ   dhlz) 

„ if. I3HZ a^ 

(3a) 

(3b) 

(3c) 

(3d) 

Hz4 = DHJrrte)Sin(m<t>) { sm^a"z)   }       (lh) 

where ki2 = kn   in region 1, 2 and 4; ki2 = - k3   in 
region 3; ei=er in region 2 and £i= 1 in region 1, 3 and 4. 

For radial match, the tangential components of the E 
and H fields at r=a between region 2 and region 3 must 
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be equal. This leads to a transcendental equation as 
follows: 

I Km©      XH
2Jm(XE)   II 5 Km©      XHJm(XH) 

m 

s4V (4) 

where 4=k3 a, A^kn a and Xg=l^ a. When kß   < 0,£ 

turns to be pure imaginary, the Bessel function Km in 
equation (4) is replaced with a Hankel function of the 

(2) 
second kind Hi/, m 

For axial match, the transverse electric (TE) modes 
and the transverse magnetic (TM) modes in region 1, 2 
and 4 are considered. The components Ez and Hz are 
assumed zero for quasi TE and quasi TM modes 
respectively. From satisfying the axial boundary 
conditions that the transverse electric and magnetic 
fields be continuous at the planer interfaces z=di and 
z=d2, four transcendental equations are obtained: 

TEmnp, peven; 

(-aH/ß + tan(ßd2)) (1 - ctH/ß tanh(aHdi) tan(ßdi) 
= (1 + aH/ß tan(ßd2)) (aH/ß tanh(aHdi) + tan(ßdi)), 

(5a) 
podd; 

(-aH/ß + tan(ßd2)) (1 - aH/ß coth(aHdi) tanCßd^ 
= (1 + aHß ten(ßd2» (an/ß coth(aHdi) + tan(ßdi)), 

(5b) 
TMmnp, peven; 

(-eraE/ß + tan(ßd2)) (1 - eraEß tanh(aEdi) tan(ßdi)) 
=(1 + ErCtE/ß tan(ßd2))(eraE^ tanh(aEdi) + tan(ßdi)), 

(5c) 
podd; 

(-EraE/ß + tan(ßd2)) (1 - er(XE/ß coth(aEdi) tan(ßdi)) 
=(1 + EjOCE/ß tan(ßd2))(eIaE/ß coth(aEdi) + tan(ßdi)), 

(5d) 

where m, n and p are integers. The above six 
transcendental equations (4-5) can be numerically 
solved using a computer. The resonant frequencies of 
WG modes for different double disk resonators, such as 
two disks with variable gap spacing, can be theoretically 
obtained. Hence the frequency tuning due to the change 
of gap spacing can be obtained from the mode matching 
method. The analysis for the double dielectric disk 
resonator extends to an ordinary one-piece cylindrical 
resonator when the gap spacing x=0. 

Experimental and theoretical results 

Two different double disk sapphire resonators were 
tested in open space at room temperature to verify the 
theory. Resonator A has a radius a=ai=a2=15.81mm and 
height hi=14.42mm and h2=14.44 for the two disks 
respectively. Resonator B has a radius a= 
ai=a2=10.88mm, and height hi=10.58mm and 
h2=10.69mm. The average height values of the disks 
h=(hi+h2)/2 are used to enable calculation in the 
symmetric configuration. The sapphire dielectric 
constants used for the calculations for the two resonators 
are the same as given in paper [17], Ez= 11.589 and 
er=e$=9.395. 

The WG modes of the double disk resonators were 
experimentally investigated when the gap spacing 
between two disks varied. Fig. 3 shows the experimental 
and theoretical results of the TM710 mode in resonator 
A as the gap spacing varies. The measurements are in 
good agreement with theoretical values. As the gap 
spacing increases, the difference between theoretical and 
experimental values increases. But the difference is still 
less than 0.4% at x=2mm. Figure 3(a) represents a 
typical resonant frequency tuning curve for the high 
tuning coefficient WG modes. Figure 3(b) shows that 
the Q-factor of mode TM710 in resonator A is nearly 
independent of the gap spacing variations. The 
degradation of the Q-factor at the gap spacing of 
-0.1mm is due to the interaction of the TM710 mode 
with the TE511 mode. 

Table 1 and Table 2 show more theoretical and 
experimental results of WG modes in resonator A and 
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Table 1: 
Resonant frequencies of the WG modes in resonator A (a=15.8mm, h=14.4mm) 

gap 
spacing 0 0.1mm 1 mm 

modes theory expert theory expert theory expert 

TM710 8.910 8.933 9.101 9.110 9.312 9.341 

TM711 9.319 9.370 9.319 9.372 9.318 9.377 

TM712 10.076 10.142 10.314 10.838 10.799 

TM713 10.969 11.059 10.969 11.071 10.961 11.156 

TE710 10.856 10.828 10.895 10.848 11.050 10.977 

TB7J1 11.235 11.207 11.235 11.230 11.210 11.290 

Table 2: 
Resonant frequencies of the WG modes in resonator B (a== 10.9mm, h=10.6mm) 

gap 
spacing 0 0.1mm lmm 

modes theory expert theory expen theory expen 

TM5io 9.905 9.949 10.210 10.237 10.571 10.625 

TM511 10.657 10.682 10.657 10.685 10.653 10.696 

TM610 11.420 11.456 11.736 11.758 12.023 12.066 
TM6ii 12.081 12.095 12.081 12.099 12.080 12.111 

resonator B at three different gap spacings. 
Experimental results and theoretical calculation show 
that the gap spacing variations has a strong influences 
on some TMmnp modes whose axial number p is zero 
or an even integer. As the gap spacing increases, the TM 
modes with zero or even p have a transition towards TM 
modes with axial numbers p+1 which are also 
compatible with the boundary conditions for one-piece 
disk resonator. This is why the TM modes with odd 
axial numbers have less dependence on the gap spacing. 
Compared with the high tuning coefficient TM modes, 
the resonant frequencies of TE modes show less 
dependence on the variations of the gap spacing. Like 
the TM modes, the discrepancy between experimental 
and theoretical results for TE modes increases with the 
increase of the gap spacing. In reality, both the TM and 
TE modes are hybrid modes and a more sophisticated 
theory is required for double resonators with a large gap 
spacing. 

When the double resonator becomes a single 
resonator (x=0), experiment and calculation agree to 
high accuracy, a few tenths of a percent as shown in 
Table 1 and 2, even for the TM modes with high axial 
numbers (p>2). The errors between theory and 
measurements for the single resonators is probably due 
to uncertainties in permittivity and dimensions. The TM 
and TE modes have different wave numbers inside the 
dielectric due to the anisotropy, which explains the 
discrepancy between theoretical and experimental 
results for TM modes with high axial numbers in 
paper.[14] 

Conclusion 

A mode matching method for determining the 
resonant frequencies of the WG modes in double disk 
resonators has been shown to give frequencies accurate 
to a few tenths of a percent. The theory gives improved 
accuracy for calculation of the TM modes with high 
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axial mode number (p>2) in single resonators. 
Experiments and theory agree that the high tuning 
coefficient WG modes in the double disk resonators are 
TM modes with a zero or even axial mode number. 
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ABSTRACT 

Two Ceramic Dielectric Resonator 
Oscillators (CDROs), one operating at center 
frequency of 1.5 GHz and the other one operating 
at 8.3 GHz is being investigated for its frequency 
aging characteristic. The oscillators were ovenized 
in a Sigma temperature chamber with aging 
temperature set at +65°C. Datas are taken with an 
automated test system. The frequency aging for the 
1.5 GHz CDRO is found to be ±0.5 ppm/3 months 
and 40 ppb/hour. Aging is better than +3 ppm/two 
month for the X-band CDRO. The oscillators were 
also evaluated for its single side band phase noise 
characteristic. The measured phase noise levels for 
the L-band oscillator were -100 dBc/Hz and -130 
dBc/Hz at 100 Hz and 1 kHz carrier offset 
frequencies, respectively. The X-band CDRO's 
phase noise levels were -66 dBc/Hz and -93 dBc/Hz, 
at 100 Hz and 1 kHz carrier offset frequencies, 
respectively. 

BACKGROUND 

Although the L- and X-band ceramic 
dielectric resonator oscillators were investigated 
for its long term stability, in reality the oscillators 
were designed for low phase noise, for application 
in high dynamic range radar, and digital 
communication systems. In the process of 
evaluating the short term stability it was observed 
that frequency fluctuations exhibited by the CDROs 
were exceptionally good. So it was decided to 
investigate the aging characteristic for these CDROs 
even though it wasn't designed for such application. 

The oscillators were designed and fabricated 
using a Murata Erie's dielectric resonator in a 
patented dielectric resonator oscillator structure 
which provided a loaded Q of about 25,000 at L- 

band and 14,000 at X-band for TEms mode of 
operation. The L-band oscillator uses a Bipolar 
Junction Transistor(BJT) amplifier and the X-band 
oscillator utilizes medium power Field Effect 
Transistor (FET) amplifier. The amplifiers were 
tested for its residual phase noise to ensure 
acceptable 1/f noise levels. Positive feedback loop 
oscillator configuration is used in which the 
dielectric resonator is employed as the frequency 
determining element. The design is very simple and 
costs effective. The design consists of a loop 
amplifier, power divider, and a resonator enclosed 
in a metal cavity. Amplitude limiting is achieved by 
the non-linearities in the loop amplifier. Detailed 
information on how to design ultra stable frequency 
sources can be found in reference [1-4]. 

The oscillators were evaluated for phase 
noise, frequency vs temperature behavior, and 
frequency aging characteristics. For the aging 
measurement, the frequency sampling interval was 
set to 10 minute, initially, subsequently changed to 
30 minute interval few days after the experiment 
started. 

MEASURED RESULTS 

The CDROs were first evaluated for its phase 
noise performance. The measurement was 
performed on a HP3047A noise measurement 
system. A high overtone bulk acoustic resonator 
based oscillator that was capable of generating 
frequencies from 635 MHz to 10.320 GHz was used 
for downconverting both L and X-band CDROs to 
an intermediate frequency below 160 MHz which 
was then measured against HP8662A frequency 
synthesizer. The use of this measurement technique 
limited the absolute phase noise measurement to less 
than 1 kHz carrier offset frequencies for 1.5 GHz 
CDRO and to about 10 kHz carrier offset 
frequencies  for the  8.3  GHz  CDRO  due  to 
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synthesizer phase noise. The measured phase noise 
for both the oscillators are shown in Figure 1 and 
2. The L-band CDRO exhibited phase noise levels 
of -100 dBc/Hz at 100 Hz from the carrier. At 1 
kHz carrier offset frequency the phase noise level 
should have been -130 dBc/Hz, but unfortunately it 
was masked by the synthesizer noise. The 8.3 GHz 
CDRO's phase noise levels were -66 dBc/Hz and 
-93 dBc/Hz at 100 Hz and 1 kHz from the carrier, 
respectively. 

The oscillators were also evaluated for its 
center frequency variation as a function of 
temperature. A programmable Tenny Jr. 
temperature chamber was used to perform this 
operation. The output frequencies were recorded 
while the temperature in the chamber was varied 
from -60°C to +80°C for L-band oscillator and 
from -50°C to +60°C for X-band oscillators. The 
L-band oscillator exhibited parabolic temperature 
behavior with zero temperature coefficient 
occurring at +20°C. This is illustrated in Figure 3. 
The maximum frequency drift was about 40 parts 
per million over the stated wide temperature range. 
The frequency vs temperature plot for X-band 
CDRO is shown in Figure 4. The worst frequency 
variation is about 65 parts per million (ppm). The 
frequency-temperature behavior of the L-band 
CDRO, shown in Figure 3, is significantly different 
from X-band CDRO, shown in Figure 4. This is 
mainly because the resonator is constructed of 
different materials. 

Finally, the oscillators are being tested for 
the frequency aging characteristic. Test setup is 
shown in Figure 5. The oscillators were ovenized 
in a Sigma temperature chamber and stabilized for 
about 4 hour at the aging temperature of 65°C 
before taking data. At this temperature the 
frequency vs temperature curve for the 8.3 GHz 
CDRO is reasonably flat, but not so for the L-band 
CDRO, it has a slop of about 0.4 ppm/°C (60°C- 
80°C). Frequency aging for 1.5 GHz CDRO is 
shown in Figure 6. Since we did not monitored the 
oven temperature we can not say for sure that the 
frequency drift is due to the variation in oven 
temperature or the oscillator itself. We are 
currently investigating the actual cause of the 
reported frequency variation. In any case the total 
frequency variation over a period of three months 
is less than ±0.5 ppm. The aging performance for 
the 8.3 GHz oscillator is shown in Figure 7. 
Frequency varied from 8.323925 GHz to 8.323950 
GHz. The frequency deviation is about 25 kHz. 
These results indicate that ceramic dielectric 

resonator oscillators are highly stable frequency 
sources and are suitable for commercial and 
military systems use. 

CONCLUSION 

Aging characteristic of Ceramic dielectric 
resonator based oscillators are reported in this 
paper. The CDROs operating at 1.5 GHz and 8.3 
GHz exhibited excellent long term as well as short 
term stability. The long term stability could be 
improved by using proper resonator and 
innovative circuit design technique. 
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Abstract 
This paper describes the design and 

performance of a dielectric resonator oscillator 
near 1.3 GHz. Unique features of this oscillator 
are the very low single side-band phase noise 
levels achieved, the effectiveness of the vibration 
isolation system implemented and the parabolic 
frequency-temperature characteristic attained. A 
phase noise level of -132 dBc/Hz at 1 KHz offset 
and a noise floor of -175 dBc/Hz were measured 
under both quiescent and vibrating conditions. 
Phase noise data are presented under sinusoidal 
and random vibration conditions and a vibration 
sensitivity of 3*10-10/g was measured at 25 Hz 
vibration frequency. The temperature sensitivity 
was 0.4 ppm/°C at 60° C, about 7» from the 
measured turnaround temperature of 67° C. 

Introduction 
A very low phase noise oscillator was required 

for the development of a low cost radar exciter. 
The required phase noise levels are (offset 
frequency and level in dBc/Hz): 10 Hz, -72; 100 
Hz, -102; 1 KHz, -132; 10 KHz, -153; 100 
KHz, -166; and a noise floor of -173 dBc/Hz. 
An unsuccessful search was made to determine if 
oscillators could be purchased meeting these 
specifications. The only devices which came 
close were low 1/f phase noise SAW oscillators 
developed by Parker & Montress [1]. The 500 
MHz Raytheon devices achieved about -140 
dBc/Hz at 1 KHz offset and would just meet the 
-132 dBc/Hz required after multiplication. SAW 
oscillators with this level of performance were 
considered high risk for this application since 
these oscillators had never been manufactured in 
quantity or at low cost. 

The DRO was selected for this application 
because prior work [2] indicated that the noise 
performance and cost goals could probably be 
achieved and the space, weight, thermal and 
vibration requirements were compatible with the 

use of a DRO. 

Design 
The oscillator schematic is shown in Fig. 1. 

All the components, except for the dielectric 
resonator, are designed or specified to have 50 
input and output impedances. In order to perform 
phase noise measurements, two DRO's were 
used and one had a voltage variable phase-shifter 
added to the loop. The phase shifter was found 
to contribute no measurable phase noise to the 
oscillator. 

The dielectric resonator (or puck as it is 
commonly called) was selected to be Type 8515 
(Er = 36) low loss ceramic manufactured by 
Trans-Tech. The puck was in the shape of a 
cylinder sized according to the manufacturers 
formula to be about 1.64" in diameter and 0.66" 
high. The cavity was initially designed to be 
twice the diameter of the puck and three times as 
high. However, measurements indicated that the 
maximum (unloaded) Q attainable was only about 
70% of the material limit (about 30,000) at 1.3 
GHz. The second cavity design was three times 
the puck diameter and five times as high and this 
size yielded unloaded Q values in the range of 
90% of the material limit. Both brass and 
aluminum cavities were fabricated yielding similar 
Q values, and the cavities did not have any 
interior coating. Two iterations on the size of the 
puck were required to produce a resonance 
frequency within 100 KHz of the frequency 
desired. Further trimming of the resonance 
frequency was performed by slight modifications 
of the amount of dielectric material (adding small 
chips or removing a small amount of material 
from the puck) and by the use of a small tuning 
stub. For testing purposes the frequency could 
be changed by several MHz by the use of a large 
(2" diameter) tuning stub). 

The puck was centered in the cavity on a fused 
quartz cylindrical stand-off 0.75" in diameter. 
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Other stand-off materials were tested but the 
cavity losses increased as indicated by decreasing 
Q values. Electrical coupling was performed 
using .060" diameter tube probes, 1.5" long, 
positioned near the bottom of the cavity and 
oriented circumferentially. The level of coupling 
was adjusted by varying the length and position 
of the probes. Once the desired two port 
insertion loss (7 dB) and loaded Q (15,000) were 
obtained, the probes were epoxied in place on 
quartz stand-offs. 

The cavity resonance selected for use is the 
TEOld mode and oscillation on this mode was 
ensured by the addition of a low pass filter to the 
loop. 

The amplifier selected for use was the 
HP/Avantek UTO-2026 which is a two stage, 
silicon bipolar transistor, design. This amplifier 
has a power output level (1 dB compression 
point) of+20.5 dBm allowing the oscillator to 
yield the desired output power of +16 dBm. The 
amplifier gain is 15 dB which is sufficient to yield 
3 dB excess gain, open loop, compensating for 
the 7 dB cavity loss, the 3 dB coupler loss, plus 
an additional 2 dB in filter, connector, and cable 
losses. Each amplifier was tested to determine 
the level of 1/f phase noise and it was found that 
only about 1/3 of the amplifiers available met the 
required -135 dBc/Hz level at 1 Hz offset 
frequency. The amplifier 1 Hz noise levels varied 
from -135 to -125 dBc/Hz. The amplifier noise 
figure of 6.5 dB sets the noise floor for the 
oscillator but the noise figure does not correlate 
with the 1/f noise. 

Equation 1, developed by Parker & Montress 
[2] to calculate the spectral density of phase noise 
in surface acoustic wave oscillators, was used to 
guide the design of the resonator and to aid in 
specifying the amplifier performance of this 
DRO. 
(1)   Sf(f) = [aR F04 + aE(Fo/(2QL))2]/f3 + 

[(2GFoKT/Po)(Fo/(2QL))2]/f2 
+ (2 aR QLF03)/f2 + aE/f + 2GFgKT/P0 

In Eq. 1, f is the frequency offset from the 
carrier, Fo is the carrier frequency, QL is the 
resonator loaded Q value, aR is the resonator 1/f 
noise constant, aE is the amplifier 1/f noise 
constant, G is the amplifier gain, Fg the amplifier 
noise figure, Po the output power level, K is 
Boltzmann's constant, and T the absolute 
temperature. It is found experimentally that the 

dielectric resonator does not contribute any 
measurable 1/f phase noise to the circuit and the 
constant, aR, in Eq. 1 may thus set to zero. For 
the DRO then, Eq. 1 reduces to 
(2)    SKf) =   [aE(F/(2Q1))2]/f3 + 

[(2GFgKT/P0)(F/(2Q1))2]/f2 
+ aE/f + 2GFgKT/Po 

Equation 2 permits calculation of the required 
resonator loaded QL, found to be 15,000, for a 
specified amplifier performance as given by aE, 
G, Fg, Po and oscillator spectral density level. 
All the amplifiers met the gain and noise figure 
requirement to establish the noise floor (the last 
term in Eq. 2). The other elements in the 
oscillator loop (coupler, voltage-variable phase 
shifter when used and low pass filter) were found 
to contribute no measurable phase noise. 

Quiescent Phase Noise Performance 
The phase noise was measured using an HP 

3047A test set and two DRO's, since no other 
available oscillators had comparably low noise 
levels. One of the DRO's had a voltage variable 
phase shifter [3] added to the loop in order to 
perform the frequency adjustments required. 
Representative quiescent 1/f phase noise levels 
are shown in Fig. 2. Table 1 below lists the 
required, predicted (from Eq. 2) and measured 
phase noise levels: 

Table 1 
DRO Single Side-band Phase Noise (dBc/Hz) 

Offset 
Frequency Required     Calculated Measured 
10 Hz -72           -72.4 -72 
100 Hz -102          -102.3 -103 
1000 Hz -132          -131.8 -132 
10 KHz -153          -158 -159 
100 KHz -166          - 172 -173 
Floor 

] 

-173          -173 

Phase Noise under Vibration 

-175 

The DRO was required to meet the specified 
noise levels under a detailed set of sinusoidal and 
random vibrations at 1 Khz offset frequency and 
above. An example of the phase noise under 
vibration at 25 Hz is shown in Fig. 3. The 
calculated G sensitivity is 4*10-9 for the expected 
25 Hz spur, but there is also relatively broad band 
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Vibration induced noise in the range of 2 KHz 
offset which had to be eliminated. 

A considerable amount of effort was expended 
to find vibration isolators which would eliminate 
the vibration induced noise above 1 KHz offset. 
Tests were conducted with the DRO mounted on 
a plate, isolated from the vibration test system by 
a set of three isolators. The DRO was vibrated in 
the Z (cylindrical) axis as well as the X and Y 
axes perpendicular to Z. Test data are shown 
only for the Z axis. Tests were conducted on a 
variety of isolator types including plain 
elastomeric pads of various compositions, 
manufactured elastomeric isolators, spring type 
mechanical isolators, and a wire rope device. 
One type of elastomeric pad (known as Magic 
Rubber from a footwear manufacturer) was found 
to provide acceptable isolation but this material 
could not be properly traced. Wire rope isolators 
(Aeroflex type CA2L-708) were also found to 
effectively eliminate the unwanted vibration 
responses and these were used for an extensive 
series of tests. Examples of the effectiveness of 
the CA2L-708's are given in Figs. 4 and 5. In 
Fig. 4, the excitation is also a 25 Hz sine wave 
(slightly higher in amplitude than in Fig. 3) and it 
is seen that the 25 Hz spur is reduced by 20 dB in 
comparison with the unisolated response of Fig. 
3. Further, the broadband response seen in the 
range of 2 KHz offset on Fig. 3 is completely 
eliminated. The isolated G sensitivity was 
measured to be 3.1*10-10/g. Tests in which the 
oscillator was vibrated in the X and Y direction 
showed that the wire rope isolators were equally 
effective in suppressing the effects of vibration in 
all three axes. The isolated response of a DRO 
under random vibration is shown in Fig. 5 and it 
is noted that there are no vibration induced signals 
above 100 Hz offset. The resonance of the 
aluminum DRO-isolator system was measured to 
be about 10 Hz using a series of sine wave 
vibrations, and this resonance is the reason for 
the large peak at about 10 Hz seen in Fig. 5. It is 
noted that the brass DRO weighed about 3 times 
as much as the aluminum DRO and the 
mechanical resonance frequency seen in Fig. 5 
would be reduced by a factor of 1.7 (to about 6 
Hz) using brass. 

Temperature Performance 
In an operational system the DRO will require 

temperature stabilization at the high temperature 
operational limit of 60°C in order to maintain the 
output frequency within allowed limits. A brass 
cavity DRO was set up to produce its maximum 
power output (+16 dBm) at 60°C by adjusting 
the loop phase shift with the device at the high 
temperature. The frequency-temperature 
characteristic was found to have a parabolic shape 
with the turn-around temperature at 67°C. At the 
the 60° C operating temperature the frequency 
sensitivity is 0.4 ppm PC. Additional 
adjustments can be made to further reduce the 
temperature sensitivity at 60° C. 

Summary 
The design and performance of a low noise 

DRO operating at 1.3 GHz has been described. 
The oscillator meets all the prescribed operational 
characteristics including noise levels under 
quiescent and vibrating conditions, and it has an 
acceptable frequency-temperature characteristic 
with a turn-around at the maximum operational 
temperature. A vibration isolation system is 
described which significantly reduces the 
vibration sensitivity of the DRO at the vibrational 
frequencies as well as offset frequencies well 
above the vibrational range. 
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Figure 1 
Schematic Diagram of the Dielectric Resonator Oscillator 

L 
e 
v 
e 
I 
/ 

d 
B 
c 
/ 

H 
z 

-2QQ 

4GM 
10 leiH IK IHK IBBK IN IBM 

i £<-f>   CdBCHz]   vs  fCHz3 

Figure 2 
Dielectric resonator oscillator pair single side-band phase noise without vibration. 

(Note: subtract 3dB from the measured points to obtain the noise level for a single oscillator) 
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Figure 3 
DRO single side-band phase noise under 25 Hz sine wave vibration of 40 mils 
double amplitude, without vibration isolation. The G sensitivity is 4 e-9. The 

vibration induced response in the neighborhood of 2 KHz should be noted. 
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Figure 4 
DRO single side-band phase noise under 25 Hz sine wave vibration of 48 mils 

double amplitude, with Aeroflex wire rope vibration isolation. The G sensitivity is 3.1e-10. 
The vibration induced response around 2 KHz seen in Fig. 3 has been suppressed. 
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Figure 5 
DRO single side-band phase noise under random vibration (0.8e-4 g2/Hz, 
10 to 1000 Hz, 0.25g RMS), with Aeroflex wire rope vibration isolation. 

There are no vibration induced responses above 100 Hz. 
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Figure 6 

Frequency-Temperature characteristic of a 1.28 GHz DRO set for maximum power output 
at 60 deg C. The temperature sensitivity is 0.8 ppm/deg C2 at the 60 deg C turnover point. 
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ABSTRACT 

The effects of the supporting structures on unloaded Q 
and resonant frequency of high Q sapphire dielectric res- 
onators (DR) are investigated. Ring and post support struc- 
tures are analyzed for TEn, TE02 and whispering gallery 
modes, which are usually used in high Q sapphire DR loaded 
cavities for ultra low noise oscillator applications. Field dis- 
tribution plots show how the fields are disturbed by the 
supporting structures. The effects of the supports on the 
unloaded Q of the cavities and the spurious spectrum are 
presented. The results provide valuable informations for ul- 
trahigh Q cavity design. 

I. INTRODUCTION 

Cooled, ultrahigh Q sapphire DR TEm, TE02 [1], [2], [3] 
and whispering gallery modes (higher order azimuthal hy- 
brid modes) [4], [5], [6] find important applications in low 
noise, microwave signal generation. These modes have a 
common feature that the electromagnetic fields are highly 
concentrated in the DR. This feature combined with the ex- 
tremely low loss tangent of sapphire, enables the realization 
of ultrahigh Q resonators. Typical unloaded Q's of the TE0i 

and TE02 fall in the range of 105 to 106 where superconduc- 
tors might be used in parts of the enclosure. For whispering 
gallery modes, 107 to 109 unloaded Q's might be achieved 
without using superconductors. To achieve the highest pos- 
sible unloaded Q of the cavity, the DR should be placed at 
a sufficiently far distance from the conducting enclosure to 
reduced the losses by the enclosure. However, support is nec- 
essary to hold the DR firmly at the center of the enclosure. 
The degradation of the unloaded Q and the resonant fre- 
quency (including spurious) shift from the idealized case are 
unavoidable. Investigations of these effects have not been re- 
ported before, and their contributions are not usually taken 
into account in the cavity design. 

In this paper, a rigorous analysis method is applied to 
study the effects of supports.   A general configuration of 

Dielectric 
Post      ', 

Support 

/ 

Dielectric 
Post 

Support 

Cylindrical Enclosure 
(e) 

Cylindrical Enclosure 
(1) 

*t Partially supported by ARPA contract # MDA972-88-C-0050 

Fig. 1 Sapphire DR loaded cavity with (a) form support 
(b) ring support (c) post support (d) support stru- 
cture for ring resonator. 

cylindrical cavities which includes the supporting structures 
under consideration is analyzed. Results for resonant fre- 
quencies, unloaded Q and spurious spectrum are presented. 
Field distributions are plotted to show how the fields inside 
the cavity are perturbed by the support. The results provide 
important information that can be used to optimize ultra- 
high Q cavity designs. 

II. Configuration and Analysis 

Typical structures of sapphire resonators including the 
supports are shown in Fig. 1. Fig. 1(a) and (b) provide 
better mechanical performance. Fig. 1(a) should be used 
only for low dielectric support material while for (b) and (c) 
the supporting materials can be the same as the DR (i.e. 
sapphire) because it occupies only a small portion of the 
cavity. Fig. 1. (b) and (c) for TE mode operation will be 
studied. Fig. l.(d) is the proposed configuration for ring 
resonators which is favored for spurious free region design, 
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Fig. 2 Configuration of the electromagnetic boundary condi- 
tion for analysis 

especially for whispering gallery modes where the spectral 
density of the low order spurious is crucial. 

Rigorous analysis method, i.e. mode-matching technique, 
as described in [7], [8] are extended to include the effects of 
the supporting structures and anisotropic characteristics of 
the materials. 

The configuration used for analysis is shown in Fig. 2. 
This configuration can be adapted to Fig. 1(a), (b), (c) and 

(d) by properly assigning the dielectric constant of each re- 
gion. In the radial direction of Fig. 2, there are four regions 
I, II, III and IV, while in the z-direction of each region, there 
are three layers with different dielectric constant. The fields 
in each region are expanded in terms of the modes of a three- 
layer inhomogeneous radial line. The mode fields of the in- 
homogeneous radial waveguide can be expressed analytically 
and the propagation constant in the radial direction is solved 
by matching the boundary conditions at the dielectric inter- 
faces. Then the boundary conditions in the r-direction at 
the interfaces between each region are forced to be satisfied. 
This procedure leads to a characteristic equation. Solving 
the equation will give the resonant frequency and the fields 
expansion coefficients for each region. 

Once, the fields expansion coefficients in each region are 
obtained, the fields are readily computed by the superpo- 
sition of the mode fields. The unloaded Q of the cavity is 
computed by [9]: 

n,c + n,d 

where Ws is the stored energy of the cavity and is expressed 

Ws = We + Wm = -A Jvfx\H0(r)\2dv + ±J e0er\E0(r)f dv 

(2) 
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Fig. 3 Degradation of the unloaded Q and the resonant 
frequency shifting due to the ring support (DR 

thickness=0.2362"; DR radius=0.185"; Cavity ra- 
dius=0.8128", Cavity length=0.551") 
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Fig. 4 Degradation of the unloaded Q and the resonant 
frequency shifting due to the post support (DR 
and cavity  (dimensions: same as in Fig. 3). 

The losses of the cavity are due to enclosure and dielectric 
losses. The enclosure power loss is: 

n,c- If 
2Js 

Rs\HJr)?ds 

The dielectric power loss is: 

Pi,d=2j  tan<5f(w0er) \E„ 2dv 

(3) 

(4) 
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Where H0(r), E0(r) are the magnetic and electric fields, Rs 
is the surface resistance of the conductor enclosure and tan 5t 

is the loss tangent of the dielectric material. Since the fields 
E0{r), H0(r) are expressed in terms of the linear superposi- 
tions of the radial waveguide mode fields, the integrations of 
each mode field in eqs. (2-4) can be carried out analytically. 
Details of the computations of the stored energies, conduc- 
tor losses and dielectric losses have been well documented in 
[10], [11]. 
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5 Field distributions of sapphire loaded cavity (a) with- 
out support (b) with ring support (a) with post support 

III. Results 

Fig. 3 shows the effects of ring support on cavity resonant 
frequency (including spurious) and unloaded Q for a TEQI 

mode sapphire loaded cavity at 77°K. The dimensions of 
the cavity and DR are determined as in [1], [2]. Fig. 4 
shows the case of post support. It is clear that there are 
much more degradation of the unloaded Q and shift of the 
resonant frequencies for the case of a ring support than a 
post support. Field distributions in the r-z plane for the 
cavity without support, with ring and with post supports 
are shown in Fig. 5. The fields are disturbed more by the 
ring support and the fields close to the encloser are much 
stronger compared to the case of post support. The results of 
Fig. 3 and 4 indicate that the spurious is a strong function of 
location and dimensions of the support and should be taken 
into account for spurious free window design. 
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Fig. 6 Sapphire DR loaded cavity (a) ring resonator without 
support (a) ring resonator with web (c) ring resonator 
with web and post support 
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Fig. 8 Field distributions of (a) a high order (n=7) hybrid mode 
(whispering gallery mode) (b) a low order (n=l) hybrid 
mode. 

The supporting structure effects on higher order modes 
(0 variation n=7) sapphire ring DR in a cavity are shown 
in Fig. 6 and 7. Fig. 6(a) shows the structure of a ring 
resonator, Fig. 6(b) is the ring DR with a layer of web and 
the ring resonator with both web and post is shown in Fig. 
6(c). Fig. 7(a) shows a mode chart of a ring sapphire DR as 
in Fig. 6(a) as a function of ring diameter. A spurious free 
window ±150MHz wide is found with ring radius at 60% of 
the outer radius of DR. Adding a layer of web at the center of 
the ring DR will disturb the spurious and again, a ±100MHz 
window is found with suitable choice of Wt, as in Fig. 7(b). 
A post radius of some range, does not affect the window 
as shown in Fig. 7(c). Adding the supporting structure has 
negligible effects on desired resonant frequency and unloaded 
Q. Fig. 8 shows the r — <j> plane field distributions of a high 
order (n=7) hybrid mode (i.e. whispering gallery mode) and 
a low order hybrid (n=l) mode. The field of the whispering 
gallery mode is almost completely confined inside the DR 
compared to the low order modes. The figures explain why 
the whispering gallery mode has negligible conductor losses. 

IV. CONCLUSION 

The degradation of unloaded Q, offset of resonant fre- 
quency and perturbation of the field distributions in an ul- 
tra high Q sapphire dielectric loaded cavity are analyzed by 
rigorous methods. The field distribution with and without 
support are plotted to show how the fields are disturbed by 
supports. The results of this paper provide valuable infor- 
mation for cooled, ultra high Q sapphire dielectric loaded 
cavity design. 
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Abstract 

This paper discusses the demonstrated accuracy and 
utility of a 2-D finite element methodology for 
whispering gallery mode sapphire resonators. The mode 
solutions obtained by the software compared with 
experimental results for a wheel-shaped sapphire 
resonator give an error in mode frequency of less than 
.55%. We also show parts per million agreement with 
analytical solutions for simple geometries such as an 
empty coaxial resonator. The CYRES 2D FEM 
software package developed at The University of Texas 
at El Paso has proven invaluable for the analysis and 
identification of modes and mode families for resonators 
of various geometries. The software also shows 
promise as a tool for optimization of new resonator 
designs. Current uses include design of optimum sized 
dielectric resonators for minimized wall losses, and new 
resonator geometries for temperature compensated 
resonators. The operational characteristics of the 
software and the general methodology for use of the 
software as a laboratory and design tool are discussed. 

Introduction 

Recently, whispering gallery mode (WGM) 
resonators consisting of a sapphire dielectric element in 
a metallic container, as in Figure 1, have made possible 
new capabilities for microwave oscillator phase noise 
and frequency stability [1,2,3,4]. With high azimuthal 
mode numbers, these resonators isolate radio-frequency 
energy to the dielectric element and away from the 

The research described in this paper was carried out at the Jet 
Propulsion Laboratory, California Institute of Technology, under a 
contract with the National Aeronautics and Space Administration. 

metallic container, thus providing extraordinarily high 
quality factors (Q's >10 million). Design and analysis 
of such a resonator with a certain frequency and Q 
requires a finite element method (FEM) model with 
higher resolution and accuracy than any previously 
available. 

Modeling Challenges 

The characteristics and exceptional properties of 
sapphire whispering gallery mode resonators make them 
particularly challenging to model using finite element 
analysis. The finite element model must allow for 
widely disparate field magnitudes in order to resolve the 
hybrid fields that exist in WGM resonators. The 
electromagnetic fields of whispering gallery modes are 
well confined to the sapphire element [5]. This creates 
areas of high field strength in the sapphire and weak 
field areas outside the sapphire, presenting a substantial 
burden for any calculational technique. Accurate 
modeling of these critical areas requires a high FEM 
node density to provide sufficient resolution. Because 
even small wall losses are important for preserving the 
very high Q's, accurate calculation of the low field 
strengths at the container wall by the FEM model is 
essential. Furthermore, the coupling ports for our 
WGM resonator are located in the evanescent region, and 
so an accurate determination of these weak field 
strengths is necessary to determine resonator coupling. 

FEM software must eliminate spurious modes 
without losing any of the many modes found in a WGM 
resonator. The anisotropy of the sapphire dielectric 
must also be considered for proper FEM modeling. 
When the z-axis is aligned with the sapphire crystal c- 
axis, the resonator is anisotropic in two dimensions 
with ez = 11 and er = e<j> = 9.   A three-dimensional 
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FEM allowing full treatment of sapphire's anisotropic 
dielectric constant, would require such a large number of 
elements as to be impractical. Approximate analytical 
methods are useful for some geometries, but a new 
approach would be required for every change in 
geometry. A two-dimensional finite element approach, 
however, allows easy treatment of any cylindrically 
symmetric resonator geometry. 

5.0 cm 

Figure 1. Sapphire Resonator in Containment Can 

CYRES 2D 

Because the dielectric constant for sapphire 
shows cylindrical symmetry, a two dimensional 
treatment is allowed for the important case where its 
crystal c axis is aligned with a physical axis of 
axisymmetry. While ruling out most anisotropic 
dielectric configurations, this approach makes possible 
the first two-dimensional finite element treatment for 
sapphire "whispering gallery" resonators. For the 
different modes of a given circularly symmetric 
geometry, the CYRES 2D finite element package, under 
development at the University of Texas at El Paso, 
allows determination of resonant frequencies and 
visualization of the electromagnetic fields [6,7]. 

A finite element mesh of rectilinear or curved 
elements defines the resonator in the r-z plane. 
Maxwell's equations for the anisotropic case are solved 
for the cross section. To complete the 3D solution, the 
method assumes a sinusoidal dependence in azimuth. 
The 2D solution is projected around the resonator by 
multiplication with the azimuthal sinusoidal 
dependence. These field solutions provide the resonant 
frequencies and cavity Q's(determined by wall losses) of 
each mode. A penalty term in the vector Helmholtz 
equations is used to suppress spurious solutions from 
appearing in the final list of resonant modes. 

Validation 

During development the FEM solutions were 

compared with several analytically determined solutions 
to test the software. Upon delivery to JPL from UTEP 
the software underwent additional validation testing to 
determine the FEM model's accuracy limits for different 
mesh densities. Figure 2 shows the fractional frequency 

2 3 4 
Azimuthal Mode Number 

Figure 2. FEM Data Compared to Analytic 
Solution for an Empty Coaxial Resonator 

error of the CYRES mode solutions for an empty 
coaxial resonator compared to the analytic exact 
solution. As seen in the figure, the largest error is 
about 6.5 parts per million. 

5 6 7 8 9 10 
Azimuthal Mode Number 

Figure 3. FEM calculated WGM frequencies for 
different mesh densities compared to laboratory 
measurements 

High mesh densities for FEM calculations produce 
higher accuracy results with greater resolution. The 
benefits of superior accuracy are achieved at the expense 
of computational complexity and speed. Typically, our 
chosen quadrilateral element "full mesh" contains about 
200 nodes. Calculation of the resonant mode solutions 
is also performed at half this mesh density (half mesh) 
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and double this density (double mesh), which 
respectively reduce and increase the number of nodes by 
a factor of four. Figure 3 shows the half, full and 
double mesh density FEM calculated resonant 
frequencies for the WGM resonator of Figure 1. The 
points which fall along the double mesh line are the 
laboratory measurements of the resonant frequencies. 

By choosing a full mesh density of sufficient 
accuracy we can use the half mesh and double mesh 
calculations to extrapolate FEM solutions to an infinite 
mesh density, thereby providing excellent modeling 
accuracy for a modest computational expense. Figure 4 
shows the fractional frequency difference of the three 
mesh densities and the measured data from the 

0.20 

-0.050 

Extrapolation ftom Full! Mesh ! 

• ■  

6 7 B 9 10 
Azimuthal Mode Number 

11 12 

Figure 4. Difference comparison of FEM 
calculated frequencies for different mesh densities to 
laboratory measurements (zero equals extrapolation to 
infinite mesh) 

2 3 
Mesh Size Squared 

Figure 5. Calculated FEM Frequency offset vs. 
Mesh Density 

extrapolation to infinite mesh density.   A quadratic 

extrapolation to infinite mesh based on full and double 
meshes defines the zero on the y-axis. The measured 
data points are also plotted and fall no more than 0.5% 
above the extrapolated solution. Also shown is the 
"Extrapolation from Full Mesh" that uses only the half 
and full mesh solutions to extrapolate to an infinite 
mesh solution. 

Higher order modes intrinsically require higher 
resolution calculations to provide accuracy equivalent to 
lower order mode solutions. Figure 5 shows the offset 
from the infinite mesh mode frequency solutions of the 
different mesh densities for different order modes. The 
nearly straight line plots lend credence to the quadratic 
extrapolation procedure used for Figure 4. 

Laboratory Tool 

The CYRES FEM modeling software has been 
predominately used as a laboratory tool for mode 
identification and analysis. Current laboratory research 
procedures for research resonators make full use of the 
software package. Use of the software requires 
the material properties and dimensions of the radial cross 
section be written in an input file. The PC based pre- 
processor generates a mesh of specified density defining 
the resonator and its boundary conditions. The mesh 
information feeds the FEM processor running on a Sun 
workstation or Cray supercomputer. Output for each 
azimuthal mode number includes a list of cavity 
resonant frequencies and wall loss Q's, and a file of 
vector magnetic field values. The field file is post- 
processed on a PC to graphically display the magnetic 
and electric field vectors in three different resonator 
cross sections. The field visualization is used to label 
the modes in the software's list solutions. 

In the laboratory, modes are found by sweeping the 
input frequency and logging the frequency, Q, and 
coupling coefficient for each resonant mode. This list is 
then preliminarily matched by frequency with the finite 
element data. Because of the arrangement of our 
coupling ports it is not possible to experimentally find 
all of the modes indicated by the FEM calculations. 
Analysis of the electromagnetic visualization of the 
resonator cross section identifies the experimental modes 
for the geometry. Experimentally, high Q (>5 million) 
whispering gallery modes are found to have weak 
coupling to the output port due to the low field strength 
near the can wall. Low Q modes are often found to be 
strongly coupled to the output port, thereby indicating a 
relatively large field strength at the can wall. A 
strongly coupled high Q mode indicates a well behaved 
first order high azimuthal number whispering gallery 
mode which can reach design Q's (>12 million) when 
properly (critically or slightly weakly) coupled to the 
output port. 
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Using this information, the modes are identified and 
grouped into whispering gallery mode families by 
comparing the characteristics of the measured resonant 
modes to the those of the FEM modes. 

As a laboratory analysis tool the software can 
suggest performance deficiencies of a particular mode, 
indicate possible design improvements, and identify 
possible mode competition. 

Design Tool 

More important than the software's ability to 
model existing resonators, may be its design 
capabilities for new resonators. The FEM solution's 
have shown to properly and accurately model every 
resonator we have constructed. It is expected that the 
software's performance will be similar for new resonator 
designs of cylindrical symmetry in dielectric and 
geometry. 

New resonator geometries are being developed for 
improved performance including enhanced Q's [8], 
stability, coupling control and, spurious mode 
suppression. The software can model the performance 
of the actual resonator. In this way, the effects of 
geometrical modifications on the resonators' 
performance can be tested without construction of 
experimental units. A well confined, high Q mode can 
be chosen around which the resonator system will be 
designed. The appropriate cavity for low wall losses 
and proper coupling can also be designed in the process. 
Other modes near the design frequency can be studied 
and selected for suppression or use as diagnostic signals. 

New materials can also be implemented if they 
have at most a two dimensional anisotropy. Also the 
consequences of introducing tuning elements, probes or 
other "perturbations can be studied. Another very 
important use is quantifying the predictions of the many 
qualitative models used for preliminary designs of 
resonators. For example, the software may show that 
the capacitive model used to design many of our 
resonator tuning elements improperly predicts the 
magnitude of the tuning in a new design. 
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Conclusion 

The accuracy of the CYRES 2D FEM software 
methodology has been validated by comparisons with 
analytical and experimental results. The software has 
proven to be an invaluable tool in the laboratory for 
mode identification and analysis. These results 
demonstrate the accuracy of the CYRES 2D software as 
an design tool for optimization of new resonators. 
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Abstract 

This paper presents a perturbation analysis 
on the stress or strain induced frequency shift 
through piezooptic or photoelastic effect in dielec- 
tric resonators with open circuit boundary or mag- 
netic wall. Based on the availability of the fre- 
quency and mode when stress is not present, pre- 
diction on first order stress induced frequency shift 
is obtained for a resonator of arbitrary shape and 
with general dielectric permittivity tensor. The re- 
sult is in fact also valid for resonators with short 
circuit boundary or electric wall, or resonators 
with partial open circuit boundary and partial 
short circuit boundary. 

I. Introduction 

When a dielectric resonator is subjected to 
steady forces or accelerations, strains are pro- 
duced. The strains, through the nonlinear 
piezooptic or photoelastic effect,1 induce changes 
in the impermeability tensor which in turn affect 
the velocity of electromagnetic waves and hence 
cause frequency shift. 

Stress induced frequency shift were computed2 

for TE modes in a circular disk dielectric res- 
onator in free space based on a set of two- 
dimensional equations3 for guided EM (electro- 
magnetic) waves in dielectric plates and on solu- 
tions for frequencies and modes of the resonator 
when there is no stress present.4 Stress effect on 
frequency for anisotropic dielectric plate waveg- 
uides has also been studied.5 

Dielectric resonators with open circuit bound- 
ary are easier to be dealt with than those in free 
space. Since our may concern is the stress effect, 
it is informative to study resonators with open cir- 
cuit boundary and it is hoped that this will reveal 
some basic features of the stress effect on dielec- 

tric resonators. Historically, resonators with open 
circuit boundary were among the earliest approx- 
imations for resonators in free space. 

In the present paper, a perturbation method 
is employed to calculate the frequency shift for 
dielectric resonators with open circuit boundary. 
Based on the availability of the frequency and 
mode when stress is not present (which is true for 
resonators with magnetic wall in several cases), 
prediction of first order frequency shift due to 
strain or stress is obtained for a resonator of ar- 
bitrary shape and with general dielectric permit- 
tivity tensor. The result is in fact also valid for 
resonators with short circuit boundary or elec- 
tric wall, or resonators with partial open circuit 
boundary and partial short circuit boundary. For 
an initially isotropic rectangular resonator with 
open circuit boundary, frequency shift of TE and 
TM modes under unidirectional compression, ver- 
tical acceleration, and horizontal acceleration, are 
calculated. 

II. Governing Equations 
In the general formulation of the problems 

with piezooptic effect, the governing equations of 
the EM fields are coupled to the elastic fields 
by strains through the piezooptical effect in the 
dielectric constitutive relations. The problem in 
general is nonlinear. One class of problems can 
be formulated as the superposition of small, in- 
cremental elastic and EM fields on finite, static 
initial elastic fileds. For this kind of problems, the 
governing equations become 
For the static initial elastic fields 

Tij,i+pfj=0 

Tij — CijkiSki 

(1) 
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For the incremental EM fields 

tijkHkj = Di>t ,    Biti = 0 

UjkEtj = -Bi,t ,    Diti = 0 (2) 

Dt = f0c«(S)£?,- ,    Bi = n0Hi 

We note that (1) are the equations of elastic- 
ity for anisotropic solids, where Tij is the stress 
tensor, 5tJ- the strain, Uj the displacement vector, 
p the mass density, cyt/ the elastic stiffness tensor 
and fj the body force per unit mass. And (2) are 
the governing equations of EM field in dielectrics 

where E{ and Hi are the electric and magnetic filed 
vectors, D{ electric displacement, Bi the magnetic 
induction, e,jfc the unit alternating tensor, e0 and 
fi0 the dielectric permittivity and magnetic per- 
meability of free space, and e,j the relative per- 
mittivity tensor which depends on the strain 5,j 
because of the piezooptic effect. The above equa- 
tions are are not coupled to the equations for in- 
cremental elastic fields hence those equations are 
not included here. 

The solution procedure is that the static ini- 
tial elastic fileds are solved first from (1), then the 
incremental EM fields are solved from (2) with 
the known initial strain fileds as variable coeffi- 
cients of the equations. In the following, we will 
assume that the initial elastic fields have been ob- 
tained, and concentrate on solving the incremental 
EM fields. 

For a finite dielectric resonator, let the spa- 
tial region occupied by the resonator be V, the 
boundary of V be S, the unit outward normal of 
S be Hi, then the governing equations and bound- 
ary conditions are 

eijkHkj = Ditt ,    Biti = 0   in    V 

UjkEkj = -Bi>t ,    Diti = 0    in    V 

Di = e0€ijEj,    Bi = fi0Hi    in    V 

riiDi = 0 ,    eijicTijHk = 0    on   S 

(3) 

where E1,- and Hi are the electric and magnetic 
intensity vectors, Di and Bi are the electric and 

magnetic flux vectors, eyj. the permutation tensor, 
f0 the electric permittivity of free space ffJ- the 
relative dielectric permittivity tensor, and \i0 the 
magnetic permeability of free space. 

For time harmonic motions, let 

£,-(x,0 = -i£,-(x)e,'a" 

Di(x,t) =-iDi(x)eiui 

Hi(x,t) = Hi(x)eiut 

Bi(x,t) = Bi(x)eiut 

(4) 

Then (3) becomes 

djkHkj = uD{ ,    Biti =0   in y 

€ijkEk,j =uBt ,    Diti = 0   in V 

Di = e0€ijEj ,    Bi=p0Hi    in V 

riiDi = 0 ,    eijkTijHk = 0   on S 

(5) 

We note that in (5), for time harmonic motions, 
the two curl equations imply the two divergence 
equations. Therefore only the two curl equations 
need to be kept. For the same reason, the bound- 
ary condition on the normal component £>,- may 
also be dropped. Using the constitutive equations 
(5)3 to eliminate D,- and 5,-, we have 

eijkHk,j =ue0€ijEj    in    V 

UjkEkj = ußoHi    in    V 

€ijknjHk = 0   on    S 

(6) 

The inverse of cy is denoted by ßtj and is 
called the relative dielectric impermeability ten- 
sor. The presence of strain field Skj, through the 
piezooptic effect, causes a change in /?tJ- such that 

ßij =/??•+ A/?,; (7) 

where /?,?■ is the initial relative impermeability ten- 
sor when strain field is not present, and A/?y 
is the strain induced change. For an initially 
isotropic medium, we have the following Pockel's 
formulation8 
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A/?,j = Pij(ki)Ski (8) 

where a pair of parenthesis in the subscripts means 
symmetrization of the indices in the parenthesis. 

For an initially anisotropic medium, Nelson 
and Lax found that the Pockel's formulation is 
incomplete and showed that8 

Aßij = Pij(ki)Ski + Pij[ki]Rki (9) 

where Rki is the rotation tensor of the deforma- 
tion of the medium, a pair of square brackets in 
the subscripts means anti-symmetrization of the 
indices in the brackets, and pij[kq is related to /??■ 

,8 as 
1 

Ptm = 2<flft*+ ß°t6ik - ß°"8jl" ßliSil) 

(10) 
The above formulations are for initially ho- 

mogeneous media. For an initially inhomogeneous 
medium, since the translation of a differential con- 
tinuum element at a spatial location also causes a 
change of /??• at that location, another term needs 
to be added to represent the translation effect. 
Hence we propose the following general formula- 
tion 

we obtain 

Ae,7/??fc-K;A/?,* = 0 (14) 

and then contracting with e°kl and using ßjkekl = 
8ji we have 

Ac« = -e'ijAßjke'u (15) 

TTI. Perturbation Solution 
Since the strain induced change in e,;- is small, 

Cij can generally be represented by 

«« = eij + ***} (16) 

where a is a small, dimensionless parameter, and 

Corresponding to (16), the following pertur- 
bation expansion can be made 

u=u° + <ru* + 0(a2) 

Ek = Ef + <JE\ + 0(a2) (17) 

Hi = H? + <rH;+0(<r3) 

Substitution of (16) and (17) into (6) gives 

Aßij = Pij(ki)Ski + Pij[ki]Rki - ßij,kuk      (11) 

where Uj is displacement. 
Corresponding to (7), for e,j we have 

eij = e^j + Aeij (12) 

where e?, is the initial relative permittivity tensor 
when strain field is not present, and Ae<;- is the 
strain induced change. 

According to the measured values listed in 
Landolt-Börnstein,9 /??■ are in the order of 1 to 
10-2 and pijki in the order of 10-1. Strains due 
to the applied forces and accelerations in many ex- 
perimental measurements are usually in the order 
of 10-5. Therefore Aßij is in the order of 10-6 

and much smaller than /??•. Hence Ae.j can be 
expressed by Aßij approximately as follows.8 Ne- 
glecting second order terms and noting e°;- ßjk = 
6ik in 

(e°iS + Ae0)(/??fc + Aßjk) = 6ik (13) 

€ijkHk j + (T€ijkHk j 

= u>0e0e°ijE? + <Tu>*e0e°ijE] 

+ au°eoe*ijE
0

i+aLj0e0z°ijE*j+O(<T2)   in    V 

€ijkEkJ + (TeijkElj 

= u°»0H? + cru*fi0H9 

+ <TU
0

H0H;+O(<T
2
)    in    V 

eijknjHk + <T€ijknjHl + 0(a2) = 0    on    5 

(18) 
Collecting coefficients of terms of like powers of a 
on both sides in (18), we have the following per- 
turbation problems of successive orders. 

Zeroth order problem 

eijiHij=w°e0e?jEj    in    V 

€ijkE
0

ktj=u°ßoH?    in    V (19) 
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€ijknjH% = 0    on    5 

First order problem 

eijkH*kJ = uUofyE? + u>0€0€*ijE'j 

+ w°e0e0
ijE]    in    V 

€ijkEtj=<Sn0Hl + u>0ti0H;    in   V 

tijkJijHl — 0   on    S 

(20) 

The zeroth order problem can be solved ex- 
actly in a few cases.6 Now we proceed to solve the 
first problem. Multiplying (20) i by E\ and (20)2 

by H° and adding the resulting equations, we have 

Ete^Htj-^E^e^E; 

+ H?eijkElj-u;0fi0H?H: 

= u*E?eoeo
ijE]+u>oE?e0€*ijE]+u*ii0H?H? 

(21) 
(21) can be written as 

H;{eiitEij-U'ii0H?) 

+ E;(eijkHlJ-u°e0e?jE?) 

= w*(E?€0e^E] + ßoH?H?) + u'Efe^E? 
(22) 

Integrating (22) over V, we obtain 

f[H;(ciJtEij-Uy0H?) 
Jv 

+ E;(eijkH°ktj-u,°e0e°ijE;)]dV 

+ f (-EteijknjH°k + E?€ijknjH*k)dS    (23) 
J s 

= w* f (E?e0e^EJ + ß0H?H?)dV 
JV 

+ ihEfdV 

The integrals on the left hand of (23) vanish be- 
cause of equations for the zeroth order problem 
(19) and the boundary condition for the first or- 
der problem (20)3. Hence, we have, for w* 

u>   = —w 
JyEfe^EJdV 

Jv(E9eo^E] + ßoH?H?)dV 

or, for Aw = <rw* 

(24) 

Aw fv EfcobcijEfdV 

w° fv(Efc0e9jEf + n0H?H?)dV 
(25) 

(25) is the equation from which the frequency shift 
can be calculated. Once the solution to the zeroth 
order problem is known, the right hand side of 
(25) is known. We note that as e tends to zero, 
(25) is asymptotically equivalent to the result by a 
one trial function Rayleigh-Ritz method with the 

mode when stress is not present as the trial func- 
tion in a variational formulation of the problem 
[10]. In (25), the frequency shift is linear to A/3,;- 
and hence linear to stress or strain. Therefore su- 
perposition is allowed within the first order pertur- 
bation theory. With this we can examine the effect 
of each individual stress or strain component sep- 
arately. From the derivation above, it can be seen 
that (25) is in fact also true for resonators with 
short circuit boundary or electric wall on which 
n,-ö,- = 0 and eijkrijEk = 0, or resonators with 
partial open circuit boundary and partial short 
circuit boundary. 

For an initially homogeneous and isotropic 
material, e£ = n2fy and Aty « -n4A/?,;-. Hence 

Aw _        fv€0h
4E?AßijE?dV 

u° * fv(e0h*E?E? + »0H?H?)dV 
(26) 

IV. Modes of a Rectangular Resonator 
For a rectangular dielectric resonator with 

magnetic wall, there exist two types of modes6 

TEimn mode 

Ex = - u)°ß0 

.   IK. 

m 

26TT 

mic. 
Sm 2a*X ~ ")C0S ~2b^y ~ 6)COS ~(* ~ c) "2c 

Ey =u)°n0 — 
2an 

2a( 
IT mir. nw.        . 

cos — (x - a) sm — (y - b) cos — (z - c) 
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E,=0 

HT — 
In 

Aac 
In, .   .   mir .   .   nn,        . 

cos —(x - a) sin —(j/ - 6) sin —(z - c) 

_^ 
y~46c 

.   /TT. .       mn .        .   .   7i7T . 
sin —(a: - a) cos —(y - 6) sin — (z - c) 

"■ = -& + $* 
.   In, .   .   mir,       ,N       TIT.        . 

sin —(x - a) sin — (y - b) cos — (z - c) 

,     „s>> 9 /'"\9 /m,r\2 /n7r\2 

(27) 

Ü7. = 

TMimn mode 

to 

4ac 
.   In mn nn 

sin —(x — a) cos —7-1« — 6) cos —— (z — c) 
2av '        2byy      '       2c v        ' 

£■„ 
"46c 

In .   mn ni 
cos —(x — a) sin —— (u — 0) cos —(z — c) 

2av ;        2b K"      J       2cK        ' 

\n mir .   mr 
cos — (x - a) cos — (y - b) sin —(z - c) 

2a 

J?c =u°e0ti 
m 

2bn 
In mn .   nn 

cos — (x - a) sin — (y - 6) sin —(z - c) 

/ 
Hy = -u°e0h

2 

In, ,       m7T,       ...   «7T. 
2air 

.1« inn .     nn 
sin — (x - a) cos — (y - b) sin —(z - c) 

26 2c 

ff, =0 

(28) 

The above solution is the zeroth order solu- 
tion when there are no mechanical fields and will 
be used in the next section to calculate frequency 
shift, or stress sensitivity. 

In the following, we will calculate the relative 
frequency shift 

A/ _ /-/.      "~"° = A« (29) 

where / = w/27r and f0 = u>0/27r are the frequen- 
cies of resonance of the disk with and without ini- 

tial strains, respectively. 
V. Stress Sensitivity 

The effect of initial stresses on the frequency 
shift will be studied for three cases of loading 
on the disk: (1) unidirectional compression, (2) 
steady vertical acceleration, and (3) steady hori- 
zontal acceleration. In the last two cases, the bot- 
tom face of the disk is bounded to a rigid base for 

support. 
For numerical computations, we consider a 

square dielectric resonators of gallium arsenide 
(GaAs) for which the material properties are given 

below.11 

h2 = 12.5 ,    p = 5.3 x 103kg/m3 

cn = 119,    c12 = 53.8 

c44 = 59.4 x 109N/m2 

pii = -0.165 ,    P12 = -0.14 

p44 = -0.072 

(1) Under unidirectional compression 
This case reveals the effect of Tu or T33. 
The stress distribution is assumed to be 

(30) 

T11 = -_sin^ 

T33 
F       2 ,  -COS    V 

4ao (31) 

T31 = -—r-cosV'sinV' 
4a6 

all other    Tti = 0 

where F/4a6 = IMPa (or 10eN/m2) and then 
the strain field is obtained from the anisotropic 
stress-strain relations. 

For a square resonator of length and width 
2a = 2c = 15mm, thickness 26 = 6mm sub- 
jected to unidirectional compression force F — 
9.173ifc</ which gives an average compression stress 
F/4a6 = IMPa (or 106N/m2), the frequency shift 
A///o are computed as a function of the azimuth 
angle if> of the force F for TEuo, TEui, TMQU, 

TM101 and TMUi modes as shown in Fig. 2. We 
note that the curves for TEuo and TEui modes 
coincide. 

Maximum frequency shift as a function of the 
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length-to-thickness ratio a/6 are computed for the 
same constant average stress F/4ab = IMPa and 
for the same two TE modes and three TM modes 
as shown in Fig.  3. We note that the curves for 
TJE'no, TEui, and TMQU modes coincide. 

(2) Under Vertical Acceleration 
This case reveals the effect of T22. 
When the disk is subjected to a steady accel- 

eration of magnitude G in the z2 direction and its 
bottom face is bounded to a rigid base. Neglecting 
the small variations at the edge, the stresses in the 
resonator are2 

T22 = -pG(b - x2) 

all other   Ttj = 0 
(32) 

For the same square resonator 2a = 26 = 
15mm, thickness 26 = 6mm, and G = \g, where 
g = 9.81m/sec2, A///0 vs. a/6 curves are com- 
puted for the same modes and the results are plot- 
ted in Fig. 4. We note again that the curves for 
TEuo, TEm, and TMon modes coincide. 

(3) Under Horizontal Acceleration 
This case reveals a combined effect of T21 and 

T23- 
We now consider the resonator subject to a 

horizontal acceleration G which makes an angle xp 
with the x3 axis. Neglecting the small variations 
at the edge, we have the following stress field2 

T23 = —pG(b — xi)cosil> 

T21 = —pG{b — X2)sinip (33) 

^ii — T22 — T'c 33 T13 = 0 

In a similar manner, for G = lg, frequency 
shift of the same TE and TM modes are calcu- 
lated for various values of i\> and a/6. 

It is found that in this case the frequency shift 
of TE modes are always zero. This is because the 
nonvanishing stress components T2i and T23 only 
contribute to A/?2i and A/?23 for gallium arsenide 
and A/?2i and A/?23 are multiplied in (26) by the 
vanishing E\ (= E°) component of the electric 
field. 

The frequency shift of TM modes are found 
to be negligibly small (£=^*1010 « 10~8) and are 
not plotted. 
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Fig. 1     A rectangular dielectric resonator 
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a/b 

Fig. 3 Maximum frequency shift as a func- 
tion of a/b for TEn0, TEin, TM01U TM101 and 
TMm modes and for ^ = IMPa. 

Fig. 2 Frequency shift as a function of the 
azimuth angle rj) for TEno, TEm, TMon, TM10i 
and TMm modes in a gallium asenide square res- 
onator with F/Aab = IMPa and a/b = 2.5. 
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Fig. 4 \Af/f0\ vs. a/6 for T£n0, TEm, 
TMon, TMioi, and TMm modes and for vertical 
acceleration of G = \g. 
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Abstract - A two-dimensional finite element program called CYRES to 
compute the electromagnetic resonant frequencies and corresponding 
modes of cylindrical cavity resonators loaded with anisotropic dielectric 
is presented. Half of the longitudinal plane of the resonator is analyzed 
with a two-dimensional mesh assuming a sinusoidal dependence in 
azimuth. The finite element package consists of PC-based pre- and post- 
processors, as well as the finite element processor implemented in UNIX. 
The preprocessor allows for the automatic graphical generation of the 
finite element mesh. The finite element processor computes the resonant 
frequencies along with the electromagnetic modes. The postprocessor is 
used to display the magnetic and electric fields at three different sectional 
planes of the cylindrical resonator. The display is in the form of color 
contours representing magnitudes of the field vector, and arrows 
indicating the three-dimensional orientation of the vector. Visualization 
is available on longitudinal, transverse and circumferential planes. The 
numerical results obtained are in excellent agreement with closed form 
solutions for the empty cavity and coaxial resonator, and with 
experimental resonant frequency measurements made on a shielded 
dielectric-loaded sapphire resonator. 

I. INTRODUCTION 

Although the analytical determination of resonant 
modes and frequencies of the metallic cylindrical cavity 
has a well established history, a solution for the cavity 
partially filled with an anisotropic dielectric generally 
requires a complex, three-dimensional numerical analysis. 
Approximate analytical means of analyzing the dielectric 
resonator have been proposed throughout the years [1,2], 
and with some degree of accuracy the theoretical 
estimates have agreed well with experimental results. 
However, because of the inherent shortcomings of the 
approximate analytical models, numerical methods have 
continued to receive a great deal of attention during the 
past years [3,4]. 

Recently, so called "whispering gallery" resonators 
consisting of a sapphire dielectric element in a metallic 
container have made possible new capabilities for 
microwave oscillator low phase noise and frequency 
stability [5,6]. With high azimuthal mode numbers, these 
resonators isolate radio-frequency energy to the dielectric 

element and away from the metallic container, thus 
providing extraordinary low losses and high quality factors 
(Q's). However, these widely disparate field magnitudes 
pose a challenge for any methodology to accurately 
calculate conductive losses due to small evanescent fields at 
the wall of the containing can. In particular, a three- 
dimensional finite element method allowing full treatment 
of sapphire's anisotropic dielectric constant, would require 
such a large number of nodes as to become impractical. 
Analytical methods are unattractive, with new approaches 
required for every geometrical configuration change. A 
two-dimensional finite element approach, however, would 
allow easy treatment of any cylindrically symmetric 
resonator geometry. 

Because the dielectric constant for sapphire shows 
cylindrical symmetry, a two dimensional treatment is 
allowed for the important case where its crystal c-axis is 
aligned with a physical axis of symmetry. In terms of the 
field intensities, the problem is governed by the three- 
component vector Helmholtz equation which can be treated 
as an axisymmetric problem only for modes with no 
azimuthal (or $) dependence. Such zero-order modes 
can be obtained from a two-dimensional approach to the 
cavity in the r-z plane using a variety of techniques which 
yield reasonable accuracy. Higher order solution for 
isotropic dielectrics are still obtainable in two dimensions if 
the azimuthal dependence of the modes is assumed a priori 
[7]. In the work presented here, the authors reduce the 
finite element analysis of the anisotropic dielectric resonator 
to two dimensions by assuming an exponential in- 
dependence, and limiting the permittivity tensor to possess 
longitudinal and transverse components only. While ruling 
out most anisotropic dielectric configurations, this approach 
makes possible the first two-dimensional finite element 
treatment for sapphire "whispering gallery" resonators. 
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II. FINITE ELEMENT FORMULATION. III. CYRES SOFTWARE 

The problem is governed by the Helmholtz equation, 
which in terms of the magnetic field intensity H and with 
the use of a penalty function, it is given by [8] 

-l. Vx [k]    VxH - aV(V-H) k  H = 0 
o 

where [k] is the tensor dielectric constant, a is an empirical 
coefficient of the penalty term V (V-H), and k0 is the free- 
space propagation constant. At the interface between a 
perfect conductor and a lossless dielectric with a unit 
normal vector a„ the boundary conditions are: 

x[/c] (VxH)   = 0 

a  H 
n 

The first condition is naturally satisfied while the second 
needs to be enforced. 

Inside the volume of the cylindrical resonator the 
magnetic field vector may be described as 

E{r,$,z) H(r,z) . 3 " 4> 

This finite element formulation considers the use of 
general ring elements to solve for the magnetic field 
vectors. These elements are defined in the r-z plane and 
have m nodes. Within each finite element, H(r,z) is 
approximated in terms of the standard shape function matrix 
[Alas 

B(r,$,z)   ) =   [N(r,z)] H ,j» 

Upon substitution of the above equation into the 
functional of the first equation, and application of the 
Rayleigh-Ritz criterion on the resulting functional, an 
eigenvalue equation is obtained as: 

[S +  U]{H)-K[T]{H} = 0 

where the matrices S, U and T are the global matrices 
resulting from the superposition of all the finite element 
matrices [9], and A. is the eigenvalue k0

2. 

The CYRES software is a three-part finite element 
package. The first stage consists of a preprocessor for 
generating finite element meshes automatically from 
input information in file or given interactively. The 
processor uses the finite element mesh data developed in 
the first stage to solve the eigenvalue equation and 
obtains a set of eigenvalues or resonant frequencies with 
their corresponding eigenvectors or electromagnetic 
modes. The output from the processor is used in the third 
stage or the postprocessor. The postprocessor uses the 
mesh generated in the first stage along with the output of 
the processor to display on the computer screen the 
electromagnetic modes. Three planes of view are 
available to visualize the modes of the resonator, these 
are: the r-z, r-<p, and z-q> planes. Figure 1 depicts a 
general flow chart of the major components of the 
CYRES Software. 

Preprocessor 
The preprocessor generates a finite element mesh from 

information supplied by the user in the form of a 
formatted file or as part of an interactive session. The 
essential information consists of the coordinates of the 
nodes and the connectivity of four- or eight-node 
superelements. The program then generates the nodal 
coordinates and the element connectivities of the mesh to 
a desired resolution. Error checking is accomplished 
through a graphical display of the mesh on the computer 
screen. The preprocessor is capable of generating 
quadrilateral elements with four nodes and quadrilateral 
elements with eight node and curved boundaries. This 
capability allows for the discretization of curved surfaces. 
The program allows for the graphical definition of the 
locations of sections for the planes of view to be used in 
the postprocessor. This allows the user to define from 
where in the mesh the r-<p and z-q> planes will be 
displayed. The code is written in C language and at 
present the graphical interface version is available for PC 
compatible only. 

Processor 
The processor is written in FORTRAN 77 and has been 

tested on UNIX workstations, as well as the CRAY Y- 
MP2E/116 at JPL/Caltech. The processor uses the data 
file generated by the preprocessor to compute the element 
matrices, assemble the global matrices, solve the 
eigenvalue equation to give a set of resonant frequencies 
with their associated eigenvectors. Upon successful 
execution, the processor generates three output files, one 
containing an echo of the input data with the resulting 
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resonant frequencies and Q factors of each mode. The 
second file contains the eigenvalues as well as the 
eigenvectors for each quasi transverse magnetic mode. And 
the third file contains the eigenvalues and eigenvectors for 
the curl of H for each mode. Figure 2 illustrates a flow 
chart of the processor stage of CYRES. 

The azimuthal mode number for the run is entered by the 
user as a range, thus allowing for multiple solutions for 
several values of the azimuthal mode number in a single 
run. For automated runs, a simple shell script can be written 
and the program will not require additional input from the 
user. 

Postprocessor 
The postprocessor is written in C language and it runs on 

the PC compatible with either an EGA or VGA display. 
The postprocessor uses the mesh data file generated by the 
preprocessor as well as the magnetic field file and the file 
containing the curl of H to display a three-dimensional 
picture of the mode inside the resonator in the three planes 
of view. The field vector (electric or magnetic) is displayed 
in the form of color contours representing the field 
magnitude at a particular point and arrow vectors to display 
the space orientation of the field. The curl of H file is used 
to generate the electric field, which is obtained from 
Maxwell's equation for a source free media, namely: 

jco 
[e]     V x H 

The software is keyboard driven, and several help menus 
are available. The user is free to select the azimuthal angle 
and elevation plane, as well as to zoom into a particular 
plane. The data files have a convenient standard 
nomenclature which makes them easy to identify and allow 
the program to display the correct azimuthal number and 
family mode. The naming convention for the files is as 
follows: 
{mesh name} {mesh density} n {azimuthal order} . {ext} 
For example, the file named cray4n04.vec would mean that 
the mesh used to solve the eigenvalue equation was named 
cray. The density of the mesh was 4 (4 local elements for 
every superelement) the azimuthal order for this solution is 
04, and the extension vec signals that this data file contains 
the magnetic field information. For ease of use, the user 
needs only to supply the name of the mesh and the density, 
the program generates the correct file names automatically. 

The output of the postprocessor can be captured using any 
screen-capturing software and saved as graphical files 
which can later be integrated into a multimedia presentation 
for each particular resonator. The automatic generation of 

these graphical files in different graphical formats is 
currently under development. The value of a multimedia 
presentation in analyzing a resonator is really not 
appreciated until one actually sees one. With a multimedia 
tool, the user can animate sequential families of modes, and 
observe the effects the increase in the azimuthal mode 
number has on the electromagnetic modes. Also, animations 
along azimuth are also possible as well as animations 
ranging from the bottom to the top of the can, while passing 
through the sapphire element. Since the software is capable 
of displaying any point in the cylindrical plane, an infinite 
number of images can be generated and used to study the 
behavior of the modes from every conceivable point in the 
coordinate system. 

The postprocessor can display the electromagnetic fields 
of any cylindrical resonator with an axisymmetric geometry. 

A set of black and white displays of the actual output of 
this program are included with this paper in subsequent 
pages. This serves to show the value a graphical display has 
in the study of these resonators. 

IV. VERIFICATION OF SOFTWARE RESULTS 

The 2D method to solve for the resonant frequencies 
and electromagnetic modes was tested and validated by 
solving the classical empty shielded cylindrical cavity and 
the coaxial cavity, for which there are closed form 
solutions, and also by comparing the numerical results of 
the shielded dielectric-loaded cylindrical resonator to 
actual measurements made at JPL. These comparisons 
are fully documented in Reference [9]. 

The test runs for the empty shielded cylindrical cavity 
included solutions obtained with variable mesh densities 
ranging from 16 to 100 four node rectangular ring 
elements. A penalty factor a = 1 was assumed to 
eliminate spurious modes, and the results were compared 
to the analytical solutions, the error for the resonant 
frequency in the 100 element mesh converged to about 
0.12% for all modes. For the coaxial resonator, a 
somewhat higher accuracy was found, the mesh used 
contained 220 eight-node rectangular ring elements, the 
error in the resonant frequency for all families identified 
was below 7 parts per million (ppm), and for the 
fundamental family, the error was less than 1 ppm. 

For the analysis of the shielded dielectric loaded 
cylindrical resonator, the numerical results obtained by 
CYRES were compared to measurements taken on the 
resonator at the Jet Propulsion Laboratory's Time and 
Frequency Standards Group [5,9]. For mesh densities of 
15, 54 and 216 eight-node rectangular ring elements, the 
error in the resonant frequency converged to less the 
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0.60% for the fundamental family and to less than 1% for 
all other families identified. Figure 3 illustrates the 
correlation between the measured and predicted frequencies 
for different families identified. A more detailed 
description of the results and errors can be found in [9]. 

V. VISUALIZATION OF FIELD VECTORS 

The visualization of the field vectors is 
accomplished by displaying color contour plots in three 
different plane views as mentioned before. Figure 4 shows 
the three different planes displayed for the magnetic and 
electric vectors. Figures 4a and 4b are views of the r-z 
planes at an angle of <p = 0°. Similar views can be easily 
obtained at any angle. The horizontal markers (at left and 
right) in Figures 4a and 4b correspond to the location of 
the r-<p plane depicted in Figures 4c and 4d. The vertical 
markers (at top and bottom) define the location of the z-cp 
plane depicted in Figures 4e and 4f. Similarly, the markers 
in Figures 4c through 4f identify the r-z plane viewed in 
Figures 4a and 4b. All these locations of planes can be 
changed in the postprocessor for a complete visualization of 
the field vectors. It should also be noted that because of the 
possibility of modes with high azimuthal order, the contour 
plots of the z-cp planes only show one cycle of the azimuthal 
dependency. The number of cycles in the r-<p plane can be 
adjusted by the user. 
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vector with arrows indicating the three-dimensional 
orientation of the vector. The visualization is available on 
a longitudinal plane (r-z), a transverse (r-<p) and a 
circumferential plane (z-cp). The numerical results obtained 
with the CYRES software have been proven to be in 
excellent agreement with closed form solutions and with 
experimental resonant frequency measurements. 

The visualization of the electromagnetic modes inside the 
cylindrical resonator is of invaluable help to both the 
designer and the student of the field. By providing a visual 
aid, the behavior of the fields becomes clear. The use of 
multimedia tools in conjunction with the software 
developed allows for a full study of the resonator. Many 
aspects, such as the visualization of the degeneration of a 
family of modes, is only visible and fully comprehendible 
when presented in an animation format. Through the use of 
a multimedia tool and a graphical presentation format, the 
analysis, design and subsequent validation of the design can 
be done with one software package. The numerical results 
the software provides are in excellent agreement with closed 
form solutions to the hollow cavity and the coaxial 
resonator, as well as with the measurements made on the 
shielded sapphire resonator. With confidence on the 
numerical model, the designer can test several resonators 
without the cost of actually building them. The distribution 
of the fields as presented by the software may, for example, 
pinpoint acceptable locations for coupling ports. The 
animation of the degeneration of the families of modes, may 
call the designers attention to the possibility of mode 
crossover, or other undesirable effects. The uses the 
software provides are perhaps only limited by the user's 
imagination and creativity. 

VII. SUMMARY AND CONCLUSIONS 

A two-dimensional finite element program called CYRES 
to compute the electromagnetic resonant frequencies and 
corresponding modes of cylindrical cavity resonators loaded 
with anisotropic dielectric was presented. The CYRES 
software consists of PC-based pre and postprocessors, as 
well as the FORTRAN-language finite element processor 
implemented in the UNIX operating systems. The 
preprocessor allows for the automatic graphical generation 
of the finite element mesh. The finite element processor 
computes the resonant frequencies along with the 
electromagnetic modes. The postprocessor displays the 
magnetic and electric fields at three different sectional 
planes of the cylindrical resonator. The displays are in the 
form of color contours representing magnitudes of the field 
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F. E. CALCULATIONS 
JPL MEASUREMENTS 
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Figure 3: Comparisons of the resonant frequencies obtained from a finite element analysis with the measurements 
made on a cylindrical sapphire resonator. 

o > 
Figure 4.a: Magnetic (H) WGH 411 mode r-z plane. Figure 4.b: Electric (E) WGH 411 mode r-z plane. 
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Figure 4.c: Magnetic (H) WGH 411 mode r-(}> plane. 
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Figure 4.d: Electric (E) WGH 411 mode r-<(> plane. 

r=0.020000 
Figure 4.e: Magnetic (H) WGH 411 mode z-(j) plane. 
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Figure 4.f: Electric (E) WGH 411 mode z-$ plane. 
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Abstract This paper describes the properties of two- 

dimensional shielded dielectric ring resonators 

consisting of a few coaxial dielectric layers surrounded 

by the coaxial metal shield. It is shown that the Q 

factor of such resonators excited in whispering-gallery 

modes increases with azimuthal mode number due to 

the effective concentration of electromagnetic energy 

outside the dielectric in the inner region of the 

resonator as well as in the gap between the dielectric 

layers. At moderately high azimuthal numbers 

(m=15...25) the Q-factor can significantly (2 to 3 

times) exceed the limit imposed by the intrinsic losses 

in the dielectric. 

I. Introduction 

The ultra low loss tangent of sapphire allows the 

construction of microwave resonators possessing Q 

factors varying from more than 10* at room 

temperature to 5*10^ at 77 K and more than 10^ at 

liquid helium temperature [1]. Such resonators have 

been successfully used in the design of microwave 

oscillators with the state of art frequency stability and 

phase noise [2-5]. The unique performance of the 

sapphire resonators is achieved using electromagnetic 

whispering gallery modes. These modes can be 

thought of as electromagnetic waves propagating 

along the circumference of a dielectric cylinder and 

experiencing total internal reflection at the surface of 

the dielectric [4-6]. 

From the analysis of whispering-gallery modes in the 

conventional type resonators it follows that the 

maximum achievable Q-factor is limited by intrinsic 

losses in dielectric and can not exceed l/tan8, where 

tan8 is the loss tangent of the dielectric [7]. This 

work presents a special class of resonators in which 

the dielectric has the form of a few coaxial pipes 

surrounded by a coaxial metal shield. The idea of 

using the dielectric pipes is to concentrate the 

electromagnetic field in the internal area of the 

resonator as well as in the air gap between the 

dielectric layers where the dielectric losses are absent 

[8]. The external metal shield eliminates the radiation 

losses and reduces the overall size of the resonator [7, 

9]. A distinctive feature of such a shielded dielectric 

resonators is that its Q-factor increases with the 

growth of azimuthal mode number and can 

significantly exceed the 1/tanS level. The predicted Q- 

factor of the resonator containing two coaxial 

dielectric layers and operating in the H20 1 - mode, is 

about 2.5 times higher than the dielectric loss limit. 

II. Shielded Dielectric Ring Resonators 

(Basic Equations) 

A shielded dielectric ring resonator (SDRR) is a 

circular dielectric pipe of infinite length surrounded by 

a coaxial metal shield (Figure 1). We assume that 

electromagnetic fields are independent on the 

longitudinal coordinate, and the optical axis of the 

crystal coincides with the rotation axis of the pipe. 

The solutions of Maxwell's equations are divided into 
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two independent families corresponding to E- and H- 

modes. 

Figure 1. Shielded dielectric ring resonator 

For E-modes, the field components EZl Hp, Hm are 

non-zero, while for H-modes, the components Hz, 

Ep, Em are non-zero. Expressing the field dependence 

on the azimuthal angle in the form of cos (mq>), and 

satisfying the boundary conditions on the surfaces of 

the dielectric pipe and metal shield, one can obtain the 

following characteristic equation, which allows the 

calculation of the resonant frequencies: 

A2[AmJ'm(WI) + BmYm(kbVe")] - 

Al[AmJm(kbVe) + BmYm(kbVe)] = 0, (1) 

where: b is an external radius of dielectric pipe, k is 

the free-space wave number, m is the azimuthal 

number, Jm and Ym are Bessel and Neumann 

functions of order m, and the primes signify 

differentiation with respect to the whole argument. 

For H-modes, the quantities Al, A2, Am and Bm are 

given as follows, 

Ai = rm(kb)Y'm(kc). J'm(kc)Ym(kb) 

A2 = Jm(kb)Ym(kc) - J'm(kc)Ym(kb) (2.1) 

Am = (lrfl)Jm(ka)rm(&Jl) - J'm(ka)Ym(kaVe") 

Bm = Jm(kaVe~) J'm(ka) - (1/Ve) Jm(ka)rm(kaV^), 

where a is the internal radius of the dielectric pipe and 

c is the shield radius. For E-modes, the analogous 

coefficients are given by 

Al = J'm(kb)Ym(kc) - Jm(kc)Y'm(kb) 

A2 = Jm(kb)Ym(kc) - Jm(kc)Ym(kb) (2.2) 

Am = VeimOaOY'mOcaVe) - Jm(ka)Ym(kaVe) 

Bm = Jm(kaVe) J'm(ka) - Verm(ka)J'mO«iVe). 

The relative dielectric permittivity e in the above 

equations is assumed to be equal to ez f°r E-modes 

and Er for H-modes, where ez and er are the 

components of sapphire permittivity tensor 

approximately equal to 11.62 and 9.41, respectively, 

at room temperature [10]. 

The first root of the transcendental equation (1) 

determines the resonant frequency of fundamental 

mode with one field variation along the radius and m- 

variations along the azimuth. The second root 

corresponds to the mode with two variations along 

radius and m-variations along the azimuth, and so 

forth. 

The Q-factor of the SDRR can be expressed as a 

combination of partial quality factors Qm and Qd: 

1     _1_    _1_ 

Q~ Qm 
+ Qd 

(3) 

one of them Qm is due to the power losses in the 

metal shield and another one Qd is due to the dielectric 

loss only. The Q-factor due to the power loss in the 

metal shield is given by: 

\H\ds 

Qm = \]"l dx 
(H-modes)     (4.1) 
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Qm = 
2 en 

£   Elds 

Po \n\dr 
(E-modes)       (4.2) 

where Ao is the skin-layer depth. One of the integrals 

in (4) is along the circumference of the shield L, and 

another one is over the cross-section area of the 

resonator S. The dielectric loss limited Q-factor is 

given by, 

Qd = 
_    1    Mo i* ds 

**se0e $ {% + $}* 
(H-modes) 

52 

QA = 1+ 
JE2

zds+JE2
zds' 

51 S3 

tan5 eJE2
zds 

52 

'  (E-modes) 

where the surface integrals are taken either over the 

internal circle of radius a (SI), or dielectric layer with 

radii a and b (S2) or external annular layer confined 

by radii b and c (S3). 

III. Properties of Shielded Dielectric Ring Resonators 

The results of numerical simulations performed for the 

H-moderwith azimuthal number m = 10 and radial 

numbers n=l, 2, 3 are presented in Figures 2 and 3. 

Figure 2 shows the dependencies of mode resonant 

frequencies on the thickness of the dielectric layer Wj. 

The shield radius c was chosen to be 56 mm which 

corresponds to the resonance frequency of the 

fundamental mode Hio,i equal to 10 GHz in the 

empty resonator (W(i=0). 

The results shown in Figure 2 are typical for the 

system of coupled harmonical oscillators and one can 

expect the effects of energy exchange between the 

modes with close resonant frequencies. 
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Figure 2. Resonant frequency of the first three radial 
modes as a function of the dielectric ring thickness. 

These effects can be clearly seen from the behaviour of 

the mode Q-factors shown in Figure 3. 
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Figure 3. Product Q*tan8 as a function of the 
dielectric ring thickness for the first three radial modes. 

Figure 3 also shows that for each mode there is an 

interval of Wj where the mode Q-factor is greater than 

1/tanS. In particular, at W(j =3.6 mm the maximum 

value of the product Q*tan8 at second radial mode is 

equal to 1.4. The above results have been obtained for 

a room temperature SDRR with a copper shield. Here 

the skin depth depends on frequency as: 

A0 (mm) = 66 / iJf(Hz) and sapphire loss tangent as 

tan<5 = 5*Hr16*/(tfz). 

By varying the dielectric thickness W(j, the air gap 
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width Wa , and shield radius c one can maximise the 

Q-factor of the SDRR for any given mode in the 

resonator. Figure 4 shows the results of this type of 

optimisation for the 10 GHz room temperature SDRR 

excited in fundamental H- and E-modes (n=l). 

"8 n 

|  1.4 

10 15 20 25 

Azimuthal number 
30 

Figure 4. Maximum value of the product Q*tan8 as a 
function of azimuthal number for two mode families 
(computer simulations) 

For both mode families, the maximum Q-factor 

increases linearly with azimuth number and at high 

azimuthal numbers it surpasses the dielectric loss 

limit. In particular, at m=16 the product Qmax*'an8 is 

equal to 1.4 for H-modes, and 2 for E-modes. 

However, the higher Q-factors for E-modes are 

achieved only in larger diameter dielectric rings with 

reduced wall thickness. This makes such resonator on 

E-mode less practical compared to a H-mode resonator. 

IV. Shielded Multi-Laver Dielectric Structures 

The simplest realisation of the shielded multi-layer 

dielectric resonator (SMDR) is a double dielectric ring 

structure shown in Figure 5. By varying the gap 

between the dielectric rings, Wg , and their thickness, 

W(j, one can find the optimal configuration allowing 

the maximum of the product Q*tan8. 

Wa 

Figure 5. Shielded double dielectric ring resonator 

The effect of the gap spacing variations Wg on the 

quality factor for the room temperature SMDR excited 

in the fundamental H-mode with m = 16 is shown in 

Figure 6. 

Azimuthal number m=16 
Air gap width    Wa=28 mm 

2.5        3 3.5        4        4.5 
Dielectric thickness, mm 

Figure 6. The product Q*tan8 as a function of 
dielectric ring thickness for different values of the gap 
between dielectric layers: Wg=0 (curve 1), Wg=0.5 
mm (curve 2), Wg=l mm (curve 3), Wg=1.5 mm 
(curve 4). 

For the distance between the metal shield and external 

dielectric ring, Wa = 28 mm, the maximum value of 

Q*tan8 increases from 1.38 to 2.2 when Wg is 

increased from 0 to 1.5 mm respectively. 

A practical advantage of having a large value of the 
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gap spacing between the dielectric layers is associated 

with the possibility of increasing the thickness of 

dielectric rings without sacrificing the Q-factor (see 

Figure 6). This allows the resonator to be more rigid 

and less susceptible to vibration. 

Figure 7 shows the radial dependence of the Hz 

component for the Hi6,1 -mode in a SMDR with 

optimal configuration. It is clear that a significant part 

of the electromagnetic energy can be stored in the air 

gap between the dielectric layers. 
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Figure 7. Radial dependence of the normalised z- 
component of magnetic field for Hi6,1-mode in 
shielded double ring resonator 

In this particular case 15% of the total energy is stored 

in the gap between the two rings. For H-modes with 

azimuthal numbers ranging from m = 10 to 25 this 

value varies from 8% to 21% respectively. 

Figure 8 allows the comparison of three different types 

of room temperature sapphire loaded resonators. 

Curves 1 and 2 correspond to the single- and the 

double-ring shielded resonators respectively. Curve 3 is 

obtained for the double-ring structure surrounded by a 

corrugated metal shield [11]. Such a shield consists of 

a number of narrow metal fins placed in the 

longitudinal direction along the circumference of the 

resonator. For whispering-gallery modes with large 

azimuthal number (m > 10), the losses in the 

corrugated shield is significantly smaller than in the 

usual smooth shield provided that the height of the 

fins and the distance between them are chosen to be 

equal to A.o/4, where X.o is the free space wavelength 

[11]. As shown in Figure 8 the combination of a 

double-ring structure with the corrugated shield 

achieves a value for Qmax*tan5 of the order of 3 at 

azimuth number between m = 21 and m = 22. 

CO 

e 
3 • _ 

2.5 

2   ■: 

1.5 

10 15 20 
Azimuthal number 

25 

Figure 8. The maximum values of the product Q*tan8 
versus azimuthal number for three different resonators: 
shielded dielectric ring resonator (1), shielded double 
ring resonator (2), double dielectric ring resonator with 
corrugated shield (3). 

V. Conclusion 

The numerical analysis of a two dimensional model of 

shielded dielectric ring resonators shows that Q-factors 

up to 3 times higher than the intrinsic dielectric loss 

limit can be achieved in such resonators excited in 

whispering gallery modes. As far as the frequency 

stability of the SDRR due to the shield deformation is 

concerned, it is a bit worse than in the conventional 

sapphire loaded resonators but much better than in the 

hollow metal cavities. At room temperature, for 

instance, the variations of resonant frequency caused 

by the shield deformation are approximately 5000 

times smaller in the SDRR than in the hollow cavity 

504 



provided that both resonators are excited in the same 

mode (Hi6,l), and SDRR is optimised for maximum 

Q-factor. 

Some prototypes of the shielded dielectric ring 

resonator are currently being tested in the Gravitational 

Radiation Laboratory at the University of Western 

Australia. The dielectric rings are made of alumina 

(polycrystalline AI2O3) which will allow us a 

relatively cheap way of testing the whole concept of 

the dielectric loaded resonators with enhanced quality 

factor. 
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Abstract 

The frequency instabilities of precision bulk acoustic 
wave (BAW) quartz crystal oscillators, and the 
contributions from the instabilities of resonators, 
sustaining circuits, and ovens, are reviewed. The 
fundamental limits on the achievable frequency 
stabilities, and the degree to which the fundamental 
limits have been approached to date are examined. 
Included are the instabilities as a function of time, 
temperature, acceleration, ionizing radiation, 
electromagnetic fields, humidity, atmospheric 
pressure, power supply and load impedance. 

Most of the fundamental limits are zero or negligibly 
small, a few are finite. The authors speculate about 
the progress which may be achievable in the future 
with respect to approaching the fundamental limits. 
Suggestions are provided about the paths that may 
lead to significant stability improvements. 

Introduction 

Timekeeping accuracy has improved about 10 
orders of magnitude during the past 600 years [1]. 
The last 106-fold improvement occurred during the 
first sixty years after the introduction of quartz 
crystal oscillators (about 1920). During the last two 
decades, however, progress in certain areas, e.g., in 
long term aging [2,3], has not shown significant 
improvement. Does this mean that we have 
reached some fundamental limit and, therefore, 
further improvements are no longer possible? 

The task assigned to the authors of this (invited) 
paper was to examine what the fundamental limits 
are, and the degree to which further progress in 
stability improvements will be limited by the 
fundamental limits. The discussions will concentrate 
on oven controlled crystal oscillators (OCXOs), as 
OCXOs are the highest stability crystal oscillators. 

Oscillator Instabilities - General Discussion 

Figure 1 shows a block diagram of the essential 
components of a precision crystal oscillator. Each of 
the three main parts of the oscillator, i.e., the crystal 
resonator, the sustaining circuit, and the oven, 
contribute to instabilities. The general expression 
for the oscillator's instabilities is [4]: 

Av     Av 
1 + IfQC d<?(f) 

2QL 

(1) 

where QL = loaded Q-factor of the resonator, and 
d<J>(f) is a small change in loop phase at offset 
frequency f away from carrier frequency v0. Phase 
changes and phase noise within the loop can 
originate in either the resonator or the sustaining 
electronics. Maximizing QL helps reduce the effects 
of noise and environmental effects in the sustaining 
electronics. In a properly designed oscillator the 
short-term frequency stability or phase modulation 
(PM) noise is controlled by the resonator for Fourier 
frequencies smaller than the half bandwidth of the 
resonator. For frequencies larger than the half 
bandwidth of the resonator, the phase noise is 
determined by the sustaining circuit and the 
oscillation power (i.e., the amount of power 

HS- 

DH^ V 

OUTPUT 

3 OVEN 

U.S. Government Work Not Subject to U.S. 
Copyright 

Fig. 1 Simplified block diagram of a quartz 
oscillator. Loop gain = 1 and loop phase = 2nn, with 
n = 1,1, 2,3.. [4]. 
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delivered from the oscillation loop). More detailed 
discussions are found in [4-7]. 

The main influences on the stability of an oscillator 
can be categorized as follows [4-7]: 

- Time: short-term (phase noise), intermediate-term 
(e.g., due to oven fluctuations), and aging 
(i.e., long-term stability) 

- Temperature: static frequency vs. temperature 
characteristics, dynamic frequency vs. 
temperature effects (warmup, thermal 
shock), and thermal history dependence 
("retrace") 

- Acceleration: gravity (2g tipover), vibration, 
acoustic noise, and shock 

- Ionizing radiation: photons (X-rays, y^rays), and 
particles (neutrons, protons, electrons, a- 
particles); and pulsed and steady state 
effects 

- Other: sustaining electronics power supply 
voltage, load impedance, atmospheric 
pressure (altitude), humidity, and 
electromagnetic fields 

The fundamental and some practical limits to 
frequency stability due to each of these influences 
are discussed below [4-7]. 

Short-Term Instabilities 

The causes of short-term instabilities of fundamental 
nature are: 

- Johnson noise in the motional resistance of the 
resonator and within the oscillator circuitry 
[8]. 

- Phonon scattering noise in the resonator [9] 

Causes of frequency instability which are technical 
rather than fundamental in nature are [4]: 

- Changes in external load 

- Oven temperature fluctuations 

- Thermal response of resonator - static and 
dynamic, 

- Random vibration [10], 

- Fluctuations in the number of adsorbed molecules 
[11]. 

- Stress relief and fluctuations at interfaces 
(between the quartz plate and its electrodes, 
and its mounting and bonding structure) 
[4,7]. 

Thermal noise (Johnson noise) due to the 
resonator's motional resistance creates white FM 
noise [8]: 

4(f) = kT 
2QiPf2 (2) 

and 

Cly(X) - -L EEL 0) 

where f is the frequency offset from the carrier 
frequency, k is Boltzmann's constant, T is the 
temperature in K, QL is the loaded Q of the 
resonator in the circuit, P is the total power 
dissipated in the resonator plus load, and i is the 
measurement time. For QL = 106, P = 10s W, and 
T = 330K.ay(i)-1.4x10"1V4. 

Phonon Scattering in the Resonator 

Quartz bulk acoustic wave (BAW) resonators work 
by transferring electrical power into acoustic power 
and back into electrical power. The transfer function 
is characterized by many acoustic modes, some of 
which have high Q-factors. Scattering of the 
phonons within the crystal lattice due to defects and 
scattering at the crystal-electrode or in the case of 
BVA resonators [12], crystal-vacuum interface, 
dissipates energy. This lowers the Q-factor, and 
there is theoretical and some preliminary 
experimental evidence that it also increases the 1/f 
frequency modulation (FM) noise in the resonator. 
Data from many sources show (see for example [5, 
9,13]) that the best flicker level obtained from a 
given resonator design generally scales as 1/Q4, 
however, there other processes that cause the 
flicker FM level to vary between resonators of the 
same design and same Q-factor [5,9,13]. Data 
from [14] shows that the phase noise or short-term 
frequency stability can exhibit flicker FM from about 
0.02 s to beyond 106 s., indicating that this is a 
fundamental process within the resonator and not an 
accidental coincidence of several types of noise 
processes to mimic flicker FM. 
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At present this process sets the limit for short- and 
medium-term frequency stability in all quartz 
resonators. There is beginning to be some evidence 
that appropriate changes in the electrodes in AT and 
SC-cut resonators may reduce the flicker FM noise 
[9,15,16]. If the flicker PM level is reduced, then 
Johnson noise could become the limiting effect in 
the short-term stability. 

Noise in Sustaining Circuit 

Flicker PM noise in the sustaining circuit causes 
flicker FM contribution to the oscillator output 
frequency given by: 

4osc<f) = JoscdHz) 
4f3Ql 

and 

a yd) = -!-J\n2Jckt(lHz), 

(4) 

(5) 

where f is the frequency offset from the carrier 
frequency v, QL is the loaded Q of the resonator in 
the circuit, AscOHz) is the flicker PM noise at f = 
1Hz, and i is any measurement time in the flicker 
floor range. For QL = 106 and ^osc(1 Hz) = -140 
dBc/Hz,ay(T) = 8.3x1014. 

To achieve ay(T.) lower than this value will require 
improvements in QL-factors or amplifier PM noise 
performance. Since Qv0 ~ a constant for BAW 
resonators of a given cut, these effects strongly 
favor oscillators at the lowest practical frequency. 
The highest resonator Q-factors reported are 
approximately 5 x 106 for 5th overtone AT-cut 2.5 
MHz resonators manufactured some 30 years ago. 

BT-cut resonators can have higher Q-factors by 
approximately a factor of two over AT- or SC-cut 
resonators. The use of crystal cuts which are not 
stress compensated, however, lead to serious 
problems with dynamic temperature fluctuations, 
amplitude changes, and stress as discussed below. 
We are not aware, however, of any fundamental 
work which shows a maximum theoretical value for 
the Q-factor. All of the evidence is empirical (based 
on physically realized resonators). Changes in 
resonator design, material purity, isotopic purity, 
crystallographic perfection, and/or processing might 
lead to higher Q-factors. 

The lowest flicker PM reported in amplifiers is 
approximately 41 Hz) = -152 dBc/Hz [16]. Flicker 

PM noise depends on the amplifier design as well as 
on the active element. As transistor fabrication 
techniques have improved, so has the flicker PM 
noise. We expect further reductions in amplifier 1/f 
PM noise of 5 to 10 dB. 

Loop Phase. Mode Selection. Matching, and Filter 
Circuits 

Many oscillators contain tuned circuits to suppress 
unwanted modes, as matching circuits, and as 
filters. The effects of small changes in the tuned 
circuit's inductance and capacitance is given by [4,5] 

Vase 

dMff) 

2QL 1+ 
V    BWJ 

2ff MACc       Lc 
(6) 

where BW is the bandwidth of the filter, ff is the 
frequency offset of the center frequency of the filter 
from the carrier frequency, QL is the loaded Q of the 
resonator and Qc, Lc and Cc are the tuned circuit's Q, 
inductance and capacitance, respectively. Many 
environmental parameters cause a change in the 
phase around the oscillator loop. The most 
important are temperature, humidity, pressure, 
acceleration and vibration, magnetic field, voltage, 
load and radiation. These environmental 
sensitivities often lead to increases in the level of 
wide-band phase noise in the short-term, random- 
walk frequency modulation in the medium-term, and 
drift in the long-term. The loop phase shift depends 
on the circuit design and the loaded Q-factor of the 
oscillator. Figure 2 illustrates the effect of humidity 
on an oscillator with a nominal Gy(i) of 3 x 10 
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Fig. 2 Fractional frequency change of quartz 
oscillator due to a change in humidity [4]. 
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Pressure and humidity effects can be eliminated by 
hermetic sealing in a rigid enclosure. 

Equation 6 indicates that notch filters are much less 
likely to perturb the phase of the carrier than 
bandpass filters because, in equation 6, ff = 0 for a 
bandpass filter and the circuit, therefore, sees the 
full instability of the filter. However, for a notch 
filter, ff can be large compared to the BW, and the 
effect of the instability of the filter on the oscillator is 
reduced by ff/BW. All circuit elements, especially 
reactances in the signal path should be selected with 
great care. If bandpass filters are used, Qc should 
be as small as feasible. Inductors are often noisy 
and are susceptible to magnetic field disturbances. 

Changes in the External Load 

If the external load changes, there is a change in the 
amplitude or phase of the signal reflected back into 
the oscillator [17]. The portion of that signal which 
reaches the oscillating loop changes the oscillation 
phase, and hence the frequency by 

Av 

VOM 

d<t>(fr) 
2Q 

i.Yf- 
2QAr+i 

(sin 9)Visolation    (7) 

where r is the VSWR of the load, and 0 is the phase 
angle of the reflected wave; e.g., if Q ~ 106, and 
isolation ~40 dB (i.e., -10"4), then the worst case 
(100% reflection) pulling is ~5 x 10"9. A VSWR of 2 
reduces the maximum pulling by only a factor of 3. 
The problem of load pulling becomes worse at 
higher frequencies, because both the Q and the 
isolation decrease. 

RF Excitation Level 

The frequency of the resonator is also a function of 
amplitude of the signal level (i.e., the drive level) as 
shown in Figs. 3 and 4 [4,18-20]. The sensitivity to 
this effect, usually called the amplitude-frequency 
effect, is a function of a large number of resonator 
fabrication details. The frequency change varies as 
the square of the drive current [19,21]. Figure 4 
shows the dependence on blank curvature with most 
other parameters held constant [20]. 

Typical sensitivities to this parameter range from 
approximately 10"9/uW for 5th overtone AT- or BT- 
cut resonators to parts in 10"11/uW for 3rd overtone, 
SC-cut resonators at 5 MHz. The primary 
environment drivers for this effect are temperature, 
humidity, or radiation changing the excitation level, 

Fractional Frequency Change (10"6) 

Fig. 3 Non-linear resonance as a function of RF 
drive for a 5 MHz AT-cut resonator. From [22]. 
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Fig.4 Fractional frequency change versus RF drive 
level for AT-, BT-, and several SC-cut resonators. 
From [20]. 

e.g., through interaction with the automatic gain 
control (AGC) and the gain of the sustaining stage. 
Changes in circuit components can also affect the 
amplitude of oscillation by changing the AGC 
circuitry. 

Stress 

Changes in stress on the resonator plate can change 
the resonance frequency [22-27]. Stress is 
transmitted to the resonator through the mounting 
structure or from the plating of the electrodes. It can 
originate from temperature-driven dimensional 
variations in the vacuum enclosure, changes in the 
pressure surrounding the vacuum enclosure, 
changes in the magnetic field causing a change in 
the mounting force due to the use of magnetic 
components, or from changes in the body forces due 
to acceleration and vibration as described below. 
Stresses also exist in the quartz due to defects 

509 



introduced in the growing process. The stresses on 
the resonator can change with time, temperature, 
resonator drive level, and radiation exposure. The 
stress effects due to the electrodes have been 
estimated [23-25]. 

e  = 3.10    V/m 

Fig. 5 Force-frequency coefficient for diametrically 
opposed forces in the plane of an AT-cut resonator 
as a function of the angle between the force and the 
azimuthal angle [26]. 

Figure 5 shows the change in frequency of a 
traditional AT-cut plate due to diametrically opposed 
forces in the plane of the resonator as a function of 
the angle between the applied force and the x-axis 
[26]. Bending stresses can also produce significant 
frequency shifts [27], as can stresses due to the 
bonding of the mounting clips to the resonator plate. 
The influences due to the mounting stresses can be 
minimized in traditional resonators by proper choice 
of the mounting angles and procedures. Mounting 
stresses in BVA resonators are minimized by both 
the choice of mounting angle and by the use of a 
supporting ring machined from the same monolithic 
piece of quartz as the resonator [12,28]. The effects 
of electrode stresses are also absent from the BVA 
electrodeless resonators. 

Electromagnetic Fields 

The frequency of certain resonator cuts are directly 
affected by the application of even small electric 
fields through changes in dimension and effective 
mass and through interaction with the nonlinear 
coefficients. The application of electric fields also 
tends to cause ions within the crystal to move which 
changes the frequency [29-33]. The result is that 
the change in frequency generally has a fast 
component due to piezoelectricity and the 
interaction with the crystal constants, and one or 
more slower components associated with the 
movement of ions, as shown in Figure 6. The 
shorter time constants depend exponentially on 
temperature. 

I 
—[— 

100 200 300 500     TIME   (s) 

Fig. 6 Fractional frequency change as a function of 
applied voltage for an AT-cut resonator. The slow 
variation after the change in voltage is due to the 
movement of ions in the quartz. From [38]. 

The aging of resonators can be significantly 
changed by applying a dc voltage to the electrodes, 
even at "normal" temperatures [34]. The electric 
field effect has also been used to vibration 
compensate SC-cut resonators [35] and to create an 
ultra-linear phase modulator [29]. The sensitivity to 
this effect is highly dependent on resonator cut, 
material, and electrode configuration. Coefficients 
range from approximately 10"11 to lO^/volt applied 
across the resonator and scale approximately as the 
reciprocal of the plate thickness or 1/v0. For a 
resonator to exhibit a sensitivity, the dc electric field 
must have a component along the x axis of the 
crystal. AT-cuts with regular electrodes therefore 
exhibit very little sensitivity to electric fields and 
doubly rotated cuts, such as the SC-cut, generally 
show significant sensitivity to dc electric fields. 
Large electric fields and elevated temperatures are 
sometimes used to "sweep" ions out of the quartz 
bar prior to resonator fabrication [4,30-32]. This is 
typically used on resonators intended for radiation 
environments (and also, to reduce the etch-channel 
density of the quartz). Perturbations due to 
unintentional electric fields are virtually eliminated 
by placing a dc resistance of ~105 ß across the 
resonator. 

Quartz resonators' inherent magnetic field sensitivity 
is smaller than 10"11/T [36-38]. Many resonators are, 
however, constructed with magnetic holders. As the 
magnetic field changes, the force on the various 
components of the resonator changes. This causes 
a frequency shift through the force-frequency 
coefficient discussed above and the circuit phase 
shifts discussed below. Generally, the magnetic 
field effect is unchanged under inversion and 
maximized for rotation through 90°. This effect is 
reduced to below 10"10/T by using non-magnetic 
holders and shielding all inductors within the 
oscillator [37]. 
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Power Supply Voltage allow vacuums in the 10"11 Pa (1013 torr) range [46]. 

Instabilities in the oscillator can often be traced to 
instabilities of the power supply. The frequency 
changes occur because changes in various voltages 
change the capacitance of active and some passive 
devices. The gain of the sustaining or buffer 
amplifiers can change causing a phase shift. If the 
phase shift is in the sustaining stage, there is a 
frequency change given by Eq. 1, whereas if the 
phase shift is in the buffer amplifier, there is no first 
order frequency change if the isolation is high 
enough and a matched load is used. The gain 
changes can change the amplitude of drive thereby 
causing a frequency change. 

The remedy is to measure the coefficient for 
frequency and phase changes with voltage in 
various parts of the circuit and design the voltage 
regulation to provide regulation that does not 
compromise the performance. We are not aware of 
any fundamental limit to oscillator frequency stability 
due to this effect. 

Aging 

The main causes of aging [2] are: mass transfer due 
to contamination, stress relief in the resonator's 
mounting and bonding structure and in its 
electrodes, sustaining circuitry aging, and oven 
control circuitry aging. Another possible aging 
mechanism is the outgassing of the quartz, which 
only recently has been investigated [39]. 

Nearly all precision oscillators use resonators which 
are enclosed in either metal or glass enclosures. 
These metals and glasses are known to outgas 
orders of magnitude more than some other 
materials, such as the high-alumina ceramics and 
sapphire [40-43]. 

Stainless steel has been the material of choice for 
uttrahigh vacuum (UHV) systems, however, 
aluminum has been shown to allow better vacuums. 
A capability of achieving 10"11 Pa (1013 torr) has 
been demonstrated with a vacuum chamber the 
interior of which was coated with high purity 
aluminum, and which used aluminum seals [45,46]. 
The ultimate pressure in such an "extremely high 
vacuum (XHV)" system is determined by the 
desorption of hydrogen from the chamber walls [46]. 
An aluminum alloy vacuum chamber which had 
been extruded and tempered in an oxygen and 
argon atmosphere (in order to form a dense oxide 
layer on the inner surfaces) has also been shown to 

Aluminum's low outgassing rates and high thermal 
conductivity may make it a good candidate material 
for future resonator packages. It may provide a 
lower cost alternative to sapphire and ceramic 
packages. 

Near atomically clean surfaces can be produced 
immediately before resonator sealing by a 
combination of UV/ozone cleaning [47] and high- 
temperature baking in ultrahigh vacuum. However, 
if the enclosure and the quartz outgas after the 
enclosure is sealed, aging will result. It is clear that 
the current practices for making high-stability 
resonators leave room for improvement with respect 
to minimizing the mass transfer due to 
contamination resulting from the outgassing of the 
enclosure and of the materials inside the enclosure. 

Aging due to stress relief can be minimized by 
"electrodeless" designs [12,28,48], and by a 
combination of an electrodeless design and 
levitation. (The possibility of using levitation is 
discussed below.) 

The effects of sustaining circuitry component aging 
can be minimized by using: 1) maximum loaded Q- 
factor, 2) properly selected components, 3) 
resonator designs which provide a small motional 
capacitance, e.g., a fifth overtone SC-cut, and, 4) a 
sufficiently large load capacitance. 

The effects of oven control circuitry aging can be 
minimized by using: 1) properly selected 
components and design, 2) an SC-cut resonator the 
turnover points of which coincide with the inflection 
point, 3) a temperature sensitive mode (e.g., the B- 
mode [49] or a combination of the fundamental and 
third overtone [50]), at least for setting the oven 
temperature to the turnover temperature, if not for 
oven control, and 4) an oven temperature set point 
which coincides with the turnover temperatures of 
the resonator. As is shown below, when conditions 2 
and 4 are satisfied, small changes in the oven 
temperature result in negligible frequency shifts. 

Although further progress in reducing the known 
aging mechanisms present serious practical 
problems, none of them appear to present a 
fundamental limit. With sufficient effort, significant 
improvements ought to be possible in the future. 
For example, in the "ideal" resonator described 
below, all the known aging mechanisms would be 
virtually absent. 
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Frequency vs. Temperature Stability 

The frequency vs. temperature (f vs. T) stability of 
an OCXO depends on: the static and dynamic f vs. 
T characteristics of the resonator in the sustaining 
circuit, the difference between the oven set point 
and the point where the static f vs. T characteristic 
has zero slope, the oven's temperature excursions 
from the set point, and the rate of change of 
temperature during the oven's temperature 
excursions [4,51]. 

Dynamic f vs. T Stability 

The dynamic f vs. T stability can dominate the static 
f vs. T stability when the resonator is not thermal 
transient compensated (i.e., when it is not an SC- 
cut). For maximum stability, a thermal transient 
compensated resonator must be used [52]. 
Although many so-called SC-cut resonators exhibit a 
finite thermal transient effect, in the vicinity of the 
"true" thermal transient compensated cut, small 
changes in the angles of cut can produce either 
positive or negative thermal transient effects. The 
thermal transient effect is exactly zero at one set of 
angles of cut in the vicinity of 9 = 34° and <|> = 22°. 
The exact values of the "true" SC-cut angles vary 
with resonator configuration. The effect can also be 
influenced by factors such as transient effects in the 
oven control and sustaining circuit components [52]. 

Although making an oscillator which exhibits zero 
thermal transient effect presents some non-trivial 
practical problems, the fundamental limit to the 
thermal transient effect is zero. 

Static f vs. T Stability 

For a thermal transient compensated oscillator, the f 
vs. T stability is determined by the static f vs. T 
characteristic, the oven stability, and the difference 
between the oven set point temperature and the 
temperature where the f vs. T characteristic has 
zero slope, i.e., the oven offset. Table I shows how 
the f vs. T instabilities of an oscillator vary with oven 
characteristics. The static f vs. T characteristic 
assumed in Table I is for an SC-cut resonator the 
turnover point of which is 10°C from the inflection 
point [4,6]. 

As can be seen from Table I, for small oven offsets 
and high-stability ovens, the f vs. T instability can be 
less than the oscillator's oy{z). The assumed f vs. T 
characteristic for Table I is not the best that can be 
achieved. Figure 7 shows the f vs. T for the opti- 
mum resonator, i.e., for one where the turnover 

Table I - Frequency offsets due to thermal cycling 
as a function of the offset of the oven set 
point from the resonator turnover point. 

forTj ■ ■TTP Oven Cycling Range (mK) 

= 10°C 10 1 0.1 0.01 

Oven 

Offset 

(mK) 

100 4x10"12 4x10"13 4x10"14 4x10"1s 

10 6x10"13 4x10-14 4x10'15 4x10"16 

1 2x10"13 6x10"15 4x10"16 4x10"17 

0.1 2x10'13 2x10"15 6x10"17 4x10"18 

0 2x10"13 2x10"15 2x10"17 2x10"19 

temperatures coincide with the inflection 
temperature [6]. Such a resonator is not easy to 
make, however, with careful cutting, angle 
correction, recontouring [53], design and fabrication, 
it is possible to make such a resonator. The 
numbers in Table I would be significantly smaller for 
such a resonator. 

as o 

frequency remains within +  1 ppm 
over a ± 25°C range about Tj 

140 BO 80       100      120 
Temperature (°C) 

Fig. 7 Frequency versus temperature of an SC-cut 
resonator with zero f vs. T slope at the inflection 
temperature [6]. 

How accurately one can set the oven temperature to 
the optimum set point depends primarily on the 
hysteresis of the resonator and of the thermometer. 
Secondary factors are the noise of the resonator, 
thermometer and amplifier. If, for example, the nor- 
malized beat frequency between three times the 
fundamental mode frequency minus the third over- 
tone frequency is used as the thermometer [50], 
then the slope of this frequency is about 10  /K, and 
the hysteresis of the best such SC-cut resonators 
(over a much wider temperature than is necessary 
for setting the oven to turnover) is less than 10"8. 
Therefore, in principle, the temperature can be set to 
about 10"4 K of the optimum set point. As the 
hysteresis over the very narrow temperature range 
needed for oven temperature setting can be 
expected to be much smaller than 10"8, and, as will 
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be discussed later, the hysteresis of existing 
resonators is not known to be limited by any 
fundamental limits, the fundamental limit to setting 
the oven temperature may ultimately be limited only 
by the ay(i) of the resonator. If so, then the oven 
temperature can be set much closer to the optimum 
temperature than 10*4 K, if necessary. 

Oven Stability 

Most ovenized crystal oscillators use a thermistor to 
sense and ultimately control the temperature of the 
oven shell.  All thermistors exhibit drift of the 
apparent temperature with time and also change 
with large temperature cycling. Typical drift is from 
0.1 to 0.001 K/y [54]. 

Figure 8 shows a simplified electrical analog for a 
thermal enclosure around a crystal resonator. TH, 
the temperature of the heater is replaced by VH, the 
temperature of the resonator, TR by VR, and the 
outside temperature T0 by V0. The heat capacity of 
the resonator is represented by CR, the thermal 
impedance between the heater and resonator by 
RHR, and the thermal impedance between the 
resonator and the outside by RRO [55]. 

Tn 

INHR 

-vw- 
lxRO 

-VW- 

/  KRORHR    \ 

V 
•RRO+RHR< 

Fig. 8 Simplified electrical analog of an oven. 
[55]. 

From 

If we assume that the thermal sensor and heater are 
tightly coupled, the fundamental thermodynamic 
limit for temperature stability of the heater is [56] 

,  _ fkTiT Hic7 AT„ = (8) 

dTH^TH   fk~ 
dt    t„ Vc„ (9) 

where TH = R0HCH is the thermal time constant of 
the sensor/heater system to the outside. For XH 
longer than 0.01 s the temperature fluctuations due 
fundamental thermodynamic processes are so small 
that they can be ignored (unlike in infrared imaging 
technology, where the much smaller heat capacities 
of pixels makes this effect a fundamental limit.) 

For simplicity, let us assume a thermistor with a 
resistance of 50 kß at 25°C and a slope at 80°C of 
roughly 0.8 kn/C at 80°C. If the current passing 
through the thermistor is 0.5 mA then the power 
dissipated in the thermistor is 1.8 mW. If the time 
constant for the oven cooling is 100 s and the heat 
capacity is 6 J/K, which corresponds to roughly 7 gm 
of aluminum, then the thermal conductance is 6 
J/K/100 s = 0.06 W/K. This results in a self heating 
error of 1.8 mW/0.06 W/s = 30 mK. The error signal 
from the thermal sensing circuit is roughly 

dV/dT = 0.5 mA x 1.8 kQ/K= 0.9 V/K.      (10) 

A change in the sensing current of 5 x 10"6 will 
change the self heating by about 300 nK. Reducing 
the sensing current will reduce the self heating and 
the inherent sensitivity to small changes in current 
but will also reduce the error signal. 

The noise in the thermal bridge, due to shot noise in 
the current, Johnson noise in the thermistor, and 
typical noise in amplifiers, can be roughly estimated 
to be 100 nK at a few seconds for a dc bridge, and 
about 30 nK for an ac bridge. The long-term 
stability in both cases should be dominated by the 
thermistor aging of approximately 0.1 to 0.001 K/y 
[54]. 

The rate of change of the resonator temperature is 
approximately given by 

dTH    dT0RHRY    1    x dTL = 

dt dt dt R RO 1 + T 
(11) 

*) 

where k is Boltzmann's constant and CH is the heat 
capacity of the sensor/heater system. For an alumi- 
num heater shell and sensor weight of approxi- 
mately 7 gm and TH = 80°C, Eq. (8) indicates a 
minimum temperature fluctuation of 0.5 nK. At equi- 
librium, the rate of change of heater temperature 
due to the temperature fluctuations is given by 

where 

TB=C, RRHR RO 

R RH + R RO 

The first term in Eq. 11 is due to fluctuations in the 
oven temperature and the second term is due to 
changes in the outside temperature. For times long 
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compared to T0 the temperature of the resonator 
follows 

(TH -T0)RHR •T„~ 
LRO 

(12) 

The temperature error of the resonator is due to the 
thermal coupling to the outside and the finite ther- 
mal impedance to the sensor/heater system. The 
thermal isolation of the resonator Giso is limited to 

G*> =!*>- (13) R HR 

even if the average temperature of the sensor and 
heater are perfectly stable. A typical value of Giso is 
of order 1000. A temperature change in the outside 
temperature of 1°C results in a transient change in 

the resonator of approximately (1/1000)(1/1+TR). If 

XR is 100 s then the thermal transient is 
approximately 10 uK/s with a total offset of 1 mK. 

The temperature error of the resonator can be 
greatly reduced if the set point for the sensor is 
changed slightly to compensate for the changes in 
the outside temperature. This can be accomplished 
by applying a signal proportional to the difference 
between the current outside temperature and the 
nominal outside temperature, to change the 
temperature of the heater by an amount 

dTH=(T„ -TojGfr 

This results in a resonator temperature of 

TR=TH-(T„-TC 

R HR 

R 
G* 

RO 

(14) 

(15) 

By adjusting the feed-forward gain G9, it is possible 
to compensate for the thermal coupling to the 
outside and thereby improve the thermal isolation by 
a factor of 10 to 100 over the simple traditional 
approach. Practical limits to achievable thermal 
isolation are due to temperature gradients. Thermal 
gains of 105 in a single oven have been achieved 
using this technique. The transient response of this 
feed forward compensated oven arrangement is 
also greatly improved over conventional ovens [55]. 

Retrace 

An OCXO's frequency offset upon turn-on and 
stabilization after a temperature excursion due to an 
off-period is called "retrace". The magnitude of 
retrace is a function of the duration of the off period 
and the oscillator's temperature-time profile during 

that period. A larger temperature excursion from the 
oven set point and a longer duration usually result in 
a larger frequency offset upon turn-on and 
stabilization. 

Retrace is closely related to the hysteresis exhibited 
by temperature compensated crystal oscillators [57]. 
The mechanisms responsible for retrace are 
believed to be the same as those responsible for 
aging and hysteresis. In addition to the aging 
mechanisms discussed above, stress changes 
resulting from the temperature excursion, from 
temperature gradients, and from thermal expansion 
coefficient mismatches can worsen the effect. 

Although minimizing retrace presents serious 
practical problems, none of the known retrace 
mechanisms appear to present a fundamental limit. 
For example, for the "ideal" resonator described 
below, virtually all known retrace mechanisms would 
be absent. 

Acceleration Sensitivity 

Acceleration sensitivity [10] was not well understood 
until recently. Thanks to the theoretical work of 
Tiersten [58] and his students, and others [59], the 
origin of acceleration sensitivity, and how it can be 
minimized, is now understood. 

Leaving out tensor notation for simplicity, the 
acceleration induced normalized frequency shift Av/v 
can be represented as 

Av ^ = Jcg2dV 
v     I (16) 

where c represents the change in the effective 
elastic constants due to the biasing deformation field 
resulting from the acceleration, g is the gradient of 
the normalized mechanical displacement vector 
associated with the mode of vibration (i.e., of the 
"mode shape"), and V is the undeformed volume of 
the resonator. Theoretically, the integral can be zero 
for bulk acoustic wave quartz resonators, e.g., for 
SC-cuts, when the mounting is completely 
symmetrical with respect to the mode shape. 

So, although many practical limits must be 
overcome before zero acceleration sensitivity 
resonators can be produced, the fundamental limit to 
acceleration sensitivity is zero. Because of defects 
in the quartz and finite fabrication tolerances, it may 
be necessary to adjust the mode shape in order to 
achieve near zero acceleration sensitivity [59]. 
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Shock Resistance 

The frequency excursion during a shock is due to 
the resonator's acceleration sensitivity. The 
magnitude of the excursion is a function of 
resonator design, and of the shock induced strains 
in the resonator. (Resonances in the mounting 
structure amplify the strains.) 

A shock-induced permanent frequency offset can be 
due to: shock induced stress changes, e.g., due to 
exceeding an elastic limit in the mounting structure, 
the removal or deposition of contamination from or 
onto the resonator surfaces, and changes in the 
oscillator circuitry, e.g., a load reactance change 
can result from displacement of a wire or other com- 
ponent. If a resonator with zero acceleration sensi- 
tivity to low level accelerations is shocked so that its 
mounting structure deforms inelastically, then the 
symmetry conditions required for zero acceleration 
sensitivity may be destroyed and the shock induced 
frequency shift can become non-zero. 

Survival under shock is primarily a function of 
resonator surface imperfections. Chemical- 
polishing-produced scratch-free resonators have 
survived shocks of up to 36 x 103 g in air gun tests, 
and have survived the shocks due to being fired 
from a 155 mm howitzer (16 x 103 g, 12 ms 
duration) [60,61]. The feasibility of achieving shock 
resistance in excess of 105 g has been shown [62]. 

The integral in Eq. 16 for the acceleration induced 
frequency shift is valid at all acceleration levels, 
provided that the resonator plate and its mounting 
are linearly elastic [63]. The quartz plate remains 
sufficiently linear until near its breaking point, and, 
in principle, the mounting structure can also be 
designed to behave linearly (e.g., by using quartz for 
the mounting). Therefore, although currently 
available resonators do generally exhibit a 
frequency shift upon experiencing a shock, the 
fundamental limit to shock induced frequency shift is 
zero, and the fundamental limit to shock resistance 
is greater than 10s g. 

Ionizing radiation 

Ionizing radiation can be divided into two categories: 
photons (X-rays and y-rays), and particles (mostly 
neutrons, but also protons, electrons, oc-particles, 
and other elementary particles) [6, 7, 64-66]. 

The response of an oscillator to a pulse of ionizing 
(photon) radiation consists of two parts. Initially, 
there is a transient frequency change that is due 
primarily to impurity motion and the thermal- 

transient effect caused by the sudden deposition of 
energy into the crystal unit. This effect is a 
manifestation of the dynamic fvs. reflect discussed 
earlier. The transient effect is absent in SC-cut 
resonators made of high purity quartz. 

In the second part of the response, after steady state 
is reached, there is a permanent frequency offset 
that is a function of the radiation dose and the nature 
of the crystal unit. The frequency change versus 
dose is nonlinear, the change per rad being much 
larger at low doses than at large doses. At doses 
above 1 kilorad (Si02), the rate of frequency change 
with dose is quartz-impurity-defect dependent. 

The impurity defect of major concern in quartz is the 
substitutional Al3+ defect with its associated 
interstitial charge compensator, which can be an H+, 
Li+, or Na+ ion, or a hole. This defect substitutes for 
a Si4* in the quartz lattice. Radiation can result in a 
change in the position of weakly bound compensa- 
tors, which modifies the elastic constants of quartz 
and thereby leads to a frequency change. The 
movement of ions also results in a decrease in the 
crystal's Q, i.e., in an increase in the crystal's 
equivalent series resistance, especially upon 
exposure to a pulse of ionizing radiation. If the 
oscillator's gain margin is insufficient, the increased 
resistance can stop the oscillation for periods lasting 
many seconds. 

A high level pulse of ionizing radiation produces 
photo currents in the circuit which results in a 
momentary cessation of oscillation, independent of 
the type of quartz used in the resonator. In 
oscillators using properly designed oscillator circuitry 
and resonators made of swept quartz, the oscillator 
recovers within about 15 u.s after exposure. 

Sweeping is a high-temperature, electric-field-driven, 
solid-state purification process in which the weakly 
bound alkali compensators are diffused out of the 
lattice and replaced by more tightly bound H+ ions 
and holes [31,32, 65]. In the typical sweeping 
process, conductive electrodes are applied to the Z 
surfaces of a quartz bar, the bar is heated to about 
500°C, and a voltage is applied so as to produce an 
electric field of about 1 kV/cm along the Z direction. 
After the current through the bar decays (due to the 
diffusion of impurities) to some constant value, the 
bar is cooled slowly, the voltage is removed, and 
then the electrodes are removed. Crystal units 
made from swept quartz exhibit neither the 
radiation-induced Q degradation nor the large 
radiation-induced frequency shifts. Swept quartz (or 
low aluminum content quartz) should be used in 
oscillators which are expected to be exposed to 
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ionizing radiation. For example, at a 1 megarad 
dose, the frequency change can be as large as 10 
ppm when the crystal unit is made from natural 
quartz, which is, usually, relatively impure; it is 
typically 1 to a few ppm when the crystal is made 
from cultured quartz, and it can be as small as 0.02 
ppm when the crystal is made from swept cultured 
quartz. 

At low doses (e.g., at a few rads) the frequency 
change per rad can be as high as 10"9 per rad [66]. 
The low-dose effect is not well understood. It is not 
impurity-dependent, and it saturates at about 300 
rads. At very high doses (i.e., at» 1 Mrad), the 
impurity-dependent frequency shifts also saturate 
because, since the number of defects in the crystal 
are finite, the effects of the radiation interacting with 
the defects are also finite. 

When a fast neutron hurtles into a crystal lattice and 
collides with an atom, it is scattered like a billiard 
ball. A single such neutron can produce numerous 
vacancies, interstitial, and broken interatomic 
bonds. The effect of this "displacement damage" on 
oscillator frequency is dependent primarily upon the 
neutron fluence. The frequency of oscillation 
increases nearly linearly with neutron fluence. The 
rates for AT-cut and SC-cut resonators are: 8 x 10"21 

neutrons per square centimeter (n/cm2) at a fluence 
range of 1010 to 1012 n/cm2,5 x 10"21/n/cm2 at 1012 to 
101jrn/cm2, and 0.7 x 10"21/n/cm2 at 1017to 1018 

n/cm2. 

As the lattice damage produced by neutrons is 
unavoidable (except for using a great deal of 
shielding), the frequency changes produced by 
neutrons appear to be unavoidable, at first. 
However, because the frequency change per 
neutron per cm2 is constant for a given resonator, if 
one can sense the neutron fluence, then in principle, 
one can compensate for the frequency changes [6, 
67]. 

Would an SC-cut crystal made of quartz that is free 
of impurities exhibit a frequency change due to 
radiation? As the reported frequency offsets pro- 
duced by photons are attributed to changes at impu- 
rities, the answer is probably that there would be no 
permanent frequency offset produced by photons. 
Would there be a temporary frequency change? 
Probably yes, because a pulse of radiation liberates 
electrons which can produce temporary local electric 
fields in the quartz, and on the surfaces of the reso- 
nator. The magnitude of this frequency change is 
unknown, but is probably small because the integral 
of the charge distribution between the electrodes 

remains zero (except for charges that may be 
emitted from the surfaces under an intense pulse). 

Background radiation due to radioactive trace 
elements in the soil and in building materials, a- 
particle emitters in the resonator package [68], and 
cosmic rays will produce drift that is difficult to 
distinguish from aging. This drift is not aging 
according to the definition of the term "aging". It is a 
radiation effect. The definition of aging [69] is that it 
is "the systematic change in frequency with time due 
to internal changes in the oscillator." Added to the 
definition is: "Note - It is the frequency change with 
time when factors external to the oscillator (environ- 
ment, power supply, etc.) are kept constant." Drift is 
defined as "the systematic change in frequency with 
time of an oscillator." Drift is due to aging plus 
changes in the environment and other factors 
external to the oscillator. 

Alpha-particle induced errors in high-density 
integrated circuits have been of concern in the 
design and manufacturing of such devices [68]. 
These particles originate from radioactive trace 
impurities, such as uranium and thorium, which are 
present in many materials, including packaging 
materials. Although a-particles originating from 
outside a resonator package would not be able to 
reach the resonator (because a-particles typically 
penetrate solids to depths of only -10 to 30 urn), a- 
particles can originate from materials inside the 
package, e.g., from gold-plated Kovar, sealing 
glasses and adhesives. Some of these a-particles 
can have energies as high as 8.8 MeV, however, the 
flux is low, typically < 1/cm2/hour. As the sensitivity 
of AT-cut resonators to energetic a-particles is 
linear, with a slope of - -2 x 10"17/cm2/particle [70], 
the effect of a-emitters on long term stability 
appears to be < 1 x 10"13/y. The effect on noise (or 
frequency jumps) also appears to be negligible, 
unless there is a significant transient effect 
whenever a high-energy alpha particle penetrates 
the resonator surface. 

The effect of cosmic rays depends on the altitude 
[36], the effect being more significant at higher 
altitudes, and on the mix of photon and particle 
energies in the cosmic rays. The amount of 
background radiation depends on location. The 
average annual radiation dose from natural sources 
in the USA has been reported to be on the order of 
0.1 rad [71]. The frequency shift due to irradiation 
with 0.1 rad per year is unknown, because the 
annealing of radiation effects over such a long 
period is unknown, however, if one conjectures that 
the sensitivity to a dose of 0.1 rad is independent of 
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the dose rate and that -0.1 rad per year reaches the 
resonator, then the reported sensitivity to low doses 
of about 10"10 to 10"9 per year [66] would produce 
apparent aging rates of ~10"13 per day, which is 
about the order of magnitude of the best aging 
reported to date [2]. Therefore, background 
radiation (on the surface of the earth) is a significant 
practical limit to the achievable long term stability of 
crystal oscillators. Presumably, there may be 
locations, e.g., in a deep mine, where the 
background radiation effects are negligible, so the 
limit is a practical one, not a fundamental one. 

frequency vs. thickness sensitivity would be 1% per 
molecular layers at 32 GHz. On the other hand, if 
outgassing of the resonator material is a significant 
instability mechanism, then being ultrathin would be 
an advantage because the thinner the resonator, the 
easier it is to outgas it (as the impurity atoms have a 
shorter distance to travel before reaching the 
surfaces). If the electrode wafers of the 
electrodeless structure are made of e.g., quartz or 
silicon, then they could be made to be good getters 
by baking them at high temperature, or by depositing 
a getter material onto their inside surfaces. 

Fundamental Limit to Oscillator Frequency 

The highest frequency (bulk-acoustic-wave - BAW) 
quartz resonator reported to date is a 1.655 GHz 
AT-cut resonator made with a chemical polishing 
etching technique [72]. Such a resonator is 1 urn 
thick. The performance of this resonator was 
probably limited by the lack of sufficient parallelism 
of the quartz plate, and by the electrodes, which at 
such a resonator thickness can no longer be a 
negligible portion of the total thickness. 

How thin can a resonator be? If an electrodeless 
design is used, and resonators can be polished and 
etched uniformly enough to maintain the required 
flatness and parallelness, then theoretically, one can 
achieve frequencies far above 1.6 GHz; e.g., at 0.1 
^m thickness, the frequency of an AT- or SC-cut 
resonator would be about 16 GHz. At such a 
thickness, since the molecular spacing is about 0.5 
nm, a resonator is about 200 molecular layers thick. 
At 100 molecular layers, the frequency would be 32 
GHz, at 50 molecular layers, the frequency would be 
64 GHz, etc. 

How many molecular layers are needed to make a 
resonator? From a theoretical point of view [73, 74], 
for fundamental mode thickness shear resonators, 
the results in terms of frequency and mode shape 
are similar for a fifteen molecular layer crystal 
whether it is a discreet or continuum model. By 
applying semiconductor and silicon micromachining 
[75] fabrication techniques, where nanometer 
feature sizes are now being fabricated, and using 
levitation in order to eliminate mounting and 
bonding stresses, it may be possible to make 
ultrathin, ultra-miniature quartz resonators in the 
future. Rather than using etching techniques, it may 
be possible to grow a few molecular layers of single 
crystal quartz (or langas'rte, which does not undergo 
a phase transition below its melting point). Such 
extremely thin resonators would be extremely 
sensitive to mass loading changes, e.g., the 

Summary of the Fundamental Limits 

Table II below summarizes the fundamental limits of 
the various instabilities. The best instability values 
reported to date are included for comparison 

Some Thoughts on the Paths One Might Take to 
Approach the Fundamental Limits 

A large number of possibilities remain to be explored 
in order to approach the fundamental limits. In the 
authors' opinion, the following are some of the more 
important ingredients in future attempts to make 
significant improvements in the stabilities of 
oscillators: 

Dislocation-free, high-purity, high-Q (and twinning- 
resistant) material - quartz or other. 

Defect-free surfaces, e.g., via chemical polishing 
plus colloidal silica polishing followed by final 
chemical polishing [77] 

SC-cut, biconvex, low-frequency (2.5 MHz 5th 
overtone), unconventional (noncircular) geometry 

No electrodes in contact with the active area 

Mount symmetrically between two identically 
oriented quartz plates joined by clean-surface to 
clean-surface atomic bonding 

Alternative mounting: no mounting - i.e., levitate the 
resonator plate 

Final clean with UV/ozone [47] 

High-temperature bake in UHV immediately before 
sealing 

Sapphire, or high-alumina ceramic, or pure Al or Al 
alloy or clad Al enclosure 
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Table II - Summary of the fundamental limits of instabilities. The best instability values reported to date are 
included for comparison. 

Instability Best Reported Fundamental Limit 

Aging 10"13 per day 0 

2-sample deviation floor, ay(t) 4x10"14@t=10s [76] <1x10"14 

f vs. T, static 10"10(-55oCto+85°C) 0 

f vs. T, dynamic 0 for a true SC-cut 0 

f vs. T, retrace 10-10after24hrsat-55°C 0 

f vs. T, hysteresis 10'9(-55°Cto+85°C) 0 

Acceleration sensitivity, r ~10"11perg 0 

Radiation - photons, steady state 10"14perrad@1 Mrad 
10"10perrad@1 rad 

0? @ 1 Mrad 
0? 

Radiation - photons, pulse ?(e.g., 10"9@1011rad/s) ? - no permanent offset 

Radiation - neutrons 10-21/n/cm2 10"21/n/cm2 

(but can compensate) 

Atmospheric pressure 0 if hermetically sealed 0 

Humidity 0 if hermetically sealed 0 

Power supply negligible 0 

Load impedance ~10"15forVSWR=2 0 

Magnetic field ~1010/T[37] 0 

Electric field ~0 0 

Seal in UHV with clean-surface to clean-surface 
atomic bonding 

Compensate oven for thermal gain > 104; use 
dual-mode for temperature setting and control 

R ~ 105 Q, across resonator 

Non-magnetic mounting & electrode materials; 
shield transformers and inductors 

Low flicker noise sustaining circuit 

Use notch instead of bandpass filter for mode 
selection 

Measure voltage & power sensitivities & regulate 
accordingly 

Total isolation in loop and output amplifier > 120 dB 

Hermetically seal the oscillator enclosure 

Use intelligent compensation for all systematic 
effects 

The Ideal Resonator? 

The ideal quartz resonator may be a high-perfection 
quartz plate levitated in an atomically clean 
environment, with no electrodes, mounting 
structures or anything else in contact with the quartz 
plate. 

Figure 9 shows a method that may be applicable to 
levitating a quartz plate [78-80]. A resonant circuit is 
formed consisting of an inductor L that is external to 
the enclosure, and a parallel plate capacitor inside 
the enclosure. The capacitor consists of three 
plates, two of which are edge-to-edge, with a small 
spacing between them, and a third, which is a 
conducting surface on the plate being levitated. This 
third conductor is a distance d from the other two. 
The capacitance C of this arrangement is a function 
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resonator is to combine levitation with a BVA-type 
structure, e.g., as shown conceptually in Fig. 10 [84]. 

Fig. 9 Diagram illustrating levitation [78-80]. 

of the gap dimension d. The plate is in stable 
equilibrium with respect to vertical displacements 
when the LC-circuit is driven at an angular fre- 
quency co = (LC)"1/2. This method is open-loop, i.e., 
no feedback sensor is used. The concept has been 
demonstrated experimentally via the levitation of a 
24 mm x 24 mm x 180 urn microscope cover slide. 

It has been shown [78] that when the plate is 
displaced vertically, there is a restoring force, i.e., 
the plate is in a potential well (in the vertical 
direction). This confinement is similar to that used 
for ion traps [81,82]. It has also been shown [80] 
for a flat plate, that with four sets of levitation 
electrodes, it is possible to obtain stability in all six 
degrees of freedom required for a rigid body. 
Moreover, for capacitor plate area A, and a driving 
voltage V, the vertical levitation force F is 
proportional to AV2d"2. It is possible to levitate a 10 
MHz 3rd overtone SC-cut resonator with V ~ 10 V at 
a few micrometers gap distance. 

In the currently used electrodeless (BVA) resonators 
[28,83], the gap between the electrodes and the 
plate is 5 u.m on either side of the plate, and the 
next generation BVA resonators are expected to use 
1 u.m gaps [83], so the BVA gap dimensions are 
highly compatible with the dimensions needed for 
levitation at reasonable voltages. Moreover, the 
frequency of an electrodeless resonator depends 
only on the sum of the two gaps [63,83], i.e., a slight 
displacement of the plate in the gaps does not affect 
the frequency (e.g., if two equal 5 urn gaps are 
changed to a 4 u.m gap on one side and a 6 urn gap 
on the other, the frequency is unaffected). 
Therefore, slight displacements of a levitated plate, 
e.g., due to vibration, ought not affect the frequency. 
One possible way to approximate the ideal 

Fig. 10 One approach to combine levitation with the 
BVA style resonator. From [84]. 

The area on which the levitation electrodes are 
deposited are outside the active area of the 
resonator, separated from the active area by quartz 
bridges. The levitation frequency can be derived 
from the oscillator frequency. 

An interesting side effect of levitation is that heat 
losses from the resonator are limited to radiation 
losses. The amount of energy needed to heat the 
resonator to the turnover temperature is small, and 
the thermal time constant for heating the resonator 
to its turnover temperature is short, e.g., when 
heated in the thickness direction by IR radiation [85], 
the time constant is a fraction of a second, even for 
a 5 MHz 5th overtone SC-cut resonator. The time 
constant is proportional to the square of the plate 
thickness, so the time constant for warmup can be in 
the milliseconds for high frequency resonators, 
whereas the time constant for cooling is much 
longer, due to the small thermal conductance to the 
outside. 

Conclusions 

We have explored many parameters that affect the 
stability of quartz crystal oscillators and find only two 
significant fundamental limits to stability, Johnson 
noise of the resonator, and phonon scattering within 
the resonator. Current technology appears to be 
sufficient to significantly reduce the effects of all 
other parameters on frequency stability below the 
best presently available in quartz oscillators. We 
expect advances in quartz (and possibly other) 
materials, resonator design, fabrication methods, 
and electronics to make possible crystal oscillators 
of greatly improved stability in the future. 
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Abstract: Levels of flicker fluctuations of VHF 
quartz crystal resonators parameters have been obtained 
from experimental data.For the same resonators 
nonlinear model characteristics have been measured.lt 
turned out that resonators with unusual nonlinearity 
characteristics had very high levels of parameters 
fluctuations. 

The data reported in this paper are the result both 
in-bridge and in-oscillator measurements for 5th overtone 
AT-cut quartz crystal resonators operating at 140 MHz. 

The in-oscillator phase noise measurement results 
for 92 resonators are presented as functions of their 
unloaded Q-factors and series resistance Rs.The results 
show that on the average phase noise goes down when Q 
and 1/RS go up.But a scattering of the phase noise levels 
for resonators with the same Q and Rs is more than 
average lowering.An approach to these results 
explanation and quartz resonator noise model 
development is suggested. 

Introduction 

Oscillators employing bulk acoustic wave quartz 
crystal resonators operating in the frequency range 40 - 
160 MHz have been widely used as sources of 
oscillations with low phase noise for Fourier 
frequencies higher than 20 -30 Hz [l].To decrease the 
phase noise due to active devices one has to use the 
resonators under rather high drive levels.Therefore 
nonlinear effects in the resonators have to be taken into 
consideration.They give rise to amplitude -frequency 
conversion which increases the phase noise.If it were 
the only reason of drive level limitation and sources of 
l/f noise in transistors were the only cause of phase 
fluctuations the phase noise levels in VHF quartz crystal 
oscillators had to be lower than they are really 
[2].Experimental study of VHF oscillators with quartz 
resonators of the same type have shown that their 
phase noise levels had variations up to 20 - 30 dB with the 
lowest levels close to the ones predicted by theory 
based on calculations of transistors noise sources 
influence. 

The aim of this work was to understand the causes 
of the excess phase noise and to look for opportunities 
to lower it. 

It seemed evident that the cause of the excess phase 
noise   could   be   l/f frequency   fluctuations   in quartz 

resonators.They were measured and investigated since 
1974 [3,4], but up to 1985 the main attention was payed 
to HF resonators with very high unloaded Q and very 
low drive level.First theoretical models were also based 
on the data for such resonators [5-7]. 

At the beginning of our work it was necessary to 
measure l/f frequency fluctuations in VHF resonators 
used as passive devices.lt was planned also to find out 
the level of resonator model series resistance Rs 
fluctuations. 

It was important to know a dependence of series 
resonant frequency fg on the amplitude of the current 
through a dynamic branch of the resonator circuit 
model.It could be useful to find out if there was some 
interconnection between frequency fluctuations level and 
nonlinearity of the resonator. 

An interpretation of the measurement results was 
given basing on the nonlinear circuit model of a quartz 
crystal resonator suggested by J.Gagnepain and 
R.Besson [8].We assumed that linear parts of its elements 
LS,CS,RS were fluctuating and calculated these 
fluctuations basing     on     the     results     of    our 
measurement.This approach gave an opportunity to 
calculate an amplitude and phase fluctuations in quartz 
crystal oscillator with nonlinear resonator [9]. 

Since 1985 some papers containing data about l/f 
frequency fluctuations in VHF resonators have been 
published [10 - 16].But there is no yet a noise model of 
quartz resonator that could explain all basic 
experiments [12 - 15].We suppose that measurements of Rs 

fluctuations could be useful to create such model. 

Measurement Systems 

The fluctuations measurement system block 
diagram is shown in Fig. 1.It consists of the reference 
oscillator (RO),limiting amplifier (LA) with low 
amplitude and phase noise,power divider (D), two test 
fixtures,two low flicker noise RF amplifiers (RFA),phase 
shifter (PS),phase detector (PD),two amplitude 
detectors (AD) ,two low noise video amplifiers (VA) 
one of them subtracting the AD outputs and spectrum 
analyzer. 

One of the test fixtures contains a resonator under 
test, capacitor Cc compensating lead inductances of 

the resonator, variable inductance Lc that could 

compensate a   resonator   static capacitance Co, resistors 
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Figure 1. Block diagram for measurement of crystal 
resonator parameters fluctuations 

Rj and R2 that were chosen to achieve a necessary 
drive level,the best sensitivity and accuracy of the 
measurement.The other test fixture contains a resistor R3 
equal to Rs.It is inserted instead of the resonator, 
capacitor Cc and inductance Lc. The reference oscillator 
could be tuned to adjust its frequency in the bandwidth 
of each quartz resonator. 

A quartz resonator for the reference oscillator was 
selected from the whole set of the resonators under 
test. It   had   the   lowest   1/f frequency fluctuations. 

Inserting of amplitude detectors in the 
measurement system is the main feature that differs our 
system from the ones presented in [3,4,14].It gave an 
opportunity to get additional information about 1/f 
fluctuations in quartz resonators. Subtracting of 
amplitude detectors output signals helped to reduce 
an influence of amplitude fluctuations of driving 
oscillations. 

Nonlinearity of each resonator was investigated by 
means of dynamic measurements of its amplitude- 
frequency and phase - frequency responces under 
different drive levels.The measurement system 
consisted       of    frequency       synthesizer, limiting 
amplifier,adjustable attenuator,test fixture similar to the 
one shown in Fig. 1,voltmeter and phase meter connected 
with X-Y recorders.A set of the responces has been 
obtained for each resonator under different drive 
levels.From this set a dependence of zero phase shift 
frequency fs on the resonator current amplitude Iq at this 
frequency has been found.The function fs(Iq) was 
considered as characteristic of the resonator 
nonlinearity. 

Quartz resonator model and basic ideas 
of the experiments 

A circuit model of a quartz resonator used for 
planning of our experiments and data interpretation is 
shown in Fig.2. Basing on the paper [8] we 
considered Lsn   Csn, Rsn as nonlinear   elements    that 

LSn    "Cm   R 

'1/2 

m   "-sn 

Figure 2. Circuit model of a crystal resonator 

depended on the charge qq(t) and current iq(t)=dqq/dt 
flowing through dynamic branch 

Lsn = Ls(l + yLiq2),   Csn= CyO+ycovV), (1) 

Rsn = Rs (1 + ßiq2), (2) 

YL= - a(l + Q), ye = a0 " Q)> a>ß " constants that depend 
on the material and geometry of the resonator . 
Using (1) and (2) one can obtain a series resonant 
frequency fs as a function of the current amplitude Iq 

(fs " fsOXfsO = «Iq2/(1 - 2aQIq2), (3) 

where      fsU = 1/2TWLSCS.       If   2aQIq
2   «1,        then 

(fs- fsOVfsO « «Iq2- (4) 

As the   dependence   fs(Iq)    gives   rise   to    the 

amplitude - frequency conversion of fluctuations it was 
important to extract it from dynamic measurements with 
the resonator being not in thermal equilibrium.If 
there were some defects in the resonator that had 
influence both on its nonlinearity and its fluctuations we 
expected to notice it. 

We assumed also that the elements LS,CS,RS of the 
model Fig.2 had fractional 1/f fluctuations w^/t), 
wc(t), wR(t) and so 

Ls = Ls0 (1 + wL(t)),   Cs = Cs0 (1 + wc(t)), (5) 

Rs = Rs0 (1 + wR(t)). (6) 

It was not possible to distinguish between influence of 
WL(0 and wc(t) in our experiments. We could measure 
only an influence of 

wx(0 = wL(t) + wc(t) (7) 

and wR(t). 

For the test circuit shown in Fig. 1 transfer functions 
from wx(t) and wR(t) to fractional amplitude 

fluctuations m(t) and phase fluctuations \|/(t) of the 
output voltage were found.They were obtained under 
assumption that formula (4) could be used and are given 
in Appendix. 
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Figure 3. Measurement results of series resonant 
frequency shift as a function of resonant 
current amplitude 

For the case when a reference oscillator 
frequency ca is equal to cas= 27ifs, «sLc= l/^sCo- 
nonlinearity influence is negligible one can get from the 
Appendix simple formulae for power spectral densities 
Sm(f),    Sw (0,    SwX(f) and    SwR(f)    of   the random 

functions m(t), v|/(t),   wx(t) and wR(t) 

Sm(0 = SWR(0/(1 + a)2, 

SvyCO^SwxCQ/O+a)2, 

(8) 

(9) 

where a = (Rj+ R2)/Rs- 
Fractional series resonant frequency 

fluctuations   y(t) = Afs(t)/fs are connected with wx(t) by 
formula y(t) = 0,5wx(t).So one can find from (8) and (9) 

SWR(0 = 0 + a)2Sm(0. 

Sy(0 = (l+a)2Sv|/(f)/4Q2. 

(10) 

(11) 

Using (10) and (11) one can find basic noise 
characteristics of quartz resonator from results of 
measurement. 

Measurement   results 

The resonators under test had fs close to 140 MHz 
(5th overtone,AT-cut crystal). 

Results of measurement of fractional frequency shift 
(fs - fso)/fsO as a function of Iq are shown in Fig.3.Most of 

the resonators had these functions close to the function 
(4) (curves 1,2,3 in Fig.3). Resonators with such 
nonlinearity are called further regular ones.But there were 
some resonators that had very significant distinction of 
their nonlinearity characteristics from the function (4) 
(curves 4,5 in Fig.3).These resonators are called irregular 
ones. 

Fig.4 and 5 show typical results of Sm(f) and Sv|/(f) 
measurement for the investigated set of 
resonators.Scattering of these power spectral densities for 
different resonators of the same type reaches 25 
dB.(Power dissipated in each crystal was close to 0.5 
mW).Nonlinearity influence estimated for regular 
resonators was negligible. 

It turned out that all irregular resonators had high 
level both Sv|/(f) and Sm(f). Scattering of Sv|/(f) and Sm(f) 
in the set of regular resonators was about 16 dB. 

Basing on these rezults and using (10) and (11) one 
could find power spectral densities SWR(I) and Sy(f). For 

example resonator N2 had Q = 85x103 and Rs= 36 

Ohm.In the test circuit we had R1+R2 = 18 Ohm. So 
a=0.5 and from curves 2 in Fig.4 and 5 one can obtain 

SwR(f)= 1.1x10-'2/f, 

Sy(f) = 2.1xl0-22/f. 

(12) 

(13) 

The power spectral densities for the best resonators of the 
set were 5 - 6 dB lower.For the worst ones they were about 
10 dB higher. 

Some measurements have been done in oscillator 
similar to the one presented in the paper [l].It has been 
ajusted so that oscillations frequency was equal to fs and 
resonator power dissipation was close to 0.5 mW.The 
results of in-oscillator measurement of phase noise power 
spectral density S^f) were compared with results of 
calculations based on in-bridge measurement S^,c(f)-The 
value of S,j,c(f) was found using an apporximate formula 

S^c(0 = [(1 + a)fs/2Qf]2Sv(,(0. (14) 

The results of the comparison are shown in Fig.6 for the 
same resonators as were characterized by Fig.2-5.For 
regular resonators the values of S^f) and S^f) were 
close.For irregular ones they differed significantly.As a 
rule Sty (0 was higher than S,j,c(0- 

In this oscillator the values of S^f) with f = 1 kHz 
were measured for all 92 resonators of the set. Fig.7 and 8 
show the results in the planes (Q, S^ ) and (1/RS, S^ ).They 
show both average biases of the measured values 
considered as functions of Q and 1/RS and scattering. 

Discussion 

The main objective of our work was to contribute in 
understanding of 1/f fluctuation sources in quartz crystal 
resonators.For 20 years since the paper [3] was published 
several models were proposed.The discussion of the 
experimental data and models given in papers [12 - 15] has 
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fm 10     f  [Hz]      10' 
Figure 4. Measurement results of fractional amplitude 

fluctuations for 140 MHz AT-cut quartz 
resonators ( sensitivity curve) 

Figure 5. Measurement      results     of    phase       shift 
fluctuations for 140   MHz     AT-cut     quartz 
resonators ( sensitivity curve) 

shown that there are several sources of the fluctuations in 
real resonators [14,15].It seems reasonable to suppose that 
1/f fluctuations are caused by localized defects of the 
crystal distributed in its active volume [13,15,16].They give 
rise the elasticity.density and acoustic energy dissipation 
fluctuations.So the circuit model parameters have to 
fluctuate. Using this approach one can explain results of 
the experiments presented in this paper. 

When the defects concentration becomes high one 
can expect to notice their influence on nonlinearity of the 
resonator.In this case 1/f parameters fluctuations have to 
be high.That is what we see in Fig.3,4,5. 

The measurements (Fig.4,5) have shown that on the 
average the resonators having higher S^f) have also 
higher Sm(f).But when we compare two resonators a 

difference between levels of S^f) is not equal to a 

difference of Sm(f) It could be explained by dependence of 
each defect contribution in resonant frequency and energy 
dissipation fluctuations on its position in active volume. 

Direct measurements of SwR(f) and Sy(f) for the 

same resonator give an opportunity to compare the 
calculations   of  Sy(f)   based   on   the   paper   [5]   with 

£ 
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Figure 6. Comparison of power spectral density 

measured in oscillator S<|>(f) with the one 
calculated on the base of in-bridge 
measurement S(|)C(f) 
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Figure 7. Results      of      in-oscillator    phase     noise 
measurements for 140 MHzAT-cut resonators 
as    functions   of their   Q.   (Crosses are 
double points) 

experiment.Using formula (12) from [5] one can obtain 
Sy(f) = SwR(f)/4Q4. For the resonator N2 this formula 

and measurement result (12) give Sy(f) = 5,8x10"33/f. It is 
not consistent with experimental result (13).So we have to 
assume an independent influence of fluctuation sources 
both on the resonant frequency and on energy dissipation. 

The results of measurement presented in Fig.7,8 show 
that on the average the values of S^f) change 

approximately as 1/Q4 and Rs (dotted lines in Fig.7 and 
8).But scattering of the results was more than average 
lowering and the lowest value of S^(f) was obtained with 
resonator that had not the highest Q or lowest Rs.The 

scattering of measured values was the same both in-bridge 
and in-oscillator measurements. 

Comparing these data with results presented by 
M.Driscoll and W.Hanson (Fig.3 in the paper [14]) one 
can see that an average level of S<j,(f) in [14] is lower but 

the scattering of results is almost the same. 
It seems important to develop a model of 1/f 

fluctuations in quartz crystal resonator that could explain 
their scattering for resonators with the same values of Q 
and Rs. 

Conclusion 

Measurements of resonant frequency and equivalent 
resistance fluctuations of VHF AT-cut quartz crystal 
resonators have been carried out with resonators inserted 
in passive circuit.Results of frequency fluctuation 
measurement were used to estimate a phase noise of 
oscillators and compare them with direct measurement.In- 
oscillator phase noise measurements have been done for 
92 resonators of the same type and interconnection 
between the noise level and resonator parameters (Q and 
Rs) was discussed. 

Figure 8. Results    of    in-oscillator    phase        noise 
measurements for 140 MHz AT-cut resonators 
as functions of their Rg (Crosses    are double 
points) 

Special attention was payed to scattering of 
fluctuations levels for resonators with the same values of 
Q and Rs that is more than for example average lowering 

of this levels with Q growing. 
For resonators of the same set dynamic measurements 

of series resonant frequencies fs as functions of resonant 
current amplitude Iq have been done.lt was found that 
there  were  some resonators  that  had  these functions 

sufficiently differing from usual ones and these resonators 
had very high levels of 1/f parameters fluctuations. 

It is supposed that results of the experiments could be 
explained basing on the model with localized sources of 
resonant frequency and energy dissipation fluctuations 
distributed in active acoustic volume of resonator. 

Acknowledgements 

The authors would like to acknowledge T.Boldyreva 
for valuable discussion and help in this paper preparation. 

Appendix: Transfer Functions 

Transfer functions from wx(t),wR(t) to the values 

\|/(t),m(t) measured in the test circuit shown in Fig.l are 
designated K(wx,v|/;jO), K(wR,m;jfi), K(wx,m;jO) and 

K(wR,v|/yO),where Q = 2n;f.They were obtained under 

next assumptions: co = cos, where CD is a frequency of the 

reference oscillator, cosCo=l/cosLc, c>sLi=l/cosCc. 

Introducing designations 

T = 2Q/cos, (Al) 

N(jQ) = 1 + a + jQT +(2.25ß - 1.5aQjOT)Iq2> (A2) 
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Dön) = N2(jn) + (1.5aQIq
2)2, (A3) 

one can present the transfer functions in the form 

K(wx,v|/;jQ) = - QN(jQ)/D(jn), (A4) 

K(wR,m;jQ) = - N(jO)/D(jQ), 

K(wx,m;jQ) = 0, 

K(wR,v|/;j£2) = - 4.5<xQIq2/D(jn). 

(A5) 

(A6) 

(A7) 

Transfer functions for quartz resonator linear model 
can be obtained from (Al - A7) if a = ß = 0 . For low 
Fourier frequencies ( (OT)2 « (1+a)2 ) one can put in 
(A2 - A7) Q = 0 and get the formulae used to obtain (8) 
and (9). 
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Abstract 

Flicker noise measurements on 40 additional two- 
port, ion etched groove SAW resonators (giving a total of 
56 devices) have confirmed that resonators with large 
active acoustic areas exhibit lower \lf noise levels than 
smaller devices. The observed noise levels vary inversely 
with the size of the SAW resonator. It has also been 
observed that there are no large differences in the \lf 
noise levels of devices fabricated on either different 
grades of quartz or on swept and unswept material. 
Previous estimates of the active acoustic area (or volume) 
of a SAW resonator were based on the dimensions of 
rectangular acoustic energy profiles that had the same 
peak energy density and the same total energy as the 
actual resonator. More precise calculations of device 
acoustic volume are presented herein using perturbation 
theory to correctly handle the non-uniform acoustic 
energy distributions in a SAW resonator. 

Introduction 

Previously reported measurements of \lf (or flicker) 
frequency noise in groups of eight [1], [2] and sixteen [3] 
two-port, 450 MHz ion etched groove SAW resonators 
have indicated that there is an inverse size dependence to 
the observed noise level. Specifically, the spectral 
density of frequency fluctuations, SJf), decreases as the 
active acoustic area of the resonator increases. These 
measurements were made on resonators that varied in 
size by approximately a factor of four. The observed size 
dependence is consistent with frequency noise that 
originates in the quartz from localized, independent 
velocity   fluctuations   whose   dimensions   are   small 

f Current address: 
National Institute of Standards and Technology 
Time and Frequency Division 
325 Broadway 
Boulder, CO 80303 USA 

compared to the in-plane dimensions of the SAW 
resonators [l]-[3]. This size dependence has now been 
further substantiated by measurements on 40 additional 
SAW resonators. These new resonators extend the range 
of device sizes to more than a factor of ten. The flicker 
noise levels of devices fabricated on four different grades 
or types of quartz have also been measured and no 
statistically significant difference was observed. 

It has also become clear that calculating the effective 
active area in SAW devices with non-uniform energy 
distributions requires special care. Techniques for 
calculating the effective averaging areas of typical SAW 
resonators are also presented in this paper. 

Devices and Measurements 

The data on 1//"noise levels of the 40 additional 450 
MHz SAW resonators comes primarily from residual 
noise measurements on the devices. The fabrication 
parameters and measurement techniques are described in 
detail in Refs. 2 and 3. Figure 1 illustrates the basic 
design of the 450 MHz two-port SAW resonators used for 
these measurements. All devices contained 49 fingers in 
each unapodized transducer and 1000 ion etched grooves 

K -Effective Cavity Length- 

\t 7CU *\^2oX   >[< -70X H 

I ••■ 1 I 5^/81 ■ 111 
000 Grooves 

49 Fingers 49 Fingers 

Figure 1.   Illustration of the different two-port SAW 
resonator designs. 
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Table 1 

SUMMARY OF 450 MHZ RESONATOR DESIGN PARAMETERS AND PERFORMANCE DATA 
(56 Devices Total) 

F = 449.68 MHz ± 120 kHz X = 1.0l microns 

Design 
Ident. 

No. of 
Dev. 

Finger 
Overlap 

Effec. Cavity 
Length 

Active Acoustic 
Area (X2) 

I.L. 
(dB) 

QL Qu 

A 12 60A. 160X. 9.6xl03 8.0 13,200 21,800 

B 12 90X. 190X 1.71xl04 6.4 11,900 21,800 

C 4 180X, 190X. 3.42xl04 5.3 6,450 14,500 

D 4 90A. 390X 3.51xl04 10.6 16,550 22,850 

E 12 180X 390X. 7.02xl04 7.7 11,575 20,675 

F 12 360X. 490X 1.76xl05 5.7 9,800 20,900 

in each grating reflector. Only the acoustic aperture and 
the separation between the transducers were changed 
among the various designs. Table 1 summarizes some of 
the design and performance parameters of the six 
different designs. The parameters listed (from left to 
right) are the design identifier, number of devices 
measured, finger overlap (acoustic aperture), effective 
cavity length, active acoustic area, insertion loss, loaded 
Q and unloaded Q. The designs identified as B through 
E were used for the measurements in Refs. 1, 2 and 3. 
Designs A and F are new and provide noise data over a 
wider range of device sizes. The active acoustic area as 
listed in Table 1 is the product of the finger overlap and 
the effective cavity length, and covers a range of almost a 
factor of twenty from the smallest to the largest devices. 
Data for the 16 devices from Ref. 3 is included in Table 1 
along with the data for the 40 new devices, bringing the 
total to 56. 

All of the A, C, D, and F device designs were 
fabricated on Premium Q cultured quartz. However, six 
of the twelve resonators for each of the B and E designs 
were fabricated on other types or grades of quartz. 
Specifically, two devices for each of the B and E designs 
were fabricated on swept Premium Q, Super Premium Q, 
and swept Super Premium Q material. All material was 
Pure Z and all of the substrates were cut and polished by 
the same vendor. Therefore, of the twelve devices listed 
in Table 1 for each of the B and E designs, six of the 
devices were on Premium Q material, two were on swept 
Premium Q, two were on Super Premium Q, and two 
were on swept Super Premium Q. 

Calculation of Effective Averaging Area 

As discussed in Refs. 1, 2 and 3, the observed size or 
area dependence of the flicker noise can be explained by 
the presence of a large number of independent, localized 
velocity fluctuations in the quartz. The acoustic energy 
of the surface wave is coherent over the entire active 
acoustic area, but the velocity fluctuations are not. 
Therefore, the spectral density of the fractional frequency 
fluctuations of the resonator is reduced with respect to 
the spectral density of the fractional velocity fluctuations 
of a single noise source by the number of independent 
noise sources contained within the active area of the 
resonator. In effect, the influence of the velocity 
fluctuations on the resonator frequency is averaged to a 
lower level over the entire size of the resonator due to the 
incoherent nature of the noise sources. Thus an area (or 
volume dependence) is obtained. 

If the acoustic energy distribution in a SAW 
resonator were rectangular (a constant energy density in 
some locations and zero everywhere else), the calculation 
of the noise level reduction would be trivial. It would be 
simply l/iVs, where Ne is the number of independent 
noise sources contained within the active acoustic area. 
This is illustrated in Eq. 1 below (from Ref. 3) 

Sy(f) 

where  SJf) 

^W)=^W), (1) 

ryy is the spectral density of frequency 
fluctuations of the resonator, s is the average separation 
between independent noise sources, Vol is the volume of 
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the active acoustic region, Ne is the number of 
independent noise sources in the active acoustic region of 
the resonator, and Sv(f) is the average power spectral 
density of fractional velocity fluctuations in a single noise 
element. However, since the energy distribution in a real 
resonator is not rectangular, a more sophisticated method 
of calculation is necessary. One approach is to use 
perturbation theory. 

Following the method of Auld [4], the basic concept 
is that the fractional frequency fluctuation of the 
resonator, AF/F, caused by a single local velocity 
fluctuation is weighted by a factor equal to the ratio of 
the local acoustic energy density to the total acoustic 
energy contained within the resonator. This is illustrated 
in Eq. 2 

AF    y-EdAVol 
(2) 

where AV/V is the average local fractional velocity 
fluctuation, Ej is the local acoustic energy density, AVol 
is the volume of the local velocity fluctuation, and Ej is 
the total acoustic energy contained in the resonator. Ej 
is given by Eq. 3. 

ET=Y,EdAVol (3) 
Vol 

The frequency fluctuations of the resonator caused 
by all of the velocity fluctuations are obtained by a 
summation over the entire volume of the resonator. If 
the velocity fluctuations were coherent over the resonator 
volume, and AV/VSs, small, then this would yield 

(fH Vol  

X^AFo/ 
AV 

V ' 
(4) 

Vol 

The fractional frequency 
the   fractional   velocity 

which is exactly as expected, 
fluctuations are equal to 
fluctuations. 

If the velocity fluctuations are not coherent over the 
entire acoustic volume, the square of the resonator's 
fractional frequency fluctuation caused by all of the 
localized velocity fluctuations is calculated by summing 
the squares of the individual weighted velocity 
fluctuations, as shown in Eq. 5. It is again assumed that 
the magnitude of AV/V is the same for all of the localized 
velocity fluctuations, and that it also is much less than 1. 

,      .2     ,      .2 Y,{EdAVol) 
(5) 

.Vol 

In terms of spectral densities Eq. 5 can be written as 

Y,(EdAVol) 

W) = W)—  
^EjAVol 
Vol 

(6) 

Note that Sv(f) is the average power spectral density of a 
single velocity fluctuation. 

As in Refs. 1, 2, and 3, e is defined as the average 
separation between independent noise sources. 
Therefore, we can set AVol = e^ and also use JVS as the 
total number of noise sources in the resonator. Defining 
EE = ErfAVol, Eq. 6 can be written as 

W) = W) 
z*. 

(7) 

Note that EB is not a constant, but varies as a function of 
position in the resonator. 

It is useful to define a new parameter, AF(Ne), called 
the averaging factor which is shown in Eq. 8. 

Z(^)2 

_   N, AF{NE) 

Equation 7 can then be written as 

SJf) = AF(NE)Sv(f). 

(8) 

(9) 
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AF(N^) is a multiplicative factor which represents the 
amount by which the influence of the magnitude of the 
average spectral density of fractional velocity 
fluctuations, Sv(f), is reduced by averaging over the 
entire resonator to give the spectral density of frequency 
fluctuations for the resonator. Another way of 
interpreting AF(N^) is that it represents the amount 
SJf) is reduced relative to what it would be if the 
velocity fluctuations were coherent rather than 
incoherent (see Eq. 4). Note that the summation in the 
numerator of Eqs. 7 and 8 cannot be replaced by an 
integral since the finite size of the individual noise 
volumes, e^, is critical to calculating the averaging 
factor. 

Consider the hypothetical example of a resonator 
with a rectangular energy distribution (EE has a constant 
value inside the resonator, and is zero outside). Equation 
8 then becomes 

PBN-94-1414 

Effective Rectangular 
Energy Distribution 

^2Z(i)2 

AF(NE) = —^—2-^ 

Si 

_^_    1 
Ni     N, 

(10) 

This is the expected result from Refs. 1, 2, and 3. Since 
(VNe) = (e^/Vol), the correct volume, or size, 
dependence is obtained and the result is the same as Eq. 
1. 

A rectangular energy distribution does not accurately 
represent a real SAW resonator, so an attempt must be 
made to calculate AF(Ne) for distributions that more 
nearly reflect the actual situation in the SAW resonators 
under investigation. The distribution of the acoustic 
energy along the direction of the transducer fingers (the 
transverse direction) is not known exactly for extended 
cavity resonators, but it should be close to a cop function 
[5]. This is illustrated in Fig. 2 which shows only the 
right half of the acoustic profile since the energy 
distribution is symmetric about the center of the 
resonator. The X axis is shown in units of e. (Figure 2 
is shown for illustrative purposes and does not represent 
any of the designs discussed in this paper.) The dashed 
line represents an equivalent, or effective rectangular 
energy distribution that has the same peak energy density 
and the same total energy as the cop distribution. The 
width of the rectangular distribution is exactly half that 
of the cop distribution. The value of the averaging 
factor for the rectangular profile in Fig. 2, AFjiß), is 
\INZ = 1/6 = 0.167 since each unit on the X axis 

Figure 2.   Example    of   a    cop    acoustic    energy 
distribution. 

represents one independent noise source. (A^ = 6 rather 
than 3 since Fig. 2 shows only one-half of the acoustic 
aperture.) The averaging factor for the Ee = coP[(n 
/12)X] distribution, AFC(12), can be calculated 
numerically by using Eq. 8 and is found to be 0.125. The 
amount of averaging (or noise reduction) for the cop 
distribution is more than for the effective rectangular 
distribution, but is less than that of a rectangular 
distribution with the full width of the cop function 
(which would be 1/12 = 0.083). 

Another useful parameter to define is the size factor, 
SF(Ne), which is the ratio of the averaging factor of the 
effective rectangular distribution to that of the actual 
non-uniform distribution. For the example in Fig. 2 this 
is 

SFC(NS = 12) 
_ AFr(NE = 6) 

AFC(NE = 12) 
1.333. (11) 

The importance of the size factor is that it can be used to 
convert effective rectangular dimensions into effective 
averaging dimensions, which can then be used as if they 
were rectangular profiles to calculate the correct level of 
flicker frequency noise. Thus Vol in Eq. 1 can be 
replaced by Vola, which is an effective averaging volume 
calculated from effective averaging dimensions (see Eq. 
12 below). We, which is the effective rectangular width 
of the acoustic energy (and is equal to approximately 
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Table 2 

EFFECTIVE RECTANGULAR ENERGY AND AVERAGING DIMENSIONS FOR THE RESONATOR DESIGNS 

Design 

Ident (cm) 

SFC 

(Trans.) 

W 

(cm) 
Ce 

(cm) 

SFi 

(Long.) 
ca 

(cm) 
Ae 

(cm2) 
Aa 

(cm2) 

A 2.10xl0-2 1.333 2.80x10-2 1.12X10"1 1.30 1.46X10'1 2.35xl0"3 4.09xl0-3 

B 3.15xl0-2 1.333 4.20x10-2 1.33X10"1 1.24 1.65X10-1 4.19xl0"3 6.93xl0-3 

C 6.31xl0-2 1.333 8.41x10-2 1.33X10'1 1.24 1.65X10"1 8.39xl0"3 1.39x10-2 

D 3.15x10-2 1.333 4.20x10-2 2.73X10"1 1.10 3.01X10"1 8.60xl0-3 1.26x10-2 

E 6.31x10-2 1.333 8.41x10-2 2.73X10"1 1.10 3.01X10"1 1.72x10-2 2.53x10-2 

F 1.26X10"1 1.333 1.68X10"1 3.43X10"1 1.08 3.71X10"1 4.32x10-2 6.23x10-2 

one-half of the finger overlap) can be converted to an 
effective averaging width, Wa, by multiplying We by the 
size factor for the cos2 distribution (i.e., Wa = SFC-We). 
Wa can then be used to calculate Vola. As long as the 
acoustic aperture is much larger than e, the size factor for 
the cos2 distribution is very close to 1.333. This is 
assumed to be the case for all of the resonator designs in 
Table 1. 

The distribution of acoustic energy as the surface 
wave penetrates into the grating reflector is an 
exponential decay. However, the effective cavity lengths 
[6] given in Table 1 are based on effective rectangular 
dimensions. The apparent point of reflection for the 
gratings in the resonators used in this investigation is 
about 40 wavelengths (80 grooves) into each grating (see 
Fig. 1). This point is the distance into the grating where 
the acoustic energy has been reduced to a value equal to 
1/e times the value at the beginning of the grating. It is 
also equal to the dimension of an effective rectangular 
profile with the same total energy in the grating. The 
same technique used for the cos2 distribution can also be 
used to calculate the averaging factor, AFex(Ns), and the 
size factor, SFex, for an exponential function. The size 
factor, SFex, for an exponential decay is equal to 2.0 as 
long as the penetration distance of the acoustic energy 
into the grating is large compared to e. However, SFex = 
2.0 cannot be directly used to calculate the effective 
averaging cavity lengths, since all of the resonator 
designs have regions between the gratings in which the 
acoustic energy density is relatively constant. Thus the 
energy distribution along the longitudinal dimension is a 
combination of a central region with constant energy 
density bounded on both ends with regions of exponential 
decay. Equations 8 and 11 have been used to calculate 
longitudinal size factors, SFj, for all of the designs in 

Table 1 and they are listed in Table 2, along with the 
calculated  effective   averaging   dimensions   for   each 
design.     We and Wa in Table 2 are the effective 
rectangular and effective averaging widths of the 
resonators, respectively, and Ce and Ca are the respective 
effective rectangular and averaging cavity lengths. Ae 

and Aa are the respective areas of the resonators (Ae = 
WeCe andAa=WaCa). 

The distribution of the SAW energy density down 
into the substrate can also be approximated by an 
exponential decay in which ~ 80% of the acoustic energy 
is confined within one wavelength of the surface. The 
effective rectangular distribution has a penetration depth, 
de, of about 0.5 X, but the effective averaging penetration 
depth, da, is closer to 1.0 X since the energy distribution 
nearly follows an exponential decay. (Calculated from 
depth profiles in Ref. 7.) 

Sy(f) can be calculated for realistic SAW resonators 
by using in Eq. 12 the effective averaging dimensions 
calculated above and shown in Table 2. 

Sy(f)- 
J_ 
VoL W) = <? 

WaCada 
W) 

W) (12) 

Equation 12 yields a more accurate estimate of the size 
dependence of the power spectral density of frequency 
fluctuations than obtained from the use of effective 
rectangular dimensions in Eq. 1. 

The effective averaging dimension into the depth of 
the substrate is the same for all devices measured as part 
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of the size dependence experiments since all of the 
resonators were at the same frequency (450 MHz). 
Therefore this dimension does not enter into the size 
dependence. The exact transverse energy profiles are not 
known for these designs and it is not absolutely certain 
that they are the same for each design. Until the profiles 
are measured it has been assumed that they are close to 
the cos^ function discussed in this section. Therefore, 
the effective averaging dimensions in the transverse 
direction are simply scaled from We (where We is one- 
half of the finger overlap) by a constant factor for all of 
the designs. However, this is not true for the 
longitudinal dimension where the various designs have 
different size factors as indicated in Table 2. As will be 
discussed in the next section, this affects the relative 
sizes of the different designs. 

Experimental Results 

The first phase of the measurement program is 
illustrated in Fig. 3 which shows the measured values of 
Sy(f) at / = 1 Hz as a function of device area for the 
original set of 16 resonators from the middle four designs 
[3]. Four devices of each design were evaluated. The 
device areas used for this figure are simply the products 
of the finger overlaps and effective cavity lengths given 
in Table 1. (Data using effective averaging dimensions 
is presented later in this section.) The solid line in Fig. 3 
represents a 1/A dependence, and the size dependence of 
■Sy(/) is clearly visible. This figure is repeated from Ref. 
3 since the data was obtained from both residual noise 
measurements  on  the  resonators,  as  well  as  from 
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450 MHz Resonators 

• - Average of complete data set 
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0.006   0.010     0.020 

A(cm2) 

0.040 

Figure 3. Measured values of Sy(f) as a function of 
device area for the original set of 16 
resonators. 

oscillator noise measurements in which each resonator 
was installed in the same oscillator circuit. The size 
dependence is present in both the resonator and oscillator 
measurements, therefore reducing the possibility that it is 
a measurement artifact. The following data in this 
section was obtained only from residual noise 
measurements on the SAW devices. 

The next phase of the investigation was to evaluate 
the \lf noise for several different grades or types of 
quartz. As discussed earlier, B and E design devices 
fabricated on swept and unswept Premium Q and Super 
Premium Q materials were tested. Figure 4 shows the 
results of the measurements. The distribution of 
measured values of Log[/lrfS(X/=lHz)] is shown for the 
different qualities of quartz. The parameter A^Jf) is a 
size corrected flicker noise value and was used to remove 
the effect of the size difference between the B and E 
designs (Aa is in units of cm^). The median value 
indicated by the dashed line was determined from the 
complete set of Premium Q devices from the A through E 
designs (32 devices). (The F design devices were not 
used for reasons discussed later.).   Data from twelve B 
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u 

■> a> 
Q 

a n 
E 
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3 - 
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-25.0 -24.5 -24.0 -23.5 
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Figure 4. Distribution of measured values of 
AtfSJf=lHz) for four different grades or 
types of quartz. Only the B and E designs 
were used. 
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and E design devices is shown for the unswept Premium 
Q material, but there are only four devices for each of the 
other types of quartz. Though the sample size is small, 
there does not appear to be any statistically significant 
difference (4 dB or larger) in the noise levels from the 
various types and grades of quartz. Many more devices 
would have to be measured to resolve average differences 
on the order of only 1 or 2 dB. One point worth noting is 
that the swept Premium Q sample, which gave the lowest 
average noise level, was over five years old, whereas all 
of the other material was new. There was no significant 
statistical difference in the values of A^y{f) between 
the B and E designs. 

Figure 5 shows the measured values of SJf=lHz) 
versus Ae (the effective rectangular area) for the 
complete set of 56 devices. (Note that Ae in Fig. 5 is just 
0.5^4 in Fig. 3.) Maximum, mean, median and minimum 
values are shown for each design. The different grades 
of quartz have been included in the data in Fig. 5 since 
they did not exhibit any significant difference in noise 
levels. The solid line represents a \IAe dependence. The 
size dependence is still clearly evident even for the larger 
range of sizes in Fig. 5. However, the slope of the 
experimental data appears to be slightly shallower than 
that of the solid line, and the F devices have a higher 
noise level than expected. 
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Figure 5. Measured values of SJf) versus equivalent 
energy area for the complete set of 56 
devices. The solid line shows a 1/Ae 

dependence. 

Figure 6 shows the same noise data as that in Fig. 5, 
but now plotted as a function of Aa, the effective 
averaging area (shown in Table 2).    This is a more 

accurate estimate of the effect of device size on the 
amount of noise averaging. The slight change in relative 
size improves the fit between the experimental data and 
the \IAa line. Note that the D and C devices have 
reversed their order and are now more consistent with the 
\IAa dependence. Only the F devices continue to show a 
significant deviation from the expected behavior (see 
discussion below). 
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Figure6. Measured values of SJf) versus effective 
averaging area for the complete set of 56 
devices. The solid line shows a \IAa 

dependence. 

Several steps were taken to further ensure that the 
size dependence was not an artifact of the measurement 
or testing procedures. All of the residual noise 
measurements were conducted with +13 dBm of rf power 
incident on the SAW resonators, whereas oscillator 
measurements were made with approximately +15 dBm 
incident power. Obviously, under these conditions, the 
smaller devices had higher acoustic power densities 
during the measurement process than the larger devices. 
Figure 7 shows measured flicker noise levels on three E 
design devices for different incident power levels. The 
data in Fig. 7 clearly shows that there is essentially no 
power dependence. The data would have to show a 
power dependence similar to that indicated by the solid 
line in order to give the appearance of the observed size 
dependence. 

As discussed in Refs. 1, 2, and 3, all of the devices 
were burned-in to reduce flicker noise levels [8]. The 
burn-in power was adjusted for each design to produce 
the same energy density (stress level) in each type of 
device.   The data presented in Figs. 3 through 7 is all 
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Figure 7. Measured values of SJf) as a function of 
incident test power level for three different 
resonators. 

post burn-in data. However, we must be certain that the 
burn-in process did not create the apparent size 
dependence. If the relevant parameter for the burn-in 
were not energy density, but rather incident rf power 
level, then the lower noise levels may have been created 
in the larger devices because they were bumed-in at 
higher power levels. To test for this possibility, the 
flicker noise levels were also measured on each device 
prior to burn-in.   This data is shown in Fig. 8 on the 
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Figure 8. Measured values of SJf) versus effective 
averaging area for the complete set of 56 
devices before burn-in. The solid line shows 
a \IAa dependence. 

same scale as the post burn-in data in Fig. 6. Though 
there is considerably more scatter to the data, the size 
dependence is definitely present on the A through E 
designs even before the burn-in process. This is 
particularly evident in the minimum observed values. 
Thus it is clear that the size dependence was not created 
by the burn-in process. A careful comparison of the data 
in Figs. 6 and 8 also clearly shows the value of the burn- 
in process. 

The data in Fig. 8 shows very high noise levels for 
the F design devices, even though these were very large 
resonators. However, comparing Figs. 6 and 8, it can be 
seen that the burn-in process reduced the average noise 
level for this design by almost 10 dB, the largest 
reduction of any of the designs. The level of the noise 
process that is reduced by the rf burn-in was originally 
very high (relatively speaking) in these devices and may 
not have been reduced to a negligible level by the burn- 
in. Therefore, it is possible that the post burn-in data for 
the F design is corrupted by the presence of an additional 
noise process and consequently does not represent the 
size dependent process in the quartz. This is the reason 
the data from the F design devices was not included in 
the calculation of the median value shown in Fig. 4. 

In Ref. 3 there is an extensive discussion of how the 
size dependent flicker noise in SAW resonators can be 
modeled when the penetration depth, da, of the acoustic 
energy is less than e. The dependence on Aa in Eq. 12 is 
valid for all values of da as long as the in-plane resonator 
dimensions are large compared to e. However, the 
dependence on da in Eq. 12 is valid only for the case 
where da is greater than e, which does not appear to be 
generally true Flicker noise data from residual noise 
measurements on SAW resonators ranging from 401 to 
915 MHz is also presented in Ref. 3, and volume 
corrected flicker noise levels are plotted versus 
penetration depth. However, Fig. 8 in Ref. 3 was made 
using equivalent rectangular dimensions which have 
been shown herein to be incorrect. Figure 9 in the 
present paper shows the same data from Ref. 3, but now 
plotted using effective averaging dimensions. As in Ref. 
3, the data is consistent with the penetration depth being 
less than e, but since da is approximately two times 
larger than de, it now appears that e must be larger than 
about 7 to 10 microns, rather than 3 to 6 microns [3]. 
The data in Fig. 9 is also still consistent with r, the 
effective range of the velocity fluctuation, being much 
smaller than e. The meaning of the dashed and dotted 
lines in Fig. 9 is discussed extensively in Ref. 3. 
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Figure 9. Volume corrected flicker noise levels versus 
penetration depth for SAW resonators in the 
401 to 915 MHz range. (Flicker noise data 
and theoretical lines from Ref. 3.) 

Conclusions 

Flicker noise data on fifty-six 450 MHz SAW 
resonators of varying sizes has been presented which 
further substantiates the previously reported size 
dependence of the \lf noise levels. Specifically, it has 
been established that the \lf noise level is inversely 
proportional to the active acoustic area of the SAW 
resonator. Every effort has been made to ensure that the 
observed size dependence is not an artifact of the burn-in 
process, or of the phase noise measurement techniques. 
Data has been presented to support this conclusion. 
Flicker noise measurements on devices fabricated on 
swept and unswept Premium Q and Super Premium Q 
material have not shown any large difference (greater 
than approximately 3 to 4 dB) in average noise level. 
Finally, the calculation of effective averaging dimensions 
is non-trivial, and a technique using perturbation theory 
has been presented which gives the correct dimensions 
for calculating relative flicker noise levels. Effective 
averaging dimensions and data from Ref. 3 have been 
used to show that e appears to be larger than 
approximately 7 to 10 microns. Furthermore, the 
observed size dependence limits e to a value less than 
~ 300 microns (this is the smallest in-plane dimension). 
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Abstract 

There is a fundamental limitation of the stability 
of frequency standards, caused by the quantum 1/f effect. 
This effect represents a quantum fluctuation of the physical 
currents, scattering cross sections and process rates, caused 
by the reaction of Bremsstrahlung on the charged particles 
which have emitted it. It is the only known quantum 
effect which is inversely proportional to Planck's constant, 
and which is therefore important in the limit of low, rather 
than high frequencies. In frequency standards the rate of 
change of the dipolar moment of the oscillating material 
system suffers a discontinuity every time an oscillation 
quantum is absorbed in the loss process. This causes the 
emission of elf bremsstrahlung and therefore quantum 1/f 
fluctuations in the loss rate, which translate into 1/fQ4 

frequency fluctuations. 

A newly discovered aspect of quantum physics 
results in a fundamental stability limit in frequency 
standards such as quartz resonators, Cs atomic clocks and 
H maser oscillators. This aspect is the quantum 1/f effect 
which causes physical cross sections a and process rates T 
to fluctuate with a 1/f spectral density 2aAr2/f. 
Physically, whenever the system loses a main oscillator 
mode phonon (quartz) or photon (Cs or H), the electric 

• 
polarization current J=P caused by the oscillation suffers a 
sudden change which generates a bremsstrahlung amplitude 
(aA/f)l'2 for the emission of photons of arbitrarily low 
frequency f, which can not be detected. This yields a 
fluctuation of T because the final quantum state of the 
after the emission becomes a superposition of states with 
slightly different energies. 

According to the general quantum 1/f formula, 
r-2Sr(f)=2ccA/f with a=e2/Kc     =1/137     and 

A=2(AJ/ec)2/37t. Setting J=dP/dt=P where P is the 
vector of the dipole moment of the quartz crystal, or of the 
group of N oscillating atoms of Cs or H, we obtain for 
the fluctuations in the rate T of phonon/photon removal 
from the main resonator oscillation mode by scattering on 
a phonon/photon from any other mode of average 
frequency <co> of the quartz crystal or of the Cs/H clock 
blackbody radiation background, (or via a two-phonon- 

process at a crystal defect or impurity, involving a phonon 
of average frequency <ö)'>, or, e.g., by photon absorption 
in the cavity walls in the case of Cs or H standards) the 
spectral density 

Sr(f) = r24a(AP)2/3ne2c2, (1) 

where (AP)2 is the square of the dipole moment rate 
change associated with the process causing the removal of 
a phonon (or photon for Cs and H) from the main 
oscillator mode. To calculate it, we write the energy W of 
the interacting mode <co> in the form 

W = nK<co> = 2(Nm/2)(dx/dt)2 

=(Nm/e2)(e dx/dt^m/Ne^P)2; (2) 

The factor two includes the potential energy 
contribution. Here m is the reduced mass of the 
elementary oscillating dipoles, e their charge, e a 
polarization constant, and N their number in the resonator. 
Applying a variation An=l we get 

An/n = 2IAPI/IPI, or AP=P/2n. (3) 

Solving Eq. (2) for P and substituting, we obtain 

IAPI = (Nfi<co>/n)1/2(e/2e). (4) 

Substituting AP into Eq. (6), we get 

r2Sr(0 = Nan<co>/3n7imc2fe2 = A/f.     (5) 

This result is applicable to the fluctuations in the loss rate 
T of the frequency standard. 

The corresponding resonance frequency 
fluctuations of the standard are given by 

or2Sco(f) = (l/4Q4)(A/f) = NaK<co>/12n7tmc2fe2Q4; 
(D2 = co0

2 -2r2, (6) 

where Q =co/2T is the quality factor of the single-mode 
resonator considered, and <co> is the circular frequency of 
the main oscillation mode co0 in the case of cesium 
clocks, Hydrogen maser clocks and laser clocks. However, 
for quartz resonators <co> is not the circular frequency of 
the main resonator mode, but rather the practically 
constant frequency of the average interacting phonon (or 
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photon for Cs and H standards). 
For the case of cesium clocks. Hydrogen maser 

clocks, and for the case of the laser clocks being 
developed, we can set N/n =1, because the number of 
excited (oscillating) ions or atoms equals the number of 
quanta n which they harbor (one quantum per atom), while 
in the case of a quartz resonator there are an average 
noi=kT/Kco quanta (phonons) present in any mode of 
frequency co. Therefore, for these (non-quartz) systems, 
we particularize Eq. (10) by setting N/n=l and we write 

r-2Sr(f) s A/f = aKcOo/37tmc2f 

= 10"27erg.s. coo/10. 137.0.9 
= 10-24 COO 

!0"27 g. 9 . 1020cm2/s2 

(7) 

Using the approximate values of the resonance frequency 
in each standard, we obtain the following quantum 1/f 
flicker floors: 

For the Hydrogen Maser: co0 = 1010 s"1; 
SSco/cütü = 2.5 . 10"15/Q4f; 

For the Cs clock:       co0 = 6.3 .1010 s"1; 
S5co/co(f)=1.5.10-14/Q4f; 

For the Rb clock:       co0 = 4 .1010 s_1; 
S6co/co(f) =10"14/Q4f; 

For the laser clock:   coG = 1014 s"1; 
S5co/co(f) = 2.5.10-11/Q4f; 

(8) 

(9) 

(10) 

(11) 

These are lower than the observed values; the quantum 
limit has not been obtained so far. 

For the case of quartz resonators^ we have used 
the interacting thermal mode of average frequency <co> to 

■ 

calculate the quantum 1/f effect. The corresponding AP in 
the main resonator mode of frequency co0 has to be also 
included in principle, but is negligible because of the very 
large number n of phonons (or photons for Cs present in 
the main resonator mode. 

Eq. (11) can be written with N=VN/V for the 
case of quartz resonators in the form 

S(f) = ßV/fQ4, (12) 

where, with an intermediary value <co>=10°/s, with 
n=kT/K<co>, T=300K and kT=4 •lO"22 J 

ß =(N/V)aK<co>/12njre2mc2 

=1022(l/137)(10-27108)2/12kT7cl0-27 9 1020 =1.   (13) 

The form of Eq. (: 7) shows that the level of 1/f 
frequency noise depends not only as Q~4 as previously 
proposed by Handel , but also on the oscillation frequency 
or the volume of the active region. This theory 
qualitatively fits the data of Gagnepain who varied the Q- 
factor with temperature in the same resonator (but not 
frequency or volume) for the quartz case, and the data of 
Walls who considered several reonators which differ in 
volume and frequency, again only for the quartz case. The 
comparison with the experiment is not yet possible in the 
case of cesium and hydrogen standards, because they have 
not reached the quantum 1/f limit. At the present time, 
these standards are still limited in their stability by well- 
known factors which do not introduce a 1/f spectral 
dependence. 

The theory also provides the basis for predicting 
how to improve the 1/f level of resonators, beyond just 
improving the Q-factor, which has been known for many 
years, and which has been related to fluctuations in the 
dissipation. Since the level depends on the active volume, 
one should use the lowest overtone and smallest diameter 
consistent with other circuit parameters. This is in good 
agreement with the experiment from all points of view. 

The authoB acknowledge the support of the Air 
Force Office of Scientific Research and of the National 
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Abstract 
General ageing reasons, inherent to all 

piezoelectric resonators, fall into the following 
groups: subsurface, structural and contact ones. 
High-Q and high-stability quartz crystal units have 
irreversible frequency variation with time due to 
structural reasons only. Long-term frequency 
instability due to ageing of precision quartz crystal 
oscillators constitutes the value of l-2xl0"12 per 
day, which agrees well with theoretical results at 
temperatures of the order of 310 K. 

l.Changes in subsurface crystal layer 
The dominating influence on irreversible 

variation of quartz crystal physical properties exert 
mechanical treatment processes and, consequently, 
changes in subsurface crystal layer. During crystal 
cutting by a diamond saw strong effects of structural 
deformation arise propagating to a considerable depth: 
turning of crystal cells occurs and macro- and 
microcracks appear in it as a consequence. Crystal 
lapping and crystal polishing, to a lesser extent, are 
also accompanied by nonelastic processes occurring in 
the crystal lattice. Then in the process of work or 
storage of quartz the shear regions of the crystal lattice 
transit from a metastable state to the main one 
inherent to the crystal prior its mechanical treatment. 
Such relaxational process proceeds spontaneously or 
under heat energy action liberated in quartz, which in 
a vibrational state (the process accelerates in this 
case). 

At the same time microcrack selfhealing can 
take place in quartz crystals , if the surface is clean, i.e. 
at the surfaces of selfhealing structures no particles 
exist screening intermolecular forces action and no 
monomolecular films exist. For selfhealing, however, 
definite conditions are necessary: ion surface cleaning 
and high vacuum. 

Resonator ageing is mainly a consequence of 

mechanical crystal treatment, therefore ageing 
processes can be brought to minimum by removing all 
disturbed crystal layers, i.e. by approximating the 
surface to a monomolecular structure by an 
asymptotic, and more precisely, by a limiting lapping 
and polishing. 

Asymptotic methods of crystal surface 
treatment proposed by us, make it possible to 
approximate maximally to an undamaged crystal 
structure, which ensures quality factor Q elevation and 
agehg lowering by two orders of magnitude, any other 
conditions being equal. Thus, in accordance with the 
data of Frequency and Time Service high-stability 
oscillators of State Frequency Standard of Russia, in 
which the frequency control has been effected by 
precision resonators developed by us [1] had an ageing 
of l-^xlO"11 per day (Fig.l) and by the end of 1962 — 
up to lxlO"12. Earlier (before 1959) the same 
oscillators with the same crystal bars, but treated by 
using old technology had an ageing of lxlO"9 per day. 

The ageing processes considered apply to 
piezoelectric quartz with the surface free from a metal 
film. If the quartz is metallized, resonator ageing can 
be also due to changes of thin film physical properties 
(density, elasticity) and stresses at the crystal-metal 
film interface. The presence of thin metal films at the 
surface of quartz causes adsorption of gases from the 
environment and their absorption during metallization 
process, metal atoms migration at the piezoelectric 
element surface, in those moving 

Warner [2] has shown that quartz crystal units 
with metal electrodes directly applied at a piezoelectric 
element have an ageing of 1x10 per month. This 
resonator class has become the main one in resonator 
developments for systems, especially. 

2. Contact and structural changes 
In the process of diamond saw and abrasive 

particles action not only a crystal surface is destructed, 
but a crystal lattice is distorted to a large depth, as a 
result of which its potential energy increases. Ageing 
mechanism consists in the fact, that with the elapse of 
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time potential energy stored by the crystal lattice 
decreases. This phenomenon, being relaxational by its 
nature, is subordinate to Maxwell's equation and 
changes in accordance with the exponential law. We 
note, that the above is true with respect to structural 
changes rather than to surface ones where several 
different in regularities processes influence the ageing. 

Different variations of a random character can 
influence the main frequency variation at the initial 
ageing stage caused by phenomena occurring in places 
of a quartz contact with a crystal holder (phenomenon 
of "rest" of metal supports, grinding-in effect of crystal 
holder, particle migration). If the conditions under 
which the quartz crystal unit operates are invariable, 
and in the crystal itself and associated devices no 
jumpwise changes take place the exponential law of 
ageing should be observed. 

In parallel with relaxation mechanism of crystal 
lattice stresses, diffusive mechanisms exert their 
influence on irreversible quartz crystal frequency 
variation even in the vicinity of room temperatures. 

Heat motion in crystals represents a totality of 
vibrations with a consecutive number of elementary 
movements of equilibrium states over lattice sites in 
the case of vacant atom site movement or over 
interstitials in the case of dislocated atoms. If the real 
vacancy concentration exceeds the equilibrium one, 
their coagulation takes place with the formation of 
microcavities (internal vacancy flow). The vacancy 
number can decrease as a result of establishing 
thermodynamic equilibrium state by means of 
excessive vacancies exit at the surface of a crystal 
(external flows), with this 

/icj/O-V/V- N'/N, 
where in accordance with Frenkel 

N' = Nexp(-u/kT) 

N' is the number of vacancies in a crystal; 
N is the total number of atoms; 
u is the vacancy formation energy; 
k is the Boltzmann constant; 
T is the absolute temperature. 

Application of electrical voltage and, 
consequently, of a mechanical stress to a crystal causes 
dislocation movement. During their intersection with 
each other the moving dislocations leave vacancy 
chains and those of interstitial atoms after them. For 
the process of vacancies exit at the crystal surface only 
vacancy-atom interactions are important. Relation of 
probabilities interaction vacancy-vacancy p' and 
vacancy-atom p is proportional to p'/p, i.e. 
p'/p    N'/N=n. As a result of such concentration of 

excessive vacancies at a temperature of 310 K the 
process of their exit at the crystal surface is more 
probable compared with the microcavity formation 
process. 

Calculations of the time of establishing 
equilibrium vacancy concentration by way of their exit 
at the crystal surface have been made by Grois, 
Member of our Laboratory [3]. He has used the value 
u=0.65 eV from the paper of Shmatov & Grin 
describing definition of internal friction in metals and 
has obtained the value ns? 10" . From my experiments 
on internal friction in quartz crystals, caused by 
vacancy mechanism, u=1.14 eV and n~10~12 [4]. 
Improved value of vacancy exit at the surface is 
t = 7.67xl04s. 

Figure 2 shows ageing results of precision 
quartz crystal units at 2 MHz, 5th overtone, at 
piezoelectric elements of which Ag- and Au- films are 
vacuum evaporated with the thickness of 2000 A. 

Piezoelectric elements have been subjected to 
asymptotic surface treatment methods and chemical 
etching and also to a thermal treatment together with 
the vacuum bulb with continuous pumping out 
residual gases from the latter. 

Based on the analysis of numerous 
experimental data obtained (Cady, Mason, Mitchell, 
Dobie, Scheibe, Pritchard, Becker, Zelenka and those 
of Warner, expecially) and our own, a systematic 
investigation of phenomena mechanisms connected 
with irreversible quartz crystal unit frequency variation 
in time has been undertaken and hierarchial structure 
levels of ageing phenomena have been proposed. 

The general ageing reasons, common with all 
piezoelectric resonator classes fall into the three 
groups as follows: 

1. Subsurface ones — originating mechanical 
stresses forming microcracks after crystal treatment; 
destruction of the surface layer, microcracks healing 
under definite conditions under action of 
intermolecular forces; 
adsorption by crystal of moisture and gases from the 
environment; metal film oxidation; lift-off and exit of 
adsorbed particles from this layer; change in physical 
properties (density, compliance) of thin films; change 
in stresses at the crystal metal film interface; particle 
migration at the crystal surface. 

2. Structural ones - changes in orientation of 
shear regions, originated as a result of mechanical 
treatment, their transition from metastable to the main 
state, characteristic for thermodynamic equilibrium 
(relaxation phenomena); 
compensation of surface forces by volume forces; 
impurity diffusion in structural channels and impurity 
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exit at the crystal surface; closing of cavities originated 
as a result of coagulation of condensated vacancies; 
exit of excess vacancies at the crystal surface; 
anharmonic crystal oscillations. 

3. Contact ones - change in resonator stable 
state due to piezoelectric element interaction with the 
holder and environment; effect of quartz surface and 
"grinding-in" metal supports of crystal holder; rest 
phenomena of quartz supporting elements; 
change in gap as a result of metal ageing; 
migration of quartz crystal particles to the glass bulb 
walls and backwards; change of vacuum in the bulb, 
where the resonator is located. 

Experimental results have shown that 
subsurface, contact and certain structural ageing 
causes can be eliminated or considerably reduced by 
using asymptotic crystal surface treatment methods. 
High-Q and high-stability crystal units have 
irreversible frequency variation with time due to 
structural reasons only: (microstress relaxation of the 
crystal lattice, diffusion and selfdiffusion of atoms and 
vacancies). Due to fact that the mechanisms of their 
ageing in crystal structure are known, they subordinate 
to the Maxwell and Frenkel formulae, the ageing 
regularities have an exponential character. Quartz 
crystal controlled oscillators with such resonators have 
an instability, including ageing of the order of 1x10" 
per day under stationary conditions and of the order of 
10 in moving systems under the most difficult 
conditions. 

Oscillators of this kind have found a wide 
application not only for scientific purposes (astronomic 
observatories, geophysics etc.), but also in a new 
engineering: telecontrol, radionavigation (primarily a 
space one) supertelecommication and radiolocation 
systems with continuous radiation. 
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Figure   1   -   Dependence  of  irreversible  frequency 
var iation of precision quartz crystal units vs time. 

Piezoelectric elements - quartz crystal bars have been 
suspended by means of thin kapron fibres and have been driven at 
a freqency of 100 kHz (2nd mechanical overtone) 

Comparision of crystal oscillators M 
made by using a molecular oscillator. 

.... and M-. has been 

Figiwe  2  -  Dependence  of irreversible  frequency 
variation of precision quartz crystal units vs time. 

Piezoelectric elements - quartz crystal lenses driven at the 
frequency of 2 MHz (5th mechanical overtone). 

Comparison of quartz crystal oscillators has been made by 
means of Hydrogen Standard. 
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Abstract 

In this paper*it is discussed that the 

relationships and physical meaning between 

Allan variance and standard variance» as 

well Allan variance defect. In addition« we 

proposed a method of frequency stability 

characteriztion in time domain. 

Introduction 

In time and frequency measurements» 

since the colored noises exist in atomic 

clocks» frequency instability does not 

observe normal distribution tike general 

random error. Its statistics average value 

changes via time, ffith addition of calcula- 

ting times»its error sum is divergent.Hence» 

classical statistics method.«i>e.> standard 

variance can not characterise frequency 

stability.Usually,people use Allan variance. 

In the article»we studied the problem about 

0-7803-1945-1/94 $3.00 © 1994 IEEE 

characteriztton of frequency stability in 

time domain, and drawn some results. 

Analysis of relationships between variances 

In error theory» standard variance is 

often used to describe random variable 

departure scope relative true average valuer 

defination is 

02=(l/f0)3<(f,-f)2> (1) 

where fa is nominal frequency;  f-  is ith 

time measure frequency;<   > denotes average 

value of infinite time measurement» and 

1  N 
f =  lim 2 f« 

n-*oo N i=l 

Actual Iy*measurement times is impossible 

infinite» can we substitute it by following 

formula 

<T?,=Cl/(N-l,fo] S(f,-fN)
J 

i=J 
where-. 

N 
fN=<l/N)£ f, 

i=l 

<2) 
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As a available statistics variable» the 

more measurement times»the more precise and 

the lesser the error.Thus we can eise finite 

times to replace approximately infinite 

situation. 

For frequency standard» as there is 

flicker noise» (1) is divergent» standard 

variance can not be replaced with (2).Next» 

we observe (2) from another aspect. 

Marking: 
N   _ 

a2(N»T»T)=Cl/(N-l)fgJ S <fi-fN>
2 

i=l 

where N is measure times; T is sample time; 

T-Tis measure time interval. 

Assuming that »e measure M  groups 

frequency value»  and there are N times 

measure in each group.The standard variance 

in jth group is 
N 

o*jW,7, T)=[l/<N-l)fgDS[f<<j)-fN<j)D
a 

i=l 

Using a2<N,T»T), j = 1, 2» ...» M» we 

may calculate its average value: 

Marking: 
M 

Ca3(N»T» x):m=(l/M) 2a
2<N,T»T) 

j=l 

Thus we get two sequences; 

a2(2»T» x),a2<3»T» x),...» 

a2(N»T»x),... (3) 

t(7a<N»T, T>31»ta
2<N,T» T>3a,..., 

[a2(N.T.. T>3ffl,,.-. <4> 

sequence (3)   limit value  is  standard 

variance»(4) limit value is Allan variance. 

On condition that there are flicker noises» 

(.3) is divergent» which shows that (2) can 

not be thought an approximate value to the 

standard variance. While sequence <4) conv- 

ergent» which shows that (2) may be thought: 

ta2(N»T»T)3l 

descibing Allan variance. Hence» we have 

drawn that if the N is limited» standard 

variance differ from Allan variance;if N is 

limitless» limit value of A((an variance 

equals standard variance. So» broadly spea- 

king'standard variance is a particular case 

of Allan variance. 

le can also prove that if the fluctua- 

tion frequency is independent random vari- 

able» of which standard variance exist» it 

equals Allan variance.But»some random vari- 

able can not be regarded as independent» 

though its  standard variance exists. 

Both variances succinct meaning 

Standard variance is a departure rela- 

tive true average value» Allan variance is 

departure relative average value of N times 

measure» and value in difference time is a 

departure around difference average value* 

that is» the departure is same» but the 

average value is fluctuation»which is right 

caused by the chronic change component of 

flicker frequency noise. 
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Allan variance defect 

From the analysis previously» we ace 

aware of that Allan variance is bom of 

standard variance» in order to overcome di- 

vergent problem of standard variance. 

We know»when an expectation and a stan- 

dard variance of random variable exist» and 

the mersure times is limited» standard var- 

iance of unbiased estimate is 
N 

aa=Cl/<N-i)fgl E <f.-fN>* 
i=i 

This is famous Bessel formula.But»it is 

directly quoted by Allan variance defini- 

tion» although the premise changes. Several 

problems about mathematics» physical and 

logic in characterizing stability by Allan 

variance derive from the weak point. 

As standard variance dose not exist in 

atomic frequency standard» we use a statis- 

tics according to groups»we have proved the 

formula 

N 
ci a= < 1 /H) S < 1 /N) (f j i -f jw)a < 1 /f S) 

1=1 

being optimum unbiased estimate. In this 

formula a coefficient is l/N»while in Allan 

variance is 1/(N-1>. Only using 2/N can we 

get the optimum unbiased estimate. Only M 

may use finite to take the place of infi- 

nite» N can not. When the N is relatively 

big» the difference between 1/N and 1/(N-1) 

is small. Nevertheless» in two-sample Allan 

variance N equals 2»this difference is very 

large. 

We also know» 

<<Ya-Yi)
2> 

denotes a statistics for the difference of 

two value in successive measurement. 

<t(Y.-Yi)/21a> 

denote a statistics for departure of two 

value relative average value. 

In Allan variance definition» 

<(Ya-Y1)
a/2>=<C(Ya-Yi)/vT3

2> 

statistics variable is two value in succes- 

sive two value difference divided by v2 . 

This  is what statistics»   its physical 

meaning is obscure. 

Allan variance is a departure degree of 

statistics value relative group average 

value» while in two-sample Allan variance 

the meaning should be a departure degree 

of statistics value relative average value 

in two values. If in this definition the 

coefficient were 1/N, the particular case 

belongs to general case»there is no mistake 

in logic. But» it is 1/(N-D» so the defi- 

nition dose not conform to logic. 

A proposal 

In many occasions of frequency standard 

application» we hope to know a set of fre- 

quency discrete characters, le can adopt a 

statistics method according to group. It is 

simi liar to that of Allan variance»  first» 
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to alter N-l in Allan variance into N; 

second» to assume sample time to equal 

corresponding relative big average tiios, 

statistics time may tend to limjtless.lt is 

shown that the definition is no problem in 

maths. 

Supposing we want to determine a fre- 

quency value* this is just as to determine 

the earth position in the Galaxy. It is not 

convenient to locate that directly, le may 

firstly find out the solar system position 

in the Galaxy» then to determine the earth 

position in the solar system. We compare 

average frequency of relative big time unit 

to the solar system» small time unit to the 

earth* namely»we consider the frequency of 

relative small sample time only in average 

frequency of relative big time unit. For 

example» the statistics in second frequency 

will obtain aid by minute average frequency» 

its meaning is second frequency fluctuation 

extent to surround minute average frequency» 

and all that» we may also know minute fre- 

quency fluctuation extent to surround hour 

average frequency; hour frequency fluctua- 

tion extent to surround day mean frequency 

and so on» thus we can prophesy second fre- 

quency value extent in any moment. However» 

Allan varianoe dose not possess the 

advantage. 
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Abstract 

The design of low phase noise oscillators 
has been both cultured for a long time and 
frequently labeled as "black magic". In this 
paper, I want to first show a novel mathematical 
approach which considers all noise contribution 
and allows both the calculation and optimization 
of the phase noise of an oscillator with arbitrary 
topologies. After explaining the physics and 
mathematical background, we will show three 
examples: a 10 MHz crystal oscillator, an 800 
MHz VCO and a 39 GHz millimeter-wave 
oscillator [1]. 

Introduction 

This paper presents the use of a novel 
algorithm for the computation of near-carrier 
noise in free-running oscillators using the 
harmonic balance (HB) technique. Traditional 
approaches relying on frequency conversion 
analysis are not sufficient to describe the complex 
physical behavior of a noisy oscillator. The 
accuracy of the approach is based on the dynamic 
range of the harmonic balance simulator and the 
quality of the parameter extraction for the active 
device. The algorithm described has also been 
verified with several examples up to millimeter 
wave. This is the only algorithm which provides 
a complete and rigorous treatment of noise 
analysis for autonomous circuits. 

Noise Generation in Oscillators 

The qualitative picture of noise generation 
in oscillators is very well known (D.B. Leeson, 
1966). The physical effects of random 
fluctuations taking place in the circuit are 
different depending on their spectral allocation 
with respect to the carrier: 

- Noise components at low frequency 
deviations: Frequency modulation of the 
carrier; Mean-square frequency fluctuation 
proportional to the available noise power 

- Noise    components    at    high    frequency 
deviations: Phase modulation of the carrier; 
Mean-square phase fluctuation proportional 
to the available noise power 

This paper will demonstrate that the same 
conclusions can be quantitatively derived from 
the HB equations for an autonomous circuit. 

Equivalent Representation of a Noisy 
Nonlinear Circuit 

A general noisy nonlinear network can be 
described by the equivalent circuit shown in 
Fig.l. The circuit is divided into linear and 
nonlinear subnetworks as noise-free multiports. 
Noise generation is accounted for by connecting 
a set of noise voltage and noise current sources at 
the ports of the linear subnetwork [2-10]. 
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Fig. 1 Equivalent circuit of a general noisy 
nonlinear network. 

Frequency Conversion Approach 

The circuit supports a large-signal time- 
periodic steady state of fundamental angular 
frequency co 0 (carrier). Noise signals are small 
perturbations superimposed on the steady state, 
represented by families of pseudo-sinusoids 
located at the sidebands of the carrier harmonics. 
Therefore, the noise performance of the circuit is 
determined by the exchange of the power among 
the sidebands of the unperturbed steady state 
through frequency conversion in the nonlinear 
subnetwork. Due to the perturbative assumption, 
the nonlinear subnetwork can be replaced with a 
multifrequency linear multiport described by a 
conversion matrix. The flow of noise signals can 
be computed by means of conventional linear 
circuit techniques. 

The frequency conversion approach 
frequently used has the following limitations: 

The frequency-conversion approach is not 
sufficient to predict the noise performance of an 
autonomous circuit. The spectral density of the 
output noise power, and consequently the PM 
noise computed by the conversion analysis are 
proportional to the available power of the noise 
sources. 

- In the presence of both thermal and flicker 
noise sources, PM noise: raises as co_1 for 
co -» 0; tends to a finite limit for co -> oo. 

- Frequency conversion analysis: correctly 
predicts the far-carrier noise behavior of an 
oscillator, and in particular the oscillator 
noise floor; does not provide results 
consistent with the physical observations at 
low deviations from the carrier. 

This inconsistency can be removed by 
adding the modulation noise analysis. In order to 
determine the far-away noise using the 
autonomous circuit perturbation analysis, the 
following applies: 

The circuit supports a large-signal time-periodic 
autonomous regime. The circuit is perturbed by 
a set of small sources located at the carrier 
harmonics and at the sidebands at a deviation 
co from carrier harmonics. The perturbation of 
the circuit state (5XB, 8XH)is given by the 
uncoupled sets of equations: 

ÖEß 

ÖE B 
5XB = JB(co) 

ÖE 
aoXH = JH(cc>) 

(1) 

(2) 
5EH 

where: 

- EB, EH = vectors of HB errors 
XB, XH = vectors of state-variable (SV) 

harmonics (since the circuit is autonomous, 
one of the entries X is replaced by the 
fundamental frequency co 0) 

- JB, JH = vectors of forcing terms 
- The subscripts B and H denote sidebands and 

carrier harmonics, respectively. 
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For a spot noise analysis at a frequency ©, 
the noise sources can be interpreted in either of 
two ways: 

- Pseudo-sinusoids with random amplitude and 
phase located at the sidebands. Noise generation 
is described by Eq. (1) which is essentially a 
frequency conversion equation relating the 
sideband harmonics of the state variables and of 
the noise sources. This description is exactly 
equivalent to the one provided by the frequency- 
conversion approach. This mechanism is referred 
to as conversion noise [11-13]. 

Modulation Noise 

Now we introduce the modulation noise. 
Sinusoids located at the carrier harmonics, 
randomly phase- and amplitude-modulated by 
pseudo-sinusoidal noise at frequency co . Noise 
generation is described by Eq. (2), which 
describes noise-induced jitter of the circuit-state, 
represented by the vector 5XH. The modulated 
perturbing signals are represented by replacing 
the entries of JH with the complex modulation 
laws. This mechanism is referred to as 
modulation noise. One of the entries of 8XH is 
8©0 where 8coo(co)= phasor of the pseudo- 
sinusoidal components of the fundamental 
frequency fluctuations in a 1 Hz band at 
frequency © . Eq. (2) provides a frequency jitter 
with a mean square value proportional to the 
available noise power. In the presence of both 
thermal and flicker noise, PM noise raises as © *3 

for © -»0 and tends to 0 for © -> oo. 
Modulation noise analysis correctly describes the 
noise behavior of an oscillator at low deviations 
from the carrier and does not provide results 
consistent with physical observations at high 
deviations from the carrier. The combination of 
both phenomenon explains the noise in the 
oscillator shown in Fig. 2 where the near-carrier 
noise dominates below © x and far-carrier noise 
dominates above © x • 

«U 
Near-Carrier Noise 

Far-Carrier Noise 

U)X 
-*>f 

Fig. 2 - Oscillator Noise Components 

Fig. 3 (itemized form) shows the noise 
sources as they are applied at the IF. We have 
artificially defined the low oscillator output as IF. 
This applies to the conversion matrix calculation. 

Fig. 3   -  Noise Sources where the noise at each 
sideband contributes to the output noise at the IF 

through frequency conversion. 

Fig. 4 shows the total contribution which 
have to be taken into consideration for 
calculation of the noise at the output. The 
accuracy of the calculation of the phase noise 
depends highly on the quality of the parameter 
extraction for the nonlinear device particularly 
the high frequency phenomena have to be 
properly modeled. In addition, the flicker noise 
contribution is essential. 
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Fig. 4 - Noise Mechanisms 

Fig. 5 shows the measured phase noise at 10 
kHz of the carrier of an 800 MHz oscillator and the 
simulated result. The good agreement between 
measured and predicted data is worth noticing. At 
currents above 5 mA, the simulation becomes 
accurate as some breakdown effects occur which 
were not part of the simulation. 

Muroirevt Scope (txa) rtSOA    PkueNouevf.IcAlOKHi 
COMPACT SOFTWARE 

ha-01-94 
14:03:3 

h(mt) 

CW:VCO       Tl* 
eoJAIi 
FrieeW-W KHl 

Fig. 5 - Bias-dependent measured and predicted Phase 
Noise at 10 kHz of the carrier of an 800 MHz 

oscillator 

Conversion Noise Analysis 

The actual mathematics used to calculate the 
noise result were incorporated in the harmonic 
balance simulator as follows: 

k-th harmonic PM-noise (3) 

,,      f) = y,(«)-y»-2Mc.Ml 
v    v " I ty?f 

k-th harmonic AM-noise (4) 

k-th harmonic PM-AM correlation coefficient (5) 

where 

- Nk(co), N.k (a) = noise power spectral densities at 
the upper and lower sidebands of the k-th harmonic 

- Cic(o) = normalized correlation coefficient of the 
upper and lower sidebands of the k-th carrier 
harmonic 

- R = load resistance 
- Ik* = k-th harmonic of the steady-state current 

through the load. 

Modulation Noise Analysis 

k-th harmonic PM-noise 

co1 (KH2) = 4T,(J„(«)JU4T; 
(6) 

(7) k-th harmonic AM-noise 

k-th harmonic PM-AM correlation coefficient (8) 

j°\h I 
where 
- JH(© ) = vector of Norton equivalent of the 

noise sources 
- TF = frequency transfer matrix 
- R - load resistance 
- Ik" = k-th harmonic of the steady-state current 

through the load 

Experimental Variations 

We will look at three examples where we 
compare predicted and measured data. Fig. 6 shows 
the abbreviated circuit of a 10 MHz crystal 
oscillator.   It uses a high-precision, high-Q crystal 
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made by companies such as Blily. Oscillators like 
this are made by several companies and are intended 
for use as both frequency and low-phase-noise 
standards. In this particular case, the crystal 
oscillator being considered is part of the HP 3048 
phase-noise measurement system. 

+10 v 

j—-Wv   »   VW 

Crystal 
•Equivalent Circuit 

Wf 
100 0 

7h 
i /ir 

I        50 fl 
I £ I 

156 pF -< 10 MH 

470 

Fig. 6 -Abbreviated circuit of a 10-MHz crystal 
oscillator 

Fig. 7 shows the measured phase noise of 
this frequency standard by HP, and Fig. 8 shows the 
predicted phase noise using the mathematical 
approached outlined above. 

TYPICAL-NOISE  CURVE  rOR fl   18  MHZ FRCOUCNCY STANDARD 
Ck>l  3WSK    Orrnri   19.C« Mr II in  1917     I||0|M - HilliJJ 

Fig. 7 - Measured phase noise for this frequency 
standard by HP 

Simulation of Phoi« Nolte Curv« 
tor a 10 MHl rr«quincr Stondord 

Frequency 

Fig. 8 - Simulated phase noise of the oscillator shown 
in Fig. 6 

In corporation with Motorola, we 
incorporated an 800 MHz VCO. In this case we 
also did the parameter extraction with the Motorola 
transistor. Fig. 9 shows the Colpitts oscillator which 
uses RF feedback in the form of a 15Q resistor and a 
capacitive voltage divider of lpF each between base 
and the feedback resistor and the feedback resistor 
and ground. Also the tuned circuit is loosely 
coupled to this part of the transistor circuit. 

Molo-«fa 800 MHz 9JT VCO 

JJJJJJ aopF   Jo« 
.cap 

In2 }i      WpF 
diatf ,Tcv 

*—*—Hb 

Fig. 9 - Colpitts Oscillator which uses RF feedback 
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Fig. 10 shows a comparison between 
predicted and measured phase noise for this 
oscillator. 

^-O-Sfcnufaled plute no»«? 
. 0 Moasyr** phat* mist. 

ill;*/;» >wX wKMU 

m 100       10000, 

Fig. 10 - Comparison between predicted and measured 
phase noise for this oscillator 

Finally, to extend the validity up to the 
millimeter-wave range, Fig. 11 shows a 39 GHz 
oscillator built by Texas Instruments and Fig. 12 
shows the measured and predicted phase noise. 

r-V&JV 

Fig. 11 -Layout of 39 GHz oscillator built by Texas 
Instruments and used as a test vehicle 
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Tig. 12 -shows the measured and predicted phase noise 
of the TI oscillator including its phase noise when part 

ofaPLL 

Optimization of Phase Noise 

By allowing the varying of the feedback and DC 
operating point, phase noise can be improved. The 
values where were allowed to vary were the 
capacitive feedback voltage divider, a negative 
feedback with starting value of 15Q which reduces 
the AM-PM conversion and the emitter resistor 
which changes the DC bias and therefore the bias- 
depdnent flicker noise. Fig. 13 shows the 
improvement of the 800 MHz VCO as previously 
shown. While the close-in phase noise can be 
improved drastically by approximately 32 dB, the 
far-out noise at 20 MHz and further away is 
deteriorated. This is due to the resistive feedback 
which reduced the AM to PM conversion [14-16]. 

Nfioovtv« Scop* (vn) W.90A Optimiie4nu««Nou« 
COMPACT SOFTWARE 

Mw-31-M 
14:3801 

Fig. 13 shows the phase noise of the 800 MHz VCO 
before and after its optimization 
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Summary 

This paper has demonstrated the use of 
harmonic balance simulation in the design of low 
phase noise oscillator. The simulator can be used to 
accurately predict close-in and far-out phase noise 
based on the contribution of the transistor, the 
loaded Q of the resonator, and in the case of a VCO, 
the contribution of the tuning diode. 

This is the first time that a bias-dependent 
noise model for both FETs and bipolar transistors 
has been developed and used for this type of 
application where the optimization is based on the 
principle of allowing both the circuit components 
and the bias-point to be varied for best performance. 

Practical examples ranging from a 10 MHz 
crystal oscillator to a 39 GHz millimeter-wave 
oscillator have been supplied. By demonstrating 
both the theoretical background and practical 
results, it has been shown that a reliable method for 
designing and optimizing for low phase noise has 
been successfully understood and incorporated in 
our commercial HB simulator, Microwave 
Harmonica. 
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ABSTRACT 

In this paper a new approach to the design of 
nonlinear microwave oscillator is presented which allows 
optimum large-signal performance of the oscillator to be 
predicted. 

The procedure consists in determining a surface 
including all the combinations of allowed powers 
available at the terminal ports of the nonlinear device in 
order to deduce its optimum loads and large-signal 
efficiency. 

The technique has been applied to practical diode 
oscillator circuits. Comparisons with previously published 
results from the technical literature and with 
experimental data permit to validate the method. 

I - INTRODUCTION 

Most of the available approaches to the design of 
nonlinear microwave circuits are based on the principle 
of dividing equivalent circuit into two groups those which 
vary under large-signal conditions (nonlinear 
subnetwork) and those which do not vary (linear 
subnetwork) [l]-[4]. 

Usually, the analysis requires the knowledge of the 
embedding impedances seen by the nonlinear subnetwork 
at a finite number of frequencies (equivalent Thevenin 
circuit of the linear subnetwork). So, the topology of the 
linear subnetwork is fixed a priori and for optimum 
performance, the analysis loop is completed by an outer 
optimization loop. 

Moreover, in the case of diode oscillator design, the 
retained topology must take into account the criteria for 
oscillation which is traditionally performed using 
Kurokawa's approach where the nonlinear device is 
modeled as a one-port in which the real part of the 
impedance is negative [5]. 

The proposed method, already applied to diode 
frequency multipliers and mixers [6], is an optimum 
approach which calculates the extremum allowed powers 
at terminal ports of the nonlinear subnetwork. 

The procedure consists in determining in the power 
space, a surface including all these powers and then 
permits to deduce the optimum embedding impedances 
without any assumption for objective functions choice and 
independently of the linear subnetwork. 

This approach can be assimilated to an optimum 
large-signal analysis. A small-signal analysis must then 
be performed in accordance with the oscillation 
condition. 

The design of practical diode oscillators has allowed 
to obtain computed results which have shown good 
agreement with those given previously in the references 
and experimental data. 

II - PRINCIPLE OF THE METHOD 

In the case of large periodic signals, any nonlinear 
device can be simulated as a multifrequency multiport 
network where each port (k) corresponds to the kth 
harmonic of the fundamental input frequency (a port "0" 
can be added for bias). 

For a finite number n of harmonics, if Vj, and 1^ 
represent respectively the voltage and current at a port 
(k), the characteristics of such a component can be 
expressed by means of the following (n+1) equations : 

Ik = fk(V0 Vn) k = 0, (1) 

Let Pk be the available power at the input of kth port. 
It is said that power is allowed at port (k) when there 
exist active or passive loads at each port so that the 
network can absorb the power Pj,. 

The aim of this method is to define, in the power 
space, a volume inside which the points have coordinates 
equal to the allowed powers at different ports of the 
nonlinear lossy network (In the lossless case, this surface 
is described by the well-known Manley-Rowe relations). 

This volume is surrounded by a surface called 
"characteristic surface". The approved approach for its 
determination is to consider beforehand the tangent 
planes to the surface. 
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In order to present a graphic illustration of the 
proposed method, let us consider the case of a two-port 
network (fig. 1). 

Fig.l: Representation of the characteristic surface for a 
two-port network. 

The equation of any plane (A) cutting the surface can 
be written as: 

£xkPk=d(V0,..,Vn) (2) 
k=0 

where d is the distance to the origin and the ^ the 
coordinates of the normal nto the plane. 

The final purpose is to examine if there exist points 
of (A) corresponding to allowed powers. For this, each 
port (k) of the nonlinear network was loaded by a voltage 
generator, of value Vk, which delivers the current \ and 
the power Pk. 

Any variation of voltage implies a variation of the 
distance d. Now on the contour of the characteristic 
surface, at contact point M^ this distance has a 
maximum d0. So, the points of this contour represent 
allowed powers independent of any variation of the 
voltages 8Vk. These powers are the extremum allowed 
powers at terminal ports of the network. 

These maximum powers verify the equation of any 
tangent plane (A0) to the characteristic surface: 

|>kPk=d0(V0,..,Vn) 
k=0 (3) 

k=0 

Moreover, from the relations (1), it is possible to 
determine an admittance matrix [Y] relating the vector 
currents [81] and voltages [8V] : 

[5I0,...,5IB]
t=[Y][5V0f...,8V.]t 

[8I] = [Y][5V] 
(4) 

where [ ]e represents the transpose matrix. 
The combination of relations (3) and (4) gives, 

independently of any arbitrary variation of voltage 8Vk 
(at any port of the multiport network), the following 
nonlinear system: 

Re{[l]+[A.] + [V]+[X][Y]} = [0] (5) 

where Re denotes the real part and [ ]+ the conjugate 
transpose matrix. 

This system describes all the combinations of 
extremum allowed powers available at the terminal ports 
of the nonlinear subnetwork. 

To each set of values (X0, ..., V corresponds a 
solution of voltage vector and therefore a combination of 
extremum allowed powers. So, the intersection points of 
the characteristic surface with the tangent planes are 
obtained by variation of the Xk. 

Moreover, with the convexity of the surface [6], this 
solution is unique. 

TTT - VALIDATION OF THE METHOD 

The method has been implemented in a symbolic 
programming language (MAPLE), which makes it 
possible to determine algebraic expressions [7]. This 
implementation can directly translate into FORTRAN 
code the nonlinear system and then it has been resolved 
on a personal computer. 

To demonstrate the viability of the technique, the 
described method has been applied first to analyse a 
practical two Resonant Tunneling Diodes - RTD - 
oscillator circuit [8]. 
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Since the equivalent large-signal circuit and current- 
voltage relationship of RTD can also be used for Tunnel 
Diodes, it is useful to compare RTD's with the more 
familiar Tunnel diode. 

For more accuracy, the equivalent circuit model of 
each RTD is the same as the one taken by Yang et al. [8] 
(as illustrated in fig.2), where a capacitance (C) in shunt 
with a conductance (G) is in series with a parasitic series 
resistance (Rg). 

Rs 

G(V) 

V 

-»—© 

Fig.2 : Equivalent circuit of a single resonant 
tunneling diode. 

The total current (I) is composed of a displacement 
current (1^ due to the junction capacitance and a 
conduction current (1^) [8], [9], i.e.: 

MV.=c,ji-Mp 
dt 

(6) 

Id(V) = 
(Ipd-Ivd)(V(t)-Vyd)4 

(Vvd-Vp,)5 " (7) 

{scvw-Vpj-cvw-v^l+i^ 

where the subscripts "pd" and "vd" represent 
respectively the peak and valley values of the diode 
current-voltage characteristics. 

The total voltage is given as the sum of DC and RF 
voltage, so the relations (1) can be solved to find out the 
steady-state voltage across the diode. 

In order to present a three-dimensional characteristic 
surface illustration, we have shown, in the fig.3, the 
variation of the powers for bias, fundamental frequency 
(CD) and second harmonic (2co). 

The curve of output power Pj of the fundamental 
frequency against the bias input power P^ is obtained as 
the locus of the intersection points of this surface with the 
plane (OP^j) when the other powers are set to zero 
(fig.4) - in the three-dimensional illustration, the plane is 
located at P(2co) = 0 -. 

The tangent line (D) parallel to OP^ gives the 
unavinnim output power Pjmax for the optimum input 
power Pdcopf 

Pl(mW) 

?2 (mW) 

Pdc(mW) 

Fig.3 : Characteristic surface for the three first powers 
corresponding to bias power [ P^ ] fundamental 
frequency power [ Pj (co) ] and second harmonic 
power [ P2 (2©) ] with the plane P2 = 0. 

Pl(mW) 

Fig.4 : Variation of the output power [ Pj (co) ] in 
function of the bias input power [ P^ ] with the 
power [P2(2co)] = 0. 

The results, shown in table I, are in agreement with 
those reported by [8]. 
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this method ref[8] 

Pdcopt(mW) 44.86 44.65 

Plmax(mW) 4.06 3.84 

Efficiency (%) 9.04 8.60 

TV - CONCLUSION 

A new analytical approach for optimum oscillator 
design is described. The method has been verified for 
large-signal diode oscillator circuits and the obtained 
results are in good agreement with those cited from the 
literature and experimental measurements. 

This agreement shows that the proposed optimum 
method provides an interesting tool for the design of a 
variety of nonlinear circuits. 

Table I: Comparisons between the computed results and 
those given in [8]. 

In a second step, the procedure was used to realize a 
12 GHz GaAs tunnel diode oscillator. The specified data 
of the used diode are: 

C„VÖ= 1.2pF.Vl/2       vbias = 0.12 V 
jo 

Vvd= 0.42 V Vpd=0.10V 

The experimental optimum efficiency, obtained by 
variation of the bias voltage around the optimum 
computed data, confirm the validity of the theory (table 
II). Hence it is expected that oscillator design based on 
this method would be quite close to the first approach. 

[1] 

[2] 

[3] 

[4] 

computed measured 

Pdcopt(mW) 0.75 0.74 

Pi max (mW) 0.31 0.28 

Efficiency (%) 41.33 37.84 

Table II: Computed and measured values for the designed 
diode oscillator. 

[5] 

[6] 

[7] 

[8] 

[9] 
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Abstract 

The last development of a simulation program 
specialized in the quartz crystal oscillator analysis is 
presented in this paper. The simulator actually being 
developed is using the full nonlinear Barkhausen 
criterion method. It consists in finding the frequency 
co0 and the amplitude u0 which nullify both the real 
and imaginary parts of a characteristic complex 
polynomial P(ujco) describing the oscillator behavior. 
The main nonlinearities come from the amplifying 
transistor described by using large signal admittance 
parameters y(u) obtained by means of an analog 
circuit simulator (SPICE). The paper presents the 
method used to derive and code the characteristic 
polynomial coefficients. This method has been 
successfully implemented for a Colpitts oscillator and 
is currently being used to build an oscillator library 
covering the most widely used structures. The validity 
and the predictive power of the model have been 
checked by using a circuit board and the comparison 
between experimental results and simulation is 
presented and discussed. 

Introduction 

A preliminary version of the nonlinear simulation 
program for quartz crystal oscillators has been 
presented a few years ago at the 45th Frequency 
Control Symposium [1]. The principle of that kind of 
simulator, its advantages with respect to other 
programs and its main features have then been 
explained. Since then, many efforts have been 
expended to improve and wide the program. For 
example, the simulator initially developed for a main 
frame computer is now running on a PC computer. 
Furthermore, new features have been added to the 
software, for example the excitation power of the 
resonator is now available. Also, the first version was 
limited to only one oscillator circuit, the present 
version is being completed by an oscillator library 
covering the most widely used structures as found in 
the literature [2, 3, 4]. Each component of the library 
is in fact an independent module called by the main 
program. 

The analysis and coding of a new oscillator circuit 
starts with a preliminary manual analysis necessary 
to derive the oscillation condition. In the steady state, 
this condition is expressed under the form of a 
characteristic polynomial in the harmonic variable jco 
the root of which is the oscillation frequency a0. If this 
preliminary analysis is not carefully performed, it 
may result in an unnecessarily high polynomial 
degree due to a lack of simplification giving rise to a 
too large amount of code and an inaccurate solution 
[5]. Then it is essential to formulate the oscillation 
condition under a general reduced form which can be 
used for any oscillator structure. 

In the previous version of the program, the nonlinear 
behavior of the transistor was described by a set of 
tables coming from an electrical simulator (SPICE), 
these tables set up once and for all contained the 
admittance parameter value as a function of the 
signal amplitude for various bias and temperature 
conditions. The actual value of the y-parameters was 
calculated by interpolating in these tables. Although 
this method can be used for a single oscillator circuit, 
it no longer suits the present purpose because of the 
wide range of transistors and their possible bias 
condition. To overcome this difficulty, the large signal 
parameters are now calculated at run time : as soon as 
the bias and temperature condition is known, SPICE 
supersedes the program and simulates the large 
signal transistor behavior for this condition. Then, the 
program supersedes SPICE back and uses the obtained 
results to set up the large signal admittance 
parameters. 

At the same time the software was developed, a 
circuit board of a test oscillator was built to check for 
the validity of the simulation results. First 
experiments have shown strong discrepancies 
between experimental and expected results, after 
careful examination, it appears that the calculated 
resonator drive level is much higher than usually 
assumed. At this level it is no longer justified to 
neglect the amplitude-frequency effect also called 
isochronism defect. The program has been modified to 
take this effect into account and the calculated results 
are now in good agreement with the experiment. 
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Reduced forms of an oscillator 

As a consequence of the Thevenin's theorem it can be 
shown that by using simple admittance and 
impedance transforms like series or parallel 
combination or Kennely's transforms, the dynamical 
equivalent circuit of any oscillator using a single 
transistor can be reduced to one of the equivalent T- or 
II- reduced forms represented in Figs. 1 and 2. 

Fig. 3 : Dynamical equivalent II-form 

Eventually, by using simple transforms (2) the circuit 
can be reduced to the dynamical form represented in 
Fig. 4. 

Fig. 1: T-reducedform of an oscillator 

yt = yi +
 

Y
BE

+Y
BC 

y'f = yf- Y
BC 

yr ~ yr ~ YBC 

y   - y   + Y     + Y yo      yo ^    CE T    BC 

(2) 

lBE 

lBC 

( y\ 

r 
YCE 

i 

I 
Vo   \" 

Fig. 4: Dynamical reduced form of an oscillator 

Fig. 2 : H-reduced form of an oscillator 

Moreover, the II-form can be obtained from the T-form 
by using Kennely's transforms: 

Y   .Y Y .Y Y  .Y 
BE c    E B    c 

Y     =  , Y     =  ,   Y     =  
OIL yi \JEJ yi JJC yi 

y y y       a) 

Oscillation condition 

By applying Kirchhoff s law to both input and output 
parts of the circuit (Fig. 4) we obtain the following 
system 

y.u+y  v = 0 J i J r 

y}u + y'ov = 0 
(3) 

Sy=YB + YB + YC 
The system (3) admits a nontrivial solution only if its 
determinant is null, this gives the oscillation 
condition of the circuit 

The admittances Yg, Yc, YE are functions of the 
circuit components like resistances, capacitances and 
inductances under the form of rational functions in 
the Laplace's variable s. 

The transistor itself is represented by its large signal 
admittance parameters equivalent circuit in which 
the y-parameters are function of the signal amplitude 
[4]. We thus obtain the dynamical equivalent II-form 
represented in Fig. 3. 

it        tt 

yty0- yryf = 0 (4) 

Substituting y' in (4) by their expression (2) leads to 
another form of the oscillation condition 

A+Y    .O + V-Y     + v   Y    +Y    Y ^    BC -u ^yi 1CE T yo    BE CE   BC 

+Y   Y    +Y   Y    =0 
BE   BC        BE    CE      " 
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A = yt yo-yr yf 

o= yt +y0+yf+yr 

(5) 

A is the determinant and a is the sum of the transistor 
equivalent circuit y-parameters as represented in 
Fig. 3. 

It should be noted here that the transistor y- 
parameter have a real and an imaginary parts so that 
each of them can be considered as a parallel 
combination of a conductance and a capacitance both 
being nonlinear functions of the signal amplitude. We 
can write in a general form 

yn= Zn + S-Cn  b = i,f,r,0) (6) 

that, by comparing figures 2 and 6 we readily obtain 
relations (9) while A and a of equations (5) reduce to 
(10). 

'//////. 

c2± 
=^c, 

From their definition recalled in Eq. (7), it results 
that yi and yf depends on the input voltage u while yr 
and y0 depends on the output voltage v (see Fig. 5). 

Fig. 6: Simplified form of a Colpitts oscillator 

(i.\ 
y- — 

yf = 

\      Jv=0 

(i   \ 
0 

\     /v = 0 

(i.\ 
yr = 

yo = 

V      / u = 0 

(i \ 

V      /a = 0 

(7) 

s.C 
Y    - Y   = lBC       IQ 

1 + s.C   R   + s*.L   C 
q   q q    q 

YBE = S-C1 

YCE~ S • C2 
(9) 

A = y. . v J i    Jo 

Fig. 5 : y-parameter representation of a transistor 

a = y .   + y    +y Ji       Jo      Jf 

Substituting Eqs. (6) into (10) leads to the following 
expressions: 

A = 8   +8.6, + s* 60 0 12 

a = o    + s. o, 
o 1 

(10) 

A third equivalent form of the oscillation condition 
can be obtained by substituting the admittances YBE, 
YCE and YBC by their expression (1) 

A.Ey+o.YB.Yc + yi.Yc.YE 

+ yn-Yn.Yw+ Yn.Yr.Y 

(8) 

"oLELE B-'C-'E 

with 

o      si eo 

8, = C. g   + C   g. 1 l   °0 0  °l 

80 =  C.  C 2 i      o 
(11) 

Characteristic polynomial 

Let's demonstrate the derivation method on a simple 
example. Figure 6 represents a simplified form of a 
Colpitts oscillator, for the sake of simplicity, the 
resonator equivalent circuit will be reduced to the 
series resonant circuit (Cq, Lq, Rq) and the transistor 
reverse admittance parameter yr will be neglected so 

°o = si  + S0 + gf 

0=C.+C      +   Cr 

and substituting back Eqs. (9), (10) and (11) into the 
oscillation condition (5) gives the polynomial in the 
Laplace's variable s 

561 



2 3 4 
a   + s a,  + s   an + s   a„ + s   a   - 0     (12) 0 1 2 3 4 

in which the following relations have successively 
been used: 

h = Sl + C2 ^  + Cx g0 

h=82 + C2 Ci   +ClCo + Cl  C2 

*1 = °o °q 

y2={a1 + C1+C2)Cq 

a   =6 
o        0 

(13) 

al=SoCq
R

q
+h+Yl 

a2=SoLq
C

q
+ßlCq

R
q
+02+y2 

^ = hL
q°q

+hC
q
R

q 

4        ^2     q     q 

Equation (12) represents the characteristic 
polynomial of the oscillator, as we can see, each 
coefficient of this polynomial is expressed as a 
function of the component value of the circuit. It is 
easy to understand that the degree and the complexity 
of the polynomial coefficients are strongly depending 
on the component number. Even in the simple case 
presented here, the full development of the 
polynomial coefficients results in intricate 
expressions hardly manageable without error. 
Nevertheless, by using computer aided symbolic 
calculation [6], it has been possible to automate the 
derivation and coding in high level language of the 
polynomial coefficients so as to minimize the risk of 
error. In a general way, the analysis of an oscillator 
structure starts with admittance expressions like 
those of Eqs. (9) and (10), next, the admitances are 
combined step by step so as to reduce the circuit to its 
T- or II-form the corresponding equivalent admit- 
tances being expressed as fractional functions of the 
previous step. Eventually, the characteristic 
polynomial coefficients are obtained under the 
following general form analog to Eq. (12) 

K k 

y^   a, s   =0 
k=o   k 

(14) 

In a similar manner, it is possible to express the 
excitation power of the resonator as a fractional 
function of the circuit admittances and the Laplace's 
variable s so that it is possible to take the amplitude- 
frequency effect into account, this calculation also 
needs the transistor gain Av which can be obtained 
from either one of Eqs. (3) 

v 

u 

yf 
(15) 

Substituting / by their expression (2) leads to: 

A    = - 
v 

y     +  Y +  Y yi   ^ *BE BC yf       YBC 

v   - Y •V BC 
y   + y     + y 
y0 CE BC 

(16) 

As the transistor v-parameters, Av depends on the 
signal amplitude u. 

Oscillation frequency and amplitude 

When the steady state is reached, the oscillation 
characteristics are described by Eq. (14) in which the 
Laplace's variable s is changed into the harmonic 
variable ja>, this splits Eq. (14) into two equations 
corresponding to the real and imaginary parts: 

M 
E 

71 = 0 
a   {u).co m 

N 

£   ßn{u).con = 0        (17) 
n = 0 

It is obvious that these two equations cannot be 
simultaneously satisfied if the coefficients are 
constant. In fact, some of them, namely those which 
include the transistor v-parameters, depend on the 
signal amplitude u. So that the problem amounts to 
find the pair {u0, co0) satisfying both equations (17). 
This technique implies to know the nonlinear 
behavior of the transistor. In the present version, the 
eight required nonlinear functions, that is the real 
and imaginary parts of the four complex y-parameters 
are obtained by using the electrical simulator SPICE 
[7]. Before the oscillator analysis begins, the program 
gives SPICE the transistor bias conditions and asks it 
to perform a set of transient sinusoidal analyses with 
increasing signal amplitudes. This enables the 
program to calculate the y-parameter as a function of 
the amplitude by processing the SPICE's output data 
as described in refs [1,9]. (See the flow chart 
represented in Fig. 9). 

Once the transistor nonlinear behavior is known, the 
solution of equations (17) is obtained by following the 
same procedure as in ref. [1] with the addition of the 
resonator frequency-amplitude effect as described in 
the next section. 

Resonator frequency-amplitude effect 

It is well known that the resonant frequency of a 
quartz resonator depends on the drive level. 

For instance, a 5 MHz AT-cut crystal exhibits a 
fractional frequency change of about 0.2/A2 while the 
change of an SC-cut is roughly ten times smaller [2]. 
Figure 7 shows the amplitude response curves of a 
5 MHz fifth overtone AT-cut resonator for different 

562 



levels of drive [8] and Fig. 8 represents the 
isochronism defect, that is the fractional resonant 
frequency change as a function of the excitation 
power, of a 10 MHz third overtone SC-cut resonator. 

< 
E 

3 

2 
cc •Ä 0.22V = => 

(£- 0.18 
f. 0-16 

^_^— 014 
~^*\^— 0.12 
-~-~*^_ 0.10 
--^1__0.08 
-^-^^-0.06 
^-^^— 0.04 
^*^\- 0.02 

FREQUENCY   RELATIVE   DIFFERENCE 

Fig. 7 : Amplitude response curves of a 5 MHz 
5th overtone AT-cut resonator 

for different level of drive (after [8]) 

Nyquist's plane of a Colpitts oscillator characteristic 
polynomials, i.e. the parametric representation of 
Eqs. (17), each curve represents the imaginary part- 
vs-real part with respect to the frequency for different 
amplitude values. 
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Fig. 8 : Isochronism defect of a 10 MHz 3rd overtone 
SC-cut resonator 

This feature is introduced in the program by means of 
the resonant frequency of the resonator which is 
expressed as a function of the excitation power 

f (P) = / (0)(1+ aiP+a2Pz) (18) 

fq{0) represents the resonator frequency at very low 
drive level while ax and a2 are the coefficients 
required by the program to describe the aniso- 
chronism defect. In the present case, they have been 
obtained from a second order polynomial regression of 
the experimental data as shown in Fig. 8. 

Program features 

Figure 9 presents the general flow chart of the present 
version of the program and Fig. 10 details a bit more 
the last step, that is the calculation of the oscillation 
characteristics. Let's demonstrate the calculation 
principle on an example. Figure 11 represents the 

Fig. 9: General flow chart of the program 
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Fig. 10 : Calculation of the oscillator characteristics 
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Fig. 11: Colpitts oscillator characteristic polynomials 

We can see that as the amplitude increases, the 
characteristic polynomials get closer and closer to the 
origin until they pass beyond it, then, the expected 
polynomial is located between the two polynomials 
passing on each side of the origin and the corres- 
ponding amplitudes u; and UJ can be used as starting 
points for the bisection process. In the same way, the 
frequency f\ of the nearest polynomial point from the 
origin can be used as starting point for the imaginary 
part root calculation algorithm. Once the solution has 
been located this way, it is improved by using the 
algorithm described on the flow-chart in Fig. 10. 

Because the characteristic polynomial coefficients are 
expressed as functions of all the circuit components, it 
is possible for the program to calculate the influence 
of a change of any component value on the oscillation 
amplitude and frequency as well as on the resonator 
excitation level. In the same way, it is possible to get 
the sensitivity of these quantities to small component 
variation. In addition of the rated value the user can 
specify the tolerance and the temperature coefficient 
of each component in the input data file. This allows 
the program to calculate the induced dispersion and to 
perform worst case analysis. The temperature 
behavior of the resonator is described by the four 
coefficients of the frequency temperature curve cubic 
regression so that the frequency variation can be 
calculated over a given temperature range. 

Experimental verification 

The only way to get confidence in the simulation 
program consists in comparing the predicted values 
with experimental results. To this end, the Colpitts 
oscillator represented in Fig. 12 has been built on a 
circuit board so that some components can be easily 
altered. 

Fig. 12 : Test Colpitts oscillator 

The main difficulty in this experiment is to keep a 
good enough frequency stability so that tiny 
deviations induced by small component variations can 
be evidenced. The largest part of frequency 
fluctuations comes from the influence of temperature 
variations on the quartz resonator. 

So as to prevent the frequency measurement accuracy 
from these perturbating effects, the resonator is kept 
at ist turn-over point in a temperature controlled 
oven, the remaining circuitry being placed nearby 
outside. Figure 13 shows the experimental setup used 
as well as the block diagram of the frequency 
measurement system. 
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Fig. 13 : Experimental setup 
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The change of a component value is performed by 
switching on or off a set of components put in parallel, 
this procedure permits to increase or decrease the 
rated value of the components in the range 0 to 10 %. 
The results obtained by changing some selected 
components of the circuit represented in Fig. 12 are 
shown in Figs. 14 to 17, in these figures, the small 
squares are experimental data while solid lines are 
simulation results, the diamond-marked lines are 
obtained by giving the resonator parallel capacitance 
its nominal 1.2 pF value in the simulation input data 
file. But because of the stray capacitance due to the 
distance from the circuit to the resonator, the overall 
parallel capacitance has been measured to be about 
10 times larger, another simulation with a 11 pF 
value has been performed and the plus-marked lines 
show the results thus obtained. 

'rldex7.dat' -e— 
■r1dex8.dat' -i— 
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Delta(Rl)/R1 (X) 

Fig.   14   :   Simulated  and  experimental fractional 
frequency change when varying the transistor 

base resistance (see Fig. 12) 
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Fig. 15 : Same as Fig. 14 when varying the transistor 
emitter resistance 

Delta(Cb)/Cb (X) 

Fig. 16 : Same as Fig. 14 when varying the selection 
mode capacitance 

lla(Vcc)/Vec (X) 

Fig. 17 : Same as Fig. 14 when varying power supply 

The experimental results show that in all cases the 
sense of variation and the order of magnitude of the 
frequency shift have been properly predicted. This 
was not always the case before the resonator 
amplitude-frequency effect was taken into account. 
Nevertheless, it can be seen that the value of a 
component, for instance the resonator parallel 
capacitance, can noteacibly modify the sensitivity 
with respect to another component. 

So, it is possible that some parasitic components like 
stray capacitances which are not taken into account in 
the model or not accurately measurable might affect 
in some way the sensitivity with respect to other 
components. Hence, the accuracy of the simulation 
more likely stems from the component value 
uncertainties rather than from the lack of precision of 
the model. 

Conclusion 

The nonlinear analysis used to describe the transistor 
and the oscillator behavior enables the program to 
take into account important effects like the frequency 
amplitude effect. 
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Experiments have shown that the simulation 
program thus developed can accurately predict the 
real oscillator features. Remaining discrepancies 
between simulated and experimental results might be 
due to the lack of knowledge of the real component 
values due to parasitic components the value of which 
is difficult to assess. So as to extend the scope of the 
program, an oscillator library is actually being 
implemented. Nevertheless, this solution is not quite 
satisfactory because the user is still constrained by 
the necessarily limited number of designated 
structures. 

A more ambitious project dealing with a topological 
analysis of any oscillator structure described by a 
netlist is now undertaken. The idea is to automate the 
initial analysis by parsing the input netlist and 
identifying the impedance transforms to be performed 
in order to put the initial structure to its reduced 
form. Applying the general oscillation condition gives 
the symbolic form of the characteristic polynomial 
coefficients which can eventually be used to analyze 
the oscillator behavior. 
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Abstract 

Increasing performance demands made by precision 
timing have made NIST's present 5 MHz distribution 
amplifier system obsolete. A new design providing 
improved phase stability with temperature, harmonic 
purity, and phase noise is presented. By building on 
previous designs, a modified cascode amplifier was 
created with performance increases of more than 10 fold 
in phase noise, temperature coefficient and isolation. An 
input-output isolation of 140 dB and channel to channel 
isolation of greater than 125 dB was achieved. Phase 
noise performance of -152 dBc/Hz at 1 Hz with a noise 
floor of -170 dBc/Hz was also achieved. Input and 
output matching provide average return losses greater 30 
dB. Harmonics are all -45 dBc or better at an output of 
+13 dBm, and the temperature coefficient of output phase 
is less then 1 ps /°C. 

Introduction 

The improved performance of new frequency standards 
as well as the advent of the trapped ion clocks, places a 
greater demand on signal distribution and measurement 
systems. In order to reach fractional frequency stabilities 
on the order of 10"16 in 104 seconds, timing errors due to 
transmission and measurement must be less then 1 ps. 
At 5 MHz this corresponds to holding phase variations to 
under 30 microradians for about 3 hours. The old 
design, summarized in table 1, fails this criteria mainly 
in aspects of temperature coefficient and timing errors 
due to voltage standing wave ratio (VSWR). In order to 
approach the error budget of 1 ps a new set of design 
criteria was created and is shown in table 2. 

Table 1, Summary of old design performance 
isolation 125 dB 
phase noise at 1 Hz -142 dBc/Hz 
phase noise floor -165 dBc/Hz 
temperature coefficient 12 - 15 ps/°C 
input/output return loss 25 - 13 dB 
harmonics -20 dBc 
power consumption 160 mW 

Table 2, Performance goal of new design. 
isolation 120 dB 
phase noise at 1 Hz -145 dBc/Hz 
phase noise floor -165 dBc/Hz 
temperature coefficient lps/°C 
input/output return loss 35 dB 
harmonics -45 dBc 
power consumption <160 mW 

The development and performance of an amplifier that 
meets these requirements will be described. 

History 

The amplifier presented here has a long evolution 
beginning in 1976 with the work of Gray and Glaze [1]. 
The amplifier shown in figure 1, consisting of two 
common base bipolar junction transistors (BJT) driven by 
a common-emitter stage, still shows impressive isolation 
and phase noise performance. This design is presently 
used in about 100, five channel units for NIST's atomic 
clock ensemble. Building on this design, De Marchi, et 
al. [2] produced a very high performance amplifier with a 
350 MHz bandwidth and isolation as high as 150 dB. 
This was achieved using the circuit shown in figure 2. 
The amplifier used three alternating npn and pnp 
transistors with their bases tied directly to ground. This 
required a bipolar power supply and a separate bias 
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current for each transistor. The signal was coupled out 
via a common emitter stage. By using only SMT 
technology, parasitics were greatly reduced and the very 
high bandwidth was realized. The high isolation is also 
attributed to having the bases tied directly to ground, 
effectively forming a shield between the collector and 
emitter, thus reducing capacative coupling. 

Circuit Description 

The power constraint placed on the amplifier by the 
existing rack system ruled out De Marchi's design, which 
consumed five watts per channel. The following circuit 
was created by combining aspects of both Gray and De 
Marchi designs. 

-vcc 

I vw,  

hVCC 

OUT 
 VA K- 

IN   <$ *- 

Figure 1. NIST's present isolation amplifier 

Figure 2. De Marchi's isolation amplifier. 

Figure 3. NIST's new isolation amplifier 

De Marchi's approach of three common base stages was 
combined with Gray's single current and voltage bias 
network. This required tying the bases to ground via 
large capacitors to maintain isolation. This approach 
dropped the power requirement for a single channel from 
five to less than one watt. To improve the harmonic 
distortion and temperature coefficients, the output drivers 
of the previous designs were removed. In order to 
achieve current gain in this common-base configuration, 
it was required to couple in with transformers. This 
coupling also enabled very precise impedance matches. 
The output is also transformer coupled and DC isolated. 
Simple L-type networks were used for input and output 
matches. The configuration of the voltage bias network 
supplying the transistor bases forms a very effective 
active noise filter, which is responsible for the extremely 
low phase noise of the circuit. Nickel-plated steel shields 
were soldered around each channel to help improve the 
isolation. By moving back to the single bias current 
configuration, the amplifier's power consumption was 
greatly reduced, at a cost of reducing the operating 
bandwidth. 
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Performance 

The amplifier was configured to accept 5 and 10 MHz at 
+13 dBm and to provide five +13 dBm outputs. The 
plot of gain vs. frequency (figure 4) shows a 1 dB 
bandwidth of 22 MHz. 
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Figure 4. Gain vs. Frequency 

Isolation was measured by injecting a +13 dBm signal at 
one port and measuring it at another. Reverse isolation 
was determined to be 144 dB, isolation between adjacent 
outputs is 125 dB, and isolation between non-adjacent 
outputs is 135 dB. We also attempted to measure 
isolation by opening and closing a port at a certain 
frequency while observing the other channels on a cross- 
correlation time measurement system. The effect could 
not be distinguished from the noise floor of the system. 

Phase noise shown in figure 5, measured using a cross- 
correlation technique, shows a 1 Hz intercept of -152 
dBc/Hz and a flicker floor of 170 dBc/Hz. The 1/f 
corner appears to be about 40 Hz. The droop at less than 
2 Hz is due to the measurement being ac coupled. DC 
coupled spans of 20 Hz were not practical due to the high 
numbers of averages required for the cross-correlation 
and the possibility of overloading the analyzer. 

By integration over the 1/f and f° noise components one 
can obtain an estimate of the short term fractional 
frequency stability of the amplifier (figure 6). This of 
course assumes a continued 1/f noise process inside of 1 
Hz. This result could not be experimentally verified 
because NIST is presently unable to measure stabiltites of 
10'16 at 5 Mhz and measurement times of 100 seconds. 
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Phase stability vs. temperature was measured using the 
usual phase bridge technique[3]. In order to reduce noise 
the mixer output was integrated with a time constant of 
10 seconds. Over a 25 °C range we observed a change 
in delay of only 750 fs/°C (figure 7). The range tested 
included 10 °C above and below the nominal 
temperature. 

Special attention was paid to input and output impedance 
matches. Equation 1 shows the timing errors due to a 
transmission system [3]. 

8t = -^ + 
ßc     4v 

1    PSPL sin<|> (1) 

where 8t is the timing error, L,ß,c have to do with the 
transmission media, v0 is the frequency, ps and pi. are the 
reflection coefficients of the source and load, r\ is the 
round trip attenuation and sin<t> is the angle of the twice 
reflected signal at the load. Table 3 shows the VSWR of 
the old isoamps and the worst case timing errors (TJ=1 

and sin<t> =1) for two identical amplifiers connected in 
series. Table 4 shows the same for the new isolation 
amplifier. 

Conclusion 

With the performance improvements presented above, 
the new isolation amplifier can achieve the required 1 ps 
error budget. It is presently being installed at NIST to 
distribute signals from masers and other high stability 
sources. 

ATTBN 300 
Rl_  13 . OOP 

dBm 

START OHZ 
«RBW 300KMZ 

Figure 8. Harmonic distortion of old amplifier at an 
input level of+13 dBm 

Table 3    Timing errors of old amplifier due to VSWR 
input 

VSWR 
output 
VSWR 

error 

5MHz 1.52 1.19 900 ps 
10 MHz 1.46 1.11 250 ps 

1 able 4   Timing errors of new amplifier due to VSWR 
input 

VSWR 
output 
VSWR 

error 

5MHz 1.002 1.04 2ps 
10 MHz 1.01 1.15 10 ps 

The above tables show the extreme importance of 
impedance matching in precision timing applications. 
By carefully cutting all cable lengths to integer multiples 
of yJl one should be able to get the error due to VSWR 
down to 0.2 ps at 5 MHz. 

With all transistor stages running in class A operation 
harmonic distortion was greatly reduced. A comparison 
between the old and new isoamps is shown in figures 8 
and 9. These figures were both measured at +13 dBm 
output power. The new isoamp shows the second 
harmonic at -45 dBc and the third at -50 dBc. Running 
with an input of +15 dBm the amplifier runs with 0.25 
dB compression and -35 dBc harmonic distortion. 
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Figure 9. Harmonic distortion of new amplifier at an 
input level of+13 dBm 
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Introduction 

Recently the time-domain spectrum of the 
Global Positioning Satellite (GPS) Selective Availability 
(SA) modulation has been characterized1. The continued 
growth of GPS, its utility, and the technology to receive 
and utilize the GPS signals have resulted in stable, 
multi-channel GPS timing receivers. These are now 
available from several vendors. Further, the GPS 
satellite constellation is essentially complete and has 
been declared operational, at least in its initial phase. 

Coupled with the growth in hardware 
technology and understanding of GPS has been the 
development of algorithms which provide suitable 
enhancement to GPS timing signals, increasing their 
stability and accuracy. Using the above, we have 
constructed a near optimum SA filter which essentially 
removes the effects of SA on timing signals. The filter 
was designed with three aspects in mind: 

1. Good performance and reliability obtained 
even in the presence of occasionally bad 
data and with restrictions on the GPS 
satellite viewing angles. 

2. Improved performance for both time and 
frequency outputs by optimally filtering the 
SA Modulation to best match the stability 
performance of the internal oscillator. 

3. Maximum performance results from 
minimum design and product cost. 

The second and third aspects imply that oscillators other 
than cesium and/or rubidium should be considered. 

The HP10811D/E SC-cut oscillator has been in 
continuous production for over 15 years, with a total 
production considerably over 100,000 to date. As we 
build only one crystal and one oscillator, continued value 
engineering2 has resulted in exceptionally high yields 
and excellent performance, especially in aging and 
response to environmental conditions. As a result, the 
oscillator exhibits time-domain stability better than 1 x 
10"11 well beyond 1000 seconds. This infers that the 
HP 10811 is fully suitable for integration with GPS given 
that the decorrelation time of GPS has been determined 
to be about 400 seconds1. 

SA Filters 

The SA Filter consists of algorithms 
implemented in a microprocessor to form a series of 
digital loops that have the overall effect of minimizing 
the effect of S A on the timing signals currently available 
from the GPS system. 

To illustrate the effect of the SA Filter, Figure 1 
shows typical data obtained by measuring the 1 pulse per 
second (pps) output of a six-channel GPS timing receiver 
against a similar pulse from an active ensemble of 
cesium standards. Actual data were taken each second 
and 100 consecutive measurements were averaged to 
produce the data shown. The pulse-to-pulse jitter of the 
ensemble is less than 100 ps and cannot be a source of 
the jitter seen in this figure. The slope of the data in 
Figure 1 represents a frequency difference of 9.4 x 10" 
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between  UTC(USNO)   via   GPS   and   the   cesium 
ensemble. 

Figure 2 shows two plots, the gray plot 
replicates the data shown in Figure 1 with mean slope 
removed. The rms deviation of this data is 31 ns, 
corresponding to the SA noise observed using 100 
second averages of the receiver output. Six satellites were 
almost always available for tracking. The solid line shows 
the result of applying a filtering algorithm that is 
optimized for comparing GPS with a high quality cesium 
standard. The rms of the filter output is 1.7 ns, 
demonstrating the resolution that can be obtained with 
this technique for time transfer between cesium 
standards. The filter design is such that the output can be 
obtained in real time. This filter provides no improvement 
for dynamic positioning and assumes the coordinates are 
fixed and known The coordinate solution obtained through 
the SA noise is adequate. 

The effect of the filtering algorithm can be seen 
in Figure 3. The upper line shows the modified Allan 
Deviation (MDEV) of the time difference data before 
filtering. For times short compared with 105 seconds the 
noise is dominated by SA, and the slope is about -3/2, 
indicating a white phase-noise process. The lower line is 
the MDEV of the filtered data. The amplitude of the 
noise has been reduced approximately to the noise level 
expected from a cesium standard. At 2 x 105 seconds, 
outside the stop-band of the SA filter, the value of 
MDEV observed is of the same order as the noise typical 
of the steered GPS clock3, and slightly larger than the 
expected noise of the ensemble, 1 x 10"14. 

The SA Filter has another attribute that makes 
the overall system response far more robust than a single 
receiver by itself. Because of the reduction in SA noise, 
coupled with the excellent long-term stability of the 
10811 oscillator, the process is able to provide a calibration 
of the oscillator characteristics. Over a period of time, by 
tracking the oscillator's time and frequency offsets as well as 
its frequency drift, the effects of temperature can be 
discerned if they are repeatable as they are averaged over 
time. These model elements can be used if the system has to 
go into holdover mode. This procedure maintains the 
system with a given degree of synchronization and/or 
syntonization for a significantly longer period than could be 
predicted if the oscillator's performance were not so 
calibrated. 

Overall, the combination of good GPS timing 
receivers, excellent oscillator performance, and the SA 
Filter algorithms permit performance while locked to 
GPS approaching that of low-end cesium standards and, 
while in holdover, to approach that of rubidium 
standards at a cost comparable to quartz standards. 

Experimental Results 

During the investigations of the SA Filter 
concepts, several equipment configurations were used. 
The difference between all of these was the manner in 
which the quartz oscillator was controlled. In the 
experiments, the oscillator was either steered and 
became the primary source of output, or was unsteered 
and was used as an internal time-base for a synthesizer. 

Unsteered oscillators are more stable. Steered 
oscillators permit operation with simpler electronics. 

Holdover Measurements 

A goal of the experiment was to determine how 
much improvement in the aging of the oscillator was 
obtained by characterizing its model elements. To 
standardize on the method, and to continue collecting 
data during 'holdover,' we chose to post-process the data 
and predict holdover performance and compare to actual 
performance. As a follow-on to the data shown here, 
actual holdover performance is now being measured and 
validates our analytic method. 

Unsteered Oscillators 

Figure 4 is the generic block diagram of an 
unsteered oscillator system. The Frequency Translator 
may be implemented in many ways, most commonly 
some form of synthesizer using the quartz oscillator as 
its timebase. An essentially continuous measurement is 
made between the external reference and an appropriate 
signal from the oscillator. As the software knows what 
difference was measured, an appropriately compensated 
command can be sent to the Frequency Translator. Over 
a period of time, in comparison with the external 
reference, die SA filter provides the opportunity to 
characterize the oscillator's instability characteristics. 
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Figure 5 shows the results of the oscillator 
offset measured as described above. The oscillator had 
been in storage for several months before the start, and 
was used as we received it, with no pre-aging or 
syntonization. The slope seen in Figure 5 is mostly due 
to a frequency error of about 1.1 Hz. Frequency as 
computed from the phase data is shown in Figure 6. 
Immediately apparent is a large aging rate for the first 
few days. The gray plot in Figure 6 is the computed 
frequency showing the effects of SA noise. The solid 
line was obtained by processing the original data through 
an SA Filter 

When the filtered data is examined to determine 
aging rates, the curve shown in Figure 7 results. A 12 
hour moving window was used on the filtered data to 
produce this curve. The 12 hour window has the effect 
of enhancing any diurnal effects. A rather strong 
temperature dependent effect is seen. 

To examine holdover response, filtered data 
from days 4 and 5 were used to characterize the 
oscillator aging. The filtered phase data was fit to a 
nearly parsimonious model (a linear term plus a log 
term). The data string used consisted of 10 points 
essentially uniformly distributed over the 24 hours. The 
holdover results are shown in Figure 8. In spite of strong 
temperature effects, the overall apparent aging was 
reduced by a factor of 20 or more when the data was 
taken during day 4. When the data was taken during day 
5, the improvement was greater than 30. As the 
oscillator aged into specification, the performance 
continued to improve. 

Steered Oscillators 

Figure 9 shows the generic block diagram of a 
system employing a steered oscillator. The steering 
method and hardware were adapted directly from the 
HP5071A Cesium Standard. The actual steering 
command is a digital word passed through D/A 
converters and appropriate filters before steering the 
oscillator. The resolution of the numerical equivalent of 
the steering command is about 1 x 10"11 per steering unit. 
A plot of the steering commands is shown in Figure 10. 
A new steering command is computed by the system 
every 10 seconds. This plot also shows a non-optimal, 
non-parsimonious, prediction of future performance. 
This was obtained by doing a 2nd order regression to the 

data in the 24 hour period shown on the Figure as the 
"Characterization Period." 

Again, holdover performance was determined 
from the difference between actual and predicted. The 
expected synchronization and syntonization errors are 
shown in the table in Figure 10. Of note is that this 
oscillator performed better than the oscillator used in the 
unsteered experiment above, and the temperature effects 
were dynamically compensated through a temperature 
sensor, with time lag and temperature coefficient factors 
learned in a prior experiment. 

Unsteered oscillators are more stable and 
predictable than continuously steered oscillators. 
During the several experiments, we noted that while the 
very-long-term aging of steered and unsteered oscillators 
are essentially identical, the day-to-day results are 
considerably different. Usually unsteered oscillators 
show continuous monotonic aging without any 
unexpected results. Steered oscillators were anything 
but monotonic, tending to change sign of the aging every 
few days. 

Although unsteered oscillators are more 
predictable, and hence have improved holdover, 
predictions made on the basis of steering commands 
produce acceptable performance, showing deviations in 
frequency less than 1 x 10"10 and time deviations on the 
order of 1-2 microseconds for periods up to 3 days after 
the oscillator has been characterized. 

Figure 11 is a plot of the MDEV of a GPS 
Steered oscillator determined under two conditions. The 
first used the 1 pps from the system measured against the 
cesium ensemble with a time-interval counter. The 
system used is the HP5071A cesium long-term stability 
production measurement system. The second measured 
the 10 MHz output against an offset 10811 oscillator in 
a conventional heterodyne short-term stability system. 
The two measurement systems were set up to take data 
concurrently. A key point on the 1 pps measurement is 
the measurement noise seen from 1 second through 100 
seconds. This is a consequence of the 1 pps circuitry 
that has a pulse-to-pulse jitter of about 30-40 ps, and a 
time-interval counter with a minimum resolution of the 
same order of magnitude. Hence the actual stability is 
represented by the bottom curve through sampling times 
of 10 seconds, and the upper curve for times beyond 200 
seconds. 
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The overall curve illustrates several points. 
Even though steering commands are issued every 10 
seconds, the digital noise is well below the output 
time-domain stability. The long-term stability at time 
samples greater than 10,000 seconds approaches that of 
cesium. The intermediate stability, although always 
below 1 x 10"n, shows the effects of oscillator 
characteristics, and of the various control loops and their 
time constants. 

Summary 

The data presented above indicate that it is 
possible to obtain near cesium performance in the 
long-term from an appropriate quartz oscillator when 
combined with current GPS timing receivers and a near 
optimal SA Filter algorithm. Further, the data shown 
verify that both steered and unsteered quartz oscillators 
give adequate performance. 

Given the usually unknown condition of the 
oscillator, GPS receiver, and the various time delays in 
the SA Filter and control loops, the start-up time to frill 
lock and tracking to GPS with GPS steered oscillators 
takes about 8 hours. This is shown in Figure 12. After 
8 hours, the system is synchronized to within 100 ns, and 
the average frequency offset magnitude over the next 16 
hours was less than 5 x 10"13. 

References 

1 Allan, D.W. & Dewey, W.P., Time-Domain Spectrum 
of GPS SA, presented at the 1993 ION GPS-93 
Conference. 
2 Küsters, JA. & Adams, CA., Applications of Total 
Process Control Techniques in the Production of High 
Precision Quartz Resonators, Proc. 39th Annual 
Symposium on Frequency Control, pg. 475 ff, 1985. 

Buisson J.A., private communication 

575 



(ß 
5E-08 

-5E-08 

-1.5E-07 
4 6 
Time (Days) 

Figure 1  — GPS Receiver vs. 5071A Cesium Ensemble 
100 second averages of 1 pps data 

1.5E-07 

10 
T3 
C 
0 

1E-07 

a 
CO 

5E-08 

u 
c 
IS 

0 

i 
D -5E-08 

E 
i- -1E-07 

-1.5E-07 

^^^      —    " "T 

C .    ii"? >: ;':    ! 3 i ! j   !!   U    '! iji h 

Time (Days) 

100 SB, Avg, Data - 31,2 ns»c RMS — SA Flllwwl Data -1,7 ns»c RMS      | 

Figure 2 - Shadow plot - raw data of Figure 1 with 9.4 x 
10"14 offset removed. Solid line, results of applying SA 
filter to raw data 

1E2 1E3 1E4 1E5 
Time (Seconds) 

- Measured Data  -a>-SA Filtered Data 

Figure 3 — Allan Variance analysis of data presented in 
Figure 2. 

-toldover Mode 

Phase 
Detector 

Memory and 
Aging Prediction 

Reference »• 
Software PLL 

Control 

J'      " 

Oscillator 
Frequency 
Translator 

Figure 4 — Block diagram, unsteered oscillator system 

Figure 5 — Phase measurement of unsteered oscillator vs. 
GPS receiver -100 sec averages of 1 pps data. 

-1.05E-07 

100 See Avg Data SA Filtered Data   | 

Figure 6 — Frequency data - Figure 5. Shadowed data 
shows effects of SA Solid line - results of applying SA 
filter to original data 

576 



Figure 7 - Aging curve - Oscillator from Figure 5. 
Curve derived from SA Filtered data with a 12 hour 
moving window to emphasize diurnal effects. 
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Figure 8 — Holdover performance - Curve computed 
from SA Filtered data fit. Characterization period was 24 
hours to reduce diurnal effects. 

Holdover Mode 

Reference - 

Memory and 
Aging Prediction 

Algorithm 

Oscillator 

Figure 9 ~ Block diagram, steered oscillator system 

1E-10 

a 
>1E-11 
c 
M 
< 
OJ 

^ 1E-12 
o 

1E-13 
1E0 1E1 1E2 1E3 

Time (seconds) 

«  1 pps vs. Ensemble using TIC      ■  10 MHz outpul vs. special 10811 | 

Figure 11 - Root Modified Allan Variance, 10 MHz and 
1 pps output of GPS Steered oscillator 

7720 

Delta Derla 
Frequency Time 
2.3E-11 2.0E-06 
7.8E-12 2.6E-06 
-4.8E-11 -1.5E-06 

2 3 
Time (Days) 

Figure 10 - Steering commands of GPS-steered 
oscillator. Table gives frequency and time errors 
accumulated after end of characterization period. 

L 

§ SE-11 - 16 hour Average Frequency 
4.7E-13 - Kt»r s hours on. 

V) 

£ 
?.    o- 
o 
c 
0) 

f 
LL-5E-11 

-1E-10  1—  1  

49487 49487.4 49487.8 
Time (MJD) 

49488.2 

Figure 12    -   Turn-on characteristics - GPS Steered 
Oscillator. Frequency offset computed after 8 hours on. 

577 



1994 IEEE INTERNATIONAL FREQUENCY CONTROL SYMPOSIUM 

DUAL-MODE CRYSTAL OSCILLATORS WITH RESONATORS 
EXCITED ON B AND C MODES 

Anatoly V. Kosykh, Igor V. Abramson, Victor P. Bagaev 

Omsk Riezoengineering Company Ltd. 
P.O. Box 7357, 644020, Omsk, Russia 

There is very attractive idea to use SC-cut 
resonators excited on B and C modes for frequency 
stabilization (in particular, for digital 
thermocompensation) but up to now these operating 
regimes are used very seldom. The cause consists 
in a difficulty to get stable excitation in wide 
temperature range. Due to development of 
original resonator exitation networks, of special 
geometry of piezoelement and due to original 
technology of its manufacture, we succeeded in 
developing of B and C modes in wide (-60...+85)0C 
temperature range. 70% yield of suitable units 
is attainable when resonators are exited on 10 
MHz frequency using 1-st mechanical harmonic. 
The requirements to a circuit of a dual-mode 
oscillator (that is oscillator capable of 
simultaneous exiting on two asynchronus 
frequencis) are presented. 

While this work a lot of experiments have been 
involved to design double-mode crystal meeting 
the requirements assined above. To avoid the dips 
of activity of the B-mode being inherent property 
of overton SC-cut crystals due to nonlinear 
interaction of the thickness modes the 
fundamental mode TD-cut (yxbl/23a25'/340) crystal 
plate have been used here. Studies of both C and 
B-mode activity on the plano-plano plate 
geometry, the electrodes form and the mounting 
points  location provided  creation of miniature 
(7x8 mm) crystal plate having acceptable motional 
resistance on B and C-modes. Exploration of the 
modes activity behavior over a wide temperature 
range shown that the motional resistance remains 
within (8-12) Ohms for C-mode and (50-65) Ohms 
for B-mode. Practical realization of the 
dual-modes oscillator in the form of a hybrid LCI 
is described. The dual-mode crystal oscillator 
parameters are: output frequency - 10 MHz; 
supply voltage - 5V; consumption current - 5-7 
mA; output levels - TTL; B-mode level in C-mode 
output  spectrum -50  dB;  regime unstability - 
(0.1..,0.2)ppm/10% voltage change. 

INTRODUCTION 

Sixteen years have already passed since J. 
Küsters and colleagues proposed to use SC-cut 
resonators excited at B and C modes for the 
purposes of thermo-compensation [1]. Attractive 
as it is the idea has not yet found wide 
application. 

With an acceptable F-T curve and an extremely low 
dynamic temperature coefficient in C-mode, a 
steep monotonous F-T curve  in B-mode, a  spatial 

coincidence of the both modes in SC-cut resonator 
(C-mode as a reference and B-mode as a thermo- 
sensor) promises to results in a very low 
dynamic thermocompensation error. All the above 
SC-cut peculiarities make possible to obtain high 
accuracy oscillators. The laboratory experiments 
(e.g. [2]) corroborate these theoretic 
presumptions. 

But so far in Russia at least the progress has 
not yet passed over the experimental stage. One 
of the main reason is the complexity of obtaining 
stable dual-mode excitation and B-mode oscillation 
quenching observed in a narrow temperature 
interval. Investigations have shown that in 
certain temperature points a B-mode dynamic 
resistance rises abruptly as a result of B and C 
modes interaction and energy transfer. The fact 
that activity dips are not observed in every unit 
of 100% of resonators elevates some hope 
that there is the solution of the problem. But 
for many years this solution was not found and 
the researches proceeded to seek the 
alternative version of solution free from this 
limitation. 

In 1989 a number of papers was published [3,4,5,6] 
devoted to problem of SC-cut resonators use in 
digital thermocompensated oscillators (DTCXO) 
with excitation on the 1-st and 3-rd C-mode 
harmonics. A frequency difference between the 
3-rd (fc ) and the tripled 1-st (fc ) C-mode 
mechanical harmonics is used as a thermo- 
dependent oscillation. The idea itself is not new 
one. F-T curve linearity of the difference 
oscillation (fd = 3fc -fc ) is well known from 
classic crystal oscillator literature (e.g. [7]). 
L. Marianovsky (Russia) was the first (to our 
opinion) who suggested to use the "difference 
oscillation" as a thermo-sensor signal in DTCXO 
[8] . He used AT-cut in his experiments and so 
could not have practical results as good as the 
authors of [3,4,5,6]. 

After analytical comparison we came to the 
conclusion that the simultaneous B- and C-mode 
excitation with extraction of their frequency 
difference was more promising and had undertaken 
our efforts on the oscillator design with this 
type of resonator. Two investigation directions 
were used: 
1- resonator design with constant parameters in a 

temperature interval; 
2- oscillator circuit development providing 

effective simultaneous excitation of two 
modes. 

The investigations resulted in a high parameters 
dual-mode oscillator with rather good reproduci- 
bility. There are tuned circuits in oscillator 
design developed and they are suitable for 
microcircuit fabrication. 
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1. MAIN SPECIFICATION OF A DUAL-FREQUENCY 
OSCILLATOR USED IN DTCXO 

A dual-frequency oscillator intended to be used 
in a DTCXO should fully comply with the following 
specifications: 

1. The span of the reference mode F-T curve in an 
operational temperature interval should be as low 
as possible. 
2. The F-T curve of the thermosensor mode should 
be monotonous with the slope as large as possible. 
3. The oscillation with reference mode frequency 
should be highly stable with low noise and 
discrete components levels. 
4. Thermal time constants of the both modes 
should have similar values. 
5. The reference mode should have low dynamic 
temperature frequency coefficient. 

Keeping in mind the above specifications let us 
now compare resonators with B and C modes 
excitation and resonators with the 1-st and 3-rd 
harmonics of C-mode. Since the C-mode is used as 
a reference oscillation its parameters will be in 
both cases approximately the same. Principal 
distinctions lay in the parameters of the 
thermosensor oscillation. A circuit diagram for 
this oscillation forming in both cases is shown 
in Fig.la and Fig. lb. Parameter comparison for 
both versions is given in Table 1. 
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vv 
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T-t=3Fc   -Fc 
b) 

Fig.l.   Dual-mode oscillators block-diagrams. 

Table 1 

variant reference 
mode 

requency 

F(T) 
MHz 

F-T  curve 
absolute 

slope 

F-T curve 
relative 

slope, ppm 

BSC 
mode 

10 
MHz 

0.9 -300 Hz/0C -330 

1-st S 
3-rd 
harm. 

10 
MHz 

0.15 -14 Hz/oC -95 

Two variants of thermosensor signal treatment in 
DTCXO are possible: 
- a frequency-meter configuration (See Fig. 2a) ; 
- a period-meter configuration (See Fig. 2b). 
Evidently  in  both  cases   the   higher  is 
the  thermosensor  characteristic slope S(T), the 
better are DTCXO"s parameters. In particular,  the 
relations  are   revealed of  S(T)  with dynamic 
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Fig.2.   Thermosensor signal treatment devices 

block-diagrams. 

temperature characteristics [9] and with a 
digital noise spectrum of an output oscillation 
[10]. Of primary importance is the ratio of the 
absolute slope S(T) to the absolute instability 
(power supply, long-term, short-term) of the 
oscillation F(T). It is easy to realize that the 
higher is the absolute slop S(T) the easier is 
(with other condition being equal) to secure 
their necessary ratio. Since the slope S(T) is 20 
times higher in the 1-st variant (in absolute 
figures) in solving the problem of the B-mode 
stable excitation this variant is obviously 
preferable. The problem solutions will be 
considered in the following items. 

2. METHODS OF DUAL-FREQUENCY OSCILLATIONS 
EXCITATIONS 

The behavior of one and the same resonator is 
different in different oscillation circuits. 
It is especially evident in such complex cases 
as simultaneous excitation of two modes. Besides 
stable two-mode excitation a dual-frequency 
oscillator should have some other qualities: 

- low consumption power; 
- small overall  dimensions; 
- ease of tuning in manufacture; 
- pure spectrum of the output reference 

oscillation. 
From these initial positions the authors treat 
double frequency excitation methods familiar to 
them. 

2.1. Dual-frequency oscillators with separated 
nonlinear elements 

A dual-frequency oscillator of this type is a 
device of two independent oscillators coupled to 
each other via dual-mode crystal resonator. Each 
oscillator comprises a selective filter providing 
the oscillations to arise only at certain 
frequency. A block diagram of this oscillator is 
shown in Fig. 3. Good mutual filtration of 
excited modes is an obligatory condition of 
oscillations stability. With equal oscillations 
activity the selectivity of separation filters 
should not be worse than 20 - 30 dB. If one of 
the modes is more weak than the other one, the 
stronger mode level at the input of the 
oscillator exiting the weaker mode should be 
suppressed still more. In practice, LC-cirquits 
are  used as  selective  elements, their quantity 
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Fc 
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Fig 3    Dual-frequency oGcillators with separated 

nonlinear element block-diagram. 

being up to 3 or 4 [6]. The presence of 
adjustable tuned circuits makes worse the 
features of reproducibility, vibration stability 
and overall dimensions. There are opinions that 
to retain these qualities the separation filters 
could be made of piezomaterials, but this will 
make the oscillator more complex and costly. 

2.2 Dual-frequency oscillators based on mutually 
synchronized oscillators 

The seeking to get rid of tuned circuits and to 
obtain a diagram suitable for microelectronic 
implementation led to an idea to use mutually 
synchronised oscillators for the sake of 
filtration. It is known that in two mutually 
coupled oscillators synchronous oscillations are 
possible to arise under certain conditions. 
Synchronizm region is determined by the 
oscillator phase characteristic and by the 
coupling level. This coupled system exhibits 
striking properties and can be used for 
separation of dual-frequency oscillations. I. V. 

Boudiakov (Russia) suggested a diagram providing 
the excitation of the SC-cut resonator in B and 
C-modes. The diagram (See Fig. 4) comprises four 
oscillators mutually synchronized in pairs [11]. 

en 
Gl 

K- 
G2 G3 

r-^W^-| 

G4 

□ PP 
Fig.4. Dual-frequency oscillators based on mutually 

synchronized oscillators block-diagram. 

The system of mutually coupled oscillators Gl, G2 
delivers the frequency of B-mode at the output 
and the system of oscillators G3, G4 - delivers 
the frequency of C-mode at the output. The Gl 
and G4 oscillators are of RC-type. Their natural 
oscillation frequencies are the same as the B- 
mode and C-mode frequencies respectively. An 
example of this diagram successful realization 
was  given in [12] (See Fig. 5 ) 

If the modes being excited are of near 
frequencies, a situation is possible due to 
temperature frequency drift of RC-oscillators 
when all four oscillators are acting at the same 
frequency. In this case a synchronization with LC 
-oscillator may be necessary instead of RC- 
oscillator synchronization. 

Fig.5.   Mutually synchronized oscillators. 

2.3. Dual-mode modulation type oscillators 

When using B-mode not for frequency driving but 
for filtering, the change of its motional 
resistance shows itself in lesser degree. Pure 
filtering method does not give good thermosensor 
signal-to-noise ratio and, therefore, is not 
being used. Combined modulation-adaptation 
method developed by U. S. Shmaliy [13] and U. S. 
Ivantchenko [14 ] seems to be more interesting. 
Here C-mode is excited in simple self- 
oscillation regime. To obtain B-mode frequency, 
oscillation Fc is amplitude (or frequency) 
modulated by modulator MOD with oscillation Fb-Fc 
frequency coming from a certain VCO. In result, 
Fb frequency component appears in the output 
spectrum of the modulator. Resonator's B-mode is 
used as a frequency discriminator controlling VCO 
frequency. The feedback circuit being closed, VCO 
frequency always follows B-mode natural 
frequency, changing with temperature (See Fig. 6) 

■A\ 

BPF OSC 
JikL 

/\ 

MOD -& 

/N 
BPF 

VCO£ H«-e AMP 

Fig.6. Dual-frequency modulation type oscillator 
block-diagram. 

Adjusting modulation index we can set minimum 
possible Fb -signal level in the output spectrum, 
where still surely temperature signals Fb and Fc 
are formed. This method essentially diminish 
requirements to the constancy of B-mode motional 
resistance, but does not simplify the problem of 
mutual filtration of oscillations (in particular, 
of strong Fc -oscillation in the loop for 
modulating signal formation) It needs to 
complicate the circuit for their separation. 
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2.4. Automatically balanced modes, asynchronoysly 
excited dual-frequency oscillators 

The dual-frequency oscillation 
above, regime rather compli 
discrimination circuitry. At 
is a possibility to excite 
asynchronous oscillations in 
oscillator. V. Anisimov in hi 
[ 15] proved the existence 
provided that an amplifier e. 
is expressed by 5-th degree po 

T3 i = aU - TTF + pU- 

methods  considered 
cated excitation and 
the same time  there 

and maintain  two 
single-transistor 

s theoretical paper 
of this possibility 

lement non-linearity 
lynom: 

5 

and there is a non-zero solution to the system of 
equations describing oscillation process in the 
oscillator. If there is a self-bias circuit and a 
cut-off angle is less than 900, such type of 
system can produce mild asynchronous self- 
oscillation. 

The method of simultaneous excitation of two 
asynchronous oscillation in one self-oscillator 
is, from our point of view, the most economic and 
attractive and, therefore, all our efforts were 
aimed at its development. Non concentrating 
attention here on theoretical grounds, we shall 
consider practical aspects in detail. 

Several self-oscillator cirquits 
for a base network. V. Samoilenk' 
first to begin works on dual-mode 
our laboratory) used Colpitts 
circuit. It was noticed that the p 
frequency excitation is influence' 
d.c. component, excited mode mot 
and by parameters of self-bias 
convenient to carry out invest 
oscillator using the network shown 

can be chosen 
D  (who was  the 
oscillators in 

[16] oscillating 
rocess of dual- 
d by transistor 
ional resistance 
circuits. It is 

igations of the 
in Fig. 7. 

Fig.7.   Dual-frequency oscillator network. 

Since it is rather complicated to change mode 
motional resistance in actual dual-mode resonator, 
we recommend, while setting regions of stable 
dual-frequency excitation, to use separate 
monofrequent resonators with series-connected 
trimming resistors. Fig. 8 shows admissible 
ratios of excited mode motional resistances to 
base bias voltage at various values of self- 
bias resistance Rbias  [17]. 

At high-resistance of the base circuit, the two- 
frequency regime region is more wide, but such 
type of oscillator is sensitive to replacement of 
transistors and to temperature changes. Good 
results can be obtained with low-resistance 
divider if to decrease, artificially, the 
amplitude of  oscillation by way of a.c. loading 

1 - Rb=680K;  Re=1.8K      3 - Rb=43k;  Re=1.8K 
2 - Rb=680K;  Re=720        4 - Rb=43K;  Re=720 

Fig.8.        Allowed Rql/Rq2   ratio vs.   E  bias. 

the       oscillator     [17] .   These     oscillator  circuits 
are  shown  in  Fig.   9. 

•—ovcc 

Fig.9. Improved dual - frequency oscillators network. 

Relation of d.c. R(=) and a.c R(~) load 
resistances of the oscillator effects the 
oscillating region stability. As Fig. shows, 
this relation must be not less than 2. 

K /K<v  j 
'/' '//, 

/ / 

t / /   Area of stable 
/    oscillation 

Y '//< ///1 
//, 

/ // 
/ / 
// 

x/s Voo 

0    3    6    9 
Fig.10.  Allowed R=/R  ratio vs. V 

Fig. 8 and Fig. 10 give no idea about spectrum 
composition of output oscillation. Alternation of 
transistor regime, for instance, Eb causes the 
change of relation of Fc and Fb levels of 
excitation. For digital thermocompensation the 
most preferable regime is one at which B-mode 
level in output signal would be minimum. That 
kind of regime corresponds to the point where 
two-frequency oscillation transforms into one- 
frequency oscillation. To stay at this point, 
however, is not an easy task. When changing the 
supply voltage, or the temperature, the two- 
frequency oscillation can spontaneously pass to 
one-frequency oscillation. To hold the  oscillator 
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in optimum regime it was proposed [16 ] to 
introduce a feedback circuit maintaining given 
excited modes level relation (Fig - 11). 

Since the oscillator is a non-linear device, its 
output spectrum contains, apart frequencies Fb 
and Fc, their combinations. Low-frequency 
component Fd=Fb-Fc is the most interesting 
(because it is easily taken off Out 2 -point of 
the oscillator shown in Fig. 9 ). Difference 
frequency signal Fd can be filtered out with RC- 
filter, amplified, and, after detection, used to 
control  two-frequency  self-oscillator   regime. 

_^kl 
DUAL-MODE 
OSCILLATOR 

"37 
5 

■M*- 

□ 

Fig. 11. 

N/ 

r) LPF- AMPr-H ' 

Dua1-frequency 
authomat i ca11y 
block diagram 

^V 

oscillator with 
balanced modes 

An amplifies the difference signal to a level 
when its amplitude is enough to be used as 
thermo-sensitive output signal and for 
controlling oscillator d.c. regime. This type of 
oscillator was used in DTCXO [2]. 

Asynchronous excitation of two frequencies in 
single oscillator makes very strict demands to a 
resonator. Therefore, great attention was paid to 
its development. 

high  Q-factor  and  to  depress the coupling with 
spurious modes. 

Fig.12. The dual-mode resonator plate configuration. 

The length of the plate is oriented along Z' 
crystallographic axis to provide more sound 
attenuation of B-mode vibrations at the mounting 
points [19] . Electrical characteristics of the 
developed resonator are given in the Table 2. 

Table 2. Electrical Characteristics 
of the Dual-mode Resonator 

Mode 
Frequency 

MHz 
Motional 

resistance 
Ohms 

Q-factor 
3 

10 

C  parallel 
C motional 

C 10,0 10-15 -270 -1000 

B 10,9 45-60 

3. DUAL-MODE RESONATOR 

Evident advantages of double-mode oscillator 
using B-mode as a thermosensor have stimulated 
designing special dual-mode quartz resonator. 
Proceeding from peculiarities of the DTCXOs 
considered above we can define desired properties 
of the dual-mode resonators 

- as small as possible C-mode frequency instability 
over the operating temperature range; 

- absence of activity dips on both the C and the 
B-mode within the operating temperature range; 

- appropriate ratio of the both modes' activity 
- the C-resonance should be stronger than the 

B-resonance; 
- no significant variations of the modes' activity 

ratio vs. an ambient temperature; 
- the resonator should be controllable enough for 

adjustment within its frequency vs. temperature 
instability; 

- minimum frequency hysteresis and aging rate with 
as small as possible dimension. 

Taking into account all the above requirements a 
double-mode resonator design based on a SC-cut 
fundamental mode plano-plano piezoplate has been 
developed. It was shown in [18] that the 
fundamental mode SC-cut resonators have 
appropriate electrical parameters and no dips of 
activity when an optimal design of the piezoplate 
was used. Further investigations were aimed at 
minimizing the plate size to make it compatible 
with miniature crystal enclosers. The piezoplate 
measuring 7x8 mm and was mounted at two points 

located near the plate corners (Fig.12 ). The 
film electrodes diameter and the plate thickness 
provide  sufficient  "energy trapping" to achieve 

As one can see from the Table 2 the resonator has 
the parameters to be adequate to dual-mode 
excitation requirements. The C and B modes 
resistance vs. temperature dependence is found to 
doesn't suffer sufficient distortions, however 
the B-mode resistance maximum value may exceed 2 
times of the minimum value. So considerable 
variations in the modes activity are, of course, 
undesirable from the dual-mode excitation 
standpoint. 
To reduce the B-mode resistance fluctuations a 
deposition of damping mass on the free edges of 
the plate has been used. The resulting resistance 
vs.  a  temperature  is  displayed in  Fig. 13 in 

S3 10° 

I 
•o 

O 

4J 
M 
•H 
m 

a) 
Ö 
o to 
•H 

O ss 
0 

-"- C-moda with damping 

H— Bfnoda with (temping 

~~^A 
-fr B-mo cfa with frs « adga 

\—H 

TV ^fW-l^-^—l 

 —i 

H*#** 

40 
Or Temperature, G 

Fig.13. Motional resistance of the Band C-modes vs 
temperature. 
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reference to the characteristic of the resonator 
without damping. From comparison of the data one 
can  conclude  that while the C-mode resistance 

no noticeable difference, the 
variations have been reduced 
to 1.4 times, under which the 

B and C- resistance average ratio remains  without 
changes. 

behavior exhibits 
B-mode resistance 
from about 2 times 

Frequency vs.  temperature characteristics  of the 

0 

9-io 
ft 
3      M> 

-~V 

0 
^   -911 / \     S0 

/ 
1  B-moda slope -30-K>°V° 

0 V 
<H / 

-•0 ■L. ■ .... -.-, 

-to 10 40 

Temperature, C 

Fig.14. Frequency vs. temperature characteristics of 
the dual-mode resonator. 

resonator in the C and B-modes are usual for 
SC-cut crystals (Fig. 14). To provide minimum 
frequency vs. temperature instability the lower 
turn over temperature should be arranged in the 
middle of an operating temperature range. 

Aging rate 
of the dual-mode resonators was tested in steady 
operation state during 7 months at ambient 
temperature +60 C. Typical results are exhibited 
in Fig. IS . As one can see the final frequency 
shift doesn't exceed 4x10-7, during which for the 
last month it is less than 2x10-8. This allows to 
expect the yearly aging rate less than 5x10-7. 

e 
P. 
P. 

0 

0 v- 
II 

 -S=B||.     |i 1 

 I J 1 i *  
0IIS46«r« 

Months 

Fig.15.  Ageing rate of the dual-mode resonators. 

Frequency hysteresis of both main and 
thermosensitive modes is essential part of DTCXOs' 
instability when C-mode first harmonic and C-mode 
third overtone dual-mode excitation is used. In 
case of dual B and C-mode excitation the B mode 
frequency hysteresis doesn't matter due to large 
frequency vs. temperature slope of that mode. 

Frequency hysteres 
resonator for the 
ambient temperature 
- 60°-» +20° —+ 
measuring meantime 
frequency differen 
when the temperatu 
and then returns 
frequency hysteresi 

For the  resonators 
less than 5x10-8 fo 

is  of the miniature dual-mode 
C-mode was  examined  under 

variation on the cycle +20 -» 
80*—>■ +20° by steps  of 20°C 

the  resonator frequency. The 
ce  at  some temperature points 
re first decreases (or  rises) 
to  the  initial  value is the 

s. 

developed it was  found to be 
r  the most units. 

Taking into account all considered here one can 
conclude that the developed dual-mode resonators 
meet the most requirements and are promising for 
DTCXOs of (3-5)xl0-7 frequency vs. temperature 
stability and less than 5x10-7 year's aging. 

4. IMPLEMENTATION AND EXPERIMENTAL DATA 

When developing a family of DTCXO [10], a task 
was set to create two-frequency oscillator 
circuit capable to excite resonators both on the 
1-st (for type [ 2 ] oscillators), and on 3-rd 
mechanical harmonics (for DTCXO with frequency 
synthesizer. The test conducted have shown that 
the oscillator of Fig. 9 does not provide 
reliable excitation of dual-mode resonators on 
crystal mechanical harmonics. Besides, using this 
circuit we could not manage to excite resonators 
with great values of excited mode motional 
resistances, or with great multiplicity of these 
resistances. Self-oscillator on a single 
transistor has very few degrees of freedom. 
Changing capacitance of the load in the emitter 
circuit we can effect both dual-frequency 
oscillation exciting conditions and a choice of 
excited harmonic N. It is difficult to find 
here acceptable optimum. 

In this connection an improved circuit [20] was 
proposed on the base of two-transistor oscillator 
(See Fig. 16a) 

C) 

Fig.16. The two-transistors dual-frequency oscillator 
network. 

Depending on crystal resonator parameters, the 
negative feedback circuit Z can be assembled by 
various ways (Fig. 16b, Fig. 16c). 
Double "T" - bridge tuned to a frequency Fc 
promotes suppression of the relaxation to which 
this circuit is inclined sometimes. Adjustment of 
parameters of the two-frequency regime is carried 
out by changing oscillator regeneration index by 
way of alteration of varicap Dl capacitance. 
Refusal of excited modes level self-adjustment at 
by way of regime alteration by d.c, made it 
possible to improve oscillator frequency regime 
instability. 
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The dual-frequency oscillator has  been implement 
of  two   hibrid  LCIs:   Ml  and  M2 (Fig. 17) 

Fig.17.   The dual-frequency oscillator microcirquit realization. 

The Ml microcircuit comprises: 

- the self-oscillator itself, assembled of 
transistors Ql and&"2; 

- Q3 is buffer; 
- $4 is two-frequency signal envelope detector, 
- Q5 Q6, Ql are difference frequency amplifier; 
- Q8'is difference frequency amplitude detector. 

The M2 microcirquit comprises, based on 
transistors Q1-Q6 difference frequency selective 
amplifier featuring a rise at the difference 
frequency and a drop - at the base frequency. An 
amplifier-former of the frequency Fc is assembled 
of transistor Ü7. The circuit, of course, is not 
a simple one. Its complexity is, mainly, due to 
its amplifiers and buffer needed to 9ener^e 
stable pure spectrum signal. Fig. IS shows the 
microcircuits interconnection. Usually self- 
oscillator operation adjustment is carried out 
by means of one resistor R2 (Fig. 17> changing 
control characteristic of modes level balancing 
circuit Fig.19 illustrates how output 
oscillation  spectrum composition is changing in 
this  moment.   The  other  parameters  of   two 
frequency oscillator have been tabulated. 

In this work the ideology of refusal of using 
LC-loops was realized on the level of hybrid 
LCI The next stage of the planned developments 
was' creation of a two-mode oscillator on semi- 
custom-made matrix LCI, but uncompleted works 
were held up because of economic depression. 

1.0   5.6k 

Fig.18. The dual-frequency oscillator microcirquits 
interconnection. 

Table 3.  Dual-mode oscillator parameters 

Parameter 

Frequency, MHz 

Regime instability, ppm 

Supply voltage, V 

Consumption current, mA 

Fb-mode level, dB 

Volume 

10 

0.3/10"/. Vcc  change 

3.5...9 

-40 
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Fig. 19. The oscillator output signal spectrum*. 

CONCLUSION 

The results of researches presented in this paper 
show that creation of two-frequency oscillators 
excited on B- and C- modes is possible. For the 
purpose of thermocompensation, the simultaneously 
excitation of B- and C-modes is more preferable, 
than the excitation of the 1-st and the 3-rd 
harmonics of C-mode. The most reliable results 
are obtained when using SC-cut resonators with 10 
Mhz on 1-st mechanical harmonic. Results obtained 
with 10 MHz resonators excited on the 3-rd 
harmonic look promising. We had groups of 
resonators with good percentage of useful 
articles (without drops in the temperature 
range). In addition, the percentage of useful 
articles was about the same as for resonators of 
the 1-st harmonic before optimization of their 
design. Resonators of TD, SC, IT, DP (13 54 /35 ) 
-cuts were excited, and some interesting (not yet 
completed) results were obtained. 

For excitation of dual-mode resonators special 
circuits suitable for microelectronics technology 
were designed. 

All this gives grounds to hope that the 
dual-frequency oscillators excited on B-and C- 
modes will be widely used in DTCXO- technology. 
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Abstract 

The design of compensation circuit in mi- 
crocontroller temperature compensated crystal oscillator 
(uCTCXO) and design of production line (ACCL) for 
oscillator automatic calibration are presented. 

The communication property of uCTCXO is 
introduced in order to provide automatic calibration. The 
shortened successive approximation algorithm gives short 
calibration time and reliable convergence of oscillator 
adjustment by the ACCL system. 

The uCTCXO is realized as a low-cost device 
encapsulated In a single cubic inch volume. The 0.5ppm 
accuracy of frequency in -40 °C/+85 °C temperature 
range is obtained by a 9-bit A/D converter, 10-bit D/A 
output and 512 bytes of software placed in an EEPROM. 

Including the standard laboratory frequency 
counter, temperature chamber and PC host computer the 
ACCL system requires only the additional analog multi- 
plexer and interface board. The calibration software of 
250 Kbytes is executed by the host computer. The ACCL 
system can compensate many oscillators simultaneously 
without selection of components and without human con- 
trol in only one temperature run during production and 
exploitation. 

Introduction 

Analog temperature compensated crystal oscilla- 
tors (TCXO) have a temperature sensing compensation 
network generating a control voltage applied to a varactor 
placed in series with oscillator's crystal. A compensation 
network provides frequency pulling to cancel oscillator 
frequency temperature drift. Compensation network ad- 
justment requires three to five temperature runs. In order 

to accelerate production, computer aided methods may be 
used in compensation network element selection process 
[1,2]. 

Advances in integrated circuit technology intro- 
duced digital temperature compensation techniques 
(DTCXO). In comparison to analog TCXOs, they provide 
higher accuracy for wide temperature ranges, and sim- 
plify the adjustment procedure with fewer temperature 
runs. 

The initial DTCXO solutions were based on a 
look-up table saved in a nonvolatile memory incorporated 
in the compensation circuit [3,4,5,6]. An almost linear 
temperature sensor generates voltage which is then con- 
verted by an A/D converter having an output which serves 
as the memory address. The selected memory location 
content corresponds to the required varactor voltage to 
compensate oscillator frequency drift [1,2]. A D/A con- 
verter converts back the digital memory contents to the 
analog varactor voltage. 

The microcomputer compensated crystal oscilla- 
tors (MCXO) were obtained in further development of 
digital compensation. Nonvolatile memory is replaced by 
microcomputer which improves compensation flexibility. 
The A/D converter gives temperature in digital form. 
This data are used by a microcomputer to generate varac- 
tor voltage using a small look-up table and interpolation 
calculation [7]. 

The above described digital compensation tech- 
niques are similar to the analog compensation producing 
a temperature dependent voltage for varactor. The dual- 
mode MCXO oscillator is introduced to improve compen- 
sation accuracy [8,9,10]. This circuit is based on the di- 
rect digital frequency synthesis. The difference between 
scaled overtone and fundamental oscillating frequency is 
used as the gate time for period measuring counter which 
counts scaled overtone frequency. The obtained number 
represents actual oscillator temperature. Using oscillator 
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frequency to temperature dependence data taken during 
temperature calibration, the microcomputer calculates the 
number of pulses to be deleted from the output signal in 
order to obtain constant frequency [8]. The dual mode 
MCXO realization produces high precision compensa- 
tion. 

The purpose of this paper is to introduce a con- 
cept of microcontroller compensated crystal oscillator 
suitable for fully automated production. The oscillator 
compensation circuit is accomplished by a microcontrol- 
ler (u-CTCXO). It is a small, low-power and cheap device 
with rich resources and property to communicate, which 
is necessary for oscillator calibration by an automatic 
computer controlled line (ACCL). The proposed concept 
provides unsupervised fully automated temperature com- 
pensation of crystal oscillators without component selec- 
tion in only one temperature run. Many oscillators may be 
calibrated/recalibrated simultaneously in produc- 
tion/exploitation. The proposed compensation concept 
supports both digital compensation approaches: dual 
mode MCXO and classical, temperature dependent volt- 
age generation for VCO input control. 

This paper describes the design of uCTCXO and 
ACCL system. Temperature compensation circuit of the 
uCTCXO is elaborated in the first section. The automated 
production line ACCL is presented in the second section. 
Finally, experimental results are reported in the third sec- 
tion. 

Design of uCTCXO 

The uCTCXO temperature compensation circuit 

(temperature dependent voltage generation approach) is 
shown in Figure 1. The temperature sensor voltage is dig- 
itized by an A/D converter. The CPU accepts temperature 
data, finds the corresponding data from the look-up table 
taken during calibration, and makes the interpolation to 
calculate the oscillator's VCO input voltage required to 
obtain nominal output frequency. The voltage is con- 
verted back to analog form by a D/A converter. 

The general purpose 8-bit microcontrollers have 
all necessary resources for the realization of the described 
compensation circuit. The CPU renders programmability 
and calculations. The look-up table is saved in a non- 
volatile memory. The analog values are coupled to the 
microcomputer by A/D and D/A converters. Microcon- 
troller resources such as frequency dividers, 
timer/counters and arithmetics/logic functions may be 
used to realize dual mode MCXO in combination with 
external mixers and filters. Finally, microcontroller abil- 
ity to communicate allows calibration of many oscillators 
in a single temperature run by a fully automated ACCL 
line. Oscillator identification is obtained by a hardware 
key connected to the microcontroller's input digital port. 

The uCTCXO circuit has two operating mode: 
calibration mode and autonomous modes. 

The simple software which controls autonomous 
operation of the uCTCXO includes routines for control of 
the A/D and D/A subsystems and for search and interpo- 
lation of data from the look-up table. Compensation accu- 
racy is determined by quality of components. 

Communication between the uCTCXO and 
ACCL system during calibration is realized through an 
asynchronous serial RS232 interface. Calibration software 
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Fig.l uCTCXO compensation circuit. 
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is a part of the automated production line ACCL and not 
of the uCTCXO itself. 

Design of automated production line ACCL 

The ACCL system is shown in Fig.2. The host 
computer controls the temperature chamber and fre- 
quency counter operation through a standard IEEE 488 
bus interface to provide temperature adjustment and fre- 
quency measurement. The interface board is used as an 
adapter between the host computer's ISA bus and the 
asynchronous serial RS232 interface intended for com- 
munication with uCTCXOs and the analog multiplexer. 
Three wire serial connection allows simple handling of a 
large number of uCTCXOs. The intelligent analog mul- 
tiplexer provides connection of oscillators signal output to 
the frequency counter. 

oscillator is connected to the frequency counter using 
analogue multiplexer. 

The calibration process is open when the host 
computer gives information about desired temperature to 
the chamber using 488 bus. By the same bus host com- 
puter reads frequency counter. When oscillators frequen- 
cies are stabilized, the host decides that the oscillators 
transient thermal regime is finished and the temperature 
is held constant. Then the adjustment of selected 
uCTCXO is started. Using asynchronous serial interface 
the host computer reads the A/D converter and attempts 
to pull the oscillator frequency to the nominal value 
through adjustment of the D/A converter input in the first 
iteration. Now the 488 interface is activated again. The 
host computer reads the frequency counter. When the 
oscillator frequency is stabilized, the host computer com- 
pares it with the target frequency. If the difference is sat- 
isfactorily small, the adjustment is finished. If not, the 
host computer changes the D/A converter input and the 
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Fig.2 ACCL system. 

The ACCL system operates under control of the 
calibration software executed on the host computer. The 
calibration process includes three tasks: communication, 
calibration and programming. 

The communication is started when host com- 
puter downloads the program for communication to all 
uCTCXO devices simultaneously. Then host computer 
and selected uCTCXO exchange the address defined by 
the uCTCXO's hardware key. Signal out of the selected 

process is continued until target frequency is achieved. 
When adjustment is finished, the host computer defines 
the new temperature point, and the calibration at this 
temperature is carried out in the same way. The number 
of temperature points is determined by the uncompen- 
sated oscillators frequency to temperature characteristics 
(Af/f)/AT and the desired accuracy of compensation [1,7]. 
Obviously, the processing time is proportional to the 
number of temperature points. 
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When calibration is finished, the host computer 
programs u-CTCXO's EEPROM with contents of look-up 
table and program for oscillator operation in autonomous 
regime. 

Two problems had to be solved during the devel- 
opment of the described algorithm. The first problem is 
the determination of the initial value for the D/A input in 
order to obtain minimum number of approximation steps 
and shortest adjustment time. The right choice presumes 
a value as close as possible to the varactor voltage which 
gives nominal oscillator frequency. The initial value can 
be estimated on the basis of experimentally determined 
data on influence of every bit of the D/A converter on the 
oscillator frequency change Af for each uCTCXO family. 
These data are placed in the host computer which uses it 
together with the difference Af ' between the measured 
operating and nominal frequency in order to estimate the 
starting value of the D/A converter input. 

The second problem is how to select D/A input 
in the second and other further steps in order to obtain 
convergence of the adjustment procedure. The successive 

defined as soon as a new temperature point is selected. In 
this way, all u-CTCXOs will settle their frequencies simul- 
taneously and adjustment time is shortened. 

Experiments 

The compensation circuit of u,CTCXO device is 
realized by a Motorola 68HC11 microcontroller and by a 
KTY silicon temperature sensor, Fig.l. The passive sec- 
ond order RC filter is added to complete pulse-width D/A 
converter circuit. The U.CTCXO autonomous mode op- 
eration is controlled by a 512 bytes program including 95 
bytes look-up table. 

The frequency stability better than +/-0.5ppm in 
the range of operating temperatures of (-40 °C , +85 °C) 
is obtained by a 9 bit A/D converter and 10 bit pulse- 
width D/A converter, Fig. 3. The look -up table is obtained 
in 30 points for AT cut crystals with uncompensated fre- 
quency to temperature curve with maximum frequency 
deviation Af/f=+/-25ppm and maximum slope 
(Af/f)/AT=1.8ppm/ °C. 
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Fig.3 Frequency to temperature characteristic of a compensated U.CTCXO. 

approximation algorithm, common in A/D conversion, is 
a good choice due to the reliable and fast convergence. 
The proposed procedure represents a shortened successive 
approximation algorithm. 

When many U.CTCXO devices are adjusted si- 
multaneously, the input to each oscillator's D/A should be 

The compensation circuit of the U.CTCXO is 
built by general purpose and low-cost components. The 
entire uCTCXO is encapsulated in a standard 
36mmX27mmX19mm size case. The compensation cir- 
cuit current consumption is low (10mA/5V) in a wide 
range of operating temperatures (-40 °C, +85°C). 
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The ACCL line includes standard instruments 
such as laboratory frequency counter and temperature 
chamber with IEEE 488 bus. A PC is used as a host com- 
puter (Fig.2.). The ACCL line also includes a specially 
designed interface board and an intelligent analog multi- 
plexer. A 68HC11 microcontroller and a RAM buffer 
memory make up the interface board. The analog multi- 
plexer has the same microcontroller and an analog mul- 
tiplexer tree with 255 inputs. The ACCL system is under 
control of a 250 Kbytes software under DOS. 

The operation of fully automated ACCL system 
during calibration is illustrated in Fig.4. The number of 
attempts to obtain nominal frequency at a selected con- 
stant temperature depends on the closeness of the varactor 
voltage initial value and its final value. The diagram also 
illustrates the convergence of the shortened successive 
approximation algorithm. 

The ACCL system calibration time for three 
(iCTCXO devices is shown in Fig. 5. The dark rectangle 
represents the time interval needed for temperature stabi- 

approximation algorithm and time spent for oscillator 
settling after change of varactor voltage. The main prob- 
lem in design of ACCL system is to discover efficient 
calibration algorithm to save adjustment time. 

Conclusions 

This paper presents the design of a temperature 
compensation network in microcontroller compensated 
crystal oscillators (uCTCXO) and the design of produc- 
tion line (ACCL) for automatic oscillator calibration. 

The uCTCXO circuit is built by general purpose 
low cost components. It is a small, intelligent unit able to 
communicate with the outside world. 

The proposed concept of ACCL system provides 
fully automated, unsupervised temperature compensation 
of crystal oscillators without component selection in a 
single temperature run. Many oscillators may be cali- 
brated simultaneously in production and later, during 
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Fig.4 Operation of ACCL system during calibration. 

lization in the temperature chamber and oscillators. The 
gray rectangles designate time consumed by the ACCL 
software during execution of the shortened successive 

exploitation. Both digital compensation approaches are 
supported: dual mode MCXO and classical, temperature 
dependent voltage generation for VCO input control. Ef- 
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ficient shortened successive approximation algorithm 
provides fast and reliable convergence. Upgrading of a 
standard nonautomatic calibration system to an ACCL 
system is inexpensive, since few low-cost additional 
components are needed. 

Currently, we are investigating further calibra- 
tion algorithm improvements to shorten the calibration 
time even more. 
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Abstract 

This paper describes temperature compen- 
sated crystal oscillators (TCXO's) employing new 
shape GT cut quartz crystal resonators (NS-GT cut 
resonators) to be used in cellular telephones. The 
NS-GT-TCXO has an oscillation frequency of 
2.4MHz and a frequency stability of ±1.5ppm within 
a temperature range of -20°C to +70°C using a 
simplified temperature compensation method. These 
superior characteristics can be achieved with low 
current consumption (approximately 0.8mA) and 
compactness (11.5mm x 8mm x 4mm). Additionally, 
the phase-noise characteristics of the NS-GT- 
TCXO have been evaluated. The phase-noise value 
of the phase-locked loop circuit using the NS-GT- 
TCXO as a reference oscillator is approximately 
-70dBc/Hz at 50Hz offset from the 614.4MHz carri- 
er. This meets the requirements for use in cellular 
telephones. These results indicate that the miniaturi- 
zation and low power consumption of the NS-GT- 
TCXO could have an important impact on the devel- 
opment of future cellular telephone systems. 

Introduction 

TCXO's employing AT cut quartz crystal 
resonators (AT-TCXO's) are commonly used as 
reference oscillators for the synthesizers of cellular 
telephones. However, due to the many components 
and a complex temperature compensation technique 
required by the AT-TCXO, it has been difficult to 
realize further miniaturization and lower power 
consumption, while at the same time holding down 
costs. On the other hand, NS-GT cut resonators 
exhibit excellent frequency stability for temperature. 
As reported in reference [1], crystal oscillators 
employing NS-GT cut resonators having a frequen- 
cy stability of ±2.5ppm for a temperature range of 
-30°C to +85°C with no external temperature com- 

pensation can easily be mass produced. Moreover, 
the second and the third order frequency tempera- 
ture coefficients of NS-GT cut resonators are 
extremely small compared to its first order frequency 
temperature coefficient. NS-GT-TCXO's for cellular 
telephones (requiring a stability of ±1.5ppm within a 
temperature range of -20°C to +70°C) can easily be 
achieved by compensating only the first order fre- 
quency temperature coefficient. 

The objective of this paper is to clarify that 
the proposed method for constructing TCXO's is 
suitable for miniaturization, low power consumption, 
and cost effectiveness. The method for temperature 
compensation is to utilize the temperature character- 
istics of ceramic capacitors. Because the ceramic 
capacitors exhibits linear capacitance change for 
temperature, the first order frequency temperature 
coefficient of NS-GT cut resonators can be com- 
pensated by applying the ceramic capacitors to load 
capacitance. 

In addition, this paper describes develop- 
ment of the NS-GT-TCXO's for mass production. 
For this purpose, the selection of the proper load 
capacitance, the classification of the NS-GT cut 
resonators, and the reduction of the variation of 
temperature compensation are required. 

We have also evaluated the phase-noise 
performance of the NS-GT-TCXO. It is because the 
phase-noise performance near the carrier is of 
special importance in digital cellular telephone 
systems. The favorable results have been obtained 
for this requirement. 

Temperature Compensation 

Figure 1 shows the measured frequency 
temperature characteristics of an AT cut resonator, 
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an NS-GT cut resonator, and the NS-GT-TCXO. 
The AT cut resonator is unstable for temperature 
and its third order frequency temperature coefficient 
is large. On the contrary, the NS-GT cut resonator 
has excellent frequency stability and almost linear 
characteristics. However, it is not stable enough for 
cellular telephones. In other words, it is too costly to 
select the required resonators among the mass 
produced resonators. The proposed method is to 
compensate only the first order frequency tempera- 
ture coefficient of the NS-GT cut resonator. As a 
result, the superior characteristics of the NS-GT- 
TCXO are obtained with cost effectiveness. 

Temperature compensation is achieved by 
taking advantage of the capacitance temperature 
characteristics of the ceramic capacitors used for 
load capacitance. Figure 2 shows the measured 
capacitance temperature characteristics of the 
ceramic capacitors used for the NS-GT-TCXO. 
These capacitors are widely used in consumer 
products and meet EIA standard requirements. As 
is apparent from Fig. 2, most capacitors have linear 
and negative capacitance temperature characteris- 
tics. NS-GT cut resonators having only a negative 
value of the first order frequency temperature coef- 
ficient can be compensated with the capacitors. 
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Figure 1. Measured frequency temperature 
characteristics of an AT cut resonator, an NS-GT 
cut resonator, and the NS-GT-TCXO. 
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Figure 2. Measured capacitance tempera- 
ture characteristics of the ceramic capacitors used 
for the NS-GT-TCXO. The C, P, R, S, T, and U 
show the kinds of the ceramic capacitors. 

Figure 3 shows the range of the first order 
frequency temperature coefficients of the resonators 
used for the NS-GT-TCXO. The overall range is 
limited by the compensation capabilities of the 
ceramic capacitors and the pulling sensitivity of 
resonators at any given load capacitance. Because 
the entire range (approximately 5ppm for a tempera- 
ture range of -20°C to +70°C) is not critical for NS- 
GT cut resonators [1], these resonators can be cost 
effectively produced. The range is sub-divided into 
four groups (A, B, C, and D) by the first order fre- 
quency temperature coefficient. The number of 
groups and their widths are determined by the de- 
sired frequency temperature stability (which, in this 
case, is ±1.5ppm for a temperature range of -20°C 
to +70°C). Consideration of the tolerance of the 
temperature compensation and effects of the second 
and the third order frequency temperature coeffi- 
cients are also relevant factors in determining the 
width of each group. 

Temperature (°C) 

Figure 3. Range of the first order frequen- 
cy temperature coefficients of the resonators used 
for the NS-GT-TCXO. 
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Circuit Design 

Circuit Construction 

Figure 4 shows the circuit construction of 
the NS-GT-TCXO. The NS-GT-TCXO consists of 
CMOS inverters, a trimmer capacitor, a varacter, 
ceramic capacitors, resistors, and an NS-GT cut 
resonator. The CMOS inverter (IC1) and the feed- 
back resistor (RF) comprise an amplifier for the oscil- 
lator. The other CMOS inverter (IC2) is used as a 
buffer. The drain output resistor (RD) controls the 
drive level of the resonator. Gate load capacitance 
(CG) consists of the ceramic capacitor (C1) and the 
trimmer capacitor (CT). Drain load capacitance (CD) 

consists of the two ceramic capacitors (C2, C3) 
and the varacter (Cv). The bias resistor (Re) is used 
for applying a control voltage (VC) to the varacter. 
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Figure 4. Circuit construction of the NS-GT- 
TCXO. 

Selection of Load Capacitance 

In the case of the input and the output 
reactance of the inverters are negligible, the total 
load capacitance CL can be given as 

CGCD 
CL = - 

CG + CD 
where, 

CG = Cj + C1 

CD = C2 + ■ 
CyC3 

(1) 

(2) 

(3) 
Cv + C3 

Because the load-capacitance change produces a 
frequency change, the frequency adjustment and the 
frequency control can be performed by changing the 
load capacitance. Conversely, load capacitance af- 

fects the frequency temperature characteristics of 
NS-GT cut resonators [2,3]. Figure 5 shows the 
variation of the first order frequency temperature 
coefficient versus load capacitance. The variation of 
the coefficient largely depends on the load capaci- 
tance when it is less than 10pF. On the contrary, the 
variation of the coefficient is almost independent of 
the load capacitance when it is 10pF or more. There- 
fore, a load capacitance of 15 pF has been selected. 

10 20 
Load capacitance (pF) 

30 

Figure 5. The variation of the first order 
frequency temperature coefficient of an NS-GT cut 
resonator (Aa+) versus load capacitance. Courtesy 
of Seiko Electronic Components Co.,Ltd. 

Frequency Control Function 

A voltage frequency-control function is one 
of the requirements of cellular telephones. The 
varacter Cv is used for this purpose. However, the 
capacitance temperature characteristics of the 
varacter depends on a control voltage. Figure 6 
shows the measured capacitance temperature 
characteristics of the varacter when the control 
voltage is taken as a parameter. This adaptability of 
the varacter produces the variations in temperature 
compensation of the control voltage. This variation 
of temperature compensation increases as the 
frequency-control sensitivity becomes greater. Our 
cellular telephones have required a frequency- 
control sensitivity of 1.5ppm/V. As a result, the varia- 
tion of temperature compensation for a temperature 
range of -20°C to +70°C has been less than 0.1 ppm 
for a control voltage of 1V to 3V. This is negligible 
for the target stability. 
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Figure 6. Measured capacitance tempera- 
ture characteristics of the varacter when the control 
voltage is taken as a parameter. 

Frequency Adjustment Function 

A frequency adjustment function is required 
to correct for all of the reactance tolerances of the 
components and the resonance-frequency tolerance 
of the resonator. Although the frequency control 
function of the varacter can include frequency ad- 
justment by increasing the frequency-control sensi- 
tivity, the variation of temperature compensation by 
a control voltage increases as described in the 
previous section. Therefore, a trimmer capacitor has 
been used for the frequency adjustment. A frequen- 
cy adjustment range of ±15ppm has been decided to 
cover a resonator frequency tolerance of ±10ppm. 

The capacitance change of the trimmer 
capacitor affects the voltage frequency-control 
sensitivity. This effect increases in the case of the 
trimmer capacitor and the varacter are located on 
the same side of either the gate or the drain load 
capacitance. To avoid this effect, the trimmer capaci- 
tor and the varacter are located on different sides 
(see Fig. 4). 

Temperature Compensation Technique 

As shown in Fig. 3, the range of the first 
order frequency temperature coefficients of NS-GT 
cut resonators is sub-divided into four groups based 
on temperature compensation. Therefore, four kinds 
of circuits, each having different capacitance tem- 
perature coefficients of load capacitance are re- 

quired. Each circuit is designed to have a capaci- 
tance temperature coefficient which produces an 
equal and opposite frequency change of the center 
of each group shown in Fig. 3. The desired capaci- 
tance temperature coefficient is obtained by combin- 
ing the capacitance temperature coefficients of the 
three ceramic capacitors C1, C2, and C3. 
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Figure 7. The frequency change induced by 
temperature compensation when the capacitance of 
the trimmer capacitor is the maximum value and the 
minimum value in an improperly designed NS-GT- 
TCXO. 

The most important technique of this tem- 
perature compensation is to reduce the variations in 
temperature compensation. The variation mainly 
results from the load capacitance change induced by 
the trimmer capacitor. Figure 7 shows the amount of 
temperature compensation when the capacitance of 
the trimmer capacitor is the maximum value and the 
minimum value in an improperly designed NS-GT- 
TCXO. As is apparent from Fig.7, the variation is too 
large to neglect for the target stability. To reduce the 
variation, the temperature coefficients of the trimmer 
capacitor and the ceramic capacitors must be equal. 
Therefore, two kinds of trimmer capacitors having 
different capacitance temperature coefficients are 
used in accordance with the extent of temperature 
compensation. A trimmer capacitor having a capaci- 
tance temperature coefficient of 0ppm/°C is used for 
group A and B resonators (Fig. 2). In addition, a 
trimmer capacitor having a capacitance temperature 
coefficient of -750ppm/°C is used for group C and D 
resonators. By means of this technique, the temper- 
ature coefficients of the trimmer capacitor and the 
ceramic capacitors can be balanced and the varia- 
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tion has been reduced less than 0.2ppm for a 
temperature range of -20°C to +70°C. 

Phase-Noise Characteristics 

Crystal oscillators employing NS-GT cut 
resonators are designed with extremely low drive 
level in order to suppress spurious oscillations. This 
NS-GT-TCXO has been designed with a drive level 
of under 5uW. This low drive level may degrade the 
phase-noise characteristics of the oscillators. More- 
over, the phase-noise performance of a synthesizer 
at offset frequencies below a loop bandwidth is 
dominated by a reference oscillator. Precise modula- 
tion accuracy is required in digital cellular tele- 
phones, which means that the phase-noise per- 
formance in the immediate vicinity of the carrier is of 
great concern. Relevant to that, the phase-noise 
characteristics of the NS-GT-TCXO have been 
evaluated. 

Figure 8 shows a block diagram of the 
phase-locked loop circuit used for the phase-noise 
evaluation. Because the loop bandwidth is designed 
with 1.5kHz, phase-noise values at offset frequen- 
cies below 1.5kHz are dominated by the perform- 
ance of the NS-GT-TCXO as a reference oscillator. 
Figure 9 shows the results of the phase-noise 
measurement. The phase-noise requirement for a 
cellular telephone system are also shown in Fig. 9. 
The measured data shows the phase-noise charac- 
teristics of the NS-GT-TCXO are suitable for use in 
cellular telephones. 
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Figure 8. Block diagram of the phase- 
locked loop circuit used for the phase-noise evalua- 
tion. 
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Figure 9. Measured phase-noise of the 
phase-locked circuit using the NS-GT-TCXO as a 
reference oscillator. 

Configuration 

Figure 10 shows the configuration of the 
NS-GT-TCXO. The NS-GT-TCXO is a surface- 
mount technology (SMT) module. The components 
are mounted on both sides of a glass-epoxy sub- 
strate. The NS-GT cut resonator is mounted in a 
03mm x 8mm tubular package. This NS-GT-TCXO 
is a mere 11.5mm x 8mm x 4mm, in spite of using 
ordinary and cost effective components. Further 
miniaturization could be feasible by means of circuit 
integration and the use of smaller components. 

TCXO 

\\\\\\\\\\\\\m 
3 4 

Figure 10. Configuration of the NS-GT- 
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Current consumption 

Under conditions wherein the source voltage 
is 4V and an output load-impedance of parallel 
connection of a 10pF capacitor and a 10kQ resistor, 
the current consumption of the NS-GT-TCXO is 
approximately 0.8mA. This low current consumption 
results from the dual facts that the NS-GT cut 
resonator has a relatively low resonance frequency 
of 2.4MHz and that the CMOS inverters are used. 

[3] H. Kawashima: "An Analysis of Oscillation Fre- 
quency Characteristics in a CMOS Oscillating Circuit 
Using Coupling Quartz Crystal Resonator", Proc. 
the 44th Annual Symp. on Frequency Control, 
pp.585-592(1990) 

Conclusion 

This paper has demonstrated TCXO's em- 
ploying NS-GT cut resonators for use in cellular 
telephones are easily achieved by compensating 
only the first order frequency temperature coefficient 
of NS-GT cut resonators and this method has 
advantages for miniaturization, power consumption, 
and cost effectiveness. 

In addition, we have successfully mass- 
produced the NS-GT-TCXO's. The developed NS- 
GT-TCXO has an oscillation frequency of 2.4MHz, a 
frequency stability of ±1.5ppm within a temperature 
range of -20°C to +70°C, low current consumption 
of approximately 0.8mA and a small size of 11.5mm 
x 8mm x 4mm. In addition, the phase-noise charac- 
teristics of the NS-GT-TCXO satisfy the require- 
ments for cellular telephones. Further cost effective, 
miniaturization of the NS-GT-TCXO is possible. 
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Introduction 

The neural network control of a quartz oscillator has 
been demonstrated. We have shown that a single neural 
network can correct an oscillator's output frequency 
while several environmental sources of frequency shift 
act on the oscillator. The advantage that a neural 
network offers over microprocessor controlled 
oscillators or Kaiman filter control techniques is that a 
neural network does not need an a priori model of the 
physical system to arrive at the correct control 
algorithm. The results of this demonstration indicate 
that a neural network can have beneficial applications in 
a variety of frequency standard devices. We believe that 
the neural controller will work best as a control system 
supervisor, rather than as the main controller of the 
frequency standard system. Specifically, the neural 
network would learn the non-linear effects associated 
with the several servos that control the main physical 
parameters of a frequency standard (temperature, 
magnetic field, etc.), and correct the oscillator's 
frequency based on the state of these servos and any 
additional sensed environmental parameters. The 
dominant remaining technical issue is the training of 
the neural network. During this demonstration 
program, maintaining a stable, reproducible 
environment that could be varied quickly and randomly 
over the whole training parameter space proved to be a 
significant technological challenge. Future efforts will 
focus on methods to more efficiently train the neural 
networks and the identification of specific devices. 

Oscillator Development and Construction 

Approach 

The purpose of this investigation was to evaluate the 
neural network's potential for substantially improving 
the stability of precision time standards by reducing their 
sensitivity to environmental changes. All precision 
frequency standards show some degree of sensitivity to 

environmental changes [1]. Using a more stable 
frequency standard as a training source, a single neural 
network can be taught to act on a less-stable oscillator to 
sense and compensate for many of these environmental 
changes. When the training source is removed, the 
network can continue to control the oscillator as if the 
more stable standard were still present. This approach 
has two main advantages over other control methods. 
First, a neural controller will adaptively evolve the 
correct transfer function that will transform the input 
vector to the desired output vector, without prior 
knowledge of the transfer function's form. Second, 
errors arising from any number or variety of 
environmental sources can be compensated by a single 
control system. These features may simplify the 
correction of non-linear, difficult to model, or low 
signal-to-noise processes. Since all frequency standards 
are subject to such systematic processes, we expect that 
neural controllers could find application in all classes of 
frequency standards. 

To demonstrate the operation of this device, a test 
system was designed that would allow for easy training 
and evaluation of a neural controller. The general 
architecture for such a network is schematically shown 
in Figure 1. We used the well understood and highly 
successful backpropagation neural network design, with 
one modification. Because the output of the network is 
unknown, a graded-learning modification to the 
backpropagation design was used [2]. The neural 
network was given three temperature inputs, while also 
being given a training signal consisting of the frequency 
error between the test and reference oscillators. During 
the training, the network builds a non-linear internal 
model of the relationship between the temperature 
inputs and the output frequency of the test oscillator. 
Once the network had evolved a sufficiently accurate 
model, the reference oscillator was disconnected and the 
network controlled the test oscillator's frequency using 
the nonlinear model developed during training. 
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The temperatures of the crystal and oscillator circuit 
were measured by thermistors and bridge circuits. The 
voltage across the bridge was used as the input to the 
neural network. To ensure that the temperature of the 
crystal and the oscillator circuit were precisely 
measured, the temperature of the bridge circuit 
components was also measured and input into the 
neural network. Although the network is capable of 
many more inputs, we limited this demonstration to 
only these three inputs. The selection of these three 
components was based on the relative strength of each 
component's contribution to the oscillator's frequency 
temperature coefficient. The neural controller read 
these inputs and produced an output signal according to 
the current transfer function defined by the learned 
nonlinear model. The network output adjusted the 
electronic frequency control voltage, Vefc, in such a 
way as to minimize the error function by compensating 
for the frequency shifts caused by the temperature 
fluctuations. This error function is defined as the 
fractional frequency difference between the test 
oscillator and the reference oscillator. 

Figure 1. Schematic of a neural network, showing the 
input, hidden and output layers. For this demonstration, 
one output neurode was used, but for generality, two are 
shown in this diagram. 

Design and Construction 

Figure 2 shows a schematic of this test system. The 
complete system includes the test oscillator, the 
reference oscillator, a computer with the neural network 
simulation program, and a means of providing a 
randomly chosen training temperature for each of the 
temperature controlled elements. To aid in the 
comparison of the test and reference oscillators, the 
construction of the test system began with two similar 
oven controlled crystal oscillators (OCXO). One 
oscillator was used as the reference, while the other was 
reconfigured as a neural network controlled crystal 
oscillator (NNCXO). For this reconfiguration, there 
were several modifications to the oscillator circuit. For 
example, the varactor diode and associated DC blocking 
capacitor were replaced with elements that allowed for a 
broader tuning range. Additionally, the quartz crystal 
was thermally isolated from the oscillator circuit, 
whereas the OCXO has the quartz and circuitry in the 
same ovenized temperature zone. Thermally isolating 
these components allows the temperature of these two 
components to be individually measured and separately 
controlled during the training. 

It is important that the training presentations to a neural 
network randomly cover the complete parameter space. 
With the hardware used for this demonstration, 
randomly covering the parameter space meant 
producing random temperatures at the sensed 
components. To achieve this, the computer generated a 
set of random numbers for each training presentation, 
and these numbers were sent to the D/A board to 
produce voltages proportional to these numbers. These 
voltages were used by the temperature control circuit as 
set points for each of the control circuits. Each control 

5MHi 

Reference 

Oidllatof 

© 

:LG 
Computer Neon] 
Network Program 

D/AandA/Dboari 

T 
CoUfilCf 

zr 
Mb» ® 

Temperate« Control Circuit 

Random inputs are utedrj 
ret point» for training. 

_L 
-►       Temperature 

Mearureracfit 
Circuit 

Ll 
Quart! 

Crjrttal 

ill 

| Oacillator Circuit 

' wkh Electronic 
Tuning 

Figure 2. Schematic of the NNCXO test system. 
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circuit drove a thermal electric device (TED) to provide 
heating and cooling of the temperature monitored 
components. The voltages from the D/A board were 
scaled so that the range of random numbers spanned the 
desired temperature-training range for the individual 
components. In this example, a temperature range of 
six degrees Celsius centered on room temperature was 
used. 

After a time period which allowed the temperatures to 
settle, the network read the temperatures as inputs to the 
neural network. A Vefc signal was sent to the oscillator, 
and the frequency of the test oscillator was compared 
with the reference oscillator to generate an error signal. 
During training, this error was backpropogated to 
update the neurode interconnect weights. After the 
weights were updated, a new input pattern of random 
numbers was generated and applied to the temperature 
control circuit, completing the cycle. This cycle was 
repeated until a sufficiently accurate nonlinear model 
was developed, that is, until the network was adequately 
trained. 

The period of the training cycles was determined by the 
component that requires the longest time to equilibrate 
to the each new temperature set point. In this case, we 
found it most difficult to measure and control the 
temperature of the oscillator circuit, which is comprised 
of two separate circuit boards. Since it is impractical to 
heat sink each item in this circuit, we chose to regulate 
the temperature of the air around this component. The 
air in the enclosure built for the circuit boards takes 6 
minutes to reach a steady temperature. This 
temperature equilibration time limited the period of the 
training cycles to more than 6 minutes per presentation. 
At this rate, 5000 presentations required 500 hours, or 
about 21 days. This may be too long for practical 
applications, however, this issue can be addressed in 
future development efforts. 

Results 

We have found that the NNCXO operates as a frequency 
standard that is correctly compensated to reduce the 
influence of changing environmental parameters. The 
learning process is illustrated in Figure 3. This graph 
shows the fractional frequency error data recorded 
during the training, and plotted as a function of the 
number of training cycles. The error is found by 
dividing the frequency difference between the reference 
and test oscillators, A/, by the total frequency range the 
uncontrolled oscillator will have between the minimum 
and maximum temperatures. At the beginning of the 

training, the error amplitude is large and corresponds 
closely to the random temperature set points. After 
nearly 5000 presentations, the magnitude of the error 
signal has been decreased by more than a factor of ten. 
It is expected that nearly 10000 presentations are 
necessary to adequately train the oscillator. Therefore, 
we expect improved performance as training continues. 

After the NNCXO has trained to some sufficient level, 
no more modifications are made to the nonlinear model 
and the oscillator is operated in the control mode. 
Figure 4 shows the low-pass filtered beat frequency of 
the mixed test and reference oscillator signals as the 
temperature of the crystal was swept through the range 
over which the system was trained. During this 
measurement, the temperatures of the other components 
were held fixed. The same quantity for the uncontrolled 
oscillator is shown as a reference; it reflects the 
temperature dependence of the quartz oscillator. 
Although the NNCXO was not fully trained when these 
data were taken, the oscillator's temperature dependence 
was significantly reduced when the neural controller 
was active. 

Conclusion 

We find that the results obtained to date are 
encouraging, and further development of neural 
networks for frequency standards is warranted. Future 
efforts will focus on the remaining technical issues: 
network designs and training protocols that will 
expedite training; cascading the neural controller with 
other control methods; and identification of specific 
frequency standard applications. 
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Figure 3.   Fractional frequency error as a function of 
presentations. 
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Figure 4. Comparison of the partially trained NNCXO 
with the uncontrolled oscillator as the temperature is 
swept from 21 to 27 °C. 

The length of time required for training is a critical 
issue. The cost increase for training an oscillator for 30 
days will be too large for many inexpensive commercial 
oscillators. There are neural designs that learn faster 
than the one used in this demonstration, and such 
designs could be employed in future applications. 
Another means of reducing the overall training time 
would be to first train the neural controller on a 
simplified numerical model of the physical system, then 
finish the training on the physical system to trim the 
model. This pre-training would require significantly 
less time, because the training cycles would occur at the 
speed which the computer processes information, rather 
than the temperature equilibration time of the physical 
system. However, the training may still require more 
time than is acceptable for inexpensive clocks. 
Therefore, the application of neural control methods is 
expected to be most appropriate for high priced 
standards or ensembles. 

resolution of most high quality, 16 bit, D/A and A/D 
interface boards divides voltage ranges into 64,000 
discrete steps. For temperature compensation of an 
oscillator over a 60 °C range, bit resolution of a digital 
controller limits temperature resolution to about 1 mK. 
This would not be adequate for many frequency 
standard applications. A better solution is to 
temperature control the device to within 1 K, which is 
relatively simple, then have the neural controller handle 
the balance of the control needs. In this role, the neural 
controller can monitor the states of the other controllers 
and environmental parameters, and learn to compensate 
for additional frequency shifts that can be correlated 
with the measured events. These additional shifts are 
often subtle and their sources are not easily identified. 
Thus, we expect that the neural controller will be best 
suited as a supervisor of other simple controllers. The 
neural controller is the best candidate for learning the 
pertinent correlations and trimming a frequency 
standard based on the learned model. 
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The optimium application of a neural controller may be 
when the neural network is used in conjunction with 
other less sophisticated controllers. In this 
configuration, the majority of the control is handled by 
an analog circuit or another type of controller that is 
based on a model of the physical system (MCXO, 
Kaiman filters, etc.). The neural controller focuses on 
the smaller but not less significant features of the 
oscillator's response to environmental perturbations. 
These more subtle responses of the oscillator are where 
other controllers fail and the neural network is best 
employed. For example, the large temperature ranges 
an oscillator may encounter in an operational 
environment are often much larger than the designed 
tuning range of the oscillator.    Furthermore, the bit 
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Abstract 
The MCXO iß not only a combination of a crystal 

oscillator with a microcomputer, but also based 
on some frequency measurement techniques and an 
automatic MCXO test system. A highly precision fre- 
quency measurement technique with a simple structure 
and a fast response time can be used in MCXO and its 
test system. It can be used to enhance the accuracy 
and stability of MCXO, simplify the structure of 
MCXO. This paper describes several very useful 
high-precision, fast response time frequency measure- 
ment techniques. These techniques are not only highly 
precision, of fast response time in a very wide 
frequency range, but also simple and all digital 
in circuit. By means of the techniques, with 
short gate times the measuring error is less than 
10"". In many MCXO's and relative instruments, the 
highly precision measuring technique and circuits 
can be used in place of complicated frequency 
transformation and control circuits, and the devices 
can thus be simplified, with their frequency stabi- 
lity enhanced and other advantages obtained. This 
paper also describes several different MCXO crystal 
oscillators, and proves the outstanding contribu- 
tions of the highly precision measurement technique 
in the MCXO circuits for their performance. 

1. Introduction 
In MCXO's, especially in those using SC-cut 

crystal, frequency measurement technique and circuits 
are used. They are used or to measure temperature, or 
in frequency control circuits, In MCXO test system, 

frequency measurement equipment must be used. With 
precision frequency measurement technique the fre- 
quency stability of MCXO and its response time can 
be improved, and its structure can be simplified. 

In some frequency and time measurement instru- 
ments, MCXO can be combined with the measurement 
circuits of the instruments, and the control and 
compensation circuits can be omitted and the accuracy 
of the instruments can be enhanced. The accuracy 
of the instruments depends on the accuracy of the 
measurement circuits. 

2. Several high precision and fast response time 
measurement techniques in MCXO' B 

Some precision, fast response time, wide frequency 
range and simple structure frequency measurement 
techniques have been developed. They are very useful 
in MCXO* s and their test system. References [1], [2] 
and [3] describe frequency measurement techniques 
based on phase coincidence detection method. By 
means of them many frequency measurement instruments 
have been developed. They are not only digital, but 
also highly accurate in a very wide frequency range 
(from several KHz to several hundred MHz). For 
example with 0.01 s to 0.1 s gate time 10~" measuring 
accuracy can be obtained. Figure 1 is a typical 
diagram of the instrument. 
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counter 1 
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reference 
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Figure 1 
In the instrument all circuits are digital and 

integrated. When they are used in MCXO's the micro- 
computer can also have other funtions. 

Since in MCXO, the range of frequency measurement 
is not very wide, the measuring devices can be more 
simple. A new frequency measurement method using a 
common oscillator is remarkable. It is similar to 
the method in reference [3], except without two phase 
coincidence detectors. With this method, 10"11/T 

measurement accuracy can be obtained when the 
difference of frequencies of two signals or their 
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multiples or    fractions is not too large.  Figure 2 is 
its principle diagram. 
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Figure 2 

In the measuring device, two gate time are syn- 
chronized with the two compared signals respectively. 
Therefore, there are not their count errors in 
the measurement result. The two digital mixers 
composed of D flip-flops can be used to detect the 
periodic closest phase difference cases between two 
frequency signals to assist to form the gate time, 
Therefore, with the simple circuit the measuring 
accuracy can be enchanced obviously. In certain 
frequency range, the count errors of the common 
oscillator which has suitable frequency in the two 
gate time can increase or decrease synchronously. 
In the equation [3] 

f «=f rNJJol/NrNoa (1) 

the count errors of N„i and N.3 can be eliminated 
with each other. For SC-cut dual mode crystal oscil- 
lator, the difference frequency between C mode and 
B mode signals is about 9 - 10% of C mode frequency, 
the measuring technique is suitable. Because its high 
accuracy, simple structure, fast response time and 
other advantages, it can hare wide application in 
MCXO. 

3, A design combined with measuring technique, 
MCXO and instrument 

In reference [4] the method combined with MCXO 
and measuring technique of the instrument was given. 
By means of high accuracy measurement technique 
better result can be obtained. It also is the base 
of some MCXO's. 

If an accomplished MCXO is used as the reference 
signal of time and frequency measurement instruments, 
its compensation for temperature variation has an 
error. It must have an influence on the accuracy of 

the instruments. Therefore, if the error of the 
crystal oscillator produced by temperature can be 
known accurately and considered in calculation of 
measuring result, higher measuring accuracy can be 
obtained. Using this method, the crystal oscillator 
has better short-term frequency stability. 

The principle diagram of an instrument is shown in 
Figure 3. For simpler circuit, the frequencies of 
measured signal and B mode signal are measured 
alternatively with same count circuit. 
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Fig. 3 
When the B mode signal fB is measured with its C 

mode signal fc as a reference signal, the measurement 
method shown in Figure 1 is used. The gate time is 
less than 0.1 second, fast response time and high 
measuring accuracy can be obtained. The synchroni- 
zation measurement method of multiple periods is used 
in measuring the measured signal f,. The fB frequency 
is equal to measured B mode average frequency 
before and after measuring f„ According to the 
temperature duplication of the SC-cut crystal oscil- 
lator, the increment of the temperature compensation 
can be less than 0. l£. 

The instrument has two measurement procedures. One 
is that C mode signal fc of the dual mode crystal 
oscillator is used as the reference signal to measure 
the the frequency fB of its B mode signal. Using the 
measured values, from PROM, is obtained a correction 
factor Afc which is only dependent on the tempe- 
rature error of fc. Through a calibration run the 
correction factor has been gotten and stored in the 
PROM. Because of the uncertainty of fc frequency, the 
obtained fB frequency is not exactly equal to the 
B mode frequency, but is relative to the frequency 
difference of them. But the accuracy of Afc is not 
influenced. Another measurement procedure is that 
the signal fc which has a known error Afc is used 
as the reference signal to measure the measured 
signal fx. 

When the frequency of the measured signal is 
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calculated,  in the equation the accurate frequency 
tVfo+Afc is used as the reference frequency. 

fx*fcNx/Nc 
= (fo+Afc)Nx/Nc (2) 

where the gate tine is synchronised by the measured 
signal fx> Nx is the cycle number count of fx in 
the gate time, and Nc is the cycle number count 
of fc in the gate time. 

The flow diagram of the instrument is shown in 
Figure 4. 
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The error of the instrument depend mainly on the 
temperature duplication of the crystal oscillator, 
the storage volume of PROM and the accuracy of the 
test system used in the calibration run. When fa is 
measured the error produced by the measurement 
accuracy is 

A=AISC/SB (3) 

where Ai is the measurement error when C mode signal 
is used to measure B mode signal; Sc is the frequen- 
cy-temperature coefficient of C mode signal, because 
of its nonlinearity Sc is the maximum of the coeffi- 
cient; and SB is the frequency-temperature coeffi- 
cient of B mode signal. Therefore, when the fast 
response time is demanded the high accuracy measure- 
ment technique must be used then the MCXO accuracy 
can be obtained. 

4. MCXO*s using highly accurate measurement 
technique 

We have used the highly accurate measurement tech- 

nique and circuits in the design of MCXO's. 
Because in short time higher measurement accuracy 
can be obtained, the MCXO's can hare a fast 
compensation response to a temperature variation, and 
their structures are simple. 

Figure 6 shows a MCXO diagram combining a tempra- 
ture sensor oscillator with a VCXO. 
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osci1lator 

phase 

coincidence 

detectoe 

VCXO 

gate time 

generator 

gatel  ~" 

countei UK A« microcomputer [_p 

gate2 

r 
connter2 | 

D/A 
convertor 

Fig. 6 
The temperature sensor oscillator is of Y+6° cut, 

and VCXO is of AT cut. They are in well thermal 
coupling. The operation procedure is similar to 
that of SC- cut MCXO. The frequency - temperature 
property of the temperature sensor oscillator is the 
same as that of B mode signal of a SC-cut dual mode 
oscillator, it has a large and linear temperature 
coefficient (about -96ppm/t). VCXO is used as a re- 
ference frequency signal to measure the frequency 
of temperature sensor fa. According to the measure- 
ment result the control voltage of the VCXO is 
changed and the accurate frequency is obtained. In 
the PROM, according to frequency fB of different tem- 
perature the digital signals fed into D/A converter 
have been stored. The storage process is done in the 
temperature test of the crystal. Because in the mea- 
surement the frequency of fc is uncertain, the 
process from measurement to control of VCXO is a 
feedback process. When temperature changes, fc and fB 
frequencies change. Frequency of fc deviates from its 
nominal frequency, there is certain deviation in the 
measured fB frequency, Since the temperature 
coefficient of fB is much larger than that of fc, if 
the demand for the accuracy of MCXO is not very high, 
this deviation can be omitted. From -301C to +70^, 6 
X10"T frequency stability can be obtained. 

Because the temperature coefficient of fB is very 
large, the frequency difference between it and fc 
changes along with temperature monotonously. The 
frequency - temperature compensation for MCXO is of 
negative feedback. When the measurement circuit in 
MCXO is not only of high precision but also of fast 
response time, then the temperature compensation 
can respond to temperature change closely, especially 
in temperature shock case. For any temperature 
change, several measuring - control periods are re- 
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quired to enable MCXO stable at a new balance ease. 
Therefore, the gate tine of measurement circuit in 
Figure 5 ought to be from 0. 01 second to 0.1 second 
(to different frequency relationships, the gate times 
are different) . In the gate time the frequency mea- 
surement accuracy of the measuring eircuit can be 
10~T. The relative minimum temperature increment is 

A t=A1/S1 (4) 

where Ai is the frequency measuring accuracy when 
measuring the sensor oscillator; Si is the slope 
of frequency - temperature change of the sensor 
oscillator. To a simple MCXO, using a 8 digits D/A 
converter, the temperature increment is about 0. 5 t). 
2 ~6 X10"T frequency stability can be obtained. 

Figure 6 is a MCXO composed of a high accuracy, 
simple frequency measurement device combined with a 
SG cut dual mode crystal oscillator. 
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t i 
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'sc' crystal 

fe output 

.... 
1 1 
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microcomputer 
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H D/A |— vcxo 

fo 
output 

Fig. 6 

In the MCXO, the measuring circuit and a VCXO are 
used instead of the DDS synthesizer of reference [6]. 
The C mode signal of the dual mode oscillator is 
used as reference signal to measure the frequency of 
its B mode signal, and according to its frequency the 
modification data of the C mode signal can be 
obtained. Using the C mode signal with known 
accurate frequency the simple VCXO frequency is 
measured accurately. Comparing the measured result 
with the demanded VCXO frequency by software, with 
their difference the signal fed to D/A converter is 
modified and the frequency of VCXO is regulated to 
demanded frequency, The crystal of VCXO is a simple 
AT cut quartz crystal. The 2 xiO" 8 frequency 
stability has been obtained. 

In Figure 6, when the frequency of B mode signal 
is measured, the response time ought to be fast and 
the measuring accuracy can not be too high. When the 
frequency of VCXO is measured, the demand for 
measuring accuracy and the response time must be 
high. 

6. Conclusion 
MCXO 1B a kind of very useful crystal oscillator. 

A lot of factors can dicide its performance. Some 
highly accurate, simple frequency measurement tech- 
niques can show an excellent effect in enchancing 
MCXO accuracy, simplifying its structure. The tech- 
niques can be used in MCXO and its test system. 
The uses of these techniques are very important for 
higher accuracy of MCXO. Now in a very wide 
temperature range, with the highly precision fre- 
quency measuement technique, the MCXO's can have 
10~s frequency stability. The accuracy limitation 
depends mainly on the frequency - temperature dupli- 
cation of the crystal in a very wide temperature 
range. By means of combining frequency measurement 
technique with improvement of the crystals, 10'" or 
higher accuracy MCXO can be accomplished. 
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ABSTRACT 

The LFE SC-cut resonators have 
some quite well known advantages . The main 
are: lack of electrodes in the active part of the 
crystal plate and very efficient suppresion of 
B mode. Because of this application of LFE 
resonators can improve both long and short 
term frequency stability , critical for high 
stability oscillators parameters. A few models 
of different construction single side 
resonators were made and their parameters 
were measured. These resonators are very 
difficult to adjust (because of very low Cl) so 
the special procedure of calibration using 
chemical treatment was developed. The 
especially optimized oscillation circuit was 
applied /ref.11/. Circuits and oven parameters 
were measured and discussed. 

LINTRODUCnON 

Lateral field excitation resonators have a 
few advantages compared with typical high 
stability resonators /ref. 1,2,3,4,5,6 /. The 
most important features are as follow 
- better long term stability due to removing of 
the electrodes from the active part of the 
blanks, 
- higher quality factor of unloaded resonator 
as a result of surface free from the metal 
layer, 
- more efficient suppresion of unwanted 
modes (e.g. B mode of SC-cut resonators). 
But on the other side lateral excitation change 
basic parameters of the resonators. Very high 
as for this frequency range motional 
resistance of the resonator, complicates the 
construction of the oscillation circuit which 
should assure high short-term frequency 
stability   and   small   motional   capacitance 

considerably      reduces      the      frequency 
adjustment range. 

Design of the oscillation circuit for the 
5 MHz SC-cut lateral field excitation 
resonator, which guarantees the electronic 
circuit influence on short-term frequency 
stability lower then E-13 for averaging time T 
> lsec is presented in this paper. The 
construction and parameters of three chamber 
oven of very small temperature fluctuations at 
the level of E-7 are also presented. 

2.PARAMETERS 
RESONATORS 

OF      LFE      SC-CUT 

A few types of 5 MHz SC-cut 
resonators operating at 3rd overtone mode 
have been realized. Parameters achieved for 
three types of electrodes configuration are 
presented in Table l./ref. 7/ 

Beside basic parameters, dynamic 
temperature behaviour and nonlinearity of 
resonators were measured. Typical measured, 
dynamic temperature coefficient of the LFE 
resonator is within the range of +2E-7 ( the 
measurement was carried out according to the 
method presented in reference 8, basing on 
estimation of resonator response to step 
temperature change). 

The characteristic of nonlinear 
behaviour of the resonator is presented in 
figure 1. According to expectation this 
characteristic is very similar to the 
characteristic obtained for typical SC-cut 
resonators. 
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Table 1 LFE resonator parameters 

Elektrodes 
configuration 

Motional 
resistance 

IP] 

Motional 
capacistance 
C1 [E-18] 

Uniloaded 
resonator 
Q factor [E6] 

B mode 
suppresion 

[dB] 

1100-1300 average 9 2.4 -2.6 >30 

2mm 

400 - 650 average 18 2.8-3 >40 

1500-1800 average 8 2.2-2.6 

3mm 

600 - 800 average 15 2-2.5 

aftE-s]' 

120     160     200     240     280 P[|XW] 

Fig.l.    Frequency    versus    drive    power 
characteristic 

3.0SCILLATION CIRCUIT 

Considering resonator parameters, 
application of following oscillation circuits 
were taken into account: 
- bridge circuit with differential amplifier, 
- Butler with the resonator connected through 
the transformer to the emitter circuit, 
- Butler with the resonator in the base circuit. 
Essential  features  of studied  circuits  are 
presented in Table 2. 

1 SC-cut resonator R1=70Q (nr 258) 
2 LFE SC-cut resonator R1=500Q (nr 15) 
3 LFE SC-cut resonator Rl=600n (nr 13) 
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Table 2. Features of oscillation circuits 
Type    of Features 
Circuit 
Bridge No   reactance   elements   in   the 

feedback circuit. 
Improved efficiency of phase noise 
reduction, because of bridge circuit 
influence. 
Very effective mechanism of drive 
level limitation. 

Butler Neccesity  of matched  impedance 
with   the circuit application. 
resonator Phase   noise    reduction   due   to 
in      the negative feedback. 
emitter For achieving proper drive  level 

limitation, the additional circuit is 
required. 

Butler The    resonator    and    the    input 
with   the impedance of the amplifier can be 
resonator matched without any transformation 
in       the circuits. 
base Negative feedback for parametric 

noise reduction can be applied. 
For achieving proper  drive  level 
limitation, the additional circuit is 
required. 

Considering the phase noise 
measurement results in the open loop ( which 
are similar for these three types of circuits) 
and simplicity, the Butler configuration with 
the resonator in the base was chosen for 
further experiments. The diagram of this 
circuit is shown in figure 2. 

Two stage amplifier with second stage 
built around T2 transistor ( operating as 
limiting circuit) and negative feedback in the 
emitter circuit of Tl transistor, guarantee very 
good phase noise characteristic in the open 
loop for a broad range of equivalent resonator 
resistance from 400 to 1200 Q.. 

Basing on methods describe in ref. 9 the 
open loop measurements were made and 
coefficients A and B were calculated. The A 

1 
coefficient which characterize — noise is 

/ 
about 3.7E-14 and the B coefficient defining 
f noise is 3.5E-16. These values were 

measured under conditions, which guarantee 
drive level lower than 5 uW and efficiency of 
the amplitude limiting system as shown in 
figure 3. 

mV] i , 
200 

3 

Uout 

100 
2                          \^^ 

1          / 

H —=^4- —> 
Uin [mV] 

Fig. 3.   Amplitude   limiting   efficiency   (for 
Rl=30ß) 

Basing on following equation /ref. 9/: 

the spectral density of phase noise 
fluctuations, for resonator of Q factor close to 
3E6 was calculated. The results are presented 
in figure 4. 

II* 1mA 
12» 0.2mA 
Rl negative feedback 
R2=400^1200!3 

Fig. 2. Diagram of the oscillation circuit 
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S+   [dB/Hz] 

1000 10000 

f[Hz] 

Fig. 4. Spectral density of phase fluctuations 

4. OVEN CONSTRUCTION 

Basic principles of the oven 
construction are presented in figure 5. The 
oven consists of three chambers of stable 
temperature, where the resonator and 
electronic circuits of higher influence on 
frequency are placed. 

3rd chamber 2nd chamber    1st temperature sensor 
1st heater 

/1st printed board 

Fig. 5. Oven construction 

\3rd printed board 
2nd printed board  \ 2nd temperature sensor 

The results of the oven temperature stability 
are shown in Table 3. 

Table 3. Oven temperature stability 
Temperature range -10^-50 C 
Quality factor:        I chamber 

II chamber 
III chamber 

>2000 
>500 
>100 

Short-term temperature stability 
of I chamber at 25 C 
T=1S 5E-7 
T=10S 4E-7 
T=100S 1E-6 

mode of the Sc-cut resonator. It was thus 
assured that the temperature sensor was 
placed exactly at the same place as the LFE 
resonator. 

To obtain the high resolution of 
measurements, the high stability oscillator of 
the same frequency as B mode was built. Due 
to such solution, typical equipment for short 
term frequency stability measurement could 
be used. Measurements in second and third 
chambers were made using precise 
thermistors. 

Analysis of oven temperature stability 
depending on power loss in the resonator 
itself was made according to reference 10. 
The change of loss power from 5 to 40 nW 
decrease two times the temperature 
fluctuations. The results for loss power equal 
5 \iW are sufficient for obtaining short term 
frequency stability (caused by temperature 
fluctuations) better than E-13 for T=1S and E- 
14 for longer averaging time. 

5.CALIBRATION PROCEDURE 

The very small value of Cl as a 
result of poor coupling, makes the lateral field 
excitated resonators difficult for calibration. 
The influence of electrodes (mass) on 
frequency was reduced so significantly that 
calibration by typical procedure and 
equipment was impossible. The only way of 
achieving proper frequency is by changing 
the thickness of the plate. 
A speciall chemical procedure was developed. 
With this method the final calibration of 
100Hz was obtained. 

6.0SCILLATOR CONSTRUCTION 

The block diagram of the oscillator is 
shown at figure 6. The oscillator consists of 
following circuits: 
- oscillation circuit (Butler), 
- tunning circuit, 
- LFE resonator, 
- voltage regulator 2 (low noise LT1021), 
- resonance output amplifier, 
- temperature control circuit (proportional), 
- voltage regulator 1. 

Temperature    stability    n    the    first 
chamber was measured by the means of B 
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OVEN 

OSCILLATION 
CIRCUIT 

TUNNING 
CIRCUIT 

VOLTAGE 
REGULATOR   2 

|LT lOJI) 

RESONATOR 

OUTPUT 

AMPLIFIES 

1       oÄnit 

1st 
HEATER 

lit 
TEMPERATURE 

SENSOR 

2nd 
HEATER 

3. 111 

2nd 
TEMPERATURE 

SENSOR 

TEMPERATURE 

CONTROL 

CIRCUIT 

I 
VOLTAGE   REGULATOR 1   t ^A 723) 

Fig. 6. Block diagram of the oscillator. 

All high frequency circuit were placed in the 
three chamber oven what is shown at figure 7. 

.-THERMAL   ISOLATION ( POLYURETHANE    FOAM I 

-OUTER ENCLOSURE 

BASEMENT 

CHAMBER- VOLTAGE REGULATOR 2, 

OUTPUT   AMPLIFIER 

-2ND  OVEN CHAMBER -OSCILLATION CIRCUIT,  TUNNING CIRCUIT 

-1ST   OVEN   CHAMBER- RESONATOR 

•VOLTAGE   REGULATOR   1, TEMPERATURE   CONTROL   CIRCUIT 

Fig. 7. Circuits location in the oven. 

7.MEASUREMENTS RESULTS 
The frequency versus temperature 

characteristics of three oscillators were 
measured. The frequency change in the 
temperature range 0-H50°C was below E-9 
and the slope was better than 2E-11 IK. 

8.CONCLUSION 

Applying the proposed oven construction 
and carrying out further optimization of the 
LFE resonators operating conditions it is 
possible to obtain short-term frequency 
stability better than E-13 for averaging time 
longer than Is. 
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Abstract: In the present paper we shall discuss 
generation of spurious signals in direct digital 
frequency synthesizers (DDFS) with different output 
waves with the assistance of computer simulations. 

First, we shall deal with simple square wave and 
triangular wave outputs. 

However, our main attention will be paid to the 
systems generating sine signals since they exhibit the 
lowest level below one cannot get. 

The major sources of spurious signals are phase 
truncation, the limited lenght in sine look-up tables, 
the finite resolution of digital to analog convenors 
DAC, and intermodulation problems. The latter are 
not easy to appreciate. 

I. Introduction. 

The task of DDFS is to generate a desired output 
frequency fx from the input standard or clock 
frequency f,, generally, with the assistance of Modulo- 
N ari-thmetics. The governing equation of this system 
is 

k 
f, N *A (1) 

where the denominator N is generally a power of two, 
i.e. 

N = 2* (2) 

For the examination of the DDFS     properties we 
must start from the normalized frequency 

k = A _ * 
/, " 2* ~ Y «z- (3) 

where R is number of bits stored in the accumulator 
and X and Y are mutually prime integers, as a 
consequence X is always odd and Y a power of two as 
high as R (e.g. R = 24, 32, etc.) or often even lower, 
some Ref(, in instances where k is even or has a factor 
formed by power of 2. We shall see later that k should 
be always an odd number. 

In recent years we have studied behaviour of 
DDFS in respect to spectral purity [1 to 5]. First we 
have paid attention to the simple system with the 

rectangular output waves. Then we have investigated 
devices providing triangular output waves. However, 
most of our work was dedicated to sinusoidal 
frequency synthesizers. 

Since the published data about spectral purity are 
often incomplete on one hand and contain to much 
spurious spectral lines, the origin of which is difficult 
to trace on the other hand, we have started with 
computer simulations. 

H.Square wave outputs. 

Pulse and rectangular output waves are plagued 
with very large spurious signals [1,2,3] and are used 
only in some instances where we need to synthesize an 
exact value of the output frequency, e.g. the PAL 
colour subcarrier in [1]. However, there are also some 
special communication applications which require 
square wave signals [6,7,8]. 

A/ Ouasiperiodic omission of pulses. 

In order to enhance the fundamental harmonic in 
output signal the rectangular output wave should have 
the space-mark ratio as close to 1:1 as possible. This 
requirement can be met by different means, the 
simplest of which is to put a flip-flop or binary divider 
at the end of the synthesizing chain [1,2]. 

For one single output frequency the author 
suggested as mathematical models: 

a/ continued fraction expansion 
b/ modified Engel series expansion 
c/ combinations of both in some instances 
d/ gear box approach provides output frequencies 

with very small errors [9]. 
In a more general case we can  use 
e/ Modulo-N arithmetics. 
The advantage is the possibility of application of 
commercial IC chips and to refer simply to the lows 
and highs of the MSB [7,8], the difficulty is a slow 
convergence of the binary systematic fractions in 
respect to the desired normalized frequency £x. 
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B/ Spurious signals. 

In the useful range of DDFS, extending ideally 
from zero to the Nyquist frequency fc/2 we encounter 
a lot of discrete spurious signals which can be divided 
in several groups. 

1/ Harmonics of the output signal. 

Particularly in instances where the normalized 
frequency from £x is small compared with the Nyquist 
"frequency" Y/2 we must be careful with rectangular 
wave harmonics which are ideally only odd ones, 
however,large since they decay inversely with their 
order - see Fig. 1. 

X-3,   ¥=128,   rectangle 

Fig. 1 Spurious signals in the rectangular wave with 
the normalized frequency $x = 3/128. 

2/ Harmonics of the device fundamental frequency. 

Most   of  the   spurious   signals   in   DDFS 
harmonics of the device fundamental frequency 

f ! 
Jfimd IT. 

are 

(4) 

However, it is generally easy to estimate power level 
and the frequency of the larger ones. The problem was 
discussed in the depth by the author [1,2]. Here we 
shall recall the results. The spurious phase-time 
modulation is give by 

«W = Tc[r- 
2X 

- integeiir^-)] = 

Bl BlB2 
Y 

-integer(r-—)] 

(5) 

At the 1st order approximation of Y/2X by A^Bj, r 
in eq.(5) changes from 1 to Bj (r = l,2,..Bi) and we 
arrive at a sawtooth wave with the period T.A.! and 
the amplitude 1. The 2nd order approximation reveals 
an additional saw-tooth wave with amplitude 1/Bi 
(r=l,2, ...B2) and the new modulation period T^ 
which is also imposed on the first sawtooth wave, etc. 

An example of such a modulation function is shown in 
Fig.2. 

Fig. 2 Spurious phase-time modulation s(tr) for the 
normalized frequency £x= 179/10000. 

To illustrate the problem we shall investigate a sine 
wave phase modulated by toxs(tr) i.e. 

z(t) = sinfoy + u/(f,)l (6) 

which simplifies for s(tr) approximated with the largest 
sawtooth wave only to 

z(t) - sin[a>xt + 

2n-^T, E   —sin(mvr)] 
JTj   m.iX...   m 

where the fundamental modulation frequency is 
2ic 

(7) 

(8) 

and amplitudes of individual saw tooth wave harmonics 
are 

a. -  « (9) 

With the assistance of the phase or frequency 
modulated signals we get for the level of the first 
spurious components 

(10) 

where the minus sign is for the lower and the plus sign 
for the upper side bands. 

For Bessel functions with small indexes the above 
equation simplifies to 

«„ - w ~~af -1 <*> 
For the amplitudes of the next pair of spurious signals 
we find 

^j> 4 
(12) 

etc. 
After introducing relation (9) into the eq.(ll) we 

get for the spurious signal levels "near" the carrier (in 
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dB measure) for the 1st order approximation, cf. (5) 

X  (13) "'■». ° 201og(iV);  O"!-1-2--) 1 M^I 

with the modulation frequency 

(14) 

Relation (12) is often cited in the literature, 
however, without warning that it gives useful results 
for very few m/s. 

For the 2nd order approximations we have 

X   "   "  (15) ■■ 20 log(- 

with the modulation frequency 

;);   (m2=ia,...) 

(16) 

We can proceed in the same way till we arrive to the 
spurious signals closest to the carrier, and with the 

smallest modulation frequency 

L    L 
A.     Y f. (17) 

and amplitudes 

n-\tmM_t 
201og(^ (18) 

Note, that there are some difficulties with the above 
approximations: relations for the level of the spurious 
signals are valid only for small values of n^, m2, etc. 
Further, that they supply the better results the smaller 
is the ratio X/Y. However, in these instances we must 
be careful to remove harmonics of the output 
frequency fx from the useful pass band (cf. Fig. 1) 
Another problem with the precision of the estimated 
amplitudes may be caused by alising. 

Example 1. 
Estimate the major spurious signals in the square 

wave output of the normalized frequency 

$x =179/10000 

With the assistance of the modified continued fraction 
expansion of Y/2X we get 

Bt 

0 28 1      28 1 
1 15 -1     419 15 
2 12 -1    5000 179 

From which we find for the spurious phase-time 
modulation 

s(.0 
= [r(2S-- —)] 

r„ 15   15*179 
(19) 

Evidently it is formed by two superimposed sawtooth 
waves as shown in Fig. 2. 

■ 1        1 t n 
1 'n ..'' a , ig 1 

'».. Mil ill' 
i III 

1   t   j   | nil , 1!' li, 
■ • J .,, 

wffiM^mtmmf!ttmwNm\ 

a) 

0 

0 1 

, D 
1 

« 1 11 1 .1 ■ ■ nl 1 1 D 

L±<L±fVt\dfA~'J!^AJ \J \J V' V' U 

Tab. 1 

b) 

Fig 3. Spurious signals in the rectangular wave with 
the normalized frequency $x = 179/10000: 
a) till n = 1000; b) reveal more details. 

The first saw tooth wave has the amplitude « 1 and 
the modulation "frequency" 10000/28 = 23.87. 
Estimation of the first order spurious signals according 
to (13) reveals 

-34.94 dB 
Exact computation gives 

rlss = -34.81 and r203 = -35.12  dB 
For the 2nd order approximation we find for the first 
spurious side bands the modulation "frequency" 

10000/5000 = 2 
and for their level in accordance with (15) 

-58.47 dB 
Whereas the exact computation gives 

r177 = -58.35 and rlgl = -58.38 dB 
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For actually computed spectra see Fig. 3. 

Example 2. 

In Fig. 4, reproduced from [1], we compare the 
simulated and actually measured spectra of the DDFS 
designed for the PAL colour subcarrier. 

2.0 V 
mim] 

Fig 4. DDFS for the PAL colour subcarrier; 1st (.) 
and 2nd (o) order approximation and theoretical (x) 
and experimental (.) results [1]. 

C/ Limitation of the sine waves. 

Another way to generate the rectangular output 
wave is by limitation of the output sine wave.Giebel 
Lutz and O'Leary [6] suggested "to convert to a square 
wave, after lowpass filtering, the 6 bit sine DAC 
output". In addition they state that "the synthesized 
output clock becomes asynchonous with respect to the 
reference clock". However, the computer simulation 
did not proved the latter statement. 

As to the spectral properties the larger spectral 
lines are the same as those found by investigation of 
square waves generated by quasiperiodic omission of 
pulses whereas the background level is much more 
dispersed - see Fig. 5. 
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Fig. 5 Spectral properties of the square wave output 

for for £x = 13/256; 
a) "quasiperiodic" pulse omission 
b) sine wave limitation. 

III. Triangular wave outputs. 

Another, rather simple, DDFS can be built with 
the triangular output wave. The advantage is that no 
sine look-up table is needed since the DAC is fed 
directly from the phase accumulator. Two MSB are 
used for changing the saw-tooth output from the 
accumulator into the triangular output. 
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Fig. 6 Spectral properties of the triangular wave output 
signal for the normalized frequencies: 
a) lK = 3/128 and DAC A = 10; 
b) $x = 341/1024 with A = 10; 
c) £x = 341/1024 with A = 5. 

Another advantage, in contradistinction to the 
rectangular output wave, the spectral properties are 
better since harmonic signals (ideally only odd ones ) 
of the fx decay withe square of their order. Some 
examples are shown in Fig. 6. 

IV. Sine wave outputs. 

The sine wave output is the most desired form of 
the output signal since it exhibits the lowest level of 
inevitable spurious signals. 

There are two major spurious signal generators: 
the phase truncation and the amplitude truncation. 

Their level and locations have been investigated in 
the past, particularly, by the author in [2-5]. 

A/ Phase truncation. 

In accordance with the simplified Fig. 7 we use 
from the R phase bits stored in the accumulator only 
W bits for steering the sine look up table. 

AKUMIXATOR R 
nr.sF.Rranivo 

W 'r»B V S + l 
I. » 

W bits ^R-R) bits ,s bils A+l 
bits 

Fig. 7 the simplified block diagram of sources of 
spurious signals in DDFS due to the loss of 
information in different block diagrams. 

The problem was first discussed by Mehrgardt [10] and 
later solved by Nicholas and Samueli [11]. However, it 

was the author [2,3] who presented a very simple 
closed form relation for the level of the spurious 
signals of this origin. We shall repeat here the results 
in short. In instances where we neglect B phase bits, 
i.e. 

B = R - W (20) 

phase readings are still performed at each mTc ( m = 
0,1,«->Y-1 ) . As a consequence amplitudes of 
individual samples (rectangles) in the output sine 
wave change into 

sm[2^integer(^)-\ 

Y   2' 
s(m)l) 

where 

s(m) = ^L - integeri^) <. 1 
2" 2* 

(21) 

(22) 

The above equation resembles the earlier relation (5) 
and we again face a superposition of saw-tooth waves. 

Example 3. 
Find the phase modulation function s(m) for the 

normalized frequency 
5X = 207/1024 

with 5 LSB neglected. In accordance with (22) we get 
s(m) = m(207/32) - integer(m x 207/32) 

The modified continued fraction expansion of 207/32 
leads to 

K Ak Bt 

0 6 1 6 1 
1 2 1 13 2 
2 7 1 97 15 
3 2 1 207 32 

Tab. 2 

and the respective series expansion to 

s(m) = m[6+ 1 1 
2   2*15   15*32 

1    i      ■ .      ,m207. ] - integeii—^-) 
32 

(23) 

see also plot in Fig. 8. 
Series expansion (23) makes it possible to compute 

or estimate the levels and frequencies of spurious 
signals quite easy in comparison (to the author know- 
ledge) with earlier approaches [10,11]. 

By considering that all modulation periods in the 
phase function s(m) must be coherent we can sum all 
harmonics of individual saw-tooth waves with the same 
frequency and arrive at 
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2t»-') 
1 1 s(m) = — V  —sin(2]i77»tÄj) 

where we have introduced the remainder Rb 

s(m=l) =4 " i^seK^z) = RB 
2" 2 

(24) 

(25) 

Fig. 8 The plot of the phase truncation function 
s(m) for the normalized frequency £x = 
207/1024 for 5 bits neglected, i.e. B = 5. 

In instances where Rb>0.5 we may refer without any 
loss of generality to 1-Rb, i.e. to refer only to the range 

(26) 0 s   Rh = L s 1       (Q = 2») 
Q      2 

After some computation we arrive at [4] 

—{ sin[2itm(— + —)] + 
rY Q       Y 

sin[2nm( 
rP 

(27) 
;>]> 

Evidently both components in the above expression are 
staircase values of spurious sine waves around the 
carrier. Consequently we can compute their amplitudes 
with the assistance of FFT and we arrive at 

X    rP 
. sin[n(— ±—)] 

2* Y     Q 
Y       ,X    rP. 

jt(— ± —) 
Y     Q 

(28) 

After dividing the above relation by that for q we get 
for the r-th order spurious signal level 

X/Y 
Y X/Y ±rPIQ 

2'*'" 2B 

~rY 

L7i(X/y ± rPIQ)) 

sin(n—) 
Y 

T 

(29) 

or in dB measure 

ST -W - 20 log(r) [dB] (30) 

Example 4. 
With the assistance of FFT applied on eq. (21) we 

have computed the level of spurious side bands for the 
situation investigated in Example 3. The result is 
shown in Fig. 9 and reveals that the largest spurious 
signals are about -30 dB as expected and extend down 
to about -50 dB - from eq. (30) we get -54 dB, which 
is a fairly good result. 

However there are several remarks to be made: 
First we would like to know the number of the 
spurious signals, caused by phase truncation, in the 
DDFS pass band which in normalized notation is 
ideally equal to Y/2. 
The problem was already solved in [4]. We repeat it, 
here, in short. From eq.(28) we can deduce the 
spurious line numbers (the carrier line number is X) 

n  = X 

(s 

(r— + sY) <Y/2 
2" 

...,-2,-1,0,1,2,...) 

(31) 

D 1 
a 

*  * *   i * 0 E a 
1  * *     4 

1 
0 

■■:.' ' - t \\ • 
i 

i 
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'»'ti * /vW ,'IN' '"/AL s".*v 1 A '. 

Fig. 9 An example of spurious side bands of £x = 
207/210 with 5 LSB neglected [4]. 

Investigation of the above inequality reveals different 
nr only for r < 2B/2 and a double one for r=2B1. 
Consequently the lowest level of spurious caused by 
phase truncation should not exceed 

-6( W + B - 1) = -<S( R - 1 )        [dB] (32) 

In addition the number of side bands is give by 
(leaving out the carrier) 

2" - l (33) 

Note the 32 large spurious in Fig. 9, and 7 in Fig. 10. 
Second: with the assistance of the relation (31) we 
easily arrive at actual spurious frequencies 

■ P  ■ - (34) 4 = ■jfc-f, (r- »y« 

Third: investigation of Fig. 9 and 10 reveals a lot of 
"background" spurious signals which are much smaller 
than those due to the phase truncation. The problem 
will be discussed in the next section. 
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B/ Sine word truncation. C/ Estimation of the background spurious signal level. 

Ideal sine wave with stair case amplitudes 
x 

sm(2nm—) 
Y 

(35) 

would reveal in the output pass band Y/2 no spurious 
components. However, the economy of actual DDFS 
requires that the information about the sine values in 
look-up tables is generally stored only as S-bits long 
words. Consequently, truncation of stored sine values 
results in changing actual amplitudes into 

±interger[2ssm(2nm-)] (36) 

or even into 

^integerÜssm[2n—integer(~yii (37) 
2, -* 2, 

Example 5. 
With the assistance of the FFT algorithm and 

relation (37) we shall investigate the DDFS spectra 
for different W and S. The results are shown in Figs. 
10 and 11. Note that for smaller S (in Fig. 11) the 
"background" level is higher (in respect to that in Fig. 
10) which one would expect. 
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Fig. 10 An example of spurious side bands in DDFS 
with the normalized frequency £x = 207/210 with 3 
LSB neglected, i.e. B = 3 and W = 7; S = 12 [4]. 
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Fig. 11 Background spurious signal level for £x = 
207/210 with B=0, W=10 and S = 10 [4]. 

To get more insight into the problem we shall 
compute the error signal 

e{m) = sin(2nm—) - 

-^ integeH2ssin[2ic—inetgert,—)]} 
(38) 

From the above relation we easily find out (for B=0) 
that 

l«MUo l< I/2
S (39) 

By plotting the cumulative [12] distribution of e(m) 
we find for larger m and S a straight line with two 
different slopes - see Fig. 12. 

0.6   

a S  

0    ^-  

Fig. 12 Cumulative distribution of sine word errors: 
m = Y = 1024 

Evidently the amplitude distributions of e(m)'s are 
constant in the ranges between -1/2S to 0 and from 
0 to +1/2S - i.e. 

p(e) = 1/(2 *2~s)   inside the interval (40) 
p(e) = 0 outside the interval 

As a consequence we find for the variance 

o\e) = (l/3)*2-M (41) 

which agrees quite well with actually computed values 
as it is shown in the following example. 

Example 6. 
Compare the computed variances of cr2(e) with the 

theoretical estimations by (41). 

S a2(e) var(e) var(e) var(e) 
Y = 32 Y = 128 Y=1024 

8 5.09 e6 5.33 e6 5.18 e6 5.48 e6 

10 3.18 e7 2.85 e"7 3.44 e7 3.15 e7 

12 1.99 e8 0.96 e8 1.90 e8 2.00 e8 

14 1.24 e"9 1.16 e"9 1.40 e"9 1.27 e"9 

Tab. 3 
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Investigation of the Tab. 3 in the above example 
reveals rather small differences between estimated and 
actually computed variances. As a consequence we can 
conclude that we are justified to use relation (41) in 
our pursuit of the estimation of the "background" 
spurious signal levels. 

Further Figs. 8, 9, and 10 reveal that there might 
exist a mean level <rj> of the spectral lines ij with 
some dispersion. To this end we have again plotted the 
cumulative distribution of positive values of |rj| and got 
straight lines one of which is shown in Fig. 13. The 
evident conclusion is that the background spectral lines 
have also a uniform distribution. 

388BB 

 | | j -1  

II 1     ;      ■ 

N 

!    ■    ■ 

i  1 1 
■•■''  ! 

Example 7. 
Computation 

dispersions for 
resolutions S. 

of   means 
different   Y 

<S(n)> 
and   sine 

and    their 
look-up 

32 

128 

512 

1024 

<S(n)> 

8 -57.77 1.28 
10 -77.88 3.61 
12 -91.99 4.58 
8 -75.27 13.04 

10 -87.58 8.08 
12 -101.57 11.14 
8 -81.81 9.51 

10 -93.21 9.19 
12 -106.09 9.55 
8 -85.99 10.95 

10 -96.80 9.68 
12 -109.91 10.18 

Tab. 4 

Fig. 13 Cumulative distribution of the positive 
values r; . 

Finally in Example 7 we have also computed 
dispersions of the actual values of the background 
spurious signals around the mean. 

Since the number  of them  in the pass band, 
extending from 0  to Y/2, is 

174 - l («) 

(after leaving out the carrier and all spurious signals 
with even line numbers, which are negligibly small) we 
may assume for the mean power of the background 
spurious signals 

^w . 1,2-»,-!- 
Y-4 

<S(n)> 
y/4-i 

1*2"»* 
3 

(43) 

For large Y we can approximate <S(n)> in the dB 
measure as 

<S(n)> = 1.25-6S-10 *logY   [dB] (44) 

However,   computer   simulations   summarized   in 
Example 7. reveal values about -6 dB lower. 

To remove these discrepances we have tried a new 
approach. In a recent paper [5] we have computed the 
expected level of the background spurious signals with 
the assistance of the "Quantization noise spectra" 
theory [13]. This time we have got a rather good 
agreement  (see the Appendix), i.e. 

<S(„)> « JL ,2-" (45) 

D/ Estimation of the spurious harmonics. 

A closer investigation of many simulations of 
background spurious signals in DDFS reveals that 
there are few of them exceeding the dispersion level of 
+2a. An example is shown in see Fig. 14. We have 
looked for their source and found it in higher 
harmonics of the output signal fx. 

Let us revert to eq. (38) and compute the mean 
value of e(m) both for the positive and negative half 
period of the output sine wave. We get a rectangular 
wave with the amplitude 2"s/2. Its Fourier series 
expansion reveals only odd harmonics with amplitudes 

(46) 2*2"s   1 

i{h 3,5,... ) 

For the level of the 3rd spurious harmonic we get in 
dB measure 

20*log(-^)= -6S -14     [dB] (47) 

Note that we have neglected the effect of sampling on 
amplitudes. The above relation is in a good agreement 
with many computer simulations and experimental 
measurements. However, the 5th and higher harmonics 
are often masked by the dispersion of the spurious 
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signals - see Fig. 15. 
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Fig. 14 FFT simulation of background spurious signals 
for S = 10 and £x = 51/256; points indicate 2a 
dispersion lines around the mean. 

Fig. 15 Expected amplitudes of spurious harmonics 
of the output signal (S = 7,9,11,13). 

Generally only the 3rd harmonic exceeds the 
background level. The remedy provides rounding off sine 
values in look-up tables to the nearest integers. The 
problem may reappear in instances where the length S 
exceeds the resolution of the used DAC. 

E/ Relation between W and S. 

In instances where we would like that spurious 
signals due to the truncation do not exceed the most 
prominent signal caused by amplitude truncation we 
must compare relations (47) with (30) and we arrive to 
the following inequality 

W-3 & S sW -2 (48) 

IV. Digital to analog converters. 

There are three major sources causing 
degradation of the output spectral purity by DAC, 
namely, finite bit resolution, nonlinearity, and transient 

effects or glitches. 

A/ Finite bit resolution. 

From the point of view of present technology we 
are nof able to build DAC with any arbitrary resolution. 
On the other hand the higher the resolution the more 
expensive DACs are. Consequently we encounter in 
DDFS practice DAC with resolutions 

D = 8 till 12 (49) 

For discussion of the DAC bit resolution we 
have to take into account that from the S bit long sine 
word we use only A bits for converting the digital 
information about the amplitude into its analog version. 
Note that in instances where a D bit DAC is used in 2's 
complement version 

D - 1 (50) 

The consequence is that in instances where S > A we 
must replace in all relations for computation of 
background spurious signals the sine word length S with 
the bit resolution A ( cf. paper by Garvey et al.[14]). 
The conclusion is that the extent of the sine look-up 
table and the bit resolution of DAC are closely related 
in properly designed DDFS. 

B/ DAC nonlinearity. 

Investigation of the real output spectra of 
DDFS reveal also even harmonics of the output signal 
and odd harmonics generally higher then values in 
accordance with (46). The reason is the nonlinearity of 
the DAC transfer characteristics which is difficult to 
predict since these differ between individual DAC. 

C/ Leakage of the clock signal. 

We can hardly prevent the leakage of the clock 
signal into DAC. Its nonlinearity and its behaviour as a 
switching modulator [cf.14] provides source of 
intermodulation signals, in the output pass band, of the 
type 

/«,v =fJt +fcv   <«.v = 0,±1,±2,...) (51) 

A particular difficulty is encountered in instances where 
the normalized frequency is close to 1/4. In that case 
both the intermodulation signal and the aliased 3rd 
harmonic, in accordance with (46), are superimposed 
and very close to the desired output frequency. 
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V. Output phase noise. 

In the last year paper [4] we have arrived at the 
conclusion that the background spurious signals often 
form a "continuum". In short we have, eventually, in the 
1 Hz frequency bandwidth 

l/A/„ = Wc (52) 

and for 
r>2/c (53) 

we get with the assistance of (45) for the "white mean 
background noise" 

<S(r)> i l r^_ 
" 3' fc 

S(f) 
4k 

or in dB measure approximately 
-5   -6*A - 10*log</c) mi 

(54) 

(55) 

In instances where Y is a small integer the 
above relations are not met, the background spurious 
signals form a comb with a real phase noise between 
them. However, it source is not yet fully understood. It 
seems that it is higher than the clock oscillator noise 
reduced by the division factor $x or the phase noise of 
"dividers" and amplifiers in the respective DAC. 

VI. Conclusions. 

In the present paper we have derived a simple 
closed form solution for frequencies and power level of 
spurious signals in DDFS with square wave outputs, with 
triangular outputs, and sine wave outputs. 

Since DDFS are generally plagued with spurious 
signals, sometimes even large, and often of unknown or 
dubious origin we have presented a lot of computer 
simulations to provide the reader with information about 
the lowest level of spurious signals below one cannot get. 

Appendix- 

Computation of the background power spectral density. 

After replacing the variable m with t in relation (38) we 
can expand the random variable 6(t) as 

e(f) - X>/"'°7''        «. = 2*/W, (56) 

Evidently the n-th spectral line of the k-th rectangle 
ek(t) is 

1   f*7-,*r/2e 

= J-»e(fcr^"™(™'r/2) 

YTi * nwJ2 

from which the variance is 

*„«'» - j^^kT^SinHn^Tp.) 

-F'^eVe-^'dt 

Y 2 
■Sin\n<äJJ2) = «„ 

where we have introduced 

Sin(x) 

(57) 

(58) 

(59) 

Now we proceed with computation of the autocorrelation 
function R(T) 

(60) ■/"0oT 

«.*) = E V 

From it we easily arrive at the power spectral density 

= £«„6(0)-BW,) 

and finally for the mean value of one sided power 
spectral density we get with the assistance of (58) and 
(41) 

SOioO = ±*2-2SSin{nt>.Tp) (62) 

Since the transfer function Sin(x) is rather flat in the 
pass band from zero to Y/2 (the maximum error is -4 
dB ) we feel justified with the simplification used in 
relation (45). 
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Abstract 

Modern wideband, multi-user antijam communication 
systems typically employ frequency hopping techniques to 
maximize system processing gains. Such frequency plans 
place strict constraints on the hopping LO in the form of 
spurious, phase noise, and transient response criteria. 
Historically, synthesizer designers have relied on phase lock 
techniques to meet these demands. However, the demand for 
compact satellite communications payloads, with reduced 
size, weight, power, and cost, is revealing the direct-digital 
synthesizer (DDS) as the next-generation synthesizer 
workhorse. 

To date, application specific integrated circuit (ASIC) 
development has not progressed sufficiently to accommodate 
the clock rates and edge speeds necessary for DDS 
compliance with military satellite communication 
(MILSATCOM) specifications. Original design and analysis 
methods are therefore required to employ the DDS, at the 
expense of hardware complexity. 

This paper discusses the translation of a low frequency, 
narrowband DDS spectrum to a Ku-band, 1 GHz bandwidth 
(BW) output that meets the strict spurious, phase noise, and 
transient specifications required of MILSATCOM spacecraft 
payloads. Requirements are listed in Table 1 below. 

Introduction 

Low spurious, low phase noise frequency synthesizer 
architectures historically have used some type of phase lock 
technique and upconversion circuitry to meet the requirements 

for MILSATCOM payloads. Typically, an RF signal from a 
voltage-controlled oscillator (VCO) is divided and phase- 
locked to a known reference (Figure 1). 

A narrow loop bandwidth for phase noise and spurious 
performance usually requires acquisition or help circuitry for 
fast phase settling. In Figure 1, a digital pretune coarse tunes 
the VCO, allowing the loop to track out any additional error. 
Such settling characteristics may also require high loop gains, 
creating susceptibility to undesired disturbances and leading 
to PLL performance that severely deviates from ideal [ 1 ], [2]. 

In addition to circuitry surrounding the loop, a dual or 
ping/pong approach is often required; that is, one loop tunes 
or acquires while the other loop is on the air. This ping/pong 
architecture, however, comes at the expense of precious size, 
weight, power, and cost. 

Such PLL deficiencies have led synthesizer designers to 
consider alternative architecture approaches to meet the 
dynamic MILSATCOM requirements [3]. Hughes' evolution 
of MILSATCOM synthesizers is shown in Figure 2. 

Switch and Mix Synthesizer 

An alternative to phase lock techniques is the DDS 
approach, which utilizes high-speed digital ASIC technology. 
Historically, poor spurious performance from the DDS has 
limited its use in high performance satellite payload 
applications, but recent advances in high speed digital 
technology have made the DDS highly viable and efficient 
source for fine frequency generation. However, even with 
these technology advances, the DDS is still limited in its 

Table 1. Synthesizer Requirements 

Hop Bandwidth 
Discrete Spurious 

> 15 MHz Offset 

1 GHz (Ku Band) 

< -65 dBc 
Integrated Spurious/Phase Noise (SSB) 

100Hzto15MHz < -38 dBc 
Noise Floor (SSB) 

> 15 MHz Offset <-127dBc/Hz 
Phase Settling < 8 deg in 600 nsec 
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Figure 1. PLL Used as a Frequency Synthesizer 
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Figure 2. Synthesizer Evolution 

spurious performance and usable bandwidth and therefore 
requires compensation elsewhere in the synthesizer. 

One switch and mix approach provides the necessary 
bandwidth expansion and upconversion via comb generators, 
switched LOs, and high-performance mixers (Figure 3). 

Four LOs are generated from a single RF input by 
multiplication via comb generation. Each pair of LOs is then 
switched into one of two upconversion mixers to expand the 
fine frequency DDS output to the desired Ku-band output 
with a 1 GHz BW. The first mix quadruples the DDS BW by 
independently selecting upper and lower sidebands for each 
of the two LOs. Switched filtering is required to remove 
undesired LOs and low-order mixer intermodulation products. 
The second mix doubles the BW again by mixing with the 
second pair of LOs using only one sideband, resulting in an 
overall bandwidth expansion of eight times the DDS 
bandwidth. 

DDS 

At the heart of the switch and mix architecture is a 
500 MHz-clocked DDS used for VHF fine frequency 
generation (Figure 4). The phase accumulator is simply a 
linear modulo counter which increments with each clock cycle 
at a rate dependent on the frequency control word (FCW). 
This linear phase ramp is converted to a sinusoidal amplitude 
via a ROM algorithm. The digital to analog converter (DAC) 
converts the digital word to an analog output, which is 
typically filtered to remove undesired frequency components. 
Spur generation within the DDS may be attributed to various 
mechanisms. 
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Figure 3. DDS-Based Switch and Mix Synthesizer Architecture 
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Bit Truncation 

Ideally, all bits of accumulator phase information are used 
by the ROM in the transformation to amplitude. However, 
ROM size limitations and complexity typically constrain the 
usable number of phase bits, requiring truncation between 
the accumulator and ROM. The effect of this truncation is to 
cause deviation from the ideal sawtooth ramp (Figure 5). 

In this simple example, two of four phase bits are truncated 
when 5/16 of the clock frequency is synthesized. The resulting 
jitter is observed as phase modulated spurious at the DDS 
output. A similar truncation may also be seen between the 
ROM and DAC, resulting in amplitude modulated spurious. 
These truncation effects, representing the theoretical spurious 
limit of the DDS, are well understood and accurately modeled 
[4], [5], [6]. 

DAC Nonlinearities 

Perhaps the most important but least understood DDS spur 
mechanism is the dynamic response of the DAC. Such 
nonlinearities are manifested in the time domain as glitch 
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Figure 5. Phase Bit Truncation Example. Two of four bits 
truncated. Fout = (5/16)(FcnJ 

energy, slew rate limiting, and waveform asymmetries 
(Figure 6). In this example, the glitch energy is seen as 
overshoot as from an underdamped condition when the DAC 
changes state. Such ringing may be considered as errors from 
ideal values of discrete samples. These deviations therefore 
transform to significant DDS spurious. Fourier analysis also 
shows that asymmetric rise and fall times (possibly due to 
slew rate limiting in the DAC) generate spurious harmonically 
related to the synthesized tone. 

Sampling Theory 

In addition to these harmonics, sampling theory predicts 
aliased harmonics that may be described in frequency by 

mfdk±nf0 

for integers m and n, synthesized tone f0, and clock 
frequency f^. This results in a DDS spectrum as shown in 
Figure 7 [7]. 

Post-DDS filter design, when generating more than an 
octave of BW (represented by the shaded rectangle in 
Figure 7), must address the following conditions. First 
consider the case when a low frequency tone is synthesized, 
resulting in low-order, in-band harmonics which require 
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Figure 7. DDS Spectrum with Harmonics 
and Aliased Tones 
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filtering. Next, consider the case when a higher frequency 
tone is synthesized. In this case, the DDS spectrum replicated 
about the clock frequency results in aliased harmonics that 
walk in-band as the synthesized frequency increases. Indeed, 
these "walk-through" spurs will approach and eventually pass 
through the carrier as the DDS tunes higher in frequency. 
These spurs may therefore drive both close-in integrated 
spurious/phase noise requirements as well as filter rejection 
specifications. 

Hence, the low spurious, wideband synthesizer requires 
wide DDS usable bandwidth to minimize the amount of 
upconversion/bandwidth expansion circuitry. The expense 
paid for this DDS bandwidth is undesirable in-band spurious, 
which necessitates the use of complex filtering design 
techniques. 

Software Interface/Spur Mapping 

Since wide variances among DDS chipsets in these spur 
mechanisms are common, and frequency changes 
corresponding to as little as an accumulator LSB typically 
result in seemingly uncorrelated spectra with a myriad of 
spectra available, design of the switched filter bank following 
the DDS requires original methods based on known DDS 
performance. 

The switched filter bank design approach discussed here 
processes empirical DDS data with custom software 
(Figure 8). 

The spectrum analyzer measures empirical DDS data over 
the synthesized bandwidth or bandwidth of interest for a DDS 
step size that gives a reasonable number of spectra while 
remaining computationally manageable. One thousand and 
one points per spectrum are translated to an ASCII format 
and dumped to a PC. 

Custom MATLAB code derives N Chebyshev BPFs of 
arbitrary order, center frequency, ripple, and bandwidth. These 

filter responses start with the n pole locations of a Butterworth 
LPF. The pole locations are then mapped to an ellipse in the 
s-plane, representing the poles of a Chebyshev LPF. These 
poles are next mapped to a Chebyshev BPF with n zeros at 
the origin [8], [9]. The exact filter responses are then slightly 
modified in bandwidth, order, and ripple to closely match 
real-world filter behavior, accounting for finite isolation, 
coupling, insertion loss, Q, etc. 

The software next partitions the vector of DDS data for 
combination with corresponding BPF response. Two sets of 
spectra are then output by the software, one unfiltered with 
the corresponding filter response and the other filtered, as 
shown in Figures 9 and 10. 

In Figure 9, exactly 1/8 of the clock frequency is 
synthesized, causing aliases and harmonics to lie on top of 
each other, so that spurs are harmonically related to the 
fundamental. Next consider the case when 33/256 of the clock 
frequency is synthesized, corresponding to 1/8^ + A. In this 
case, not all spurs are harmonically related to the carrier, 
resulting in many low-level, aliased spurs that require filtering. 
In both cases, the filtered spectra are sufficient for bandwidth 
expansion and upconversion to meet MILSATCOM 
requirements. 

In Figure 10, approximately 1/3 of the clock frequency is 
synthesized. In the first case (foDs/fclk = 21/64), the aliased 
spur resulting from the clock frequency minus twice the 
fundamental is slightly attenuated by the filter. However, as 
the DDS tunes up to 85/256 of the clock frequency, this aliased 
spur walks down towards the carrier so that it is unattenuated 
by the filter and within 15 MHz of the carrier. As previously 
mentioned these walk-through spurs typically drive close-in 
integrated spurious and phase noise as well as filter rejection 
requirements. 

In all cases, this custom MATLAB code affords near real- 
time filter design specifications based on empirical DDS data. 

ACC/ 
ROM DAC 

Empirical DDS 

HP 8566B 
Spectrum 
Analyzer 1001 Pts/ 

Spectrum 

ASCII 
Translation 

MATLAB 
Code 

Figure 8. Empirical DDS Data Processed Via Custom MATLAB Software 
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Settling Time 

The expense paid for the narrowband filtered DDS spectra 
is significant group delay, which directly impacts phase 
settling performance. Although settling time performance for 
PLL-based synthesizers has been well analyzed and 
published, less documentation exists for the DDS-based 
architecture [1], [2]. 

Switch and mix synthesizer settling time may be bounded 
by determining the maximum values of each contributor, in 
terms of group delay for the filters, propagation delay for 
the digital components, and settling time for switches and 
compressed RF amplifiers. The worst case settling time path 
for the synthesizer is the RF path depicted in Figure 11. The 
switched LO paths are negligible contributors since the large 
delay in the main path is such that the LO paths have settled 
while the RF signal still propagates in the main path. 

Filters/Switches 

A significant contributor to overall synthesizer settling 
performance is group delay due to both the N-way DDS 
switched filter bank before the first mix and the M-way 
switched filter bank following the first upconversion mix. 
These narrowband, high order Chebyshev filters are necessary 
to meet the stringent synthesizer spurious requirements. The 
magnitude of each filter's contribution to delay/settling time 
is analyzed and bounded by modeling from both FILSYN 
(filter simulation program) and MATLAB simulations and 
verified by empirical testing. 

Because the transient response of these filters due to a 
switched RF signal is ideally negligible compared to group 
delay, it is not a contributor. In order to select the required 
filter and to provide for proper isolation between filter inputs 
and outputs, both switched filter banks contains two FET 
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switches on both the input and output that also contribute to 
the synthesizer's settling time. These switches have inherent 
propagation delays due to the internal CMOS decoders for 
the control lines and the switch drivers, in addition to the 
amplitude and phase settling characteristics of the switches 
themselves. Moreover, interaction between the switches and 
the filters may cause settling characteristics worse than the 
predicted sum of the switches and filters due to VSWR effects. 

Digital Circuits 

Another significant contributor to the overall synthesizer 
settling is the propagation delay of the digital circuits. The 
digital circuits consists of the Command Logic (CL), which 
includes TTL differential line receivers used for the reception 
of the frequency control word (FCW) for the DDS ACC/ 
ROM. The worst case propagation delay for the CL circuits 
is based on circuit simulations, including wafer process 
variation (CL implemented via CMOS SOS ASIC) and the 
calculated effects of temperature, voltage, and radiation. An 
additional contributor to the digital delay is the DDS ACC/ 
ROM chip. Its settling time is actually a latent delay due to 
the number of clock cycles required to load in the new FCW. 
This delay is dependent on the details of the DDS architecture 
and the allowable single-event-upset error rates caused by 
the space environment [10]. 

RF Amplifiers 

Compressed discrete and MMIC amplifiers used to 
minimize power variations in the high frequency LO chain 
and RF output chain may significantly impact settling 
performance and are possibly the most difficult contributors 

to model for transient behavior. Key parameters affecting 
compressed amplifier settling characteristics are input drive 
level, input amplitude step size, input frequency step size, 
level of compression, and bias networks. The phase settling 
waveform of the amplifiers may generally be considered as a 
decaying exponential, the time constant of which is related 
to the device physics and is therefore inalterable. Hence, the 
input parameters are optimized so that the amplitude of this 
phase error is minimized and phase settling performance is 
desirable. 

Settling Time Bound 

Synthesizer settling time is bounded by a linear addition 
of propagation and group delays with the root sum squared 
(RSS) of RF settling components. This RSS approach for the 
RF components is valid since these waveforms are uncorrelated. 
Allocations and results are summarized in Table 2. 

An alternative method to bound settling time is a sum of 
delayed decaying exponentials with various time constants, 
representing the waveforms of the different contributors. This 
approach yields results similar to those in Table 2. 

Figure 12 shows the synthesizer settling waveform when 
both LOs are switched and group delay of both filter banks is 
maximal. This worst case scenario yields settling to 8 deg. in 
470 ns, showing compliance. 

Phase Noise 

The overall phase noise of the switch and mix synthesizer 
is a function of the phase noise of the reference LO used to 
derive the switched LOs and DDS clock. Since the DDS is 

Table 2. Summary of Synthesizer Phase Settling Contributors and Unit Performance 

Contributors Time to 8 deg or Prop/Group Delay 
(nsec) 

FCW Interface 
DDS ACC/ROM 
Switched N-Way BPF 
Switched M-Way BPF 
Limiter 
Compressed Output Amp 
Switched LOs 1 and 2 
Switched LOs 3 and 4 

Allocations Measurement 

86 
60 

175 + 75 
65 + 75 
' 131 

131 

861 

601 

237 2 

1302 

50 
50 
25 
25 

Total (Linear Sum of Delays 
plus RSS of RF Circuits) 

600 470 

Notes:   1 Simulation of circuit models 
2 Switched BPF includes group delay and settling time of switches 
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Figure 12. Synthesizer Settling Time 

essentially a frequency divider, the DDS phase noise is ideally 
a 20 log (N) reduction of the clock phase noise, where 
N = fou/fcik is the fraction of the clock frequency that is 
synthesized. However, since the switched LOs are derived 
via large multiplication of the reference LO, the DDS phase 
noise is dominated by the consequent enhancement of the 
reference LO's noise. Typically, narrowband filtering of the 
switched LOs is required to minimize these effects. Moreover, 
the noise figure of low drive level RF amplifiers will further 
degrade the noise density. A typical SSB phase noise power 
spectral density is shown in Figure 13 for approximately 13 
GHz carrier frequency. 

Summary/Conclusions 

This paper has demonstrated that the tradeoff between 
settling time and spurious requirements necessary for 
MILSATCOM payloads can be met with existing DDS 
technology, at the expense of hardware complexity. Such 
architectures require original design and analysis methods. 
Hughes Space and Communications Company is dedicated 
to be the world leader in compact, lightweight, low-power 
spacecraft payloads. Future synthesizers to meet this goal will 
be achieved utilizing high-speed, low-spurious DDS 
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architectures which minimize the need for filter banks and 
LO generation. 
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Abstract: The demands placed upon signal sources 
and other system components by today's radar systems 
often exceed the state of the art for these devices. This 
paper explores the operational conditions which give 
rise to these demands and illustrates some of the meth- 
ods used to derive component specifications from 
them. The key role of radar clutter in generating these 
requirements is emphasized and illustrated by 
examples. 

Introduction 

Originally, radar was a simple device with the limited 
functions of "RAdio Detection And Ranging", from which 
the acronym "RADAR" is derived. In the early days, only 
rudimentary frequency control was needed, and this as- 
pect of the design was, therefore, given little consideration 
by either the systems or the components engineers. 

This is no longer the case. Radar has developed into an 
elaborate and sophisticated technology with many applica- 
tions, some of which give rise to very stringent frequency 
control requirements indeed. Of necessity, frequency con- 
trol technology, particularly in the area of stable, low- 
noise signal sources, has kept pace with these demands. 
At every stage of this development, the components indus- 
try has responded to the challenge, only to be faced with 
increasingly severe requirements for the next generation of 
systems. This is, perhaps, the inevitable result of success, 
since there are always incentives to improve upon existing 
capabilities. In military applications, present successes ac- 
tually generate the requirement for improved performance 
in the future, since an adversary will always attempt to 
counteract an existing capability by increasing the sophis- 
tication of his equipment and tactics. 

The purpose of this paper is to explore some of the phe- 
nomena which give rise to the requirements for frequency 
control in radars; to demonstrate the techniques used by 
systems  engineers to  generate the  specifications  for 

components affected by these requirements; and to derive 
a few typical specifications, based upon realistic system 
designs, which are near or beyond the current state of the 
art of operationally-useful components. In passing, some 
of the limitations imposed on radar performance by com- 
ponents other than those of concern here will be described. 

The discussion will begin with a description of radar 
types and their general requirements for frequency control. 
A few of the basic relationships involved in radar calcula- 
tions will then be presented, including, particularly, those 
defining received signal power and receiver thermal noise 
power density. From these, the effects of frequency fluc- 
tuations on performance will be derived, and the primary 
importance of clutter, as the mechanism which converts 
frequency fluctuations into signals which interfere with 
target detection, will be demonstrated. Various sources of 
frequency fluctuations, or, equivalently, signal phase and 
amplitude modulation, will be pointed out, and the equa- 
tion for the cancellation for common-mode FM noise will 
be presented. Finally, numerical examples will be given 
for several radar configurations. 

Definitions And Relationships 

The definitions of several terms which appear through- 
out the discussion are presented here: 

• Monostatic Radar: A radar in which the transmitter 
and the receiver are collocated, or in such proximity 
as to permit the use of common signal sources. 

• Bistatic Radar: A radar system in which a transmitter 
acts an illumination source for one or more receivers 
which are quite distant from it. In general, no direct 
connection exists between the transmitter and the 
receivers. 

• CW Radar: A radar which emits continuously. 
Echoes from all ranges arrive at the receiver simulta- 
neously with such a system. 
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• Pulse Radar: A radar which emits energy in pulses. In 
general, the receiver is active only in the intervals be- 
tween the pulses. Echoes from some ranges may be 
received simultaneously. 

• Doppler Frequency: The frequency shift between the 
transmitted and the received signals caused by the rate 
of change of the range to the target. 

• Clutter: Received echo signals from any objects other 
than targets of interest. 

The number of monostatic radars in use throughout the 
world far exceeds the number of bistatic radars, and pulse 
radars are much more common than CW radars. 

The collocation of the transmitter and the receiver ef- 
fectively eliminates long-term and even medium-term fre- 
quency fluctuations as problems in monostatic radars. 
Only variations which occur during the round-trip propa- 
gation delay time-that is, during the time required for the 
signal to propagate from the transmitter to the target and 
back to the receive -can be sensed by the system, and this 
time delay is seldom greater that a few milliseconds. Fluc- 
tuations occurring within such short time intervals are usu- 
ally specified as power-density spectrum functions. 

Any such function can be decomposed into an ampli- 
tude modulation (AM) and a frequency modulation (FM) 
component, and, since AM and FM produce different ef- 
fects in the radar, it is customary to present component 
specifications in this form. The results of the examples 
given subsequently will, therefore, be given as descrip- 
tions or plots of the maximum permissible AM and FM 
noise spectra. 

All bistatic radars are susceptible to medium-term and 
long-term frequency variations to a degree determined by 
the nature of their mission and the techniques which they 
employ. In some deployments, the transmitter and the re- 
ceiver are so completely isolated that no direct commu- 
nication between them is possible for periods of hours, 
days, or, in extreme cases, months. The frequency sources 
used in such an application must be sufficiently stable as 
to ensure that the receiver will cover the band occupied by 
radar echoes from the desired types of target. In some 
cases, this could require the use of sources employing 
atomic frequency references. 

By far the most extensive application of bistatic radar to 
date has been in semi-active seekers for guided missiles. 
A radar transmitter at the missile launch site illuminates 
the target, reflected energy from which impinges on the 
seeker antenna. The receiver processes this to develop 
guidance commands for the missile. In this application, 
the receiver is, or can be, in direct contact with the trans- 
mitter until the time of launch. The time interval over 
which frequency drift can take place, therefore, is limited 

to the missile time of flight, which is usual on the order of 
a minute. Also, a direct line-of-sight path usually exists 
between the transmitter and the missile during the entire 
flight, permitting continuous synchronization of the two 
signal sources. Systems which make use of this option are 
said to be rear-referenced, while those which do not are 
said to use an on-board reference. Clearly, the latter meth- 
od imposes the more severe long-term stability 
requirements. 

The Continuous Wave (CW) radar, provides a clear il- 
lustration of the effect of range resolution on the clutter 
problem, since this type of radar effectively has no range 
resolution against clutter. Echoes from reflecting objects 
at all ranges return to the receiver continuously, and sig- 
nals from targets at the maximum range of the radar and 
those generated by clutter objects at very short ranges are, 
therefore, received simultaneously. Since, as will be seen, 
signal strength for discrete reflectors varies inversely with 
the fourth power of range, this can produce clutter signals 
which are coincident in time with, and many orders of 
magnitude larger than the target signal. Clearly, it would 
be impossible to detect the target under these conditions 
unless some parameter other than time of arrival could be 
used to distinguish between the two signals. 

Most, but not all, of the reflecting objects which pro- 
duce the clutter echo are stationary. Since a stationary tar- 
get is, from the radar point of view, in no way different 
from any of these objects, it is effectively just another clut- 
ter reflector, and its echo is just one of many which merge 
to form the clutter return. If the target has a radial velocity 
component, however, its echo signal undergoes a doppler 
shift. The difference in the carrier frequencies of the tar- 
get and the clutter, then, provides a basis for resolving the 
two signals. 

Filters are use in the receiver to select the target signal 
and reject the clutter. Because of the high input clutter-to- 
signal ratio, these filters must have a very high out-of-band 
rejection ratio. Since we are concerned with only those is- 
sues which affect frequency control requirements, it is as- 
sumed that the radar meets this and all other operational 
requirements, and that only those design elements relating 
to frequency control remain to be specified . Under this 
assumption, the clutter level at the output of all filters in 
the target frequency band would be below thermal noise if 
the AM and FM spectra of all frequency sources were 
ideal. Any real, non-ideal source will impress its power- 
density spectrum on the clutter signal, and some of the 
components of this spectrum will extend into the band oc- 
cupied by the target filters. The specifications are derived 
by requiring that the level of these components be below 
receiver noise in all of these filters. 
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The key role of clutter in this process is evident. The 
power-density spectrum, as usually presented, specifies 
FM or AM noise power density per Hertz relative to carri- 
er power (dBc/Hz), as a function of frequency offset from 
the carrier. When these spectra are impressed upon the 
clutter, the clutter signal itself becomes the carrier-that is, 
the power reference for the spectrum. If there is no clut- 
ter, this mechanism will produce no interference signal in 
the receiver no matter how noisy the frequency sources 
may be. A strong clutter environment, on the other hand, 
imposes severe AM and FM requirements. In general, to 
satisfy the criterion stated above, the spectra, at an offset 
from the carrier equal to the difference between the target 
and clutter frequencies, must be down from the carrier by 
the difference, in dB, between the peak clutter power and 
the receiver noise power density . 

Pulse Doppier (PD) radars employ techniques similar to 
those used in CW radars to resolve targets from clutter. 
Since these are pulse radars, some elements of the problem 
associated with CW are eliminated. Others, unfortunately, 
are introduced. Examples of both types of radar are in- 
cluded in this paper. 

Clutter returns can be produced by many types of re- 
flectors; discrete and distributed, stationary and moving. 
Distributed clutter is produced by clusters of objects dis- 
tributed over a region much larger than the spatial reso- 
lution of the radar. When the distributed-clutter region is 
two-dimensional, such as the surface of the earth, it is said 
to produce area clutter. A 3-dimensional distribution of 
reflectors, such as rain, fog, or chaff, produces volumetric 
clutter. Discrete clutter consists of returns from large, iso- 
lated man-made objects and from such natural objects as 
birds. As previously mentioned, most clutter sources are 
essentially stationary, although most terrain and ocean sur- 
faces exhibit some velocity spreading due mainly to wind- 
induced motion. Some discrete clutter reflectors, howev- 
er, such as moving vehicles and flocks of birds, have velo- 
cities high enough to pose significant difficulties for radars 
which use doppler frequency as a discriminant. The ex- 
amples given in this paper consider only the relatively 
simple cases of discrete and volumetric clutter, which, be- 
sides illustrating the principles with minimum computa- 
tional complexity, actually establish the frequency control 
requirements of many operational systems. 

A number of equations used in the examples are given 
in Table 1. In most cases, the nomenclature and symbols 
used here follow the conventions of reference [1], which 
contains a full development of these and other radar rela- 
tionships too complex to be discussed here. 

Summarizing briefly, (1) is just the time delay experi- 
enced by electromagnetic energy in traversing a path of 
length 2R at the velocity of light, while (2) simply 

expresses the proposition that the phase of the RF signal 
returning to the receiver shifts by an additional 2n radians, 
or one cycle, whenever the path length changes by a 
wavelength. 

Equation (3), which can be derived rather easily from 
first principles [1], is an expression for the power returned 
from a reflector of given cross section and range by a ra- 
dar of given characteristics. The equation holds for clutter 
as well as targets of interest, since the distinction between 
the two is essentially subjective: in fact, it is often the case 
that on radar's target is another radar's clutter. Of particu- 
lar interest in this expression is the range term in the de- 
nominator, which, as mentioned previously, magnifies the 
effects of clutter which originates at ranges much less than 
that of the target. It should also be noted that none of the 
terms are related to the frequency stability in any obvious 
way. Barring a catastrophic failure, the received signal 
power from both targets and clutter is essentially unaf- 
fected by frequency control considerations. 

Equation (4) is the expression for the thermal noise 
power density produced by a resistor at temperature T0, 
multiplied by a factor which quantifies the added noise 
power introduced by the receiver circuitry. Detection of 
the target echo in the presence of this interference is the 
basic problem of all radars, and it can be assumed that any 
system for which the effects of frequency fluctuations are 
being considered has been designed to solve this problem. 
In particular, the values of power and antenna gain have 
been set by this requirement. 

The ratio of the received clutter power to N0 is, as has 
already been mentioned, quite significant in establishing 
the FM and AM specifications for frequency sources and 
other components. As can be seen by dividing the units of 
signal power by those of noise power density, the ratio has 
the units of Hertz. When, as described above, this is mul- 
tiplied by the FM and AM spectra of the frequency 
sources, which have units of inverse Hertz, the result is a 
dimensionless ratio of clutter-reflected noise to receiver 
thermal noise. If the fluctuations are random, this ratio 
can be used to establish specifications for the spectra re- 
gardless of the signal processing methods employed in the 
receiver, since the processing will have the same effect on 
both types of signal interference. Again, the assumption is 
that the tolerable level of increased interference is one 
which does not degrade the ideal clutter-free performance 
by more than some preestablished amount. 

Systematic rather than random fluctuations produce nar- 
row spikes in the spectrum which the signal processor may 
treat more like the signals than the noise. To specify al- 
lowable levels for these, it is usually necessary to consider 
the details of the processing. The examples given here 
consider only the random effects. 
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Table I Radar Equations 

Time Delay 

Doppler Frequency* 

Received Power** 

Receiver Noise 

Rain Backscatter Coefficient 

Rain-Clutter Radar Cross Section 

Received Power From One Rain Cell 

Common-Mode FM Noise Cancellation Factor 

*For bistatic radar, replace 2R with Rt +Rr 

**For bistatic radar, retrtace R4 with R^Rl 

td = 
2R 

fd = - 
2R 

s       P,GtGrX
2a 

r    (4n)2R4L,LrLn 

No=kT0F 

5.7xl0-14r16 

r\r = V 

Cr = 

RcQ cOft 
A 

M 

ll.3PtGtX
2T\rAR 

(4n)3R2L2LtLrLa 

A(fd,Rc) = (2sm2nfdRc/c)2 

(l) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

td = 2-way propagation delay (s) 

R = range to reflecting object (m) 

c = velocity of light = 3xl08 m/s 

fd = doppler frequency (Hz) 

R = range rate of change (m/s) 

X = wavelength of radar (m) 

R, = range from transmitter (m) 

Rr = range from receiver (m) 

5, = received signal power (W) 

Pt = peak transmitted power (W) 

G, = transmit antenna gain 

Gr = receive antenna gain 

T0 = ambient temperature =290°K 

F = receiver noise figure 

TI,= rain backscatter coefficient (mVm3) 

a = radar cross section of reflector (m2)      r = rain rate (mm/hr) 

0j = radar antenna beamwidth (rad) L, = transmitter RF loss 

Lr = receiver RF loss 

La = 2-way propagation path loss 

N0 = receiver noise power density (W/Hz) AR = radar range resolution (m) 

k = Boltzmann's constant = 1.38x10" 

Rc = range to clutter cell (m) 

Lp = beamshape factor = 1.33 

Equation (5) is taken from [1], where it is said to repre- 
sent the backscatter properties of rain very accurately for 
frequencies in the normal radar bands. The wavelength 
term in the denominator indicates that rain clutter back- 
scatter increases rapidly with radar frequency. The coeffi- 
cient is used in (6) to compute the radar cross section of 
rain in the volume included within a range and angle reso- 
lution cell of a pencil-beam pulse radar. The other terms 
in the equation define the volume of this cell, as depicted 

in Figure 1. This shows the radar antenna main beam and 
two range resolution cells of width AR. The first of these 
cells is at a range Rc} from the radar and the second, at an 
incremental distance Ra farther away. This increment is 
the range ambiguity spacing of the waveform-that is, the 
range which, when inserted into (1), will give a 2-way 
propagation delay equal to the time between pulses. It can 
be seen that, with this spacing, the echo of the pulse most 
recently transmitted will return to the radar from the first 
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zone at the same time that the echo of the preceding pulse 
returns from the second. Since all transmitted pulses are 
identical, there is no way to distinguish between the two 
echoes, and the two range cells are truly ambiguous. 

The figure also shows why the equation for the clutter 
volume of each region is of the form given by (6). Each 
resolution cell is essentially a cylinder of height AR and 
diameter Rßb. By inserting these values into the equation 
for the volume of a cylinder, the expression found in (6) 
can be derived, except for a constant factor which, along 
with a correction term to account for the gain variation 
across the beam, is included in Lp. 

Equation (7) is obtained by substituting (6) and a rela- 
tionship between antenna gain and beamwidth from [1] 
into equation (3). The significant effects of this are that 
one of the gain terms disappears and the square rather than 

ly with some power of range, this factor is most effective 
where it is most needed. 

The block diagram presented in Figure 2 illustrates the 
configuration of a monostatic radar employing the Master 
Oscillator Power Amplifier (MOPA) technique which 
most modern radars use. It also shows the frequencies of 
signals at various locations in the system, which can be 
used to demonstrate the common-mode cancellation 
process. 

The Master Oscillator is the source of the RF signals 
supplied to both the transmitter and the receiver. As 
shown, it supplies a local oscillator input to the receiver 
mixer and to me single-sideband generator in the transmit- 
ter. As also shown, the frequency which it produces is not 
a pure sinewave, as it would be ideally, but contains a 
component, 8f, which varies with time. This represents an 

Figure 1  Rain Clutter Geometry 

the fourth power of the range appears in the denominator. 
Although the range dependence of received power is much 
less for rain than for discrete clutter, it is apparent that it 
still increases without limit as the range goes to zero. This 
is obviously a physically unrealizable condition, which in- 
dicates that the equations for gain and beamwidth no long- 
er apply close to the antenna. Practically, this means that 
some minimum range must be set for all rain clutter 
computations. 

The final equation in Table I embodies an effect with 
profound influence on the specification of frequency 
sources which provide signals to both the transmitter and 
the receiver, which is the meaning of the term "common- 
mode" as it is used here. The correlation factor multiplies 
the spectra of common-mode sources as they appear in the 
reflections from the clutter. It is periodic in the product of 
doppler frequency and clutter range and, significantly, va- 
ries as the square of the product as either of these goes to 
zero. Since the spectra of most sources of frequency fluc- 
tuation tend to rise sharply at low frequencies, and, as has 
been shown, the strength of the clutter echo varies inverse- 

undesired frequency fluctuation for which it is necessary 
to derive a specification. 

The Master Oscillator input to the single-sideband gen- 
erator is mixed with a signal at IF, which could be a pure 
sinewave or might be a phase-encoded pulse-compression 
waveform. The signal which results from this mixing ac- 
tion is amplified and pulse-modulated, if required, to pro- 
duce the transmitted signal. The frequency of this signal is 
the sum of the Master Oscillator and IF frequencies and, 
it should be noted, contains the time-varying frequency 
component originally generated by the Master Oscillator. 

The radar depicted here uses the same antenna for 
transmission and reception, as do all pulse radars. The 
signal from the transmitter power amplifier passes through 
a circulator which directs it toward the antenna and away 
from the receiver, is radiated by the antenna, and impinges 
on clutter at range Rc. After a round-trip time delay of 
2RJc, the clutter echo returns to the antenna, where it is 
directed to the receiver mixer by the circulator. As shown, 
this signal retains all of the frequency components of the 
transmitted waveform, but the time delay of the propaga- 
tion path is appears explicitly in the 8f term.  The local- 
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Figure 2   Radar Block Diagram 

WAVEFORM 

GENERATOR 

oscillator input to the mixer, therefore, contains the cur- 
rent value of 8f, but the signal input contains the value of 
8f from some time in the past. 

The frequency which appears at the mixer output port is 
the instantaneous difference between the two input fre- 
quencies. The non-fluctuating term of the Master Oscilla- 
tor frequency vanishes in this operation, leaving only the 
IF which originated in the waveform generator and the dif- 
ference between the delayed and the undelayed fluctuation 
term. It is apparent from the equation in the diagram that, 
when Rc is zero, the latter two terms are identical and the 
frequency fluctuation is cancelled. This is the effect noted 
previously in the discussion of equation (8). The equation 
itself can be developed rather easily by treating the phase 
rather than the frequency of a single FM component of the 
fluctuation. 

In considering the diagram, it should be mentioned that 
there are a number of other possible sources of clutter- 
reflected noise, and not all of these are subject to 
common-mode cancellation. For example, it is apparent 
that any phase or amplitude modulation of the signal 
which takes place in the transmitter power amplifier will 
be present in the clutter echo, and there will be no corre- 
sponding term in the local oscillator signal to cancel it. 
Such amplifiers generate noise internally and also convert 
variations in power supply voltages and modulator wave- 
forms into signal fluctuations. The waveform generator is 
another potential source of problems, as are any other lo- 
cal oscillator signals, especially if they are produced by 
voltage-controlled oscillators, which may be present in the 
system. Pulse timing jitter in the waveform modulator and 
in the sampling pulses of A-to-D converters produce simi- 
lar effects. All of these must be included in an overall er- 
ror budget for the system, and a permissible level for each 
must be specified. The examples that follow are some- 
what unrealistic in that this procedure has not been fol- 
lowed in them.    Rather, the entire allowable system 

degradation has been assigned each source as it is 
discussed. 

Example i;CW Radar 

We consider first an X-Band CW radar with the follow- 
ing requirements: 

• Elevation scan down to the horizon 

• Minimum target velocity = 30 m/s 
• Maximum target velocity = 1000 m/s 
• Discrete clutter at 100 m range, 25 m2 cross section 

The problem is to specify allowable common-mode and 
independent FM and AM spectra such that the interference 
produced by the presence in the antenna beam of one of 
the clutter objects described above will not exceed receiv- 
er noise. 

The parameters of this radar are as follows: 

/^OOW G=G= 35 dB =3162 

/?=100m £, = !,= 1.5 dB =1.412 

X=0.03m F = 6 dB = 3.981   La=\ 

CT = 25m2 *r0 = 4xl0-21 

Inserting these parameters into the equations in Table I: 
Received Clutter Power-Eq. (3) 

(500)(3162)(3162)(0.03)2(25)       ^ 
(4rt)3(100)4(1.412)(1.412)(l) 

Receiver Noise Power Density-Eq. (4) 

N0 = (4x 10-2,)(3.981) = 1.592 x 10"20 W/Hz 

Clutter-to-Noise-Power-Density Ratio 

C     2.843 x 10- = 1.786xl016Hz= 162.5 dB 
No     1.592X10-20 

Target Doppler Frequencies-Eq. (2) 
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to)mi„ = 1^ = 2000 Hz = 2 kHz 

(^)max = ^^p- = 66670 Hz = 66.67 kHz 

Common-Mode Cancellation Factors-Eq. (8) 

Minimum Doppler 

,4(2000,100) = 2 sin 
(2TC)(2000)(100) 

3X10
8 

= 7.02xl0~5 

= -41.5 dB 

Maximum Doppler 

,4(66670,100) = 2 sin 
'(2it)(66670)(100) 

3 x10s = 0.07748 

= -11.1 dB 

The required specifications can be calculated from the 
results given above. For the common-mode FM noise, we 
have: 

Specified Common-Mode 
Wä) = -[(C/N0)iB +A(fd,Rc)]   Power Density Ratio in 

dBc/Hz 

ff(2000) = -[162.5 - 41.5] = -121 dBc/Hz 

FF(66670) = -[162.5 - 11.1] = -151 dBc/Hz 

Since the argument of the sine term in the cancellation 
factor is small at every frequency of interest, the slope of 
the power density ratio is 6 dB per octave. 

Since the independent noise sources do not get the 
benefit of the common-mode cancellation factor, their 
combined effect is just the negative, in dB, of the clutter- 
power to noise-power-density ratio. That is: 

Specified Power Density Ratio 
U(fd) = -162.5 dBc/Hz for Independent Sources at all 

Frequencies Between 2 kHz and 
66.7 kHz 

The specifications derived above are very challenging, 
but CW radars have been designed to meet such such re- 
quirements since the early 1960s. The Master Oscillators 
for these radars employed cavity-stabilized reflex klys- 
trons, which are still among the least noisy frequency 
sources. Unfortunately, both they and the CW technique 
itself are unsuited to any application where mechanical 
vibration is a significant factor. 

The obvious disadvantages of monostatic CW radar are 
that it must receive while it is transmitting, and this can 
only be done by using separate transmit and receive anten- 
nas and rather exotic feedthrough cancellation techniques. 
There are, however, a number of advantages for continu- 
ous rather than pulsed transmission.     One important 

advantage is that the CW waveform is unambiguous in 
doppler, while the pulse waveform is ambiguous at integer 
multiples of the Pulse Repetition Frequency (PRF). The 
FM and AM noise spectra for CW, therefore, need be spe- 
cified within the band occupied by the targets of interest, 
while pulse radar specitra must be controlled far beyond 
this region. Also, many of the noise sources, such as pulse 
timing jitter, which must be considered in pulse radars are 
absent in CW systems. It is also easier to degenerate the 
noise contributions of the CW transmitter amplifier. 

In passing, it is appropriate to mention here the specifi- 
cations for the doppler filters used in the receiver to reject 
the clutter signal. Although this is not strictly a frequency- 
control issue, the clutter power which feeds through these 
filters could easily be the dominant source of interference 
in the system. The clutter-to-noise ratio which determines 
this specification is found by dividing the clutter-to-noise- 
density by the filter bandwidth. In this example, the 
clutter-to-noise ratio is 162.5 dBHz. For a filter band- 
width of 1 kHz, we subtract 30 dB from this, to give 
132.5 dB, which would be the clutter-to-noise ratio at the 
filter output if there were no isolation . To establish a uni- 
ty clutter-to-noise ratio at the filter output, therefore, the 
rejection ratio must be -132.5 dB 2 kHz from the filter 
center frequency. This performance is obtained with muti- 
pole crystal filters in existing radars. 

Example 2: Pulse Donnler Missile Seeker 

This is an example of a the type of requirements gener- 
ated by current radar applications. It considers the prob- 
lem posed by a monostatic, Ka-Band, High PRF pulse 
doppler radar used to generate guidance commands for a 
missile. The seeker must do this while flying through rain. 
The operational requirements are as follows: 

• Minimum target velocity = 45 m/s 

• Maximum target velocity =1300 m/s 

• Rainfall rate = 4 mm/hr at all ranges 

The problem here is to specify the allowable FM noise 
power-density spectrum of the Master Oscillator such that 
the interfernce produced by rain in the first range reso- 
lution cell following the transmitted pulse will not exceed 
receiver noise at any target doppler frequency. 

The parameters of this radar are as follows: 

/>,= 1000W 

Rcl = 49 m 

X =0 .0086 m 

Afl = 37m 

G, = 33dB=1995 La= 1.7 dB/km 

£, = 4 = 3 dB = 2 4=1.33 

F= 5.5 dB = 3.55 Äa=135m 

W0 = 4xl0-21 PRF= 1.11 MHz 
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It is not possible to approach this problem in the 
straightforward manner of Example 1, since there actually 
is no unique solution. Rather, it is necessary to assume a 
generic shape for the FM noise power-density spectrum, 
insert an arbitrary set of parameters into the generic form, 
and compute the interference signal at frequencies span- 
ning the target doppler band. A few iterations of this pro- 
cedure will usually be sufficient to realize the desired 
result. 

The generic form of the spectrum shown in Figure 3 
was used in this example. It is characterized by an inverse 
third power slope at low frequencies and a constant value 
at high frequencies. The numerical values associated with 
the curve in the figure were obtained by the iterated cal- 
culations described above. 

The calculations themselves involve a rather laborious 
procedure. The clutter power from the first range ambigu- 
ity, and, indeed, from each of the other range ambiguities, 
must be computed by substituting the radar parameters 
into equation (7), and the common-mode cancellation fac- 
tors for each of these at each doppler frequency must then 
be determined from (8). The effects of doppler ambigui- 
ties, spaced at integer multiples of 1.11 MHz must then be 
added 

In working this example, this was done by writing a 
short program in the Mathcad language, which produced 

the results shown in Figure 4 for the Master Oscillator 
spectrum of figure 3. Since this does, indeed, provide the 
required performance in a 4 mm/hr rain, and it can be used 
to specify the device. 

It can be seen that the specification is quite stringent, 
especially since it is imposed at Ka Band. Also, the unit 
must conform to the severe weight, volume, and vibration 
requirements of the missle. It should also be noted that, as 
in the first example, the entire fluctuation noise budget has 
been allocated to this one source, which almost certainly 
can not be done in this case. For example, it has been cal- 
culated that a random jitter of 20 ps rms in the leading and 
trailing edges of the transmitted pulse would also consume 
the entire allowance. The high-gain power amplifier, mul- 
tivibrator power supply, and A-to-D converter used in this 
type of system are also likely sources of fluctuation noise. 

Reference 

D.K. Barton, Modern Radar System Analysis, Artech 
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ABSTRACT 

An overview of frequency control devices used in radar 
systems is presented. These devices include frequency 
sources for master oscillators, frequency synthesizers for 
multiple frequency operation, and waveform generators 
for providing frequency or phase modulations on the radar 
transmit signal. The frequency control devices are 
presented from the perspective of their relation to each 
other, the application in the radar system, and their effect 
on radar system performance. 

INTRODUCTION 

Radar systems utilize frequency control devices of 
different types to achieve levels of performance in the 
basic radar measurements. These measurements are 
range, range rate (velocity), and angular position. 
Frequency control devices can affect accuracies and 
resolutions for any or all of these measurements. The 
effects and magnitude of the errors depend strongly on 
the frequency control components used and their 
application in the radar system. In addition, the radar 
system often is used in an electromagnetic environment 
where the signal of interest to the radar is much smaller 
than other signals entering the radar's antenna. These 
large signals, called clutter, impose difficult phase-noise 
and spurious (discretes) requirements on radar signal 
sources. 

The applications of radar are quite varied1 and so are 
the resulting implementations. As a result, a discussion of 
the effects of frequency control devices in a radar system 
will be somewhat subjective. This paper will use a block 
diagram of a coherent pulse doppler monostatic (one 
whose transmitter and receiver are collocated) radar for 
purposes of discussing relevant frequency control devices. 
A block diagram of analog hardware suitable for coherent 
radar operation is shown in Figure 1. The block diagram 
shows a master oscillator whose output is used to generate 
CW reference frequencies. These are then used to 
provide coherent references for system synchronization, 
frequency synthesis, and waveform generation functions. 
The frequency synthesizer and waveform generator 
outputs are combined to provide a transmit excitation to 

a power amplifier prior to application to an antenna. The 
synthesizer is also used as the first local oscillator (LO) 
for a triple down-conversion receiver. The second and 
third LOs are fixed frequency. The portions of the radar 
hardware which utilize frequency control devices are 
shown shaded in the figure. They will be combined into 
the following categories for the discussion to follow: 
master oscillator, frequency synthesis, and waveform 
generation. 

Timing 

Power 
Amplifier 

'Frequency Control Devices Emphasized 

Receive 
r^j^l Frequency Control Devices 

Frequency Source 
Master Oscillator 
Frequency Multiplier 

Frequency Synthesizer 
Waveform Generator 

Phase-coding 
Linear, Non-linear FM 

(Filters, Mlxers.VCOs) 

Figure 1 
Coherent Radar: Analog Hardware Block Diagram 

Showing Frequency Control Hardware 

Master Oscillator 

The master oscillator provides a stable signal from 
which all other RF signals in the radar are coherently 
derived. As Figure 1 shows, the output of the master 
oscillator is used to generate CW reference frequencies 
which are, in turn, used by waveform generation hardware 
for modulating the transmit signal and by frequency 
synthesis hardware for generating a frequency agile L01 
and transmit signals. A L02 and L03 to the receiver and 
a clock to synchronizer for generating timing are also 
generated from the reference frequencies. 

Master oscillator requirements are derived from radar 
requirements for clutter rejection, dynamic range, range 
and velocity accuracy. The radar operating frequency also 
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affects the choice of master oscillator. The relation 
between radar requirements and corresponding master 
oscillator requirements are shown in Table 1 along with 
some applicable low phase-noise oscillator technologies. 

The basis measurements of range and velocity by a 
radar are related to master oscillator frequency errors as 
follows: 

for range 

for velocity 

<b = df 

R~f 
df 

(1) 

/ 

In (1), R is the range from the radar to a target, df/f is 
the fractional frequency accuracy of the master oscillator 
and v is the target doppler frequency as observed by the 
radar. These relations are derived from the basis 
relations for radar range, R = c*T/2, and velocity, 
v=c*fd/(2fo); where T is the round trip time to a target, 
c is the speed of light, fd is the target doppler frequency 
and fo is the radar operating frequency. Since most 
master oscillator technologies can easily exceed frequency 
accuracies of le-5 (.001%), their contribution to radar 
measurements errors are usually not significant. Some 
exceptions are bi-static radars and radars for radio 
astronomy. 

Table 1 
Radar Master Oscillators - Radar requirement, 

Oscillator Requirement, and Oscillator Technology 

Radar requirement 

Clutter rejection 

Oscillator requirement 

Phase-noise 

Spurious 

Range accuracy Frequency accuracy 

Velocity accuracy Frequency accuracy 

Output frequency        Frequency 

Oscillator technologies 

Bulk crystal 

XO VCXO TCXO 

SAW 

Cooled resonator 

Atomic clocks 

Some simplified radar, frequency, phase-noise and spurious relations: 

dR/R=df/f 
dv/v=dfff 
L(f)=D'tau(2 
Spurs=D/(2*Nint) 

R=range v=velocity 
df/f=fractlonal frequency 
L{f)=SSB phase-noise 
D=recelver dynamic range 
tau=pulsewldth 
Nint=# pulses Integrated 

Dynamic range requirements for a coherent doppler 
radar result in phase-noise and spurious requirements for 
the master oscillator (and other frequency control devices 
as well). The radar dynamic range requirement is derived 
by considering the largest (usually clutter) and smallest 
targets which the radar must simultaneously receive. A 
simple derivation of a radar phase-noise requirement can 
be obtained by defining receiver dynamic range as the 
signal to noise ratio at the receiver output for a signal at 
the top of the receiver's linear range. The resulting 
single-sideband CW phase noise L(f) is related to the 
dynamic range D by 

u*?t (2) 

where T is the radar pulsewidth. The relationship is 
derived as follows: Phase-noise power is 2*L(F)*B, where 
B is receiver noise bandwidth. Phase-noise power should 
be much less than receiver noise power so 
2*L(F)*B<<D, or L(F) << D/(2*B). The noise 
bandwidth B of a matched filter for a rectangular pulse is 
1/T, which results in (2). Table 2 shows radar phase- 
noise as a function of receiver dynamic range and 
pulsewidth. For combinations of high dynamic range and 
short pulses, very low phase-noises are needed. An 
important assumption in (2) is that the phase-noise is 
white phase-noise over the bandwidth of interest. 

Table 2 
Radar phase-noise requirement as a function of 

Receiver Dynamic Range and Pulsewidth 

Phase-noise Pulse- 
width 

Dynamic Range 
60 dB 70 dB 80 dB 90 dB 100 dB 

.1 usec <133" <143 <153 <1S3 <173 
1 usec <123 <133 <143 <153 <163 

10 usec <113 <123 <133 <143 <153 
100 usec <103 <113 <123 <133 <143 

L(f)=D'tau/2 L(f) [dBc/Hz] 

The master oscillator phase-noise is derived by 
considering its frequency in relation to the radar 
frequency and any allocations of noise to other system 
components such as waveform generation and frequency 
synthesis. In general, a master oscillator whose frequency 
is less than the radar frequency will have its phase-noise 
degraded at the radar output by 

Lx(f)=N2*Lmo(f)*\H(f)f     (3) 

where Lx(f) is the transmit phase-noise, N is the ratio of 
the transmit frequency to the master oscillator frequency, 
Lmo(f) is the master oscillator phase-noise and H(f) is a 
filter function to account for any narrowband filtering (a 
phased-locked loop for example), if there is any. For 
example, a radar at 10 GHz and a master oscillator at 100 
MHz, the degradation is 40 dB, assuming no narrowband 
filtering.  The master oscillator noise is then 

Lmo(F)<Lx(f)KN2*\H{f)\2    (4) 

A comparison of low phase-noise master oscillator 
technologies is shown in Figure 2. The master oscillator 
technologies are a bulk crystal oscillator2,3 at 80 MHz, a 
Surface Acoustic Wave (SAW) oscillator at 500 MHz4 and 
a cooled sapphire resonator oscillator at 13 GHz5. The 
figure shows they all have very low phase-noise floors 
(-165 to -178 dBc/Hz). Furthermore the low frequency 
noise of the 80 MHz source is much better (by about 25 
dB) than the other two. Consider the application of these 
sources to a 13 GHz radar. Using (3), assuming perfect 
frequency multipliers, and no narrowband filtering, the 
curves shown in Figure 3 are calculated and plotted. Now 
the cooled sapphire oscillator has the best phase-noise at 
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all frequencies.   The crystal has lower noise than the 
SAW for frequencies less than about 6 kHz. 
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Lr(f) =4sin2(n *f*trt) *Uf)     (5) 

Where Lr(f) is the noise as seen by the radar at the 
receiver output and trt is the round trip time to the 
largest clutter return. This function can accentuate noise 
by up to 6 dB or eliminate noise for frequencies greater 
than 1/trt. For frequencies < l/(4*trt), noise is 
attenuated by 20 dB/decade. This is a significant factor 
to consider for synthetic aperture radar where noise 
requirements can extend to less than 1 Hz or for short 
range radars. 

Since phase-noise can originate from multiple sources 
in the radar, a means for determining their contributions 
is necessary. This can be done by combing sources as 
common noise or independent noise and adding them as 
shown in the following equation 

Lr(f) = ^ L, +4^ sin2(ir *f*Trt)*LcJf) 
n    •     m 

(6) 

Figure 2 
Phase-noise for 80 MHz crystal, 500 MHz SAW, 

and 13 GHz Cryogenic Sapphire resonators oscillators 
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Figure 3 
Oscillator Phase-noise from Figure 2 

referred to 13 GHZ 

The CW phase-noise spectrum can be altered by the 
radar as it processes the signal and noise. Phase-noise in 
the radar which is common to transmit and receive paths 
(the master oscillator and frequency synthesizer in Figure 
1, for example) are correlated when they are observed at 
the receiver output. These noises are called common 
phase-noise. A phase-noise not common is called 
independent phase-noise. A source of common phase- 
noise is described by the function6 

where the total radar noise Lr(f) is the sum of the 
independent noises Li(f) and common noises Lc(f) as 
modified by (5). The noises Li(f) and Lc(f) can then be 
adjusted depending on available technology to achieve the 
desired Lr(f). 

A final consideration for phase-noise in the radar is 
the effect of the radars pulsed operation. The process of 
pulsing or gating a signal for transmission and then 
receiving those signals is analogous to a sampled system, 
where the sampling rate is the radar pulse repetition 
frequency (PRF). Since the bandwidth of the transmitted 
noise is much greater than the PRF, there can be a lot of 
aliasing of the noise components which can alter the 
spectrum of the noise appreciably from the CW noise 
spectrum. The resulting spectrum is sometimes called 
gated noise or folded noise or pulsed noise. 
Mathematically, the resulting spectrum is the convolution 
of the signal spectrum (sin(x)/x for a rectangular pulse) 
with the noise spectrum. The amount of distortion usually 
increases inversely with duty cycle (low duty cycle give 
more distortion). 

As an example, the gated noise for the three sources 
in Figure 3 were computed for 3 different radar PRFs 
(low PRF, medium PRF, and high PRF). The pulsewidth 
is the same in each case so that the duty cycle is lowest in 
the low PRF case. The noise was assumed common for 
all the cases so an approximation to (5) was used; the 
round trip time was assumed to be 250 usec. Figures 4a, 
4b, and 4c show the resulting spectrums. The plots show 
that the radar will alter the CW noise spectrum and the 
effects of non-white noise sources (real-world oscillators) 
in the radar depend on the source noise and its origin as 
well as the radar mode of operation. Although lower 
noise is always better, the improvements are not always 
dB for dB. 
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Vibration sensitivity of the master oscillator is an 
important consideration. Most low-phase noise 
technologies have a sensitivity to vibration, usually 
specified as a fractional frequency deviation per 
acceleration constant. The equation relating the vibration 
spectral density to the phase-noise spectral density is 

Sg(f)=2*f*L(f)l(T*fof (7) 

where Sg(f) is the vibration spectral 
density in g"2/Hz, r is the vibration sensitivity constant, 
and fo is the radar transmit frequency. Using the crystal 
oscillator curve is the example in Figure 3, assuming a r 
of .5e-9/g and 13 GHz for fo, Sg(f) is computed and 
shown in figure 5. The figure shows the very low levels of 
vibrations that are needed for low phase noise oscillators, 
usually indicating the need for some type of mechanical 
vibration isolation. 
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Gated Noises for Low PRF (1 KHz) 
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Figure 4b 
Oscillator Gated Noises for medium PRF (10 kHz) 

-SB. 

-«a. 

-7B. 

-8B. 

-9B. 

-lae. 

-ii». 

-12B. 

-138. 

-14B. 

-13B. 

-1SB. 

-178. 

-1S8. 

CoNptPtion   of Osoilla tor   ToohnolojTio« 

04-20-1994 
1 "W. .Ixi  

Pn = lea. 

! 
! Du y  tdfcis 18. 

SAW Tr =   2SO. 

i   Crystal V 0- |*^"  
\ 

^-^ 
| Cryo N 
| 

■ 
:   iii mi ■  11 mi i   i i mi       ■ 

la.a        isa.a     i.8k 18.8k      188.8k        1.8M 

rr.qu.noy 

Figure 4c 
Oscillator Gated Noises for high PRF (100 kHz) 

The spurious or discrete modulations required by the 
radar can be derived from the phase-noise requirements 
in (2). A pulse doppler radar integrates a number of 
pulses to provide frequency resolution and increase 
dynamic range. The improvement in dynamic range 
increases in proportion to the number of pulses 
integrated. The spurious requirement is therefore 
approximately 

Spurious-c  (8) 
Nint 

where Nint is the number of pulses integrated. Table 3 
for spurious is constructed from (8) similar to Table 2 for 
noise. 
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Figure 5 
Crystal Vibration levels which produce phase-noise 

equal to non-vibrating oscillator. For 80 MHz oscillator 
multiplied to 13 GHz. 
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Table 3 
Radar spurious requirement as a function of receiver 

dynamic range and pulses integrated 

Table 5 
Comparison of Radar Frequency Synthesizer 

Technology 

Indirect Direct 
Spurious Pulses 

Integrated 
Dynamic Range 

60 dB 70 dB 80 dB   I 90 dB 100 dB 

10 <70 dBc <80 <90      I <100 <110 

100 <80 <90 <100       <110 <120 

1000 <90 <100 <110    | <120 <130 

Hybrid DDS 

Spurs=D/Nlnt 

Frequency Synthesis 

The radar benefits from frequency agility in a number 
of ways7: interference from other emitters is reduced, 
undesirable propagation effects are reduced and target 
statistics are improved. These benefits result in improved 
target detection capability. 

The requirements for radar frequency agility and the 
relation to synthesizers are shown in table 4 along with a 
list of frequency synthesizer techniques. The basic 
synthesis categories are indirect synthesis which use phase- 
locked loops8, direct analog systhesis9 which use mixers, 
filters, and frequency dividers, and direct digital 
synthesizers which generate digital samples of a signal and 
then convert to analog10. In practice, frequency 
synthesizer designs can combine elements of the different 
types. Because of this and since other radar signal 
generation requirements (waveforms for example) can 
influence the design of the frequency synthesizer, general 
comparisons of frequency synthesizers for radars can be 
difficult. Nevertheless, a subjective comparison by the 
author for the various synthesizer types is given in table 
5. 

Table 4 
Radar Frequency Synthesizers - Radar Requirement, 
Synthesizer Requirement, and Synthesizer Technology 

Radar requirement       Synthesizer requirement    Synthesizer technology 

Clutter rejection Phase-noise (additive or Indirect (PLL) 
residual) Multi-loop 

Dynamic range Spurious Fractlonat-N 
Direct analog (mix 

Mutual interference Bandwidth 
and divide) 

Hybrid 
Direct digital (DDS) 

Multi-path 
Target statistics 

Number of channels 

Timeline Switching time 
Waveforms Phase memory 

Phase-noise 

Spurious 

limited by 
divide ratio 

limited by divide 
ratios, loop 
bandwidth, filters 

very good 

good close-In 
niters-far out 

limited by VCO 
loop bandwidth 
loop bandwidth, 
filters 

technology 
GaAs/Slllcon 
DAC, sine 
quantization 

Switching time limited by loop 
bandwidth 

fast, limited 
by filtere 

Can do better 
than Indirect 

fast, limited 
by clock 

Bandwidth, 
No. of channels 

VCO, divider wideband comb       VCO 
generators, Alters 

clock speed 

Size small big In-between small 

Cost Inexpensive expensive moderately 
expensive 

moderately 
Inexpensive 

Power low high moderately 
high 

moderately 
low 

Waveform Generation 

Waveforms transmitted by the radar can be phase or 
frequency modulated within a pulse to obtain better range 
resolution than would otherwise be possible. The basis 
relation for range resolution is 

dr=c*dt/2=c/(2*B) (9) 

where dr is the radar range resolution, c = speed of light, 
dt = phase code resolution, and B = waveform 
bandwidth. Equation 9 shows that range resolution can 
be increased by transmitting short phase codes or wide 
bandwidths within a pulse. As an example of (9), a 10 
foot range resolution can be obtained by transmitting a 
phase-code with 20 nsec code transitions or a linear FM 
signal with 50 MHz bandwidth. Reference 11 gives much 
detail on some of the many possible waveforms. Phase 
and amplitude errors across the pulse must be kept low so 
that false targets or time sidelobes are not generated. In 
the case of linear FM, figure 6 shows that excellent 
control of amplitude and phase is required to keep these 
errors small. For example, a 35 dBc time sidelobe 
requires phase to be less than 2 degrees peak or 
amplitude ripple to be less than .30 db peak across the 
bandwidth of the FM waveform. 

Another waveform, narrowband linear FM (less than 
100 kHz in bandwidth), can be used to remove range 
ambiguities in high PRF radar. For this waveform, the 
duration of the sweep is over many transmitted pulses. 

Table 6 describes the various waveform requirements 
and lists some of the waveform generation techniques 
employed. The methods for generating waveforms are 
even more diverse than frequency synthesis. A trend 
toward digital generation of waveforms12 may reduce the 
types of waveform generators in the future, if the spurious 
in digital waveform generators are acceptable in the 
application. 
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[3] John R. Vig, "Quartz Crystal Resonators and 
Oscillators," Frequency Control Symposium, Tutorial 
notes, 1991. 

[4] G. Montress, T. Parker, and M. Loboda, "Extremely 
Low Phase-noise SAW Resonator Oscillator design and 
Performance," Proceedings of the 1987 IEEE Ultrasonics 
Symposium, pp. 47-52. 

[5] C. Flory and R. Taber, "Microwave Oscillators 
Incorporating Cryogenic Sapphire Dielectric Resonators," 
Proceedings of the 1993 IEEE Frequency Control 
Symposium, pp. 763-773. 

[6] Merrill Stolnik, Radar Handbook, 2nd edition, 
McGraw Hill, 1990, p. 3.13. 

Figure 6 
Amplitude or phase ripple required to achieve a given 

time sidelobe for a linear FM waveform 

Table 6 
Radar Waveform Generators - Radar Requirement, 

Waveform Generator Requirement, 
Waveform Generator Technology 

Radar Requirement    Waveform Generator 
Requirement 

Waveform Generator 
Technology 

[7] David K. Barton, Frequency Agility and Diversity, 
RADARS, vol. 6, Artech House, 1977. 

[8] U. Rhode and T. Bücher, Communication Receivers, 
McGraw Hill, 1988, pp. 277-317. 

[9] R. Stirling, Microwave Frequency Synthesizers, 
Prentice Hall, 1987. 

[10] V. Reinhardt, K. H. McNab, W. Iwata, K. V. Gould, 
"Frequency Synthesizer Basics," 1992 Frequency Control 
Symposium, Tutorial Notes. 

Range resolution 

dr=c*dt/2=c/(2"B) 

dr=range resolution 
dt=chlp width 
B=bandwldth 
c=speed of light 

Phase modulation 
Clock rate 
Number of code states 
Phase accuracy 

Frequency modulations 

Microwave PIN diode 
Phase shifters 

Microwave schottky 
diode biphase modulator 

Microwave l/Q modulators 
Waveform digital synthesis 

Linear FM, non-linear FM  Accumulator 
Bandwidth 
Time 
Describing function 

Phase and amplitude 
linearity 

Memory 
Linear VCXO 
Linearized (active 

feedback) VCO 
SAW dispersive delay line 

[11] Cooke and Bernfield, Radar Signals-An Introduction 
to Theory and Application, Academic Press, 1967. 

[12] Caldwell, Driscoll, Foley, Haynes, Merrell. "Recent 
Advances in Exciter and Waveform Generation 
Technology at Westinghouse," Record of the 1993 IEEE 
National Radar Conference, pp. 40-45. 

SUMMARY 

An overview of various frequency control devices 
utilized in modern radars has been presented. Parameters 
relating radar system performance and frequency control 
devices were emphasized. 
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DESIGN AND PERFORMANCE OF AN ULTRA-LOW PHASE NOISE, RADAR EXCITER 
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Abstract 

Westinghouse Electronics Systems Group 
P.O. Box 746, Baltimore, MD 21203 

This paper reports on the design and performance 
of a radar exciter exhibiting state-of-the-art phase noise 
characteristics. The exciter provides fully coherent 
receiver local oscillator signals at HF, L-band, and X- 
band as well as requisite, auxiliary VHF and HF clock 
signals. Output signal spectral performance was 
achieved via use of a variety of recently-developed 
circuit technologies and frequency synthesis 
techniques. Included in these are use of multiple 
quartz crystals in the Master Oscillator, cascaded 
stages of narrowband, UHF SAW resonator filters, 
regenerative frequency division, and low noise, diode 
doubler and step recovery diode frequency 
multiplication. For the X-band outputs, the measured 
phase noise performance is characterized by 
£(100Hz)=-101dBc/Hz, £(lKHz)=-128dBc/Hz, and 
£(100KHz)=-145dBc/Hz. Exciter output signal 
spectral performance in the presence of modest levels 
of mechanical vibration is also presented. Included in 
the vibration data are results of SAW resonator 
vibration sensitivity measurements for several different 
SAWR die designs. The data indicates large variations 
in SAWR vibration sensitivity values as well as 
spectral peaking in the fm=7KHz carrier offset 
frequency region that is associated with SAWR 
mechanical mount resonances excited by 
environmental (sound level) stress and can be 
suppressed via acoustic shielding. 

Introduction 

Requirements for improved radar system 
performance, in terms of detection of small cross 
section targets in a high clutter environment, 
necessitate the achievement of a high degree of 

This work was supported by the Naval Research 
Laboratory, contract #N00014-91-C-2071 and 
#N00014-92-C-2222. 

spectral purity in the microwave transmitter and receiver 
local oscillator signals generated in the radar exciter. 
Exciter signal phase noise requirements depend on the 
system application and on performance constraints in non- 
exciter hardware such as the transmitter and receiver, and 
they are also affected by system design considerations 
such as transmit signal waveform characteristics. In 
general, requirements for extremely low phase noise in 
the exciter output signals exist for frequencies extending 
from several hundred Hz to several MHz from the carrier 
[1-3]. 

This paper reports on the design and performance of 
the CW signal generator portion of a radar exciter 
exhibiting state-of-the-art phase noise characteristics. A 
summary of the primary exciter signal generator 
characteristics is shown in tables 1 and 2. 

Table 1.  Signal Generator (Coherent) 
Output Signals 

1. Receiver 1st L.O.: 

2. Receiver 2nd L.O.: 
3. Receiver 3rd L.O.: 
4. System Outputs: 

5. Auxiliary Output: 
6. System Clocks: 

8080MHz-8560MHz 
increments) 
1430MHz 
32.5MHz 
2.5MHz,     5MHz, 
20MHz,     30MHz, 
80MHz 
320MHz 
10MHz, 20MHz 

(80MHz 

10MHz, 
40MHz, 

Table 2.  Receiver 1st L.O. Signal Phase Noise 
Characteristics 

Carrier Offset Phase Noise Sideband 
Frequency (Hz) Level (dBc/Hz) 

Stationary Under Vibration 
10 -70 -60 
100 -100 -95 
IK -125 -125 
10K -135 -135 

>100K -145 -145 
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The profile of the hardware vibration test spectrum is 
shown in Figure 1. 

Signal Generator Design 

The signal generator was designed to consist of 
three functional subassemblies: (1) Reference Signal 
Generation Subassembly, (2) First L.O. Signal 
Synthesis Subassembly, and (3) HF Signal Synthesis 
Subassembly. Each of these is described in detail 
below. 

1.  Reference Signal Generation 

All of the signal generator output signals are 
derived from a single, ultra-low noise, 80MHz master 
oscillator. The oscillator uses four, series-connected, 
3rd overtone SC-cut crystals in order to achieve 
excellent flicker-of-frequency noise (-143dBc/Hz at 
fm=100Hz) with a noise floor level of -180dBc/Hz. 
Total crystal power dissipation is 30mW, and the 
oscillator output power is 23dBm [4]. As shown in 
figure 2, cascaded stages of high level, diode 
frequency doubler-filter-amplifier combinations 
provide outputs at 160MHz, 320MHz, 640MHz, and 
1280MHz. 

In addition, a cascade of two, single-pole surface 
acoustic wave resonator (SAWR) filter-amplifiers act 
as a narrowband (20KHz) spectral cleanup filter. 
Operation of the SAWR filters at 20dBm SAWR 
dissipation provides a carrier signal phase noise floor 
level close to -180dBc/Hz at 320MHz. The 640MHz 
signal is used to drive a step recovery diode (SRD) 
multiplier, and a manifold filter-bank extracts 
7680MHz, 8320MHz, and 8960MHz signals from the 
SRD output. The key to obtaining low phase noise 
performance in the SRD output signals involve use of 
a low noise master oscillator, use of low flicker-of- 
phase noise diode doublers and inter-stage amplifiers, 
use of SAWR filters selected for low flicker-of- 
frequency noise, use of a broadband resistive pad at 
the SRD output, and operation of all components at 
relatively high drive level [5]. 

The requisite, 2nd L.O. signal at 1430MHz is 
generated by mixing 1280MHz with 150MHz, with the 
150MHz signal derived via mixing the 160MHz signal 
with a 10MHz signal generated in the HF Signal 
Synthesis subassembly. Figures 3 and 4 show the 
result of measurement of 1280MHz signal phase noise 
and 1430MHz signal amplitude noise, respectively. 
Phase Noise measurements were made via comparison 
to a second, low noise signal generator using master 

oscillator and frequency multiplier hardware identical to 
that of figure 2. For all phase noise measurements, an 
assumption of near-equal phase noise performance was 
made for both the exciter and test signal generators, 
indicating the performance of each was approximately 
3dB better than that measured for the (phaselocked) 
combination of both. AM noise measurements were 
made using readily available diode DC detectors. In 
some cases, there is reason to believe the AM noise 
measurement is limited by detector 1/f noise. Since the 
AM noise measurement results were well within 
specification limits, no attempt to establish detector 
performance limitations were made. 

In addition, three UHF reference signals (400MHz, 
480MHz, 560MHz) are generated in the Reference Signal 
Generation assembly via use of a SRD frequency 
multiplier driven at 80MHz. 

2. First L.O. Signal Synthesis 

As shown in figure 5, six of the seven, X-band, first 
local oscillator signals are derived via individually mixing 
both the 7680MHz and 8960MHz signals with 400MHz, 
480MHz and 560MHz UHF offset signals. The 
8320MHz first L.O. signal is derived directly. Use of 
offset signals in the 400MHz to 600MHz range insures 
that in-band, unwanted mixer products are very high 
order and occur below -80dBc levels. It also insures that 
adequate suppression of mixer L.O. leakage and undesired 
sideband signals can be easily suppressed using practical 
bandpass filters at the mixer outputs. Figures 6 and 7 
show results of representative First L.O. signal phase and 
amplitude noise measurements. 

3. HF Signal Synthesis 

All of the requisite signal generator HF signals were 
derived via use cascaded stages of regenerative frequency 
dividers. The use of regenerative dividers provides much 
lower flicker-of-phase noise and noise floor levels, 
compared to digital, logic level dividers [5]. Figures 8 
and 9 show the phase noise levels measured at the first 
(80MHz-40MHz) and last (5MHz-2.5MHz) regenerative 
divider outputs. The discrete spurious signals at 43KHz 
and the harmonics thereof are associated with crosstalk 
from the HP Noise Measurement System HPIB bus. It 
should be noted that lower flicker-of-phase noise 
performance has been achieved for regenerative frequency 
dividers, compared to that shown in figure 9. The divider 
flicker-of-phase noise limitation is associated with either 
the low frequency (below 5MHz) double balanced mixer 
or TO-8 amplifier used. 
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Performance Under Vibration 

Hardware Construction 

In order to minimize prototype signal generator 
cost, the hardware was constructed via use of 
individual, SMA connectorized components mounted 
on metal mounting shelves, with component 
interconnections and front panel connections made 
using semi-rigid coaxial cable (figure 10). An analysis 
of the carrier signal frequency and/or phase sensitivity 
of the most sensitive signal generator components to 
vibration was made. This included the master 
oscillator quartz crystals, the UHF SAW resonators, 
and the component inter-connecting, semi-rigid coaxial 
cable. In order to insure no output signal spectral 
degradation occurred (for offset frequencies above 
lKHz) due to specified vibration levels, the signal 
generator was constructed using the following 
hardware design implementations: (1) The master 
oscillator and SAWR filter enclosures were mounted 
on a single vibration-isolated plate using 12 isolators 
chosen to provide attenuation beyond 40Hz (figure 
11); (2) Each of the three subassembly mounting 
shelves as well as the overall enclosure side and top 
panels were reinforced with Soundcoat soundfoil for 
damping, and a large number of shelf mounting points 
used (figure 10); (3) Cable tie downs were used for 
longer shelf-to-front-panel coaxial cable connections; 
(4) additional (silicone sheet sponge rubber) damping 
was used inside the SAWR filter enclosures; and (5) 
SAW resonators were individually screened for 
vibration sensitivity. 

SAWR Vibration Sensitivity Tests 

Prototype SAW resonators were provided by the 
SAWR vendor in each of four, distinct die designs. 
The vibration sensitivity of each device was evaluated 
via sinusoidal (shake table) excitation over a frequency 
range 50Hz-10KHz. In order to use a single, coaxial 
cable connection to the SAWR shake table fixture, the 
SAWR was operated with the 2nd port grounded and 
the connecting cable length adjusted to an odd number 
of multiple quarter-wavelengths. The test set-up and 
test results are shown in figures 12 and 13, 
respectively. In figure 13, same die design pairs are 
denoted as #1 and #3, #6 and #6b, #7 and #8, and #9 
and #10. As shown in figure 13, both the highest and 
lowest sensitivity were exhibited by the same SAWR 
die design (#1 and #3), with the spread in sensitivity 
values ranging from 5X10"9 per g (#1) to 30X10"9 per 
g (#3 and #5). In all cases, the greatest degree of 
SAWR vibration sensitivity was for motion in the 

direction orthogonal to the blank face. Figure 13 also 
indicates a substantial mechanical resonances in the 5KHz 
to 8KHz region for all the devices. With a resistor 
mounted in place of the SAWR in the fixture, resonances 
in the same region occur, but the degree of resonant 
peaking is much less. Because of the lack of uniformity 
in SAWR vibration sensitivity characteristics, devices in 
the originally provided (#1 and #3) die design were used 
in both the exciter and noise test set signal generators. 

Exciter Signal Generator Vibration Tests 

Signal generator first L.O. signal phase noise 
measurements were made with the signal generator 
subjected to the vibration test spectrum depicted in figure 
1. The signal generator itself was mounted on the shake 
table on an angular mounting fixture (figure 14) in order 
to simultaneously provide stress in directions orthogonal 
to both the component mounting shelves and the front 
panel. The phase noise measurements were conducted as 
previously described, via phaselock to a test set reference 
generator (figure 15). The initial test result is shown in 
figure 16. As shown in the figure, there are two carrier 
frequency offset regions where vibration-induced, signal 
spectral degradation appears to occur. In the first region 
(10Hz to 200Hz) spectral degradation is primarily 
associated with: (a) peaking in the transmission response 
of the isolators used to mount the master oscillator and 
SAWR filters, and (b) structural mechanical resonances. 
Spectral degradation in this region was both anticipated 
and allowed in the hardware performance specification. 
The spectral degradation in the carrier offset frequency 
region lKHz-8KHz was of concern. Additional 
investigation confirmed that the source of this degradation 
was the response of the non-(acoustically) shielded 
SAWR filters in the test set reference generator to shake 
table pump and blower motor sound levels. Providing 
acoustic attenuation in these filters reduced the resultant 
signal spectral degradation in the lKHz-8KHz region to 
inconsequential levels, as shown in figure 17. 

Conclusions 

The signal generator portion of a radar exciter has 
been successfully designed, fabricated, and tested. 

Achievement of state-of-the-art output signal phase 
noise performance was made possible via use of: low 
(flicker-of-frequency) noise quartz crystal and SAW 
resonators, low flicker-of-phase noise components, 
regenerative frequency division, and signal generator 
circuit operation at relatively high drive levels. 

Minimization  of vibration-induced,   signal spectral 
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degradation was achieved via vibration isolation of 
critical circuit subassemblies and mechanical/acoustic 
structural damping. 

A wide, non-uniform variation in SAW resonator 
frequency sensitivity to mechanical vibration as well 
as acoustic (sound pressure) stress was observed. 
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Abstract 

Using a three-step transverse cooling scheme, a 
strongly diverging flow of metastable Ne*(3P2) atoms 
is compressed into a small diameter (3 mm), well- 
collimated (1 mrad) atomic beam, using only 200 mW 
total laser power. This extremely valuable technique 
for frequency standard applications is applicable to 
many different atomic systems. 

Introduction 

In many applications in atomic physics, e.g., in high 
resolution spectroscopy and atomic beam frequency 
standards, a high degree of atomic beam collimation 
and a high beam flux are desirable. Also a small beam 
diameter is of paramount importance to minimize both 
the variation of fields across the atomic beam and the 
size of the holes in, e.g., an R.F. cavity used for the 
spectroscopy. Laser cooling provides a means to ma- 
nipulate atomic beams such that all requirements can 
be met simultaneously. Consequently, this technique 
can drastically improve existing experiments and open 
up possibilities for new experiments in these fields. 

Radiation pressure, the basis for the most simple 
laser cooling mechanism, provides a mean to exert 
large forces on. neutral atoms. The maximum radia- 
tion pressure force is F = TikT/2, with hk the pho- 
ton momentum and T the spontaneous emission rate, 
equal to the natural linewidth of the transition used. 
Due to the non-conservative nature of this force, the 
4-D phase space volume of the transverse position and 
momentum coordinates can be reduced considerably 
with a corresponding increase in phase space density. 
Liouville's theorem, that describes the conservation of 
phase space density in optics and particle beams, is 
thus 'beaten': an atomic beam can actually be 'bright- 
ened' by laser cooling. 

Although the 'beam brightener' described here was 
developed for application in atomic scattering exper- 
iments [2], the basic properties of the 'brightened' 
atomic beam are also of great value for atomic beam 
frequency standard applications. 

Experimental set-up 

An atomic beam of metastable Ne*({3s}3P2) neon 
atoms is intensified in a three-step process. We use the 
closed-level Ne*(3P2) to Ne**(3D3)D transition at A = 

atomic beam source 

laser (4x) 

G   (2x) 

collimator    magneto- 
optical 
lens 

laser (4x) 

recollimator 

0     50      200   242   292 885      1035 

Figure 1: Schematic view of the three stages of the 
experimental set-up for the production of intense and 
bright atomic beams. 

640 nm, with a maximum deceleration of 8 105 ms~2. 
Our discharge-excited supersonic Ne* source is cooled 
by liquid nitrogen. The resulting axial velocity is v\\ = 
580 m/s with a spread Avy = 100 m/s. Although all 
numbers in this section are for metastable neon, the 
techniques described here can easily be transferred to 
other atoms with a strong closed-level transition. 

A schematic view of the experimental set up is given 
in Fig. 1. First, we collimate the diverging atomic 
beam into a parallel beam with a fairly large diame- 
ter. The capture angle of this stage is of paramount 
importance, because it fully determines the final beam 
flux. Second, this parallel beam is focussed to a small 
spot using a two-dimensional magneto-optical trap as 
the equivalent of a lens in optics. Third, near the fo- 
cus of this lens, the atomic beam is recollimated into 
a narrow and well collimated beam. The phase space 
compression takes place in the first and the third stage; 
the action of the magneto-optical lens is mostly con- 
servative. 

Our final aim is to obtain a capture angle d0 = 100 
mrad, with 0 the polar angle with respect to the atomic 
beam axis.   With an effective radius of the source of 
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0.2 mm this corresponds to an initial 2-D phase space 
volume of 400 mm2 mrad2. For the final beam we de- 
mand a 1 mm radius and a divergence of 0.5 mrad, the 
latter determined by the Doppler laser-cooling limit 
AVD = 0.23 m/s for the transverse velocity. The final 
2-D phase space volume would then be equal to 0.25 
mm2 mrad2, resulting in a gain in 'brightness' of 1600. 
At 1 meter distance from the source the gain in beam 
flux then is equal to 104. 

collimated atomic beam 

Figure 2: Schematic view of the mirror section used 
for (re)collimation of the atomic beam in the first an 
d third stage. A laser beam is injected between two 

nearly parallel mirrors at an angle ßo,(re)coih With 
each reflection the angle between the laser beam and 
the plane perpendicular to the atomic beam is reduced 
by an amount a, resulting in effectively curved wave 
fronts. The trajectory of the atom is captured at res- 
onance and then follows the wavefront. 

In the first stage we apply a two-dimensional opti- 
cal molasses to collimate the beam. To achieve a large 
capture angle while keeping the cooling time as short 
as possible, it is desirable to use curved wavefronts 
for the molasses laser beams [3,4]. For zero detuning 
of the laser, each atom will be 'locked' to the curved 
wavefront once it comes into resonance, provided that 
the laser cooling force can match the centrifugal force. 
The trajectories with a large initial angle 6 are thus 
captured at the entrance of the collimator, those with a 
smaller angle further downstream. The resulting beam 
profile is annular. By using multiple laser beam reflec- 
tions between two nearly parallel mirrors, as shown 
in Fig. 2, we obtain both the effectively curved wave- 
fronts and a large interaction time at a bargain price 
in laserpower. The offset angle between the 150 mm 
long mirrors (60 mm apart) is a — 1.5 mrad. 

We inject the laser light at an angle 

ßo.coii = 100 mrad with respect to the plane perpen- 

dicular to the atomic beam axis. With each reflection, 
the angle ß between the laser beam and the atomic 
beam axis is reduced by an amount a. Since an exit 
angle ßn^oii — 0 would cause the laser beams to re- 
trace its initial path and subsequently heat the atomic 
beam, a finite exit angle PN,COII > 0 is used. We com- 
pensate the Doppler shift kv\\ ßN,coii corresponding to 
this exit angle by detuning the laser frequency in this 
section by ACJCOU = +35 MHz from resonance. 

The same principle holds for two dimensions and two 
sets of mirrors. For each mirror set, the light is injected 
from both sides to obtain a complete coverage of the 
interaction region. For the four laser beams in the first 
stage together, we use 30 mW of laser power. This way, 
we collimate an atomic beam with an initial HWHM 
divergence A#o = 100 mrad to a well-collimated beam 
with a HWHM radius Ar = 10 mm and a residual 
HWHM divergence A0X = 2 mrad. 

To focus the collimated atomic beam in the sec- 
ond stage we use a two-dimensional 'magneto-optical 
trap' [5,6]. In a quadrupole magnetic field Bx = 
G(z) x and By = —G(z) y perpendicular to the beam 
axis, we illuminate the atomic beam with counter- 
propagating laserbeams with orthogonal circular po- 
larization. The gradient G(z) increases approximately 
linear with the axial position z in the lens, from G 
= 0.2 Gauss/mm to G = 1.2 Gauss/mm at the exit. 
Because the characteristic cooling time of the trans- 
verse velocity is short compared to the total interac- 
tion time in the lens, each atom is effectively 'locked' 
to a transverse velocity where the Doppler detuning 
along it's trajectory equals the Zeeman detuning of 
the magnetic field. For the x-component this means 
kv±x{z) = —(gn/h) G(z) x. The final action is a con- 
verging trajectory with angle 02 = v±iX(zexit / vy ~ x. 
Consequently, this configuration acts as a lens in op- 
tics. Its action is rather insensitive for the laser power 

used. 

The interaction length is 50 mm, which corresponds 
to an interaction time of as 100 /.is. A typical cooling 
time is less than 1/is. We use in-vacuum polarization- 
preserving mirrors to illuminate the atomic beam from 
four sides with circular polarization using a single in- 
put beam. The laserpower used in this stage is thus 
limited to « 100 mW; the detuning is equal to -T 
with respect to w0- The magnetic field is obtained us- 
ing permanent ferrite magnets outside the vacuum, at 
the downstream end of the interaction region. Thus 
the quadrupole magnetic field gradient increases ap- 
proximately linear with the axial position. 

The focal length is fMOL = 0.70 m for vL = 580 
m/s, in agreement with the analytical prediction. Be- 
cause the action of the lens is proportional to vü , it 

has a chromatic aberration. Consequently, the size of 
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the focus and thus the size of the compressed atomic 
beam is limited to a radius of 1.4 mm by the velocity 
spread of the atomic beam. 

Near the focus, we recollimate the atomic beam us- 
ing a mirror set which is identical to the first stage. 
However, the angle between the mirrors a = 0 mrad 
and the coupling angle /?o,reco» mrad are chosen dif- 
ferently to match the incoming atomic beam and the 
detuning of the laser beam. The latter is chosen equal 
to the detuning in the first stage to avoid using an ex- 
tra AOM. The laser power used is 10 mW, less than in 
the first stage which is due to the much smaller atomic 
beam width. 

We use two scanning wire-detectors for measuring 
1-D integrated beam profiles. A stainless steel wire is 
scanned through the atomic beam by a stepper mo- 
tor; at each lateral position the metastable atom in- 
duced Auger emission is monitored by measuring the 
cur rent from the wire. The wire detectors can be in- 
serted (horizontally or vetically) at different positions 
along the beam line, allowing a measurement of the 
effective beam divergence. For monitoring the profile 
at the end of the beam line a Micro Channel Plate 
electron multiplier (MCP) with a phosporous screen 
anode was used. 

demonstrates the effective operation of the recollima- 
tion stage. We can minimize the beam divergence to a 
value close to the Doppler limit A9D = VD/vparaUei = 
0.5 mrad at the cost of a slight increase in beam half- 
width, resulting in the maximum 2-D phase space com- 
pression factor of 400. This is a factor four lower than 
discussed in the introduction, mainly due to the beam 
width which is a factor two larger. 

Summary 
Summarizing, we presented the operation of a three 

stage atomic beam brightener for thermal atomic 
beams. For atomic beam frequency standards, this 
means that with a single laser, the number of atoms 
in a collimated, small diameter atomic beam, and thus 
the signal, can be increased by a factor 1600, leading to 
shorter integration times, and thus a better frequency 
standard. This technique is easily portable to different 
atomic systems. 
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Results 

In Fig. 3(a) the atomic beam profile is shown with 
only the first collimator stage in operation, for two po- 
sitions z= 200 and 650 mm downstream of the source 
(z = 0), respectively. The diverging atomic beam is 
collimated to a beam with a HWIIM radius Ar = 10 
mm and a residual HWHM divergence A#i =2 mrad. 

When the second, magneto-optical stage is acti- 
vated, the downstream atomic beam profile is focussed 
into a sharp peak. In Fig. 3(b) we show the HWHM 
of the atomic beam profile at position z = 1040 mm, 
measured as a function of the strength of the lens, 
i.e. the focal length. This variation is achieved by 
partial blocking of the down stream end of the laser 
beam entering the magneto-optical lens. We observe a 
clear minimum in the atomic beam half-width as we go 
from an underfocussed atomic beam to an overfocussed 
atomic beam. The minimum value of 1.5 mm is fully 
determined by the velocity spread of the atomic beam 
source. The focus can be positioned laterally by small 
changes in the position of the permanent magnets, i.e. 
by adjusting the axis of the quadrupole magnetic field. 

Finally, the third, recollimation stage is inserted in 
the beam line at position z — 960 mm, i.e. cen- 
tered on the focus of stage two. The beam profile at 
z — 1380 mm is shown in Fig. 3(c): its HWHM radius 
of 2.5 mm is only slightly larger than the minimum 
value given in Fig. 3(b) for the focussed beam. This 
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Figure 3: (a) Atomic beam profile with only the first 
stage (collimator) activated, measured with the scan- 
ning wire detector at z = 210 mm (top) and at z =1040 
mm (bottom). The block shaped beam profile directly 
beyond the collimator (top) spreads out on its down- 
stream path (bottom), (b) Atomic beam width at 
z =1040 mm with the first and the second stage active, 
as a function of the open fraction of the laser beam of 
the magneto-optical lens, i.e. fraction of the maximum 
strength of the lens. We observe a clear minimum 
when going from an underfocussed to an overfocussed 
atomic beam. The recollimator is not in operation, (c) 
Atomic beam profile with all three stages in operation, 
measured with the scanning wire detector at z =1380 
mm. The width is only slightly larger than the min- 
imum size of the focus of the magneto-optical lens as 

given in part (b). 
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Abstract 

Atomic fountain frequency standards require 
extremely low temperature atomic samples. 
Laser cooling of neutral atoms has achieved 
temperatures of a few microkelvin, but even 
such low temperatures still present difficulties. 
Here we report laser cooling in an optical lattice, 
along with cooling by adiabatic expansion, that 
gives a temperature of 0.7 uK. Such low 
temperatures should improve the performance 
of atomic  fountain  frequency  standards. 

Introduction 

This paper is based on a presentation 
made at the 1994 IEEE International Frequency 
Control Symposium, 1-3 June, in Boston, MA. 
This is not intended as a comprehensive 
treatment of atomic fountains and optical 
lattices, but rather as a summary of the 
presentation and a guide to the literature on the 
subject. 

Because many of the factors that limit the 
accuracy and precision of atomic frequency 
standards are related to thermal motion of the 
atoms, the use of laser cooling to reduce that 
thermal motion has long been proposed. Some 
of these ideas are reviewed in reference [1]. 
Laser cooling of cesium, the atom on which the 
definition of time is based, has led to three 
dimensional temperatures below 3 jiK [2]. Such 
low temperatures are achieved by virtue of the 
recently discovered "polarization gradient" or 
"Sisyphus" mechanisms for laser cooling below 
the Doppler-cooling limit [3]. 

Atomic  Fountains 

Traditional atomic cesium clocks employ 
the Ramsey method of separated oscillatory 
fields [4] in which an atomic beam is sent 
successively through two microwave cavities 
operating near the hyperfine resonance 
frequency of about 9.2 GHz. The linewidth of 
the Ramsey resonance is inversely proportional 
to the flight time of the atoms between the two 
cavities. In    most    laboratory    frequency 
standards,  with  thermal  atomic  beams,  this time 
is on the order of 10 ms. 

Atoms with temperatures in the 
microkelvin range cannot form an atomic beam 
in the usual sense. They simply fall under the 
influence of gravity. The usual procedure for 
making use of such cold atoms is in an atomic 
fountain geometry. First proposed by Zacharias 
[5], it was only recently demonstrated [6], once 
laser cooling had become available. Atoms in a 
fountain travel vertically upward through a 
microwave cavity, reach the apex of their 
ballistic trajectory and fall back through the 
same cavity, completing the second interaction 
of the Ramsey method. For a modest trajectory 
height of one meter, the time between 
interactions with the cavity is on the order of a 
second, two orders of magnitude longer than is 
typical of a traditional atomic beam standard. A 
number of groups have demonstrated Ramsey- 
Zacharias resonance in a cesium atomic fountain 
where atoms pass entirely through the 
microwave cavity both upward and downward 
[7-10]. This double passage in opposite 
directions insures the cancellation of several 
possible   systematic   errors. 
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With atomic temperatures of 3 uK, which 
implies a thermal velocity of 1.4 cm/s along a 
given axis, after 1 second even a point source of 
cesium atoms will spread out to have a Gaussian 
diameter (at the l/e1/2 points) of 2.8 cm. 
Design considerations for the 9.2 GHz microwave 
cavity limit the opening in the cavity (to allow 
passage of the atoms) to about a 1 cm diameter. 
Therefore, only a small fraction of the atoms 
initially launched up through the cavity will 
return through the cavity to complete the 
Ramsey interaction and contribute to the signal. 

While one might imagine compensating for 
this reduction in signal by increasing the 
number of atoms launched, this in fact presents 
a difficulty because of collisions between cold 
atoms in the launched sample. The collisional 
hyperfine frequency shift for atoms in the 
mp=0 states has been measured to be 5.5 mHz 
at a density of 3.5x108 cm"3, or a fractional shift 
of 1.7x10"15 at 106 cm"3. Thus, to achieve 
relative accuracy on the order of 10"16, an 
often-stated goal for atomic fountains, one will 
need to control and limit the density. On the 
other hand, lower density will mean a smaller 
number of atoms and a lower shot-noise-limited 
signal-to-noise ratio. This will in turn limit the 
ability to achieve high precision or accuracy. 

Atoms that are launched upward through 
the cavity, and that do not return, contribute to 
collisional frequency shifts but not to the signal. 
Thus it is essential to ensure that as large a 
fraction as possible of launched atoms return. 
This means the transverse velocity spread 
should be as small as possible. Among the 
possibilities for achieving this are: velocity 
selection by stimulated Raman transitions [11], 
cooling by velocity selective coherent population 
trapping [12], and Raman cooling [13]. Here we 
report results of a different technique for laser 
cooling of cesium using adiabatic expansion in 
an optical lattice. 

Optical Lattices 

Atoms laser cooled to sufficiently low 
temperatures can become trapped in the sub- 
wavelength-size potential wells formed when 
interfering laser beams create spatially varying 
light-shift potentials for the atoms [14-16]. This 
regular arrangement of potential wells is an 
optical   lattice.      Atoms   trapped   in   the   wells 

exhibit oscillatory, quantized motion. A key 
feature of optical lattices is that the character of 
the interference pattern forming the lattice does 
not vary in time. This is achieved either by 
active control of the relative phase of the 
interfering laser beams [15] or by a choice of 
geometry that makes only the position but not 
the character of the lattice sensitive to phase 
variations [14]. Using the latter approach, with 
four intersecting laser beams in a three- 
dimensional configuration, we have cooled 
cesium atoms to temperatures as low as one 
microkelvin   in   quasi-equilibrium. 

Additional cooling of the atoms is obtained 
by allowing adiabatic expansion of the atoms 
initially localized near the bottoms of the 
microscopic potential wells. If the strength of 
the potential wells is reduced, a localized atom 
expands to fill more of its well, resulting in 
adiabatic cooling of the atoms. We have 
observed cooling of cesium by this technique to 
temperatures of 700 nK, corresponding to an 
rms velocity less than 7 mm/s along a given 
axis [17,18]. 

The optical lattice technique should be 
easily adapted for use in an atomic fountain. 
The "moving optical molasses" now used to 
launch atoms in a fountain [7] would be 
replaced with a moving lattice, achieved, as in 
the moving molasses, by offsetting the 
frequencies of some of the interfering laser 
beams. The adiabatic cooling can be easily 
accomplished while the atoms are being 
launched. Furthermore,    we    believe    that 
launching atoms trapped in a moving optical 
lattice will be more effective than in a moving 
molasses where the atoms are less likely to be 
microscopically  localized. 
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Abstract— In evaluating the accuracy of a cesium- 
beam frequency standard, accurate measurement of the 
atomic velocity distribution is important. In frequency 
standards which employ atoms with thermal velocities, 
the measured atomic resonance frequency differs from 
the true resonance by several parts in 1013 due to the 
second-order Doppler shift. To achieve the frequency 
accuracy goal for NIST-7 of 1-10-14, the uncertainty in 
the second-order Doppler shift must be no more than a 
few parts in 10ls. This requirement establishes an upper 
bound on the uncertainty of the mean-square atomic ve- 
locity of about 1 percent. We present the results of ex- 
periments designed to measure the velocity distribution 
of NIST-7 using two independent techniques: gated op- 
tical pumping, and Ramsey fringe inversion. We show 
that these techniques yield velocity distributions and 
corresponding second-order Doppler shifts that agree 
within the stated tolerances. 

I. INTRODUCTION 

A variety of techniques have already been developed 
to measure the velocity distribution of atomic beams 
in atomic frequency standards. Boulanger's methodfl] 
is based upon the measurement of the amplitude of the 
central maximum of the Ramsey resonance as a func- 
tion of the microwave power level. This technique is 
probably not appropriate for NIST-7. At the present 
static magnetic field (C-field) magnitude, the peak am- 
plitude of the Ramsey fringe does not settle to a con- 
stant value (as microwave power is increased) before 
adjacent transitions begin to interfere with the mea- 
surement. A novel method introduced by Hellwig[2] 
yielded velocity selection of the atomic beam by appli- 
cation of short microwave pulses whose widths were 
equal to the transit time of a given velocity group 
through one end of the Ramsey cavity. The pulse 
separation was the transit time across the entire cav- 
ity. This technique is, however, ineffective for evaluat- 
ing the velocity distribution of NIST-7. The "mono- 

Contribution of the U. S. Government, not subject to 
copyright. 

velocity" Ramsey lineshapes obtained using this tech- 
nique are contaminated by Ramsey fringes from har- 
monics of the velocity group being studied. This effect 
is quite pronounced in NIST-7 which exhibits a full 
Maxwellian velocity distribution. Jarvis[3] introduced 
a technique whereby the velocity distribution was ob- 
tained from Fourier transforms of the Ramsey line- 
shape at each of several known microwave power lev- 
els. We have modified and extended this technique[4] 
to serve as our primary tool for measuring velocity dis- 
tributions. However, for a thorough evaluation of the 
frequency accuracy of NIST-7, we desire two indepen- 
dent measurement techniques to estimate the major 
frequency biases present. Thus, we have developed 
the additional technique of gated optical pumping. 

II. EXPERIMENTAL METHOD 

The unique design of the NIST-7 primary frequency 
standard, specifically the optical pumping scheme, [5] 
is well suited for this measurement technique. Figure 
1 is a schematic of NIST-7. 
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Fig. 1.   Schematic of NIST-7. 

The oven emits a collimated beam of cesium atoms 
which are uniformly distributed among the F = 3 and 
F = 4 ground states. (See figure 2). 
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In the optical pumping region virtually all of the 
atoms are pumped into the F = 3 ground state by 
a laser which is tuned to the optical transition F = 
4 —» F' = 3. The atoms then traverse the Ramsey 
cavity and those that undergo a transition to the F = 4 
ground state are detected by a probe laser which is 
tuned to the optical cycling transition F = 4 —♦ F' = 
5. The resulting fluorescence is collected and detected 
by a photodiode. 

Both the optical pumping and probe laser 
beams are derived from a single external-cavity 
Alj,Gai_xAs/GaAs diode laser. The laser is frequency 
locked to the F = 4 —► F' = 5 cycling transition 
using saturation spectroscopy in a cesium vapor cell. 
The output passes through an acousto-optic modula- 
tor (AOM) where the undiffracted beam serves as the 
probe beam. When RF power is applied to the AOM 
a diffracted beam is generated that is shifted down in 
frequency by an amount equal to the frequency sepa- 
ration of the F' — 3 and F' = 5 levels in the excited 
state. This beam serves as the optical pumping beam. 

To implement the gated optical pumping method, 
no microwave field is applied to the cavity; the time- 
of-flight distribution is recorded using lasers only. In 
steady-state, when the optical pumping beam is on, 
virtually all of the atoms are pumped into the F = 3 
hyperfine level. Since no microwave transitions take 
place, there exists no significant fluorescence signal 
from the probe region. The atomic transit-time distri- 
bution is measured by switching off the optical pump- 
ing beam for a time interval r using the computer- 
controlled RF switch connected to the AOM. During 
this time interval, a small group of atoms (uniformly 

distributed among the F = 3 and F = 4 hyperfine 
levels) are allowed to transit the optical pumping re- 
gion unpumped. When the optical pumping beam is 
switched back on, subsequent atoms are transferred 
to the lower ground state. This short burst of un- 
pumped atoms spreads spatially as it propagates down 
the beam tube due to the distribution of atomic veloc- 
ities. These atoms then arrive at the detection beam 
at times determined by their velocities. The resulting 
fluorescence-pulse represents the atomic transit-time 
distribution. 

We adjust r so that the slowest atoms of interest 
have sufficient time to traverse the optical pumping 
region. This sets a lower limit on r. Increasing r 
also increases the number of atoms contributing to the 
measurement; thus the signal to noise ratio improves. 
However, large values of r reduce the resolution of the 
transit-time measurement. 

The output of the photodiode amplifier represents 
the fluorescence-pulse convolved with the impulse re- 
sponse of the photodiode and its associated amplifier. 
To recover the shape of the fluorescence-pulse, the ef- 
fects of the photodetector's transfer function must be 
removed. Figure 3 shows the measured frequency re- 
sponse of the photodetection system. 

-180-" i   i 11nil) 1   i i iini|—i   i i imi|—i   i 1111ii| 

1E+0 1E+1 1E+2 1E+3 1E+4 

Frequency (Hz) 

Fig. 3.   Frequency Response of the Photodetection System. 

The transfer function was determined by measuring 
the amplitude and phase response of the photodetec- 
tion system to a sinusoidal optical excitation. The 
cutoff frequency of « 100 Hz is largely determined 
by the 10 Gfi feedback resistance used in the pho- 
todetector's transimpedance amplifier. The spectrum 
of the photoelectric pulse was corrected for the non- 
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uniform amplitude and phase delay characteristics of 
the photodetector and its amplifier. Figure 4 shows a 
photoelectric pulse before and after this deconvolution 
operation was performed. 

5.00-1 

After Deconvolution 

Photodiode Amp. Output 

O.o 10.0 20.0 
Transit Time (ms) 

30.0 

Fig. 4. Raw and Deconvolved Photoelectric Pulse», T = 500 
microseconds. 4000 pulses were averaged for this measure- 
ment. 

The rise time of the pulse has been shortened sig- 
nificantly with the restoration of the high frequency 
components of the pulse. The time axis of this fig- 
ure has been normalized so that after deconvolution 
this pulse represents the distribution of atomic transit- 
times across the Ramsey cavity, rather than from 
pump-laser to probe-laser. The velocity distribution 
<r(v) is obtained from the transit-time distribution 
p(T) by the relation 

a(v) = (L/v*)p(L/v), (1) 

where v is the atomic velocity and L is the length of 
the Ramsey cavity. The corresponding second-order 
Doppler correction for this distribution under normal 
operating conditions is —3.60 • 10~13. 

Atomic transit-time distributions from the gated op- 
tical pumping technique were compared to those ob- 
tained using a Ramsey fringe inversion method.[4] This 
method is optimized for use with long laboratory stan- 
dards where the excitation length is much less than the 
drift region length. The transit-time distribution is 
obtained from a set of Ramsey lineshapes recorded at 
various microwave power levels. This data is collected 
using the digital servo of figure 5. 

A computer controls both the microwave frequency 
and power level while monitoring the beam fluores- 

9GHz Synthesizer 

Power Control 

Oven 

^ 

Computer 

AOMl—1 

Diode Laser 

Fluorescence 
Detector 

456 MHz 

if 
Fig. 5.   Schematic Diagram of the Digital Servo. 

cence from the probe region. A computer program 
then sweeps the microwave frequency and records the 
Ramsey lineshape, incrementing the microwave power 
between sweeps. Figure 6 shows a typical set of Ram- 
sey lineshapes. 
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Fig. 6.   Ramsey Lineshapes as a Function of Microwave Power. 

The corresponding transit-time distribution is 
shown in figure 7. 

The second-order Doppler correction for this distri- 
bution under normal operating conditions is —3.58 • 
10~13, in excellent agreement with the results obtained 
from gated optical pumping. 
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Fig. 7.  Transit-time Distribution from Ramsey Fringe Inversion. 

III. CONCLUSION 

During the evaluation of the frequency accuracy of 
NIST-7, we desire two or more independent techniques 
for estimating the major frequency biases present in 
the standard. We have developed two techniques for 
measuring the velocity distribution, required for com- 
puting the second-order Doppler correction: gated op- 
tical pumping and Ramsey fringe inversion. These 
two techniques yield velocity distributions in excel- 
lent agreement. The second-order Doppler correction 
was computed for several microwave power levels using 
transit-time distributions obtained from the two meth- 
ods. While the corrections varied by nearly 2 parts in 
1013 over a 7.5 dB microwave power range, the com- 
puted corrections from the two techniques differed by 
no more than 2 • 10"15. 
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Abstract 

This paper describes a hybrid 
(analog/digital) approach to the servo 
electronics for the NIST-7 cesium-beam, 
frequency standard. A digital servo 
system has been added to the existing 
analog system to enhance the capabilities 
of both servos. The analog servo allows 
a 5 MHz oscillator to be frequency locked 
directly to the atomic transition 
frequency. The digital servo reduces the 
frequency perturbations due to changes in 
the ambient magnetic field. Also, the 
existence of separate servo systems 
allows independent measurements of 
systematic errors. Design specifications 
are given and stability measurement 
results are presented. 
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Figure 1  Block diagram of the analog 
servo system. 

Introduction 

A preliminary evaluation of the NIST-7 
optically pumped, primary frequency 
standard yielded a preliminary evaluation 
with an uncertainty of a few parts in 
1014.1 That evaluation was completed with 
an analog servo system specifically 
designed for NIST-7. In order to obtain 
the full design uncertainty of one part 
in 1014 and adequately address all 
potential systematic errors, several new 
servo systems, including digital systems, 
have been developed. All of these 
systems will be used to investigate the 
various systematic errors. The digital 
and analog systems have been combined to 
form a hybrid servo that uses the best 
features of both. 

Analog Servo 

The analog electronic system for NIST-7 
employs sine-wave phase modulation, 
square-wave demodulation and a second- 
order integration filter. The design of 

Contribution of the U.S. Government, not 
subject to copyright. 

the beam-tube produces a clock-signal 
line Q of just over 108. To meet the 
design uncertainty goal of 1 x 10"14 and, 
thus, a line-center resolution of 106, a 
new modulation technique with second 
harmonic distortion below -12 0 dBc was 
developed.2 The microwave radiation is 
synthesized by direct multiplication from 
the local oscillator at 5.006880 MHz (see 
Fig. 1) . The multiplier is characterized 
by a phase noise Sf(l Hz) = -14 0 dBc/Hz, a 
noise floor S0 < -170 dBc/Hz, 5 MHz 
sidebands < -40 dBc and sidebands from 
the power mains < -55 dBc. The unbalance 
of the power main sidebands has been 
shown to be less than -100 dBc. The 
spectral purity of the microwave 
radiation and the low second-harmonic 
distortion in the modulator lead to 
errors much less than 10"14. The DC 
offsets in the electronics have been 
measured by changing the AC and DC gain 
by as much as 2 . No measurable 
frequency shifts were observed at the 
10"1C level. 

Digital Servo 

Digital synthesizers have been adapted 
for use in frequency control servos for 
cesium frequency standards.3 The agility 
of a digital servo allows parameters such 
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as the C field to be under closed-loop 
control. The NIST-7 digital servo uses a 
hydrogen maser as a reference frequency. 
A low phase-noise synthesizer developed 
at NIST4 is used to generate the 
microwave interrogation frequency. A 
slow square-wave modulation technique is 
used to probe the central Ramsey peak and 
determine line-center. The difference 
between the line-center frequency and the 
maser frequency is logged by a computer 
for subsequent analysis. Care has been 
taken to reduce frequency pulling 
introduced by spurious components of the 
microwave spectrum that are coherent with 
the slow square-wave modulation. NIST-7 
employs a longitudinal C-field. 
Consequently, there is a slight 
sensitivity to changes in the ambient 
magnetic field due to the reduced 
effectiveness of the magnetic shields in 
the longitudinal direction. Figure 2 
shows the variation of the Zeeman 
frequency (and the resulting fractional 
frequency change of the clock transition) 
due to changes in the ambient magnetic 
field. For times less than about 80 000 
seconds, the figure shows typical changes 
in the Zeeman frequency due to a diurnal 
variation in the local east-west 
component of the terrestrial magnetic 
field. This variation is due to an 
interaction of the solar wind with the 
Earth's ionosphere. These data show that 
this diurnal fluctuation in the ambient 
magnetic field can give rise to a 
fractional frequency change of a couple 
parts in 1014. This is twice the 
uncertainty goal for NIST-7. These 
frequency fluctuations have been reduced 

Analog Servo 

A 5 MHz Out 

Fluorescence 
Detector 

Optical Pumping 
Laser 

Probe Laser 

Figure 3  Block diagram of the hybrid 
servo system. 

using a C-field servo, which was 
implemented using the computer-controlled 
digital synthesizer. The frequency 
agility of the digital servo allows 
monitoring of a field-sensitive 
transition. The computer uses these data 
to provide closed-loop control of the C 
field by adjusting the current in the C 
field solenoid. Figure 2 shows the 
performance of the C-field servo for 
times greater than about 90 000 seconds. 
Fractional frequency changes in the clock 
transition due to fluctuations in the 
ambient magnetic field have been reduced 
to a few parts in 1015. 

Hybrid Servo 

The analog servo has a higher modulation 
rate and, thus, is less sensitive to 1/f 
noise present in the system than the slow 
digital servo. The digital servo has the 
ability to provide closed-loop control of 
the C-field, which is not possible for 
the present analog servo system. 
Therefore, a hybrid servo system has been 
developed. Figure 3 shows the hybrid 
servo block diagram. A switch controls 
the RF input to the Ramsey cavity, 
selecting either the analog or the 
digital servo. The output power level of 
these two sources has been closely 
matched. First, the analog servo 
interrogates the central Ramsey peak and 
steers a 5 MHz oscillator to its center. 
Next, the digital servo interrogates the 
Zeeman frequency and controls the C 
field. Finally, the analog servo regains 
control and continues to probe the Ramsey 
peak. The 5 MHz oscillator is free 
running during the digital interrogation 
interval; therefore, the digital servo 
should perform its operation in a time 
that is small compared to the 
interrogation interval of the analog 
servo. The time required by the digital 
servo is less than one second, which does 
not significantly degrade the stability 

663 



of the quartz oscillator. Both the 
analog and digital portions of the hybrid 
servo monitor the atomic beam 
fluorescence. The digital servo does not 
digitize this signal while the analog 
servo is operating. However, the analog 
servo must be electronically disconnected 
from the beam tube while the digital 
servo is running. This is necessary 
because the fluorescence generated by the 
slow square-wave frequency modulation of 
the digital servo can degrade the open- 
loop stability of the analog servo. 
Similarly, switching transients occurring 
during the removal of the fluorescence 
signal can degrade open-loop stability. 
This is a result of the design of the 
dual-integrator, frequency-control loop. 
A switching transient can generate a non- 
zero error (briefly) which drives the 
output of the first integrator to some 
non-zero, constant voltage. Since the 
analog servo is open loop, the output of 
the second integrator will grow linearly 
with time, introducing a linear frequency 
drift. The upper trace of figure 4 shows 
the frequency drift of the analog servo 
under open-loop conditions when the 
fluorescence signal is disconnected at 
some arbitrary point in its modulation 
cycle. The slope of the linear frequency 
drift can be reduced dramatically if the 
fluorescence switch timing is phase- 
locked to the 49 Hz phase modulation 
clock of the analog servo. Figure 5 
shows the timing diagram of the improved 
system. The time delay, At, from the 
falling edge of a synchronization marker 

5.0—1 

49 Hz Mod 
Clock 

Sync Marker 

Fluorescence Switch 
Control 

o.o -J 
\AAAA/\_ 

Fluorescence to 
Analog Servo 

-0.05 0.05 0.00 

Time (s) 

Figure 5   The timing diagram for the 
hybrid servo switch controls. 

to the activation of the fluorescence 
switch can be adjusted with a resolution 
of 100 microseconds. This permits fine 
adjustment of the switching transients 
and the virtual elimination of the 
frequency drift of the analog servo while 
open-loop. The lower trace of figure 4 
shows that the residual frequency 
fluctuations of the analog servo have 
been reduced to nearly the noise floor of 
the measurement system. Furthermore, 
figure 6 indicates that the 
implementation of the hybrid servo has 
not significantly degraded the short-term 
frequency stability of the analog servo. 
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Figure  4    The  fractional  frequency 
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a) asynchronous and 
b) synchronous switching. 
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Figure 6  The stability diagram for the 
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conclusion 

Using a digital frequency control servo, 
we have found that active control of the 
C field is necessary in order to achieve 
the frequency uncertainty goal for NIST- 
7. A hybrid digital/analog servo has 
been designed and implemented. This servo 
suppresses frequency fluctuations due to 
the second order Zeeman effect to a few 
parts in 1015 without significantly 
degrading short-term stability. This 
hybrid servo also interrogates the 
central Ramsey peak at a high modulation 
rate, thus avoiding potential 1/f noise. 
The addition of the digital servo to the 
existing analog servo system has reduced 
the uncertainty and has helped facilitate 
the systematic error analysis. 
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Abstract—We present a basic description of Josephson 
junctions and discuss their use as GHz and THz oscillators. 
The resistively shunted junction model is used to calculate 
the available power, linewidth and operating frequency of 
the oscillators. We discuss how phase-locked arrays of 
junctions are used to achieve higher power and narrower 
linewidth. Two experimental examples of phase-locked 
emission are shown: one from on-chip detection circuits at 
150 GHz and one detected off-chip showing a 13 kHz 
linewidth at 88.8 GHz. 

I. INTRODUCTION 

We are interested in developing the technology to 
synthesize and measure sub-THz and THz frequencies with 
the same ease and precision now available in the 
microwave region. This is important for bridging the 
frequency band between the microwave and optical regions. 
This effort is intended to support and encourage emerging 
instrumentation in high-speed optical signal processing 
and precision optical metrology including standards for 
frequency and length. 

We believe this frequency band can be filled by 
exploiting the intrinsic high-frequency properties of 
superconductive Josephson-junction devices. Josephson 
junctions and circuits are naturally suited to sub-THz and 
THz frequency operation, because they intrinsically 
generate currents at frequencies up to a few times the gap 
frequency of the superconducting material. Low- 
temperature superconductor (LTS) devices are typically 
made from Nb, a refractory metal with a superconducting 
transition temperature Tc of 9 K, and are operated at 4 K. 
Nb junctions have a gap frequency of about 1.4 THz. LTS 
devices have been demonstrated to operate at 8 THz.1 

High-temperature superconductor (HTS) devices, such as 
YBaCuO, have Tc = 90 K, allowing 77 K liquid nitrogen 
operation. HTS devices have demonstrated operation at 8 
THz,2 and with a gap frequency of approximately 15 THz, 
are expected to perform frequency translation functions up 
to at least 30 THz. 

By developing small, lithographically-fabricated devices 
based on Josephson junctions we hope to achieve an 
unprecedented level of stability and reliability over 
previous technologies based on gas lasers and whisker- 
contacted diodes. Lithography also enables the integration 
of multiple devices into circuits in order to perform more 
complex frequency translation functions. LTS fabrication 
technology is well-developed. However, HTS multilayer 
thin-film fabrication is still under development. 

* U.S. Government work, not subject to U.S. copyright. 

Many different devices can be implemented using 
Josephson technology, such as mixers, oscillators, 
detectors, and logic elements. This paper will focus on 
Josephson oscillators and their application to the 
submillimeter (> 300 GHz) and THz frequency regimes. 
We present experimental results from LTS devices that 
were designed to demonstrate the fundamental principles of 
Josephson oscillators at accessible microwave frequencies. 

II. PRINCIPLES OF JOSEPHSON OSCILLATORS 

We use the zero-capacitance, resistively-shunted 
junction (RSJ) model34 to compare Josephson oscillators 
based on single junctions and arrays of junctions. Our 
discussion will be limited to nonresonant junctions, so no 
comments will be made on flux-flow oscillators.5 

Furthermore, we assume lumped arrays having physical 
dimensions smaller than 1/8 of the emission wavelength. 
Finally we assume that ground planes are used with all 
circuits, preventing self-field coupling between devices. 
Within this model, we discuss specific design criteria 
required to achieve impedance matching, high output 
power and narrow linewidth at a given operation frequency. 

A. Single Junctions 

A RSJ is characterized by a critical current Ic and 
resistance R, and is biased with a dc current source I. The 
equations describing a RSJ are 

1 = 
$„ 
2^+ IcSin<|)' (la) 

(lb) 

where <|>(t) is the macroscopic phase difference across the 
junction, O0 = h/2e = 2.07 mV/ THz is the magnetic flux 
quantum, V is the instantaneous voltage across the 
junction, and the overdot denotes differentiation with 
respect to time. 

Equations (1) can be solved analytically. Figure 1(a) 
shows the dc I-V curve of a RSJ. For I < Ic, the junction 
is in the zero-voltage state, while for I > Ic, a voltage 
develops across the junction. In the voltage state, the 
supercurrent Ic sin (j) of a junction oscillates at a well- 
defined fundamental frequency f = Vdc/*0. This ac 
Josephson effect, where the junction supercurrent oscillates 
at 1M>0 = 483 GHz per mV of bias voltage, means that the 
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junction is intrinsically a high-frequency dc-to-ac converter 
and can be used as a voltage-controlled oscillator. 

Fig. 1.    (a) I-V curve of a RSJ.   (b) Harmonic amplitudes Vn 

as a function of bias voltage. 

Figure 1(b) shows the amplitude of the fundamental 
Josephson oscillation and the first two higher harmonics 
as a function of voltage. When the junction is biased at 
voltages greater than the characteristic voltage Vc = ICR, 
the time-dependent voltage is nearly sinusoidal because the 
amplitudes of the higher harmonics Vn (n > 2) are much 
smaller than the amplitude of fundamental. The peak 
voltage amplitude at the fundamental frequency approaches 
a maximum V] = Vc for Vdc > Vc, and the junction 
impedance becomes resistive, Z = R. In order to 
maximize the fundamental power and minimize the 
contribution from harmonics, the characteristic frequency, 
fc = Vc/<1>0, should be fixed at the minimum operating 
frequency and the device should be operated at Vdc > V . 
Under these conditions the rms available power from the 
junction is 

PIT  = 
" c   _ ^c^c 
8R~   8 (2) 

If we assume that all Josephson junction technologies 
have a maximum critical current, then the available power 
is limited by the maximum Ic and the minimum operating 
frequency. Typically it is assumed that Ic is limited to a 
few milliamperes by nonuniform current flow due to self- 
induced magnetic fields.6 The characteristic voltage is 
limited for a given technology by the gap frequency of the 
superconducting material. Typical Nb junctions have a 
maximum characteristic voltage Vc = 2.8 mV. Under 
these optimal conditions, the available power from a 
single junction could approach PJJ = 1 pW for operation 
above 1.4 THz. Lower minimum operating frequencies 
will yield lower power. 

If the junction is coupled to a resistive load RL and Vdc 

> Vc, then the most efficient power transfer occurs when 
the junction and load resistances are matched (R = RL). 
The rms power delivered to this matched load is then equal 
to the available power. Demanding RL = 50 Q. load and fc 

= 1.4 THz limits the critical current to only Ic = VC/RL = 
58 |JA. The power delivered to a matched 50 Q load for 
this example is only 20 nW. In the highest frequency 
demonstration of a single junction Josephson oscillator, a 
tunnel junction delivered 10 nW at 1 THz to another 
junction on the same chip.7 

Many oscillator applications require linewidths 
< 100 kHz. The theoretical linewidth (full width at half- 
maximum power) at the fundamental frequency for a single 
junction is8,9 

Af„ =- 
rcRd

2Si(0) _ /41 MHz\TRd
2 

Q.K    )   R   ' «V -( 
(3) 

where Rd = dVdc/dI is the dynamic resistance of the 
junction, Sj(0) = 4kT/R is the Johnson current noise 
spectral density, k is Boltzmann's constant, and T is 
temperature. With a typical R = Rd = 1 Q. at T = 4 K, we 
obtain a -160 MHz linewidth for a single junction, which 
is too wide for most applications. 

Applications of single junction oscillators have been 
difficult to implement because they have low output power 
(10 nW) and their low (< 1 £2) impedances do not match to 
typical high-impedance loads. In order to achieve useful 
power (> 0.1 mW) and impedance matching, arrays of 
phase-locked junctions are needed for most applications. 
One-dimensional (ID)10-11 and two-dimensional (2D)12"17 

arrays of phase-locked junctions offer potential solutions 
to these problems. When the junctions in an array are 
phase-locked, arrays can provide higher output power with 
narrower linewidths to a matched load impedance. 
However, phase-locking is difficult because of the complex 
dynamics of these multi-dimensional systems. 

B. Phase-locked Arrays 

Arrays of junctions have better impedance matching, 
higher power,  and  narrower linewidth than  single 
junctions.   Figure 2 shows the geometry of a 2D array. 
The array impedance depends on its width and length, M 
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columns each with N junctions in the voltage state. The 
available power from a phase-locked 2D array in the 
sinusoidal operating regime (Vdc > Vc for each junction), 
is proportional to the number of phase-locked junctions, 
PA = MNIcVc/8. The length-to-width ratio can be chosen 
to achieve impedance matching N/M = RL/R, so that the 
power delivered to a matched load is12,13 

pL   _ 
r A 

NMICVC     M
2IC

2RL 
(4) 

With Vc fixed and Ic maximized (2.8 mA for Nb 
junctions), the total power delivered to a matched load is 
proportional to the square of the number of columns, M. 
This gives 2D arrays an additional degree of freedom over 
ID arrays to increase and tune the power delivered to a 
fixed load. For the 1.4 THz minimum operating frequency 
(Vc = 2.8 mV), the power can be tuned to 4.9 mW by 
choosing M = 10 and N = 500 to match the array to a 50 
£2 load. This delivered power is sufficient for both on-chip 
or off-chip applications, and the 5000-junction integration 
is achievable with present fabrication technology. Even 
higher power levels can be achieved by increasing the 
number of junctions accordingly. 

N=3 

1 

r—* A = 4—I 

'.(.    ) :    : c    :: 

:<    : :    : c    :: 

:<     : :    : <    :: 

Fig. 2. Schematic layout of a 4 x 3 array. The crosses depict 
Josephson junctions. The junctionc are connected 
by superconducting wires with inductance. 

For phase-locked arrays of junctions, the linewidth is 
reduced by the total number of phase-locked junctions6-13 

AfA = 
MN' (5) 

Arrays with M = 10 and N = 500 would have a linewidth 
of -33 kHz at 4 K which is sufficiently narrow for most 
applications. 

III. EXPERIMENTAL RESULTS 

The first demonstration of complete phase locking in 
2D arrays was accomplished by using single Josephson 
junctions as on-chip detectors.12"13 Emission was coupled 
from a 2D array to a detector junction through a dc 
blocking capacitor. The capacitor enabled the array and the 
detector junction to be biased independently. When the 
array was biased into the voltage state, emission was 

coupled to the detector causing the detector's intrinsic 
Josephson oscillations to lock to the array's emission. 
This phenomenon is observed in the detector's I-V curve as 
flat voltage steps at voltages Vdc = n3>0f, where f is the 
drive frequency and n = 0, 1, 2, ... is the step number. 
These steps are called Shapiro steps. The number of steps 
and their widths depend on the amplitude of the drive. 

1.5 

> 
ä i 

0.5  - 

- /        /^n=6 

- no emission /        ^   n = 5 

- /        Jn = A 

/      Jn = 3 
_ /      /     T 150 GHz emission 

/        7 

, /      r^XV=\ 

r 1   li /   i    l    i    i    i   i    l    i    i    i    i    l    >   i 

0 0.5 1 

Fig. 3. 
I(mA) 

Detector I-V curve displaying Shapiro steps 

1.5 

Figure 3 shows the detector junction I-V curve for a 10- 
by-10 junction 2D array coherently emitting at 150 
GHz.12'13 Since the 0.4 |iW coupled to the detector 
junction at this frequency agrees with the expected 
theoretical power, all 100 junctions in the array are phase 
locked. This array showed Shapiro steps at voltage 
tunable frequencies ranging from 60 to 210 GHz, 
indicating broad band tunability. 

y 
Reference level = -H4 dBm 

Resolution bandwidth = 10 kHz 

1 Videc > bandvv dth = 11 kHz 

|    5 dB/div. 

\ J V 
,„, Jl"* *V*f JvJfVv^" r* V 

vflVto- l<W^ fcäUv 
!00 kHz/div. 

1     t 1 

Fig. 4.    Emission peak after 100 video averages at 88.844 
GHz showing a -13 kHz linewidth. 

More recently,15 the emission from 10 x 10 arrays has 
been coupled off-chip to room-temperature mixers through 
a fin-line antenna and WR-12 waveguide. A single 
voltage-tunable peak was detected in the frequency range 
from the 53 GHz cut-off frequency of the waveguide up to 
230 GHz. Figure 4 shows an example spectral peak with 
a linewidth of -13 kHz. 

These results were the first off-chip linewidth and 
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power measurements of phase-locked 2D arrays where a 
detailed comparison was made with theory. It was found 
that a stripline resonance in the antenna reduced the array 
dynamic resistance and thereby the emission linewidth [see 
Eq. (3)] from the 2 MHz linewidth expected for a non- 
resonant-coupled array. From 84 to 90 GHz, the linewidth 
varied approximately one order on magnitude. 

IV. CONCLUSIONS 

Josephson oscillators are voltage tunable with potential 
emission at GHz and THz frequencies. LTS 2D arrays 
have demonstrated complete phase locking and narrow 
linewidths over broadly-tunable microwave frequencies. 
HTS technology is desirable for Josephson oscillators 
because the higher intrinsic frequencies would enable 
higher-frequency oscillators. The impact of HTS 
Josephson devices on precision frequency synthesis and 
measurement depends largely upon improvement of HTS 
thin-film fabrication technology. 
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We present an accurate measurement of the dom- 
inant hydrogen atom spin-exchange frequency shift 
cross section at 0.5 K, made using a recirculating cryo- 
genic hydrogen maser. This parameter is sensitive to 
the detailed form of the H-H interaction potentials, 
particularly at large interatomic separations, and thus 
provides a means for testing the accuracy of ab-initio 
potentials. We find A0 = —21.7 ± 2.8 A2, whereas the 
most sophisticated theoretical calculations to date give 
Ä0 = -11.8Ä2. 

Spin-exchange collisions broaden and shift the 
atomic hyperfine transition upon which the operation 
of a hydrogen (H) maser is based, thereby coupling 
fluctuations in the atomic collision rate to the maser 
oscillation frequency /. A key development in the evo- 
lution of modern H masers was the introduction of 
'spin-exchange tuning' whereby / is made insensitive 
to changes in the atomic collision rate by detuning the 
maser microwave cavity in a prescribed manner [1, 2]. 
Tuned in this fashion, state-of-the-art H masers have 
attained frequency stabilities better than 1 part in 1015 

over time periods of several hours [3]. 
The success of the spin-exchange tuning procedure 

relies on the spin-exchange induced frequency shift be- 
ing proportional to the population inversion of the 
masing states within the maser cavity [1, 2, 4, 5]. Sev- 
eral years ago, a careful reexamination of the H atom 
spin-exchange process by B. J. Verhaar and a num- 
ber of collaborators [6, 7] revealed that when hyper- 
fine interactions are properly accounted for, the re- 

sulting frequency shifts actually depend on the de- 
tailed occupancy of the individual hyperfine states of 
the colliding atoms. The implication of this is that 
spin-exchange tuning cannot be as efficient as it was 
once thought to be, particularly at low temperatures 
where atomic collision energies are comparable to the 
hyperfine interaction energy. This prediction is sub- 
stantiated, at least in part, by two recently reported 
experiments, one at room temperature in a conven- 
tional H maser [8, 9], and the other at 0.5 K in a low 
temperature, superfluid liquid helium (^-4He) lined H 
maser [10, 11]. In both cases a frequency shift beyond 
that predicted by classical1 theories of spin-exchange 
was observed. This effect has been interpreted as being 
a direct consequence of hyperfine interactions during 
spin-exchange collisions and we thus refer to it as the 
hyperfine-induced (h-i) frequency shift. We note, how- 
ever, that there are serious quantitative disagreements 
between the experimental observations of the h-i fre- 
quency shift and the most recent theoretical predic- 
tions [6, 7]. These discrepancies must be resolved if 
one hopes to fully understand spin-exchange collisions 
and their influence on the ultimate stability of an os- 
cillating hydrogen maser. 

In this paper we examine the data from the low tem- 
perature maser experiment [10, 11] to extract the dom- 
inant spin-exchange frequency shift cross section Ao, 
which is sensitive to the long range part of the H-H in- 
teratomic potentials [4] yet essentially independent of 
the influence of hyperfine interactions [6, 7] at 0.5 K. 
By comparing theoretical calculations of Ao with our 
experimental result, one obtains a gauge against which 
the accuracy of the theoretical potentials can be mea- 

'Present address: Department of Condensed Matter and 
Thermal Physics, Los Alamos National Laboratory, Mail Stop 
K764, Los Alamos NM 87545, USA. 

'Present address: Schlumberger-Doll Research, Old Quarry 
Road, Ridgefield CT 06877, USA. 

1 We refer to theories which ignore hyperfine interactions as 
being 'classical' only to distinguish them from more complete 
spin-exchange theories [6, 7, 12]. Technically, the approxima- 
tion which is invoked is the degenerate-internal-states or DIS 
approximation. 
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sured. Suitable revisions of the_ existing potentials to 
bring the theoretical value for A0 into agreement with 
experiment should be reflected in a modification of the 
predictions for the h-i frequency shift. Full details of 
the experimental results outlined here have been re- 
ported elsewhere [10, 13]. 

Spin-Exchange Frequency Shifts 

Hydrogen masers traditionally operate on the AF = 
1, Amp = 0 hyperfine transition of the ground elec- 
tronic state of the H atom which occurs at 1420 MHz 
near zero magnetic field. We adopt the notation 
whereby the four hyperfine states of the H atom are 
labeled | a ), | b ), | c ), and | d ) in order of in- 
creasing energy in low magnetic fields, and thus we de- 
note the transition of interest the a-c transition. The 
frequency LJ at which a hydrogen maser operates is 
shifted slightly from the unperturbed a-c transition 
by a number of processes. Collisions with the walls 
of the storage bulb and other one body processes lead 
to a density independent shift and are not of interest 
in the present study. We thus reference all frequency 
shifts to the linewidth independent frequency w0 at 
which radiation is emitted in the limit of zero H den- 
sity and negligible coupling between the atoms and the 
microwave cavity. 

Spin-exchange collisions further shift the oscillation 
frequency of a hydrogen maser via two distinct mech- 
anisms. The first of these is a direct frequency shift 
which is expected to be a function of the distribu- 
tion p of atoms between the | a ) and | c ) states 
[6, 7]. The second contribution comes about as a con- 
sequence of the coupling between the maser cavity and 
the atomic system. Any detuning of the cavity reso- 
nance frequency wc with respect to the atomic transi- 
tion frequency leads to a frequency shift proportional 
to the atomic linewidth T [14]. This effect is generally 
referred to as 'cavity pulling'. In terms of the dimen- 
sionless detuning parameter 

Qt 2Qi 
U) (1) 

where Qt is the quality factor of the loaded microwave 
cavity, this frequency shift is simply 

6u = Ar. (2) 

Since spin-exchange collisions contribute to T, they 
indirectly cause u to be shifted from w0 via cavity 

pulling.   For convenience we write T as the sum of 
two broadening terms 

r = r„ + rc (3) 

T0 includes all contributions to the linewidth which do 
not depend on the atomic density while Tc contains all 
collision dependent contributions. Note that in the low 
density regime relevant to H masers, one fully expects 
rc to be proportional to the H atom density n. 

The combined frequency shift due to spin-exchange 
and cavity pulling (i.e. the offset 6u> between w and 
w0) for an oscillating H maser can be written2 [6, 7] 

6u= [A + /?A0(1 + A2)]r-OTC (4) 

where the parameter ß characterizes the coupling be- 
tween the atoms and the cavity, ß is given by 

ß = 
4v 

ßoVQlh (je + Jp) 
(5) 

where v is the thermally averaged relative speed of 
the colliding atoms, r) is the magnetic filling factor for 
the storage bulb within the confines of the microwave 
resonator, and -ye and jp are the gyromagnetic ratios 
for the electron and the proton respectively. 

The two spin-exchange parameters X0 and ß which 
appear in equation 4 can in principle be accurately 
calculated from the interatomic potentials. A~o is the 
thermally averaged spin-exchange frequency shift pa- 
rameter common to both the classical and the fully 
quantum mechanical spin-exchange theories; it is the 
parameter upon which we focus our attention in the 
current article. In the degenerate-internal-states (DIS) 
approximation where hyperfine interactions are ne- 
glected, A0 is given by the thermal average of [4] 

An = 
2P 

J2 (2l+l)Sm[2(m
T-Vl

s)]      (6) 
l even 

where r)is and ■qir are the phase shifts for scattering 
from the singlet and triplet H2 potentials, evaluated at 
the collision energy of two atoms in their centre of mass 
frame, and the summation is taken over even angular 
momentum states. While the inclusion of hyperfine in- 
teractions fundamentally alters the rotational symme- 
try of the scattering problem, A0 remains essentially 
unmodified at 0.5 K. It should thus provide a good 
probe for the interatomic potentials. 

The other parameter, O, which appears in equation 
4 is the dimensionless h-i spin-exchange frequency shift 

2In writing equation 4 it is implicitly assumed that the only 
contribution to Tc is that due to spin-exchange. 
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parameter which comes about as a direct consequence 
of the inclusion of hyperflne interactions during spin- 
exchange collisions. In the DIS approximation ft is 
identically equal to zero and therefore there exists a 
cavity tuning A' » -ßXo for which the maser oscilla- 
tion frequency becomes independent of the full atomic 
linewidth T: this is the classical spin-exchange tuning 
criterion [1, 2]. Note that in fact the frequency shift 
Sui is predicted to be equal to zero under these condi- 
tions. For ft ^ 0, it is not possible to decouple 6ui from 
T to the same extent. One can define_a modified spin- 
exchange tuning criterion A" » -(ß\0 - ft) for which 
8w is independent of the collision dependent part of the 
linewidth rc, however, u remains offset from w0 by a 
residual frequency shift Su = Q,T„. Unfortunately ft is 
expected to be a complicated function of the hyperflne 
level populations thus making it a difficult parameter 
to stabilize in an oscillating maser. T„ is likewise a pa- 
rameter over which one has only imperfect control. In 
practice it turns out that ft is small enough at room 
temperature that spin-exchange tuning is indeed an 
efficient means for enhancing the stability of a hydro- 
gen maser. Of concern for the operation of cryogenic 
hydrogen masers (CHM's) below 1 Kelvin is the fact 
that ft is considerably larger; this situation poses a 
real limitation to the ultimate stability one can hope 
to achieve with a CHM. As previously mentioned, re- 
cent measurements of ft are inconsistent with theory. 

Experimental Approach 

There is an extensive literature describing the design, 
operation, and characterization of hydrogen masers 
[15]. Our studies have been performed using a 
CHM designed and built at the University of British 
Columbia (UBC) [16, 17, 18]. This device utilizes a 
superfluid film of £-4Re to suppress the adsorption of 
H atoms to cold surfaces, and has been successfully 
operated over the temperature range 230 mK to 660 
mK. Its design is unique in that it makes use of the 
very long recombination lifetime of a gas of H atoms 
at low temperatures and densities. Rather than elim- 
inating 'spent' atoms which leave the storage bulb of 
the maser, these atoms are manipulated with dc mag- 
netic field gradients, inverted using microwave fields, 
and re-injected into the storage bulb. Furthermore, 
the use of a low temperature discharge source of H 
atoms [19] allows one to operate the entire device at a 
relatively uniform temperature, thereby avoiding nu- 

merous technical difficulties associated with refluxing 
4He atoms driven by temperature gradients [20]. 

For the work described here, the 1420 MHz res- 
onator of the UBC CHM was outfitted with an elec- 
tronic tuning system [10, 13] which allows highly re- 
producible and independent changes to be made to 
the tuning and the quality factor of the resonator. 
Measurements of the maser oscillation frequency were 
made as a function of Q, A, and the H atom density 
in the storage bulb, and compared to the density inde- 
pendent oscillation frequency w0. The H atom density 
was determined by measuring the amplitude of a free 
induction decay (FID) response to a 7r/2 magnetic res- 
onance tipping pulse at the a-c transition frequency af- 
ter suppressing maser oscillations. w0 was obtained by 
extrapolating the frequency of the FID to zero density. 

An essential part of the experiment is the ability to 
measure the tuning of the resonator. Due to techni- 
cal constraints it was necessary to measure both the 
tuning and the quality factor of the microwave res- 
onator by injecting a swept frequency signal and ob- 
serving the cavity response in reflection. This tech- 
nique is inherently susceptible to distortion induced by 
standing waves in the external circuitry, particularly 
in a cryogenic environment. Rather than rely solely 
upon these measurements we have employed an alter- 
nate means for determining A. Relative changes in 
A are accurately determined from magnetic resonance 
experiments by examining the initial phase <j> of a FID 
with respect to the phase of the local oscillator used to 
generate the tipping pulse. <j> is proportional to small 
changes in A [10,11, 13]; by monitoring changes in </>, a 
measure of changes in the cavity tuning as experienced 
by the radiating atoms is obtained. The result is not 
sensitive to standing waves in the external circuitry. 

Examination of equation 4 shows that a residual fre- 
quency shift 8u = ß\oT0 remains even in the limit of 
zero cavity detuning and negligible collisional broad- 
ening (i.e. n —> 0). This shift should drop to zero as 
the quality factor of the maser resonator is increased 
such that ß —*■ 0. If, however, a small offset Ao exists 
between the measured and the actual cavity detunings, 
a residual frequency shift 6UJ = — AoT,, remains even 
in the limit ß —> 0. The presence of such an offset 
can be determined by measuring the frequency shift 
8uj of the maser as a function of Q~l near A = 0 and 
extrapolating to Q_1 =0 and n = 0. As an illustra- 
tion of this procedure, we show the data in figure 1. 
In this particular example, neglecting terms in A2, we 
find a residual shift of -27.5 ±3.4 mHz. From a subse- 
quent determination of r„ (described in the following 
section), which to first approximation depends only on 
relative changes in A, one can obtain a self consistent 
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measurement of Ao and hence the absolute resonator 
detuning. 

Frequency Shift Cross Section 
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Figure 1: An example of the shift 6f = SU/2TT of 
the maser oscillation frequency measured with respect 
to the density independent frequency f0 = w0/27r and 
shown as a function of the inverse quality factor Q of 
the 1420 MHZ resonator near A = 0. Extrapolation of 
the data to Q_1 = 0 yields a residual frequency shifi 
of —27.5 ± 3.4 mHz which is interpreted as being due 
to an offset Ao between the measured and the absolute 
resonator tuning. The uncertainty in each data point 
is of order one or two mHz. 

The final component of our measurement of Ao is 
an accurate determination of the coupling parameter 
ß which is given by equation 5. The velocity v is set by 
the storage bulb temperature which was maintained at 
0.500(3) K throughout all phases of this experiment. 
This leaves r) as the only yet undetermined parame- 
ter upon which ß depends. Our measurement of r\ 
involves the use of a perturbation technique wherein 
the storage bulb is alternately filled with liquid O2 
(which is paramagnetic) and liquid Ar [10, 21]. In 
both cases the resonant frequency wc of the 1420 MHz 
resonator is shifted from the frequency of the empty 
storage bulb/resonator configuration. The fact that 
the dielectric constants of these two liquids are very 
nearly the same allows one to separate out the mag- 
netic and electric contributions to the frequency shift, 
and hence to deduce 77. 

A typical example of the measured dependence of the 
maser frequency shift 8u on the H atom density within 
the storage bulb is plotted in figure 2. A linear extrap- 
olation of the data to zero density leaves a residual fre- 
quency shift of about -22 mHz. Note that this quantity 

-0.20 

-0.22 

-0.28 - 

-0.30 

H density (1012 cm"8) 

Figure 2: An example of the density dependence of 
the maser oscillation frequency measured at constant Q 
and A. Extrapolation of the data to zero density yields 
a residual frequency shift which does not depend on the 
absolute calibration of the hydrogen density and which 
can be used to extract the spin-exchange frequency shift 
cross section Ao (see figure 3). The uncertainty in each 
data point is of order one or two mHz. 

does not depend upon the absolute calibration of the 
H atom density. Examination of equation 4 indicates 
that the residual shift so obtained is given by 

lim du 
n->0 

[A + /3A0(1 + A2)]ro (7) 

from which both A0 and Y0 can be determined. The 
residual frequency shift taken in the limit of zero H 
atom density has been plotted as a function of the 
absolute resonator tuning in figure 3 along with a fit of 
equation 7 to the data. The slight negative curvature 
indicated by the fit is significant and indicates that 
AQ < 0. We note that to first approximation the value 
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of r„ determined in this manner is independent of the 
absolute cavity detuning. The absolute cavity tuning 
was in fact determined from a self consistent evaluation 
of data such as that shown in figure 1 and figure 2. The 
fit to the data shown in figure 3 yields a spin-exchange 
frequency shift cross section A0 = —21.7±2.8 Ä2 where 
the error includes all experimental uncertainties. 

U.l —'—i—r—l '"   '     '     1     ■ 1 1 1 1 1 T-    |       l       ■       ■ 
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Figure 3: The residual frequency shift Sf taken in the 
limit of zero H atom density as described in figure 2, 
plotted as a function of the absolute resonator tuning. 
The solid curve represents a fit of equation 7 to the 
data. Both Ao and T0 are determined from this fit. 
Note that the result for T0 depends primarily on rela- 
tive changes in A and thus can be used in conjunction 
with data such as that shown in figure 2 to provide a 
measure of the absolute resonator tuning. The exper- 
imental uncertainty in each datum is too small to be 
indicated on this scale. 

K over which satisfactory agreement between theory 
and experiment is obtained [23, 24, 25]. Also shown in 
figure 4 (dashed curve) is an earlier calculation of A0 

[26] based on slightly less accurate potentials.3 The 
difference between these two predictions gives some 
indication of the sensitivity of the calculation to the 
detailed form of the potentials which are used. Note 
that the difference between the theoretical values for 
Ao as calculated in the DIS approximation and using 
the fully quantum mechanical theory of Verhaar et al. 
[6, 7] is negligible on this scale. 
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Figure 4: A comparison of the spin-exchange frequency 
shift cross section Ao measured as outlined in this ar- 
ticle with the most sophisticated theoretical calculation 
of this parameter to date (full curve) [6, 7]. An earlier 
calculation of XQ (dashed curve) [26] based on less ac- 
curate potentials is included to give the reader a feeling 
for the sensitivity of the calculated result to the details 
of the potentials. 

Concluding Remarks 

Our experimental result for Ao has been plotted in fig- 
ure 4 along with what is to date the most accurate cal- 
culation of Ao (full curve) from the known H-H inter- 
atomic potentials [7, 22]. The theoretical cross section 
is roughly half the experimental value and lies well be- 
yond the experimental uncertainty. This situation is in 
marked contrast to the temperature range 77 K to 363 

The principle uncertainty in our experimental de- 
termination of Ao is due to the uncertainty in the ab- 
solute resonator tuning. Care was taken, however, to 
establish Ao in a manner which makes it insensitive 
to standing waves in the external circuitry. Further 
measurements reported in [10, 13] indicate that our 
determination of Ao is fully consistent with a mea- 
surement of the A dependence of the power output of 
the maser. 

3 Further improvements have been made to the relevant po- 
tentials since the calculations of Verhaar et al. [27], 
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The question remains as to whether the rather large 
discrepancy between theory and experiment is caused 
by inaccuracies in the interatomic potentials used for 
the theoretical calculations, or by some fundamental 
or systematic process which has not been accounted 
for in the analysis of the experimental data. From the 
latter perspective, a determination of A0 (as well as Q) 
by an alternate means is certainly desirable. 
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Abstract 

We have constructed and are evaluating an atomic 
hydrogen maser that oscillates at temperatures ranging 
from 8.5 to 11.5 kelvins. The principal scientific purpose 
for which the maser was constructed is to study the effects 
of hyperfine interactions during collisions on the radiative 
frequency shifts produced by the collisions. An equally 
important technological objective is to explore the 
reductions of short term frequency fluctuations postulated 
for low temperature operation. Our maser oscillates 
strongly using atomic beam intensities about 1012 state 
selected atoms s-1, with output power (at temperatures 
above 10 K) essentially undiminished by collisions 
between atoms or with the storage surface. Preliminary 
frequency measurements indicate that the short term 
stability of our cryogenic maser is at least as good as the 
measurement limitations imposed by the short term 
frequency stability of the conventional hydrogen masers 
that we use as frequency references. 

Motivation 

Room temperature hydrogen masers are the most 
stable frequency source for periods from a few seconds to a 
few hours1. The engineering and design of the best of 
these masers is such that their stability over these periods 
is limited by the ratio of the maser power to thermal noise 
in the maser's microwave cavity and the receiver 
electronics. Since maser power is in turn limited by spin- 
exchange collisions between hydrogen atoms in the 
microwave cavity2, the dramatically smaller spin-exchange 
cross sections at cryogenic temperatures3 offer the 
possibility of greatly increased maser power, which would 
contribute to greater frequency stability via a larger signal- 
to-noise ratio. With other benefits of cryogenic operation, 
such as less thermal noise in the microwave cavity, 
decreased dependance of material properties on temperature, 

and the possibility of using ultra low-noise cryogenic 
preamps, cryogenic masers have been predicted4 to be 
capable of Allan variances as low as 2xl0~18 of the output 
frequency. This is two to three orders of magnitude more 
stable than the best room temperature masers1. 

However, work done by Verhaar and collaborators3^ 
at Eindhoven suggests that this performance may be very 
difficult to achieve. As temperature declines, the duration 
of atomic hydrogen collisions in the maser becomes 
greater, and the phase of the radiation emitted by an atom 
after a collision (relative to the radiation emitted before the 
encounter) is predicted to become increasingly dependent 
on the hyperfine state of the colliding atom. This process 
can be parametrized in terms of six cross sections, three of 
which lead to shifts in frequency, and three which broaden 
the atomic line. The effect of these cross sections is 
predicted to couple the maser frequency to the atomic 
density and hyperfine level population in the storage 
region in a non-linear manner, defeating the usual spin- 
exchange tuning procedure6 which renders the maser 
frequency independent of density. 

Thus, there are two major questions that we will 
address with this research. The technological question is 
whether the technical difficulties of low temperature 
operation can be surmounted, and the potential stability 
improvements of cryogenic masers can be realized. The 
scientific question is whether the Eindhoven group's 
theory accurately describes atomic hydrogen collisions and 
their effect on the maser frequency. 

Apparatus 

In order for any maser to oscillate, the interior of the 
storage region of the maser must be coated with some 
material that has a sufficiently low binding energy for 
hydrogen, as compared to the kinetic energy of the 
hydrogen atoms. Room temperature masers have for many 
years used copolymers of Teflon as a coating material. 
Masers made with these coatings cease to oscillate at 
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about 50 K 7, as the atoms spend more and more time 
adsorbed upon the wall and relaxation broadens the atomic 
line. To proceed lower in temperature, some material with 
a smaller binding energy is needed. The forces responsible 
for the binding energy between hydrogen atoms and the 
coating are termed van der Waal's forces, and stem from 
dipole-dipole and higher multipole forces. Coatings with 
the smallest binding energies will have the smallest 
polarizabilities, and the least polarizable of atoms are the 
inert "gases": helium and neon have so far been used as 
coatings for low temperature storage regions. 

An additional issue in cryogenic masers is the 
considerable vapor pressure of the coating material. Atoms 
that evaporate from the coating scatter hydrogen atoms out 
of the incoming beam and reduce the achievable density. 
Collisions between gas phase coating atoms also shift the 
frequency of the maser, in proportion to the rate of 
collision. In addition, the longer a hydrogen atom spends 
adsorbed on the surface, the greater the phase shift the 
radiating atom picks up due to perturbation of the 
hyperfine transition by the nearby surface. This leads to 
the "wall shift" of the maser frequency, which becomes 
greater as temperature decreases. Since the magnitude of 
the vapor shift increases with temperature (with the vapor 
pressure), if the wall and vapor shifts have the same sign, 
then there will be a temperature at which the sum of the 
wall and vapor shifts will not depend on temperature. This 
is the most desirable temperature regime to operate a 
cryogenic maser, where the maser frequency is independent 
of temperature to first order. 

Cryogenic masers have achieved self-sustained 
oscillation with superfluid 4He coatings around 0.5 K 
8,9,10, and solid neon about 10 K U. Our maser uses a 
solid neon surface, and was based on a successful 
prototype version11. The first neon surface maser 
experienced self-sustained oscillation between 8.5 K and 
UK, but was designed for adjustability, rather than 
stability, and had poor thermal control and temperature 
uniformity across the atom storage region. 

Design 
The current version (see Figure 1) was designed to 

address the thermal problems in the prototype. The 
vacuum vessels containing the maser are immersed in a 
liquid nitrogen bath (at 77 K), and the microwave cavity 
and storage region are cooled to operating temperature by 
cold helium gas continuously transferred from a liquid 
helium storage dewar through a coldplate. Vacuum is 

maintained within the maser by charcoal cryopumps, 
which are also cooled by continuous helium gas transfer. 
Hydrogen gas enters a liquid nitrogen cooled RF discharge, 
which dissociates the molecules into atoms. The atoms 
effuse from a 2 mm diameter hole in the dissociator, and 
those atoms in the upper two hyperfine states are focussed 
into the storage region by a hexapole magnet. The storage 
region is formed by the interior of a cylindrical sapphire- 
loaded microwave cavity, whose TEQH mode is tuned to 
the hyperfine transition frequency. Assuming negligible 
loss on the surface of the storage region (and the 2 mm 
diameter of the storage region entrance), atoms entering 
the storage region bounce randomly inside the cavity for a 
little more than a second before encountering the orifice at 
the top and exiting. 

Temperature Control and Uniformity 
Temperature control of the storage region is 

important because of the variation of wall+vapor shift 
with temperature. For a solid neon surface, the wall+vapor 
shift is negative, and its absolute value reaches a 
minimum of about 1 Hz at a temperature near 11.5 K 12; 
if the maser is not operated at this temperature, then 
changes in temperature are coupled directly to changes in 
maser frequency. For example, at 10 K, a change of 
temperature of 1 mK will change the maser frequency by 
about 1 mHz (7xl0"13 of the maser frequency). 

The temperature of the storage region is measured by 
four germanium resistance sensors (Lakeshore Cryotronics 
series GR-200) mounted on the exterior of the copper 
cavity enclosure. These sensors are repeatable to 1 mK, 
and as read by the ohmmeter in the LakeShore DRC-93C 
Controller, have a resolution of 0.2 mK. The temperature 
of the enclosure is regulated by a bifilar heater wound on 
the cavity enclosure, operating in a feedback loop with a 
sensor and the controller. The temperature stability of the 
enclosure is at worst 0.2 mK, limited by the resolution of 
the digital sensor readout. 

Uniformity of the temperature inside the cavity is 
enhanced by the thermal conductivity of the sapphire 
dielectric, which with the neon coating forms the storage 
region. The thermal conductance of the sapphire is more 
than 1000 times that of the copper enclosure, ensuring 
that temperature gradients along the length of the sapphire 
will be more than 1000 times smaller than the observed 
gradient of 0.3 K along the copper enclosure. Such a 
gradient would add less than 0.1% to the atomic linewidth, 
even at the suboptimal operating temperature of 10 K. 
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Figure 1. Cryogenic hydrogen maser. 
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Operation 

The toughest technical challenge in running the neon 
surface maser may be in forming the neon surface coating. 
The goal is a smooth, uniform surface coating all surfaces 
accessible to the hydrogen atoms in the storage region. 
Investigations exploring the properties of two-dimensional 
electron gases on solid neon surfaces13 reveal that 
atomically smooth neon films can be formed by cooling 
from the neon triple point (325 Torr, 24.56 K) to 10 K 
over a period of hours. Neon laid down faster than a few 
(tm/hr has a rough, "hoarfrost" appearance, with chambers 
and crevices that can trap hydrogen atoms and cause them 
to lose radiative coherence with the rest of the atoms in 
the storage region. Also, a rough surface smoothes out 
over time, as atoms on sharp edges redistribute themselves 
to lower energy sites on flat areas. Since the magnitude of 
the wall shift is directly proportional to the storage 
region's surface area, changes in surface roughness are 
immediately coupled to the maser frequency. For example, 
at 10 K, a decrease of the coating surface area by 0.1% 
will increase the maser frequency by 1 mHz. 

Unfortunately, design restrictions have led to a maser 
not ideally suited to forming atomically smooth neon 
surfaces in the manner of the 2-D electron gas 
experiments. Because the magnet can (see Figure 1) is 
directly connected to the storage region, the magnet can is 
filled with neon to the same pressure as the storage 
region. As the storage region is cooled, neon condenses 
onto the storage region surface, the vapor pressure of the 
neon drops, and neon gas flows from the magnet can, 
through the 2 mm orifice, and into the storage region. 
However, flowing neon gas can plug the orifice below 20 
K, which precludes maser operation. To avoid this, we 
pump on the magnet can as the storage region is cooled, 
regulating the pumping rate so that the magnet can 
pressure matches the vapor pressure of neon at the 
temperature of the storage region. In this way, we avoid 
flow through the orifice, and the consequent plugging of 
the cavity. However, with this manual procedure it is 
difficult to avoid occasionally pumping too fast, which 
may degrade the uniformity of the surface (see below). 

Another consideration in surface formation is 
uniformity. We measure the thickness of the neon coating 
by monitoring the shift in the microwave cavity's 
resonant frequency, about -500 Hz/urn. This method is 
sensitive only to the average neon thickness on the 

vertical curved surfaces of the storage region, because of 
the TEQH electric field line configuration, and so the 
cavity monitor cannot tell if there are thin spots in the 
neon coating. This is important because of the probable 
presence of paramagnetic impurities in our sapphire: while 
pure AI2O3 is water-clear; our sapphire is pink, indicating 
the presence of chromium. Early attempts to operate the 
maser exhibited excessive relaxation and failed to achieve 
self-sustained oscillation with thin (10 Jim) neon surfaces, 
because (we believe) the hydrogen atoms got too close to 
the sapphire impurities. This experience parallels a similar 
problem seen with a bare sapphire cavity briefly used in 
the SAO (Smithsonian Astrophysical Observatory) 
helium surface maser14. To more strictly segregate the 
hydrogen atoms from the paramagnetic sapphire, we now 
deposit 70 |Jm coatings, which however may be rougher 
than the thinner surfaces15. If the neon coating is not 
uniformly thick, due to unanticipated thermal gradients, or 
the erosive action of the atomic beam, then atoms striking 
thin spots will experience additional relaxation. 

Results 

The primary predicted advantage of low temperature 
masers over room temperature versions is their potential 
for higher maser power before being limited by spin- 
exchange. Currently, the maximum atomic flux of 1012 

atoms/sec (about 1% the flux attained by the prototype 
neon maser) limits the maser to a power output 
comparable to room temperature masers (-95 dBm). 
However, we can perform a "proof of concept," and show 
that higher beam intensities (once achieved) will produce 
more power. 

We examine this issue by observing the amplitude 
transient after a perturbation of the oscillating maser. We 
can introduce this perturbation in one of several ways: for 
example, by instantaneously increasing the RF power to 
the hydrogen dissociator, or by suddenly turning off a 
signal sent to the cavity at the Zeeman frequency, which 
depopulates the upper masing state. After the perturbation, 
the maser output recovers to its new, higher level. If the 
fractional change in maser amplitude e is small, then the 
recovery to the new level will be governed by16 

d? 

1   de     „,, 
(1) 
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where T\ is the level population relaxation time, and bs is 
the steady-state Rabi frequency, a measure of the 
microwave field amplitude in the cavity in angular 
frequency units: 

b^m^iBXJh. (2) 

Here (Bz)b is the vertical component of the microwave 
field amplitude averaged over the storage region, jUB is the 
Bohr magneton, and h is Planck's constant. 

For high levels of oscillation, Equation 1 has a 
damped sinusoidal solution 

-I ITT 
£=Ae      'sinCoy + (j>) 

with 

tf =— +- m 

(3) 

(4) 

Thus, the transient dies away with time constant 2T\, and 
its frequency is related to the microwave amplitude in the 
cavity. An example of an amplitude transient in the 
cryogenic maser is shown in Figure 2. 

0.97 
0.0  0.5  1.0   1.5 2.0  2.5 3.0  3.5  4.0 

Time (sec) 

Figure 2. Normalized amplitude versus time for an 
amplitude transient at 11 K, along with the fit to an 
exponentially damped sine. 

We may take as a figure of merit the quantity 
(fcsTi)2, which compares the level population relaxation 
rate 7y!(due to spin exchange and any other source) to the 
maser power output (proportional to the energy in the 
cavity and thus to bs

2). A good (bsT{ft value for a high 
power room temperature maser might be 1; even with a 
relatively low flux of 1012 atoms/sec, the amplitude 
transient of Figure 2 gives (bsTi)2 = 8.3. This shows that 
once higher flux levels are achieved in this maser, we will 
indeed be able to capitalize on the small low temperature 
spin-exchange relaxation rate to produce high maser 
power. 

Another encouraging sign was the observation in 
an early maser run that at low atomic densities, the 
linewidth was close to that expected from the geometric 
lifetime (Figure 3). With an extrapolated zero-power 
linewidth of 0.4 Hz, and given the 1.3 second bottle 
residence time, the coherent lifetime of atoms (due to 
relaxation at the neon storage coating) must be about 2 
seconds. 
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0.20 

° atomic linewidth (Hz) 
■ geometric linewidth (Hz) 

0     20    40    60    80   100   120  140 
Maser power at 11.002 K (fW) 

Figure 3. Maser power versus linewidth. 

The chief problem experienced by the maser is a 
persistent frequency drift. This drift may be either positive 
or negative, and it ranges from 0.1 to 100 nHz/sec 
(.35xl0"15/sec to 71xl0~15/sec of the maser frequency), 
more than ten thousand times faster than good room 
temperature masers without active cavity tuning. The 
problem has been worse in recent runs, and has been 
associated with a larger wall+vapor shift, along with 
increased binding energy of hydrogen atoms to the wall 
(manifested by a higher minimum temperature for self- 
sustained oscillation). 
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Figure 4. Relative frequency change in the maser for 
three different H2 flow rates, as a function of time. 

Figure 4 illustrates that the drift rate depends on 
the molecular hydrogen flow rate into the dissociator. 
Shown is the frequency of the cold maser (relative to a 
room temperature reference maser) versus time for three 
different flow rates. The increased drift at high flow rate is 
due either to contamination of the surface by impurities 
from the hydrogen discharge, or damage or thinning in the 
neon coating. Both would be expected to scale with flow 
rate. 
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5. Frequency residuals after removal of linear drift. 

Clearly, with this frequency drift problem, the 
frequency stability of this device does not constitute an 
improvement over current maser standards. However, by 
making the mild assumption that the frequency changes 
linearly with time, we can consider the frequency residuals 
about that line to gain some idea of the "intrinsic" 
stability of the maser. A plot of this kind (Figure 5) gives 

residuals comparable to those obtained using two of our 
room temperature masers. 

Future Directions 

We plan to make substantial changes in the 
maser soon. The first change will be to insert a quartz 
liner into the storage region, to keep the hydrogen atoms 
further away from the paramagnetic sapphire impurities, 
without requiring the use of a thick neon coating. When 
installing the liner, we will widen the orifice to reduce the 
probability of plugging the opening with neon; this will 
give us a great deal more latitude in how we form the 
surface. We may also cool and temperature control both 
the bottom of the copper cavity enclosure and the top; this 
would reduce the already small (predicted) temperature 
gradient along the length of the sapphire still further. 

Assuming the modifications are successful, we 
will go on to measure the frequency shift cross-sections, 
and compare them to the predictions of the Eindhoven 
group. 
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Abstract 

We describe a system for worldwide preci- 
sion time transfer between ground-based clocks 
and a satellite-borne clock, using laser pulse 
timing. .The system is designed to compare 
time between earth and space clocks with a 
precision of 100 ps or better, and will be tested 
as part of the NASA/SAO Hydrogen Maser 
Clock experiment, which is currently under 
construction. 

Time Transfer Technique 

As part of the NASA/SAO Hydrogen Maser 
Clock (HMC) experiment, we have developed a 
system for high-precision time transfer between 
space-borne and earth-based clocks, using laser 
pulse timing. When used with a hydrogen 
maser in an earth-orbiting spacecraft, this tech- 
nique promises time comparisons with a preci- 
sion of 100 ps or better worldwide. The HMC 
experiment will test this system, together with 
an active hydrogen maser designed for use in 
space, for a period of approximately six months 
on a spacecraft with an altitude of about 500 
km. 

In this system, time kept by a clock located 
at an earth-based laser ranging station (LRS) is 
compared with the space clock's time by mea- 
suring the arrival time of a laser pulse at the 
spacecraft in terms of both the space and earth 
time scales. A laser pulse transmitted from the 
LRS is detected at the spacecraft and its arrival 
time ts is determined in terms of the space 
clock's time by a high-speed electronic interpo- 

lation circuit called an event timer. The pulse is 
also reflected by a retroreflector array mounted 
on the spacecraft and is received at the LRS as a 
return pulse. Its transmission and return times, 
tie and t2e, are measured in terms of the earth 
clock's time by an event timer located in the 
LRS. The time difference At between the earth 
and space clocks is then given by At = ts - (tie 

+ t2e)/2. 

The main components of the time transfer 
system, which are shown schematically in 
Figure 1, are the retroreflector array; a fiber-op- 
tic light collector mounted on the retroreflector 
array; a photomultiplier tube and preamplifier; 
and the event timer, consisting of a constant- 
fraction discriminator and a high-resolution time 
interpolator. These components, as designed 
for the HMC experiment, are described below. 

Retroreflector Array 

The HMC retroreflector array consists of 20 
fused silica cube corners, each 1 cm in diame- 
ter, mounted in a hemispherical base. This 
shape provides a hemispherical field of view, 
permitting reflections independent of spacecraft 
attitude. (Two reflector arrays mounted on 
opposite sides of the spacecraft provide 
complete spherical coverage.) The use of a 
relatively large number of small reflectors 
confers three advantages: (i) velocity aberration 
is accounted for by diffraction by the reflector's 
entrance pupil, allowing the reflecting surfaces 
to be manufactured with a dihedral angle of 
exactly 90°; (ii) the array can be made compact, 
approximately 6 cm in diameter, reducing the 
variation in centroid as a function of viewing 
angle; and (iii) the array's far-field intensity 
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pattern is uniform with angle, minimizing return 
intensity variations measured at the LRS. 

Fiber Optic Light Collector and Photodetector 

Laser pulses impinging on the retroreflector 
array are brought to a photomultiplier tube by 
an omnidirectional fiber optic light collector. 
The collector consists of a 22-cm long bundle 
of 127 optical fibers, each 200 Jim in diameter. 
At one end of the bundle the fibers are splayed 
out into a hemispherical pattern and inserted 
through holes drilled in a 1.5-cm diameter 
hemispherical shell, as shown schematically in 
Figure 2. The fibers are epoxied in place within 
the shell, which is mounted at the apex of the 
retroreflector array. The other end of the fiber 
bundle connects to a photomultiplier tube 
(PMT) that detects the laser pulses. A fo- 
cussing lens and a neutral density filter, located 
between the bundle and the PMT focus and at- 
tenuate the light, and a narrow-band interfer- 
ence filter eliminates ambient light away from 
the laser's 532 nm wavelength. A PMT was 
chosen as the photodetector because it has a 
large cathode area, which simplifies coupling 
the fibers to the detector, and a high gain that 
can be varied over a wide range, allowing ad- 
justment to varying pulse intensities. The uni- 
formity of the retroreflector array's return pat- 
tern with angle means that the distance offset 
between the light collector's centroid and the ar- 
ray's centroid is a function only of the incoming 
laser pulse's polar angle, and is independent of 
azimuth; this property simplifies the correction 
for spacecraft attitude. 

Event Timer 

The time transfer system's ability to resolve 
sub-nanosecond intervals results from a high- 
precision space-qualified event timer developed 
at the Los Alamos National Laboratory that is 
capable of timing with a resolution of 10 ps. 
The output pulse from the PMT is amplified by 
a preamplifier and sent to a constant-fraction 
discriminator (CFD), which produces a pulse 
whose shape is to largely independent of the in- 
put pulse amplitude [1-3]. This property of the 
CFD reduces the systematic variation in trigger- 
ing time, called time walk, that would otherwise 
result from the orders-of-magnitude variation in 

arriving laser pulse intensity that can result from 
changes in atmospheric conditions and in 
spacecraft attitude and altitude. 

The CFD's output pulse goes to a time in- 
terpolator[4,5],which is a combined digital and 
analog circuit that interpolates the 100 MHz 
clock signal provided by the spacecraft's hy- 
drogen maser. When a pulse triggers the time 
interpolator, a capacitor is charged by a constant 
current L, until the next clock edge arrives. The 
capacitor is then discharged by a second con- 
stant current Id = -Ic/1000, and the discharge 
time is measured in terms of clock periods. By 
this technique the interpolator divides the 10 ns 
clock period into 1000 "bins", providing 10 ps 
resolution. 

We have built and tested brassboard ver- 
sions of the photomultiplier and event timer cir- 
cuits. The interpolator's integral linearity, 
which is a measure of the total timing error for 
any bin compared to a perfectly linear interpola- 
tor, is less than 10 ps, with test-to-test re- 
peatability of less than 1 ps. 
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Abstract 

An electron microscopical study of PTFE coatings 
of H-maser's storage box revealed a well pronounced 
morphology comprising from lathlike overlapped PTFE 
crystals that were suggested to act as the traps for active 
H-atoms. If was found that they were formed at any 
regime of sintering with subsequent annealing or 
quenching of the coatings irrespective of the change in 
their sizes. The latter was supposed to be one of the 
reason of the poor reproducibility of the H-maser 
frequency. The possible absorption of H-atoms and 
residual gases from H-maser vacuum system by a 
storage box surface, as well as the organic and 
inorganic impurities, surfactants, radicals and chain 
cilic on the surface can also lead to formation of the local 
active recombination centers of H-atoms. These result 
in reducing H-maser life time and widening its spectral 
line. The novel technique of the fluorine-based gaseous 
monomers is developed. The coatings comprise the 
crosslinked non-crystallizable polymer networks with 
the enhanced resistance to the deteriorating action of 
H-atom bombardment. 

The coating produced by the proposed technique 
are better reproducible due to simplicity in controlling 
discharge regime by relevant equipment and possibility 
fast determining chemecal content with the help of XPS 
and FTIR. The use in an operating H-maser the 
coatings produced from glow-discharge in 
perfluorkerosene and C4F8 atmosphere demonstrated 
their promising properties in the working condition 
under the action of high irradiation closes. 

Introduction 

Accuracy parameters of GLONASS as well as its 
reliability and duration of self contained operation are 
directly dependent on stability of frequency standards 
installed space vehicles onboard. The topical problem 
is to reach the daily frequency instability 10 - 10"15 

onboard. One of the way to solve this problem is 
developing H-maser onboard. There are, however, 
some difficulties, e.g. poor controlled change in shift 
frequency at quasy-adiabatic collisions of H-atoms 
with a wall storage box. It is one of factors limiting 
H-maser long term stability. The wall shift of H-maser 
frequency is a consequence of superfine structure 
perturbation of H-atoms at their collision with the 
surface of the fluorine-based coating. It is determined 
by pair interaction Lennard-Johnes potential (depth of 
potential well H->CF2, concentration of CF2 groups, 
sound velosity, absorption heat, thermal coefficient of 
accomodation and that of heterogeneous 
recombination) i.e. it is primarily determined by a 
surface state. The ideal coating of storage box should 
be homogeneous, stable to the action of chemical 
reagents, high radiation resistant and it should not 
change its properties during operational time of H- 
maser. The coating, however, are exposed to the 
deteriorating action of H-beam and irradiation which 
makes it difficult to obtain high characteristics of H- 
maser. 

The aim of the presented study was the finding of 
a proper route for producing high quality, radiation- 
resistant coating of H-maser storage box and 
developing the techniques for control of its properties. 
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Experimental 

The objects of investigation have been fluorine- 
based coatings produced by conventional technique 
(FBCC) and those produced from a glow-discharge in 
an atmosphere of fluoride-based gaseous monomers, 
i.e. plasma-produced coating (PPC). The FBCC have 
been cast from polytetrafluorethylene or its copolymer 
water emulsion with subsequent sintering for removing 
the traces of moisture and surfactants. For production 
of PPC, 30 different freon-like gases have been used. 
The coatings have been deposited on the inner surface 
of H-maser storage box or on the Si-Si02 chips. 

A complex study of the properties of the initial 
coatings as well as those after irradiation have been 
carried out with a help of different techniques such as 
electron microscopy (JSM-35), X-ray analysis in wide 
angles (DRON-1, CuK«-irradiation, WAXS photo 
patterns), FTIR (IFS-113V) and XPS(Leybold- 
Hereaus surface analyser). Desorption of the residual 
gases and impurities on the investigated coatings have 
been studied in the experimental setup using mass- 
spectroscopy. The coefficient of H-atoms 
recombination (life-time of H-atoms) have been 
measured with the help of chemiluminiscent probe 
technique. 

The coatings have been exposed to y -irradiation 
using 60Co-source (E = 1.28 MeV), X-ray in 
diffractomer (U = 36 kV, J = 20,«A CuK« in DRON-1 
in vacuum) electron (Ee = 5.7 MeV) and proton 
(Ep=10MeV) irradiation in Leybold-Hereaus surface 
analyzer or in pulse electronic accelerator 
(Ee,p=10MeV). 

Results 

It is seen in Fig.l a well pronounced surface 
morphology of FBCC which comprises the lathlike 
PTFE crystallites piled on each other as in a felt. The 
latter form some kind of caves which probably works as 
the traps for the active H-atoms reducing their life-time 
(TS) . X-ray diffraction pattern confirms semicrystalline 
structure of the coatings with isotrope distribution of 
small crystallites (Fig.2). Producing the coatings via 
proposed plasma technique [1 ] enabled one to receive 
amorphous films which is evidenced by structurless 
surface in scanning micrograph (Fig.3) and amorphous 
halo in WAXS pattern (Fig.4). A scheme of the 
experimental setup for PPC production is presented in 
Fig.5. The analysis of XPS view-spectra of coatings 
produced from different monomers (Fig.6) allowed to 

choose the monomers provided the highest fluorine 
content (44%) in the PPC (perfluorkerosene and 
C4F8). The optimal regime of glow-discharge is 
HF - 40 kHz, N = 0.3W/cm3, P = 0.3Torr, film 
thickness is 10,« m. The preliminary results obtained 
for H-maser with storage box coated from 
perfluorkerosene gave the results comparable with 
those for referent H-maserwith FBCC (N=8xlO~14W, 
6v = 1.2Hz, a(2,T)=lxlO"12r"1/2 (enhaced Q- 
resonator), "Wall" shift of frequency is 7x 10"   . 

Studying the coatings FBCC and PPC in setup 
(Fig.7), the effect of nonequilibrium desorption of 
impurities, adsorbed molecules or adsorbed gases, 
organic molecules or surfactance (which are the active 
surface centers of recombination for H-atoms) have 
been discovered. The most probable channel of 
desorbtion is transmission of the energy of the 
oscillately exited molecules H2V->L to the adjacent 
neighbouring molecules in the adsorbed layers of 
impurities - with a susequent transition of these 
molecules in gaseos phase (H2V->L molecules are 
formed on the coating surface due to heterogeneous 
recombination of H-atoms). The treatment of coating 
surface via bombardment by diffuse intense stream of 
H-atoms (passivation) appeared to be an effective way 
for removing these active centers [2 ]. The quality of the 
coating surface was controlled by mass-spectroscopy 
analizator. Besides, the change in TS of H-atoms in a 
storage box was estimated using luminiscent probe 
technique [3 ], based on registration of the decay of the 
radical-recombination-chemiluminescense by 
interrupting H-atom beam (Fig.8). Note that the 
passivation can increase TS of coating by a factor of 3. 

Radiation resistance of FBCC and PPC 

At work in space, the onboard H-maser can be 
exposed to the action of ionizing radiation of different 
nature, which dose reaches 105 - 107 rad. The 
resistance of FBCC and PPC deposited on chips or 
storage boxes to irradiation has been investigated. 
FTIR spectra of y- and e-irradiated samples are 
presented in Fig.9,10,11. From the comparison of 
FTIR spectra from y -irradiated samples one can draw 
that in both FBCC and PPC depolymerization occurs, 
since the intensity of absorption bands attributed to 
CF2 and CF groups drops by 25% and 5% respectively. 
This process in amorphous PPC, is accompanied by 
formation of double C=C bonds, probably, in the sites 
of connections of the ideal 157 helixes and the defect 
IO3 and 4i ones. The latter does not lead to lowering 
mechanical properties of coating. At the same time in 
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semicrystalline FBCC the formation of C=C bonds does 
not observed. Increasing dose leads to the full 
deterioration of the irradiated coatings. This 
observation coincides with the data, obtained for 
irradiated PE [4] when crosslinking occurred in 
disordered regions and molecular scission prevealed in 
crysstalline ones. The e-irradiation of FBCC leads to a 
marked defluorination of a coating (by 25%) and 
conformational transformation, e.g. the change in a 
type of PTEE helix (Fig. 11). 

In the XPS spectra from y -irradiated PPC samples 
no significant change is observed in the range of FiS and 
Fkii peaks but one can see a widening of CiS peak, which 
can be attributed to the overlapping of many different 
carbon-fluorine compounds with different fluorine 
countent (Fig. 12,13), one can suggest that they are 
formed because of F-atom substitution. At the same 
time in XPS spectra of y -irradiated FBCC samples one 
can see a decrease in the intensity of FiS-peak (by 15 %) 
and Fkii peak (by 5%). 

E-irradiation of FBCC results in defluorination 
(by 20%) beginning from the dose of lxl07rad which 
is followed from XPS spectra (Fig. 14), while at D = 
108rad the defluorination reaches 80 %. PPC, however, 
is much more stable and lost only 20% of F-atoms 
because of crosslinking (Fig. 15). 

The effect of irradiation of H-maser storage box 
with FBCC had been also investigated and it was 
discovered that TS markedly increases with the increase 
of e-irradiation dose (about 106 rad) what can be 
attributed, in our opinion, to chemical purification of 
the storage box surface due to irradiation stimulated 
diffusion (Fig. 16). 

Conclusions 

1. The new technique for production of the coating 
of H-maser storage box from the glow-discharge in an 
atmosphere of fluorine-based gaseous monomers 
(C4F8 and perfluorkerosene ) is developed, which 
provides high reproducibility and enhanced properties 
in comparison with those of the standard coatings 
(deposited from water emulsion of 
polytetrafluorethylene and its copolymers) because of 
simplisity in controlling discharge regime, purity of 
initial monomers and the absence of well pronounced 
surface relief of plasma coatings. The novel coatings 
comprise crosslinked noncrystallizable polymer 
networks with enhaced resistance to the deteriorating 
action of H-atoms bombardment. 

2. It is shown that the properties of standard 
coatings can be improved via the surface bombardment 
by diffuse stream of H-atoms (passivation technique). 
With time, however, the active centers of recombination 
diffuse from the volume to the surface again. 

3. It is found that passivated coatings are stable 
under, y - X-ray and e- and p-irradiation up to the doses 
106-108rad. 

4. This dosage ruines the initial, untreated stand- 
ard coatings. 

5. Plasma-produced coatings appear to be more 
stable to irradiation than the standard ones. 
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Fig.l. Scanning micrograph of the sample Fig.2. WAXS photo pattren of the sample produced 
produced using FBCC technique. using FBCC technique. 

ijum 

Fig.3. Scanning micrograph of the sample obtained Fig.4. WAXS photo pattern of the sample 
from perfluorkerosene using PPC technique. demonstrated in Fig.3. 
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Fig.5.    The experimental setup for plasma/chemical synthesis of fluorine-based coatings (PPC technique). 
1 - reactor shell with ovenized case, 2 - external HF-electrodes, 3 - valve, 4,7 - in-leakage valves, 
5 - mixer, 6 - absolute pressure gauge Baratron (USA), 8 - low-level vacuum pump, 
9 - sample, 10 - thermocouple. 
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Fig.6. XPS-view spectra of fluorine-based coatings produced by FBCC and PPC technique. 
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Fig.7.    Experimental setup with an additional unit for investigating mass-analysis of desorption processes and 
measuring relaxation coefficients within H-maser storage boxes, as well as for Si-Si02 chip samples. 

Fig.8.    Ia.u. for non-equilibrium desorption of thO-molecules (1) and OH (2) from PTFE surface and TS within a 
storage box (3) vs experimental time; T = 293K; P = 10"5Torr; F = 2.5xl014 cm"V1; PH20= 20 Torr. 
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Fig.9.    FTIR spectra for PPC from perfluorkerosene: initial (1) and after y-irradiation (2), D = 107 rad. 
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Fig.10. FTIR spectra for FBCC: initial (1) and after y-irradiation (2), D = 107 rad. 
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Fig.l 1. FTIR spectra for FBCC: initial (1), after treatment in a low temperature CF plasma (2), after 
e-irradiation in Leybold Hereaus surface analyzer at 10~8Torr, U = 3kV, J = (1-10V A, D = 106 - 108rad. 
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Fig. 12. XPS spectra of y -irradiated (D = 1.6 Mrad) Fig. 13. XPS spectra of PPC from perfluorkerosene 
and X-ray - irradiated ( CuKa, 6 min, D = 3 Mrad )       irradiated in the same conditions as it is indicated in 
FBCC in a region of F and C peaks. Fig. 12. 
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Fig. 14. XPS spectra for FBCC e-irradiated in the 
same conditions as it is indicated in Fig.l 1. 

Fig. 15. XPS spectra for PPC from 
perfluorkerosene e-irradiated in the same conditions as 
it is indicated in Fig. 14. 
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Fig.16. H-atoms life-time TS in H-maser storage 
box vs irradiation doses. 1 - Ey = 1.28 MeV    Co, 
2 - Ee = 5.7 MeV - pulse electronic accelerator, 
3-Ep=10MeV. 
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Abstract 

We apply a method for calculating standard uncer- 
tainty and optimize frequency control of a hydrogen 
maser which is calibrated from time to time against 
a cesium fountain primary frequency standard hav- 
ing a very small uncertainty. Realistic noise mod- 
els for two types of maser are used. We compare 
the uncertainty resulting from different fitting pro- 
cedures during the calibration runs, compare causal 
and acausal frequency control, and find optimum 
weights for a series of calibration runs. 

Introduction 

Hydrogen masers are very stable in the medium 
term (hours and days). They are commercially 
available and they have a proven record of reliable 
operation for generating time scales; but they also 
have a tendency to drift in the long term. More- 
over, they do not realize the definition of the sec- 
ond, which is based on the cesium transition. On 
the other hand the promising new type of primary 
frequency standard, the cesium fountain [1] [2], is 
just in its infancy and likely will not offer con- 
tinuous operation in the near future. It will likely 
achieve an accuracy approximating the best stabil- 
ity of hydrogen masers. The question then arises 
to the best way of combining the strengths of hy- 
drogen masers and cesium fountains, and avoiding 
the weaknesses of each. This can be done by con- 

trolling the frequency of a hydrogen maser time 
scale, and the question devolves into the optimum 
choice of methods for calibrating the frequency of 
the time scale from a regular series of planned cal- 
ibrations. 

The most obvious strategy is simply to use the 
most recent complete frequency calibration of the 
maser by the fountain. A possibly better strategy 
would employ an algorithm that used previous cal- 
ibrations in addition to the most recent one. Both 
of these techniques could be implemented in real- 
time, for example by synthesizer control. Better 
still might be a post-processed time scale which 
also uses frequency calibrations 'from the future'. 
We would like to be able to evaluate these strate- 
gies in a quantitative manner, and choose the best 
one. When actually using one of these strategies, 
we need rigorous method to evaluate the standard 
uncertainty [3] of the estimated average frequency 
of the maser, over a general time interval, offset by 
any time relative to the calibration period. 

We developed [4] a formalism to calculate rigor- 
ously the local oscillator's contribution to uncer- 
tainty of a cesium fountain running in a quasi con- 
tinuous fashion. This formalism can also be used 
to characterize many time or frequency correla- 
tions that were previously thought intractable [5] 
[6]. In particular, it makes possible the explicit cal- 
culation of standard uncertainties associated with 
various extrapolation or interpolation schemes, in 
terms of the noise characteristics of the oscillator 
under study.   The standard uncertainty in aver- 
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age frequency of a general, weighted least-squares 
fit is derived explicitly in the Appendix. Instead 
of just trying to get the best fitting to the mea- 
surements against the frequency standard, we are 
trying to get the best fitting to minimize the noise 
transferred to the useful period of interest [6]. Our 
formalism allows this to be done by choosing the 
weights for general weighted least-squares fitting. 

Two types of weight optimization will be consid- 
ered. The first is optimizing the choice of weights 
on the phase comparisons during a single calibra- 
tion run. Some general guidance on this subject 
has been available [7]. To the best of our knowl- 
edge, ours is the first quantitative calculation for 
general extrapolation intervals that considers all 
five power-law types of noise, and is the first con- 
sideration of weighting schemes intermediate be- 
tween fits with equal weights and fits to end points 
only. 

The second type of optimization is the choice of 
weights to best span a week with 5 weekday cal- 
ibration runs. Both real-time and post-processed 
types of algorithms are considered, for the mixed 
noise models of two types of hydrogen masers. To 
the best of our knowledge, these represent the first 
optimizations of weights for a mixed noise model. 

Cesium Fountains and Hydrogen 
Masers 

Anticipating a cesium fountain with a standard un- 
certainty of 10_14r_1/'2[8], which might be able to 
operate for runs of an hour a day, the question 
of frequency transfer to the intervals between cal- 
ibration runs is of the utmost importance. This 
might exploit the hydrogen maser, to carry fre- 
quency accuracy to the level of 10 15 or better. 
The weighting procedure for characterizing the hy- 
drogen maser frequency during the calibration run 
against the cesium fountain will affect the accu- 
racy of the frequency transfer. Envisaging multi- 
ple calibration runs per week, optimistically 5 per 
week, what is the best weighting procedure for us- 
ing these calibrations in an algorithm to determine 

the frequency over a given interval? 

In the course of evaluating such frequency trans- 
fers, we assume the frequency is very well known 
during the calibration procedure (with the primary 
standard's random uncertainty fully specified in 
the noise model). We assume no further knowl- 
edge of the frequency of the time scale between 
calibrations. 

The only other parameters we need to know are 
those of the noise model of the H maser frequency 
transfer oscillator and the phase comparison pro- 
cesss of the calibrations, which add to the noise 
sources of the primary standard. In a time labora- 
tory with an ensemble of masers, these parameters 
would generally be known from maser intercom- 
parisons within the laboratory. Generally the only 
problematic coefficient would be the longest-term 
noise: the random-walk frequency noise. We prefer 
to avoid the drift removal process. Table 1 gives 
the power law noise coefficients ha for two noise 
models we will use in this work: a free-running hy- 
drogen maser (type 1), used in [5]; and a low flux 
auto-tuned hydrogen maser (type 2), used in [6] 
[8]. The maser noise is assumed to be dominant. 

In this paper we apply the formalism, suggested in 
[6] and developed in the Appendix, to the case of a 
time scale derived from a hydrogen maser which is 
calibrated, by least-squares fitting to phase com- 
parison data, from time to time against a primary 
frequency standard. From the knowledge of the 
power law noise model, we can try to optimize 
the weights in the least-squares fitting of the time 
scale, depending on the amounts of different types 
of noise in the noise model. 

Frequency Transfer from One 
Run 

Although some good generic advice is available 
concerning frequency transfer [7] techniques from 
an interval of dense phase comparison data to opti- 
mally estimate frequency, we felt that it was worth- 
while to examine quantitatively the merits of dif- 
ferent weighting schemes (the two extremes being 
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a 
Free-running Auto-tuned 

type 1 type 2 
2 2.7 x lCT*1 6.7 x 10-^ 
1 2.9 x 10_au 2.9 x 10-3U 

0 2.9 x 10~27 2.9 x 10-27 

-1 2.6 x 10-31 7.2 x 10 ~31 

-2 7.4 x 10~aö 4.9 x 10_a7 

fh 1 Hz 1 Hz 

Table 1:   Power law noise characteristics of the 
masers used in this study. 

equal weights and end-points only fits), for the five 
noise types and for different extrapolation inter- 
vals, most particularly for the specific types of ex- 
trapolations to be used in post-processing. 

We first study the extrapolation of average fre- 
quency from a centered interval of measurement 
of duration tc to a period T. This type of extrapo- 
lation is suited for post-processing algorithms. For 
the five types of noise we have calculated the varia- 
tion of the standard uncertainty in the average fre- 
quency over the interval T, for 31 equally spaced 
points centered within the larger interval r. We 
calculated results for each of the different weight- 
ing distributions 'a'-'f shown in Figure 1, for a 
linear least-squares fit: xp = a + bt. We chose 
the uniform-weight case (maximally robust) as the 
reference fitting procedure, and used an upper- 
frequency cutoff fh = (At)-1, where At is the time 
interval between adjacent points of the fitting data 
(tc = 30At). 

The standard uncertainty in average frequency 
over [t, t + T] was calculated using the method de- 
rived in the Appendix. Equation 12 was evaluated 
using our expressions for the general two-interval 
covariance < [xfo) — x{t\)}[x{t±) — x(tz)] > — 

l{t±-ti) + I(i3-*2) - Z(U-t2) - I(i3-*l), where I 
= (27r)_1/0

oo5j/(a;)a;_2{l - coswr}rfw. Useful an- 
alytic expressions for I(T) exist [4] [5] [6] for the 
five power law noise types. 

Figure 2 shows, for the case of pure white phase 
noise, the ratio of the standard uncertainty for 
symmetric extrapolation (using weight distribu- 
tions 'a'-'e' of Figure 1) to the standard uncer- 

0.5 

0.4 

0.3 

0.2 

0.1 

Figure 1: The different weights used for least- 
squares fitting and extrapolation in Figures 2-6. 
Weights 'a' (end points only) are the top curve, 
followed by weights 'b', 'c\ 'd' and 'e'. Weights 'f 
(bottom curve) are uniform (i.e. for unweighted 
least squares fitting) and are used for the reference 
standard uncertainty curve in each of Figures 2-6. 
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Figure 2: Average frequency uncertainty ratios for 

pure white phase noise (a = 2). Weighted least- 

squares fits to 31 points are extrapolated symmet- 
rically from tc to r. The standard uncertainty ratio 
to that for the unweighted fit (weights T) is plot- 
ted vs [T — tc]/At. Weights 'a' (end points only) 
give the top curve (worst case), followed by weights 
'b', 'c\ 'd' and 'e'. 

Figure 3: Average frequency uncertainty ratios 

for pure flicker (1//) phase noise (a = 1). 
Weighted least-squares fits to 31 points are ex- 
trapolated symmetrically, and their standard un- 
certainty plotted as a ratio, with the unweighted 
fit (weights T) as the reference. Weights 'a' (end 
points only) give the top curve (worst case), fol- 
lowed by weights 'b', 'c', 'd' and 'e'. 

tainty for the same extrapolation done with a lin- 
ear unweighted least-squares fit to the data points 
(weight distribution T). Similar uncertainty ratio 
curves are shown in Figure 3 for pure flicker phase 
noise, in Figure 4 for pure white frequency noise, 
in Figure 5 for pure flicker frequency noise and in 
Figure 6 for pure random walk frequency noise. 
All the curves are the uncertainties, uy(tc,T), cal- 
culated for a given weighting procedure divided by 
the uncertainty of the uniform weighting procedure 
for the same conditions. 

We have not computed the best weighting pro- 
cedure for each noise type in this example. The 
structure of the equations to solve is too complex: 
for a linear fit of N points, it involves the simulta- 
neous solution of (N - 1) third order equations. A 
different distribution of weights would be expected 
to be optimal for each interval r and each noise 
type. With TV = 30 this problem is beyond the 
scope of this paper, although it appears possible 
to linearize this problem in large measure. 

Nonetheless, we find in our results some useful in- 
sights into the choice of fitting weights for different 

20 40 60 80 100 120 

Figure 4: Average frequency uncertainty ratios for 
pure white frequency noise (a = 0). Weighted 
least-squares fits to 31 points are extrapolated 
symmetrically, and their standard uncertainty 
plotted as a ratio, with the unweighted fit (weights 
T) as the reference. Weights 'a' (end points only) 
give the bottom curve (best case), followed by 
weights 'b', 'c', 'd' and 'e'. 
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Figure 5: Average frequency uncertainty ratios for 
pure flicker frequency noise (a = — 1). Weighted 
least-squares fits to 31 points are extrapolated 
symmetrically, and their standard uncertainty 
plotted as a ratio, with the unweighted fit (weights 
T) as the reference. Weights 'a' (end points only) 
give the bottom curve (best case), followed by 
weights 'b\ 'c', 'd' and 'e'. 

20 40 60 80 100 120 

Figure 6: Average frequency uncertainty ratios 
for pure random walk frequency noise (a = —2). 
Weighted least-squares fits to 31 points are ex- 
trapolated symmetrically, and their standard un- 
certainty plotted as a ratio, with the unweighted 
fit (weights T) as the reference. Weights 'a' (end 
points only) give the bottom curve (best case), fol- 
lowed by weights 'b', 'c', 'd' and 'e'. 

types of noise and different ranges of extrapolation. 
In the case of white or flicker phase noise, it is seen 
that except for very short extrapolations the uni- 
form weighting is the best procedure to use. It is 
interesting to note that the two end points pro- 
cedure is always the way to get a best fit to the 
experimental data itself. It is only for the long 
term noise that this procedure is still the best, al- 
though marginally. We can already see that for 
calibration periods for which the Allan deviation 
is dominated by white or flicker phase noise, the 
best performance for extended two-sided extrapo- 
lation is an equal weighting for all the calibration 
points. In this example, the gain may be as much 
as a factor of 2 over the two end points procedure. 

For our example, there is an advantage to using 
the end-point fitting for extracting average fre- 
quency in the presence of random noise dominated 
by white frequency noise, flicker frequency noise 
or random walk frequency noise. The advantage 
ranges from very large (for relatively small extrap- 
olations) to about 10% for large symmetric interval 
extrapolations. This is smaller than the 20% ad- 
vantage attributed to end point fitting for other 
cases [7], and may encourage those who value ro- 
bustness over accuracy to use unweighted least- 
squares fitting. We value the slightly better accu- 
racy of the end-point method, but we appreciate 
even more its computational simplifications, that 
allow us to do further optimizations and attempt 
to further reduce the standard uncertainty. 

For the case of forward (one way only) extrapola- 
tion, the differences between various weighting pro- 
cedures for other types of noise are negligible (less 
than 2%), except for the cases of white or flicker 
phase noise (a > 0). For short one-way extrap- 
olations (shorter than the calibration period) the 
equal weighting procedure is best for these cases. 
For longer extrapolations, and for a < 0, the two 
end point procedure gives a marginal gain of less 
than 2% over the equal-weight least-squares fit. 

Calibration runs of about one hour will be domi- 
nated by white frequency noise. We can then use 
the simple two end points procedure to establish 
the best frequency transfer accuracy for multiple 
calibration runs.  For this procedure the standard 
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uncertainty for multiple calibration runs can be 
calculated more easily than in the general case. 

Postprocessing Advantage 

The ideas of frequency control are often aimed 
at the production of a real-time signal, and only 
use frequency error signals from the past. These 
might be classed as 'causal' servos, to distinguish 
them from the type of frequency control that is 
sometimes used in timescale work, which we might 
term 'acausal frequency control servos', to empha- 
size that the correction to the frequency can use 
information 'from the future'. In many impor- 
tant applications, the absence of a real-time out- 
put with all corrections applied is of little concern. 
For example, two laboratories wishing to intercom- 
pare cesium fountain frequencies could wait several 
weeks for postprocessing calculations to be done 
to bridge the breaks expected in the calibration 
schedule at either laboratory. We wish to examine 
quantitatively the advantage offered by postpro- 
cessing over real-time frequency control. 

The reference real-time frequency control system 
requires some discussion on the degree of frequency 
control during the calibration run. There are two 
extremes. The first is a loose lock in frequency: 
after a calibration run (an hour in duration, in our 
example) is complete, the frequency of the maser 
is reset (through the synthesizer control, for ex- 
ample). The other extreme would have an output 
tightly locked in phase to the cesium fountain dur- 
ing the calibration run, followed by a frequency 
lock to the fitted frequency of the calibration run. 

In Figure 7 we graph the advantage of the tight 
phase-lock frequency control in reducing the stan- 
dard uncertainty in average frequency of a free- 
running (type 1) hydrogen maser. The advantage 
is relative to the method which only resets the syn- 
thesizer. The phase-lock type of frequency control 
removes the noise of the maser during the cali- 
bration run, giving it an advantage that remains 
significant for extrapolation intervals many times 
longer than the calibration interval. Therefore, in 
the one-run examples that follow, this type is used 

B- 3.0 

104 10s 10s 

Total Extrapolation Interval   T (seconds) 

Figure 7: Comparison of two real-time frequency 
control methods for extrapolation. A tight phase- 
lock over the calibration interval tc is added to syn- 
thesizer resetting, and the combined method com- 
pared with simple synthesizer resetting, T starts at 
the end of tc for synthesizer resetting, but at the 
beginning of tc for the tight phase-lock method. 
The vertical axis is the ratio, for the two methods, 
of the standard uncertainty in average frequency 
over the interval T for a free-running (type 1) maser 
noise model. In each case the synthesizer is reset 
to the end-point average frequency after [tc]. 

as the best 'real-time' reference. 

We use the two power law models for the maser 
noise given in Table 1, representing a free-running 
hydrogen maser (type 1) and an auto-tuned maser 
(type 2). The frequency fit chosen in these exam- 
ples is the end-point method. We consider a single 
calibration interval tc and calculate the ratio of 
the standard uncertainty of the average frequency 
over an interval T for the best real-time frequency 
control to the symmetrically extrapolated time in- 
terval T. The postprocessing advantage is up to 
a factor of two. The postprocessing advantage is 
plotted versus r with different tc's in Figure 8 for 
our free-running (type 1) maser model, and in Fig- 
ure 9 for our auto-tuned (type 2) maser model. 

A postprocessing advantage of two is really quite 
significant. To achieve the same improvement in 
the maser ensemble could be done - by increasing 
the maser ensemble size by four times! The post- 
processing advantage of greatest interest to us is 
for T representing extrapolation to the time inter- 
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Figure 8: Postprocessing advantage over real-time 
frequency control for reducing the standard uncer- 
tainty of average frequency, using a free-running 
(type 1) maser model. The average frequency is 
extrapolated to an interval T, from a calibration 
interval tc. For postprocessing, tc is centred within 
T; for real-time control tc is at the beginning of r, 
although within T in order to represent the 'best 
real-time' frequency control for a single calibration 
interval. 

val between calibrations - which we expect would 
be between 1 day and 1 week. Initial interlabo- 
ratory frequency intercomparisons between cesium 
fountains, before regular calibration schedules can 
be set up, may require extrapolation times longer 
than 1 week for minimum uncertainty. 
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Figure 9: Postprocessing advantage over real-time 
frequency control for reducing the standard uncer- 
tainty of average frequency, using an auto-tuned 
(type 2) maser model. 

Optimum Use of Multiple Cali- 
brations 

Multiple calibration runs can be used to servo the 
frequency of the hydrogen maser for a specific pe- 
riod, arbitrarily placed with respect to the calibra- 
tion runs. Whatever algorithm is used to carry 
the frequency accuracy, as long as it can be re- 
duced to a least-squares fit to a polynomial (or to 
even more general basis functions with linear coef- 
ficients), we can apply our technique to determine 
the best weighting procedure. Since for each cal- 
ibration interval an independent arbitrary phase 
difference will have been fitted, only frequency in- 
formation can be extracted from each calibration 
run. We develop here the simple weighted average 
of frequency as an example of weight optimization. 

We consider calibration intervals long enough (an 
hour) to be in the regime where the two end point 
method is the optimum method of calibrating the 
maser frequency, and consider M such calibration 
intervals [ij, ij + T] . If a weighted average of the M 
calibrations is used, then the standard uncertainty 
in the average frequency over an interval [t, t + 
T],ul{t,T)  is 

U2
y(t,t + T) { 

lx(t+T)-x{t)y 

yM tx(U+Ti)-x(ti)} 
(1) 

Assigning a weight of —1 to the interval [t, t + T], 

defining TO as being equal to T, Equation 1 can be 
rewritten as 

U2
y{t,t     +     T) 

E£0 **{*(** +Ti)  -*(*)}]    )• (2) 

A solution for the optimum weighting procedure is 
relatively easy to find since the minimum value for 
Uy(t, t + T) is to be found for values of w{ satisfy- 

ing g^I^y^,* + T)} = 0, so that after taking the 
derivative and separating out the i = 0 term 
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M 

2 —L([a:(ti + n) - x(ti)][x(tk + Tk) - x(tk)]) 
i=l TiTk 

= —([x(t + T) - z(i)][z(tfc + Tfc) - i(tfc)]>.   (3) 
Tfc 

0.3 

0.25 

0.2 

0.15 

0.1 

0.05 We use M — 1 of these equations, and for the Mth 

equation we use the normalization equation of the 
weights: J2if=iwi ~ 1- This gives M simultaneous o_ 
linear equations in the M unknown weights. The 
general interval covariance has analytic forms for 
our noise model, in terms of the I-function [5]. 
If we define the M x M matrix F: F\j = 1 for 
j = 1..M, Fij^lHti + Ti-tJ+Iitj + Tj-ti)- 

*   3 

1{U + n- tj -TJ) - l(ti - tj)] for i = 2..M and j = 
1..M, and define f: r\ = 1 and TJ = ^[^(t+r-tj) 

+ l(tj + TJ - t) - l(t + T - tj - TJ) - l(t - tj)} for 
j = 2..M. The M dimensional weights vector w is 
F_1 • f. 

We have solved for the optimum weights of the hy- 
drogen maser calibrations to give the lowest stan- 
dard uncertainty in average frequency over one 
week. The results are shown in Figure 10 for a free- 
running (type 1) maser. The week is best spanned 
by weighting the Monday and Friday runs more 
heavily, to account for the weekend gap in calibra- 
tions. If adjacent weeks calibration runs are also 
available, the optimum weights are shown by the 
lower curves of Figure 10, and are improved by a 
small admixture from the preceding Friday and the 
following Monday. In Figure 11, similar results are 
plotted for an autotuned (type 2) hydrogen maser 
noise model. The optimum weights have a slower 
variation through the weeks, and the three-week 
optimum has several % of the weight on points 
that are a full week from the calibration runs of the 
central week. In Figure 11, the lowest curves are 
the optimum weights for the case where five weeks 
of calibration runs are available to determine the 
average frequency over the central week. 

For either maser model, the optimization of 
weights to apply to each run over multiple weeks 
gives about a 20% improvement in accuracy from 
the equal-weight case. It is not a large improve- 
ment, but it is almost free.    Cascaded with the 

10 15 20 25 30 

Figure 10: Weights vs date in days for optimum 
post-processing of 5 equal one-hour calibration 
runs per week, for a free-running (type 1) maser. 
The optimum is defined by the lowest standard un- 
certainty in average frequency over the week (days 
13-19). The five runs are weekday runs, with none 
taken on weekends. The higher weights are opti- 
mum if only one week's calibrations (days 14-18) 
are used, the lower weights are optimum if adjacent 
weeks' runs are also used. 

other advantages discussed earlier, and discussed 
in detail below, it results in a factor of 2.2 improve- 
ment in the accuracy transferrable with a free- 
running (type 1) hydrogen maser; and an improve- 
ment of 64% for the auto-tuned (type 2) maser. 

Other interesting strategies are beyond the scope 
of this work. Longer runs on Monday and Fri- 
day and/or early-Monday and late-Friday calibra- 
tion runs could be invoked to further improve the 
performance. Our methods allow for weight opti- 
mization for any set of calibration runs, and for 
calculating the resulting standard uncertainty in 
average frequency. 

Net Improvement in Accuracy 

In Tables 2 and 3, the standard uncertainty in aver- 
age frequency over a week, due to unfiltered maser 
noise, is presented for a series of seven frequency 
control strategies. Each uses five one-hour-long 
calibration runs each week (one at the same time 
each weekday) in a different way. Table 2 shows 
the results for a free-running maser (type 1 noise 
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Figure 11: Weights vs date in days for optimum 
post-processing of 5 equal one-hour calibration 
runs per week, for an auto-tuned low-flux (type 2) 
maser. The highest weights are optimum if only 
one week's calibrations (days 14-18) are used, the 
middle weights are optimum if the middle three 
weeks' runs are used, and the lowest weights are 
optimum if all five weeks' runs are used. 

method uy(7d) Adv. 
Cum. 
adv. 

I 1.79 x 10-15 1.00 
II 1.77 x 10~15 1.2% 1.01 
III 1.73 x 10"15 2.3% 1.04 
IV 0.97 x 10-15 77% 1.83 
V 0.97 x 10~15 1.1% 1.85 
VI 0.81 x 10-15 19% 2.21 
VII 0.81 x 10~15 0% 2.21 

(Ty(7d) 5.48 x 10  15 

Table 2: Reduction of standard uncertainty in av- 
erage frequency at 7 days, for a free-running (type 
1) maser, controlled by different methods from five 
1-hour calibrations per week. The % advantage 
for each method is the accuracy improvement over 
the previous method (II over I, etc.). The last 
column gives each method's cumulative advantage 
over method I. The Allan deviation ay(r — Id) is 
also given. 

method uy(7d) Adv. 
Cum. 
adv. 

I 1.15 x 10~15 1.00 
II 1.15 x 10~15 0% 1.00 
III 1.12 x 10-15 2.4% 1.02 
IV 0.87 x 10~15 29% 1.32 
V 0.83 x 10-15 4.7% 1.39 
VI 0.70 x 10-15 18% 1.64 
VII 0.70 x 10~15 .1% 1.64 

ay(7d) 1.72 x 10~1{> 

Table 3: Reduction of standard uncertainty in av- 
erage frequency at 7 days, for an auto-tuned (type 
2) maser, controlled by different methods from five 
1-hour calibrations per week. The Allan deviation 
ay(r = 7d) is also given. 

model in Table 1), and Table 3 shows the results 
for an auto-tuned maser. Tables 2 and 3 also show 
the incremental improvement of one method over 
the previous one (Method II over method I, etc.), 
and the cumulative improvement in accuracy over 
method I. The seven methods I-VII are discussed, 
in order, below. 

Method I: A real-time method. During each cali- 
bration run, no new frequency control is applied to 
the hydrogen maser. At the end of each calibration 
run the maser frequency is set to the frequency de- 
termined by a linear least-squares fit to the phase 
data over the past hour (in this specific calcula- 
tion 121 points were used). Although this might 
appear to be a case of equal weights, the Friday 
calibration is most important since it is used to 
span a 72-hour interval instead of a 24-hour in- 
terval as do the Monday-Thursday runs. It is the 
reference method. The standard uncertainty due 
to the maser noise is significantly smaller than the 
Allan deviation of the maser at one week (by a 
factor of 3.06 for the free-running (type 1) maser, 
and 1.50 for the autotuned (type 2) maser), re- 
flecting the noise components filtered out by the 
calibrations and the application of frequency con- 
trol method I. 

Method II: A real-time method. During each cal- 
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ibration run, no new frequency control is applied 
to the hydrogen maser. At the end of each cali- 
bration run the maser frequency is set to the fre- 
quency determined by an end-point (two-point) fit 
over the past hour. This method extrapolates 24 
hours (four times) and 72 hours (once). It gives 
a 1.2% improvement over Method I for the free- 
running maser, and no significant improvement for 
the auto-tuned maser. (1.01 and 1.00 times better 
than method I). 

Method III: A real-time method. During each cal- 
ibration run, a tight phase-lock control is applied 
to the hydrogen maser, so that it follows the phase 
of the cesium fountain. At the end of each cali- 
bration run the maser frequency is set to the fre- 
quency determined by an end-point fit over the 
past hour. This method only extrapolates 23 hours 
(four times) and 71 hours (once). It gives a 2.3% 
improvement over Method II for the free-running 
maser, and 2.4% for the auto-tuned maser. (1.04 
and 1.02 times better than method I). 

Method IV: A post-processed (non real-time) 
method. This method extrapolates each calibra- 
tion run independently, using the end-point fit. It 
is available with a maximum delay of 36.5 hours 
(and could be available in real-time for about half 
of each week). It extrapolates backwards and for- 
wards in time by 11.5 hours (three times); back- 
wards in time by 35.5 hours and forwards in time 
by 11.5 hours (once); and backwards in time by 
11.5 hours and forwards in time by 35.5 hours 
(once). The weights for the Monday and Friday 
calibrations are 1.5 times the weights of the Tues- 
day through Thursday runs. It gives 77% improve- 
ment over Method III for the free-running maser, 
and 29% for the auto-tuned maser. (1.83 and 1.32 
times better than method I). 

Method V: A post-processed (non real-time) 
method. This method considers each week's cal- 
ibration runs as a set, and applies to them the op- 
timum weights, shown in the top curves of Figures 
10 and 11. The maximum delay is 5.5 days, and 
the time scale could still be available in real-time 
1.5 days/week. It gives a 1.1% improvement over 
Method IV, whose time-interval based weights are 
close to optimal for the free-running maser, and a 

4.7% improvement for the auto-tuned maser. (1.85 
and 1.39 times better than method I). 

Method VI: A post-processed (non real-time) 
method. This method considers each group of 
three weeks of calibration runs as a set, and applies 
to them the optimum weights to obtain the best 
average frequency over the middle week. These 
weights are shown in the lower curve of Figure 10 
and the middle curve of Figure 11. The maximum 
delay in availability of this time scale is 12.5 days. 
It gives 19.4% improvement over Method V for 
the free-running maser, and 18% improvement for 
the auto-tuned maser. (2.21 and 1.64 times better 

than method I). 

Method VII: A post-processed (non real-time) 
method. This method considers each group of five 
weeks of calibration runs as a set, and applies to 
them the optimum weights to obtain the best aver- 
age frequency over the middle week. These weights 
are shown in the lower curves of Figures 10 and 
11. The maximum delay in availability of this 
time scale is 19.5 days. It gives negligible improve- 
ment over Method V for the free-running maser, 
and 0.1% improvement for the auto-tuned maser. 
(2.21 and 1.64 times better than method I). 

Our method for calculating the standard uncer- 
tainty for realistic noise models has allowed us to 
compare a wide variety of algorithms for treating 
one particular calibration schedule. We have op- 
timized the algorithm in several ways, and have 
identified ways to improve the accuracy of the 
maser frequency control by 2.2 and 1.64 times. 
We find that the expected weekly asymptote for 
a single auto-tuned (type 2) maser could reach 
7 x 10-16n-1/2 for n weeks. Thus a flicker floor 
and accuracy of 10~16 for the cesium fountain is 
accessible for periods of a year with current masers 
carrying the time scale. The reliability of a cesium 
fountain which might do this seems to be a major 
challenge, perhaps comparable to the challenge of 
making a cesium fountain with a flicker floor and 

accuracy of 10       ! 
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Conclusions 

We have shown that using the powerful accuracy 
metrics defined in [6], we can evaluate rather gen- 
eral fitting procedures and get the best accuracy 
from a single calibration run. We find that in the 
cases of interest to us, the advantages are less than 
we had construed from the literature for the end- 
point fitting over equal-weight least-squares fitting. 
We find 1% for extrapolation forward in time, and 
10% for post-processing extrapolation forward and 
backwards in time. For other cases, depending on 
the type of noise present and on the time intervals 
under consideration, the best weighting procedure 
for a single interval of data can improve the accu- 
racy substantially: two-fold or more. 

For small extrapolations in time from calibration 
runs, the tight phase lock method of frequency con- 
trol (see Method III above) can greatly improve 
average frequency accuracy, but in the cases of in- 
terest to us the advantage is small (less than 2.5%). 

The accuracy advantage to be gained from post- 
processing is up to a factor of two for pure random 
walk frequency noise. For our two maser models 
the advantage is smaller, but still substantial: 77% 
and 29%. 

Optimizing the weights of the calibration runs 
grouped, and identifying the optimum number of 
weeks to group for postprocessing, gives a further 
21% and 25% improvement in the accuracy of the 
average frequency. 

The overall set of small improvements combines to 
form a substantial improvement in the accuracy, of 
2.2 and 1.64 times. In contrast to simulation meth- 
ods, where 0.1% accuracy is difficult to achieve, our 
analytic methods has no difficulty in dealing with 
the high accuracy needed to keep track of small 
improvements. Our methods should be amenable 
to direct search methods for optimizing small num- 
bers of weight parameters. 

The standard uncertainty in average frequency, 
Uy(t,r), can be calculated by our methods for all 
the most commonly used fitting procedures. Our 
methods allow anyone involved in frequency mea- 

surement or control to calculate and specify the 
uncertainty, in even intricately derived fits, in the 
recommended way [3] from the familiar coefficients 
of the power law noise model. 

We have developed and used a formal structure for 
optimizing weights to be used in least-squares fit- 
ting of data. It is a second layer of optimization 
beyond the choice of parameters which minimize 
the sum-of-squares of residuals. In this sense the 
weight optimization is "meta-fitting". The meta- 
fitting optimization uses a specific noise model 
(with known autocorrelation functions), a specific 
metric (such as the standard uncertainty in aver- 
age frequency over a week - at points which are 
not part of the original data set) and yields a set 
of weights which give the best answer to the spe- 
cific quantity sought. To the best of our knowledge 
this is the first time that such a procedure has been 
used in, or proposed for, data processing. 
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Appendix: A Metric for Choos- 
ing Weights in Weighted Least- 
Squares Fits 

(cesium fountain) and the standard being cali- 
brated (hydrogen maser). The noise model is taken 
as being the sum of a deterministic part (which 
could include a phase offset, frequency offset and 
frequency drift) and a random noise part, xo(t). 
The random noise includes the "full" noise model 
that is usually used in discussions of frequency 
standard stability [9]. Expressing the five terms in 
terms of the spectral density of the mean-square of 

the fluctuations in x°£' (or yo(t)) at a frequency 
/, Sy(f), each noise term is described by an am- 
plitude ha which is taken to be independent of any 
time translations (stationarity and random phase 
approximations). 

Sy(f)     = T2 
i—iOC- <haf

a 
(4) 

Weighted Least-Squares Fits 

Weighted least-squares fitting chooses the n lin- 
ear coefficients di of the n basis functions gi(t), to 
arrive at a function xp(t) which will be used for 
interpolation or extrapolation. In frequency stan- 
dards work, we would usually fit a phase offset, 
a frequency offset, and sometimes a drift rate and 
higher terms such as daily or seasonal fluctuations. 

xp(t) = d-g{i) d1 + d2t + d3t'2 + Y^digi(t).  (5) 
1=4 

We develop here analytic expressions for the stan- 
dard uncertainty in the average frequency of the fit 
in a weighted least-squares fit to phase data. The 
standard uncertainty is' now the internationally 
recommended [3] way of specifying uncertainty. 
With our procedures the standard uncertainty can 
be evaluated for a broad class of noise models long 
used in frequency standards work, for any set of fit- 
ting points, for any extrapolation or interpolation 
interval, for any set of basis functions with linear 
coefficients, and for any least-squares weighting. 

The noise model xm(t) is the modeled phase dif- 
ference between the calibrating frequency standard 

The coefficient vector d is chosen to minimize the 
sum over the TV fitting points with phase difference 
values of x(ti) at times ti 

N 

L2 YJ
wAx{ti)-d-9{u)Y (6) 

where the weight Wi is applied to the square of the 
ith residual. Setting the n derivatives of L2 equal 
to zero gives a set of n linear equations which can 
be solved for the n fitting coefficients of d: Gd = s, 
where G is an n x n matrix with elements Gqr = 
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Ei=i Wigq(ti)gr(ti), and sis an n-dimensional vec- 
tor with elements sr — EiLiWixo(ti)gr(ti). For 
the purposes of modelling the standard uncer- 
tainty, we use xo(ti) to model x(ti), since it can be 
shown [6] that any general offset in phase, offset 
in frequency or a linear frequency drift is exactly 
absorbed by the fit. 

We can now study the effects of the weighted least- 
squares fit reacting to the noise model, and we are 
not restricted to the studying the variance at the 
fitting points but we can do this at any time t. The 
expected variance in x(t) from the fit d-g(t) can be 
calculated in terms of the autocorrelation function 

x(t)-d-g{t) 
N    N 

£££><£>,-<a:o(*i)so(*;)>. 
j=0 j=0 

(7) 

where D{(t) = WiYJ
n

q=iY^=i{G~1)qr9r{ti)gq{t) 
and Do(t) = 1. For the standard noise model, the 
autocorrelation function (xo(t)xo(t)) can be eval- 
uated analytically [6], although the resulting ex- 
pressions can challenge the dynamic range of con- 
ventional computing. 

Fortunately, for the purposes of frequency control, 
better behaved functions may be used [4], [5], [6]. 
We wish to evaluate the standard uncertainty in 
average frequency over an interval [t, t + r], caused 
by the noise model as filtered by the weighted 
least-squares fitting procedure to the points {tj}. 
Although the noise model is independent of time 
translations, clearly the standard uncertainty in 
average frequency, uy, would be expected to de- 
pend on the offset of t from {t{}, as well as the 
interval breadth T. It is defined by 

not necessary to do so. Ordering the fitting points 
does not detract from the generality in any way, 
but we do not wish to restrict the values of t or 
t + T. We would like to re-express the d ■ {g(t + 
T) — g(t)} as a sum over only differences of the 
form xo(ti) — xo(tj). We note that we can expand 

xo(ti) = x0(ti) + £*-=2{a:o(fy) ~ xo(tj~l)}, so that 

d • {g(t + T) — g(t)} is equal to 

G"1 Ei=i Wix0(u) ■ {g(t + r) - g(t)} 

Eill WiE^zofo) - a:o(*j-l)} 
EU E?=i(G-1)^r(*i){ff,(t + r) - gq(t)} 
*o(*i) Eli Wi EU EJUCG"1 W*i) 
{gq(t + T) - gq(t)} 

(9) 

x 

+ 
X 

and the last term, multiplying a;o(ii), can be shown 
to be equal to zero. To show this, it is sufficient to 
show that EiLi Wi5(*i)G-13(t) is independent of 
t, or that Ei=i WiS(*i)G_1 is equal to the vector 
[1,0,0,...0]. We observe that, from our definition of 
G and since gi = 1, G[1,0, 0, ...0] = £ili Wtffc), 
and premultiplying by G_1 completes this proof, 
provided only that g\ is a constant. Thus Uy(t, T)T

2 

is equal to 

EÖHsote) xo(tj-i)} 
N ES=iWiEl

j=a{xo(tj) - xofa-!)} 
x     Eo=lEr=l(G )qr 

(10) 

X     9r(ti){gq(t + T)-gq(t)}}   y 

Collecting the expressions with the same difference 
term {xo(tj) — £o(*j'-i)} allows us to write a useful 
form, namely 

ul(t,T) 

' Xo(t+T)—Xo(t) | fdi9(t+T)-9(t))Y (8) 
U2

y{t,T)T2=: 

(11) 

We note that {x0{t + T) - a;o(*)} = E?=i[*o{tj) ~ 
xo(tj-i)], if we define ^=0 = t and tj=Ar+i = t + r. 
Although it might be convenient to envisage the 
set of {tj} as an ordered set with tj > tj-i, it is 

where for the range 2   <   j   <   N,   Dj(t,r)   = 

i - Etj Wi EU E?=i(GJ1)^r(ti){ff,(t + T) - 
gq(t)}; Dj=i(t,T) = 1 and Dj=N+1(t,T) = 1. Mul- 
tiplying the terms explicitly gives a computable 
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form for the standard uncertainty in average fre- 
quency: 

uj(t, T)T
2
 = 

E^EÖ1^,*,^ (12) 
([xo(tj) - x0(tj-i)][xo(tk) - zo(*fc-l)])- 

The utility of this form lies in the fact that it 
is a sum over functions of the general form < 
[xo(t2)-x0(ti)][xo(t4)xo(t3)} >, which are easier to 
compute for our full noise model - they are less di- 
vergent than the autocorrelation function of xo(t). 
The analytic forms for these functions, and some 
comments on their numerical evaluation, are given 
in our earlier work [6], [5], [4]. 

This is the form used for calculating the stan- 
dard uncertainties for the different distributions of 
weights, in Figures 1-6. It is also a form which 
suggests the possibility of largely linearizing the 
search for the optimum weights for rather large 
data sets. 
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Introduction 

We describe the design of a space-worthy hydrogen 
maser capable of four or more years of continuous 
operation in space. This maser system can be adapted 
for several future space applications, such as very long 
baseline interferometry, high precision time transfer, and 
tests of relativistic gravitation. The maser clock system 
is described, including details on its design for surviving 
very high levels of launch stress, operating with 
frequency stability, (Ty(i) = 1 x 10"^ for x = 24 hours 
over ambient temperature variations from 14 to 25 C, 
and magnetic field variations of ± 0.5 gauss. These 
specifications are intended to allow it to be used on a 
wide range of launch vehicles and space platforms. 
Tests of this maser clock system for approximately 1 
year duration will be made in a low orbiting spacecraft 
by making short pulsed-laser time comparisons with a 
maser monitored via a common view GPS technique 
located in a laser-equipped earth station. The timing 
system and the event timer, with 10 ps time resolution, 
is described in an accompanying paper at this 
conference.* 

Operation of the space-borne maser system is 
controlled and monitored using an on-board 
microprocessor that implements a number of automated 
procedures for controlling the maser and testing its 
operational parameters while in orbit. The entire 
system, including two reflector-detector-event timer 
modules, will operate on less than 95 watts. The 
package, as configured for mounting on the European 
Space Agency's EURECA spacecraft, weighs less than 
110 kg. 

Objectives 

The purpose of this project is to design, build, and 
test a spaceborne atomic hydrogen maser clock system 
and evaluate its performance in space. Three tasks will 
be performed while in space: 

• Measure the maser's frequency relative to 
international time scales using laser pulses from a 
ground-based satellite laser ranging station. 

Observe the maser's response to controlled changes 
in the maser's functions and from variations of its 
environment. Control and monitoring will be done 
through the spacecraft's telemetry and telecommand 
systems. 

Determine from frequency measurements and from 
monitored data, the maser's frequency stability over the 
duration of the mission, and the effect of ambient 
conditions on the maser's long-term frequency 
performance. 

Overview 

The main component under test is a hydrogen maser 
atomic clock system located in a spacecraft in a low 
earth orbit (altitude of approximately 500 km.) Time 
kept by the atomic hydrogen maser (H maser) clock will 
be compared with earth-based clocks by controlling the 
times of laser pulses sent from a laser ranging station. 
Their arrival times will be recorded at the spacecraft and 
the pulses will be reflected back to the ranging station 
by cube corner retroreflectors mounted on the spacecraft. 
A photodetector mounted with the retroreflectors will 
detect the arrival of a laser pulse at the spacecraft and 
will trigger a timing circuit (an "event timer") that 
records the pulse's arrival time in terms of the spacecraft 
maser's time scale. The pulse arrival times at the space 
craft will be corrected for propagation by measuring the 
two-way time of propagation at the earth station. An 
overview of the system is shown in Figure 1. Figure 2 
shows a block diagram of the major system 
components. 

Systems 

The experimental package consists of (i) an H maser 
physics unit, (ii) one or two laser retroreflector/detector 
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units that detect the arrival of a laser pulse at the 
spacecraft and reflect the pulse back to the ranging 
station,and (iii) the electronics required to operate the 
maser, interface with the spacecraft and measure the 
arrival time of laser pulses. 

The physics package 

The H maser physics unit consists of a microwave 
resonant cavity assembly, an RF dissociator that creates 
a beam of hydrogen atoms, a permanent magnet state 
selector system, and vacuum pumps to remove expended 
hydrogen and other gases. The physics package is 
shown in cross-section in Figure 3. 

The hydrogen beam that operates the maser is 
formed in a dissociator-state selector system mounted in 
the vacuum envelope opposite the entrance to the cavity 
resonator. The RF dissociator converts molecular hydro- 
gen (H2) into a beam of atomic hydrogen (H), and the 
state selection magnet focuses atoms that are in the 
desired quantum state into the quartz storage bulb. The 
vacuum manifold that contains the dissociator, state 
selection magnet, and sorption pumps is connected to 
the vacuum belljar by a titanium neck tube. Figure 3 
shows the locations of the dissociator and hexapole state 
selection magnet. 

The H2 is supplied from (40 grams) of lithium 
aluminum hydride (UAIH4 ), contained in a stainless 
steel container whose temperature is controlled to 
maintain a constant hydrogen pressure. Hydrogen flow 
from the UAIH4 source into the maser is controlled by 
sensing the hydrogen pressure in the dissociator with a 
thermistor Pirani gauge, and regulating the temperature 
of a palladium silver diaphragm to keep the pressure 
constant. 

In the dissociator, molecular hydrogen at a pressure 
of approximately 10_1 torr is led from a hydrogen 
source to a cylindrical glass bulb (~6 cm long,- 3 cm 
diameter) mounted within the vacuum chamber. An RF 
coil that is connected through the vacuum envelope 
surrounds the dissociator bulb. Five watts of RF power 
at about 90 MHz is applied to produce a plasma 
discharge that dissociates the %. Atomic hydrogen is 

14 directed as a highly collimated beam of about 10    H 
atoms per second into the hexapole state selection 
magnet which selectively focuses atoms in the desired 
atomic hyperfine state into the storage bulb.   The 
hexapole magnet is approximately 8 cm long with a 
bore of about 3 mm and has a field between its pole tips 
of approximately 9 kilogauss. 

Expended hydrogen is absorbed in two sorption 
cartridges operating at room temperature. These pumps 
scavenge only H2. A small ion pump removes the 
usual non-hydrogen outgassing products from the 
metallic vacuum system and maintain a 10"" torr 
vacuum. 

The cylindrical vacuum tank is made of titanium 
alloy (6%A1-4%V) and contains a cylindrical microwave 
resonant cavity, within which is mounted the quartz 
hydrogen storage bulb. The three-part cavity (cylinder 
and two end plates) is made of Cer-Vit, a glass-ceramic 
material of a type often used for highly stable telescope 
mirrors. Its inner surface is coated with silver to create a 
conductive surface. A double Belleville spring clamps 
the cavity endplates to the cylinder with an axial force of 
approximately 480 lbs. The compression of the 
Belleville spring is adjusted so that the compressive 
force is nominally independent of the length of the 
holddown can. Under these conditions, the clamping 
force on the cavity, and thus the cavity's resonance 
frequency, is approximately independent of the thermal 
expansion of the hold-down can. The cavity mounting 
baseplate is attached near its center to the base of the 
vacuum tank, making the cavity structure essentially 
independent of dimensional changes in the outer vacuum 
envelope. 

The spherical, 18-cm diameter, thin-walled fused 
silica (quartz) storage bulb with a mass of about 200 
grams is epoxied to one end of the microwave cavity. 
Its inner surface is coated with a thin layer of Teflon. 
Hydrogen atoms enter and leave the bulb through a 
narrow tubular aperture. While in the storage bulb the 
atoms produce a very weak microwave signal at a 
frequency of 1.42 GHz that is coupled by a loop in the 
cavity and led, at a level of approximately -100 dBm, to 
a heterodyne receiver that phase-locks a 100 MHz 
VCXO. A second loop within the cavity incorporates a 
reverse-biased varactor tuning diode to adjust the cavity 
resonance frequency. 

The magnetic field within the maser's resonant 
cavity is carefully controlled by an assembly of 
magnetic shields and a solenoid, shown in Figure 3. 
Four nested cylindrical molypermalloy magnetic shields 
surround the vacuum belljar. A magnetic field 
compensation system2 is located within the outermost 
shield which consists of a small fluxgate magnetometer 
to operate a magnetic field servo system to null the axial 
field by controlling current to a coil wrapped around the 
next-to-outermost shield. This system attenuates 
ambient magnetic fields of ± 0.5 gauss to a level of a 
few microgauss within the belljar. A shielding factor, 
S= AHexternal /AHmtemal in excess of 2xl°6 is 
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achieved by this system. A two-layer three section 
printed circuit solenoid closely fitted to the inside of the 
innermost shield is used to provide a uniform 
longitudinal magnetic field of about 5xl(H gauss 
within the cavity. 

The temperature of the resonant cavity and storage 
bulb is held constant by a 7-zone heat-added thermal 
control system. The vacuum tank constitutes the inner 
isothermal control surface and is controlled in three 
zones. The innermost magnetic shield surrounding the 
tank serves as the inner oven and two heaters are located 
at the joints near the neck. An outer oven consisting of 
three zones surrounds the tank and two additional zones 
control the temperature of the mounting plate and the 
uppermost end of the tank attachment structure. Figure 
3 shows the locations of the heaters. 

The inner magnetic shield is mounted to the outside 
of the titanium tank. The belljar is supported by a pair 
of tubular titanium necks, one connected to the main 
mounting flange and the other to an aluminum support 
can that surrounds the outer magnetic shield. The 
bottom of the support can is fixed to the main mounting 
flange. The three outer magnetic shields are separated by 
segments of open-celled foam that provide a semi-rigid 
support. This support scheme is designed to damp out 
shock and vibration in order to prevent work-hardening 
of the shields, which could lead to loss of magnetic 
shielding effectiveness. The outermost magnetic shield 
completely surrounds the maser physics package. The 
weight of the outer magnetic shields is transferred to the 
outer aluminum support can, and thence to the main 
mounting flange. 

The main mounting plate is the primary point of 
attachment of the H maser. It supports the near belljar 
neck directly, and the far neck through the outer support 
can. It also supports the stainless steel vacuum manifold 
that houses the dissociator, the sorption pumps, and the 
state selector magnet. The main mounting plate is 
connected to the spacecraft by an aluminum structure that 
also houses the maser's electronics, the % supply-flow 
controller and the ion pump. This assembly is shown 
conceptually in Figure 3. 

Retroreflector and Photodetector Arrays 

Time kept by the spaceborne hydrogen maser will 
be compared with time kept by clocks on the earth will 
be done using laser pulses. A description of the 
reflector-detector array and the 10 picosecond resolution 
event timer that encodes the arrival times of the pulses 
is given in reference 1. 

Electronics 

The electronics comprisise the following: 
Power conditioning circuits 
Computer and associated digital circuits for 
interfacing with the spacecraft's telecommand 
systems 
Circuits  for  controlling  and  monitoring  the 
functions of the physics unit 
High-voltage (-2.5 kV) power supply for operating 
the maser's ion vacuum pumps 
RF oscillator and amplifier (-80 MHz, -5 watts) for 
dissociating H2 molecules into H atoms 
Heterodyne RF receiver and frequency synthesizer 
for phase-locking a crystal oscillator to the maser's 
output signal 
Photodetector and event timer for laser pulse timing 

Power Conditioning 

The experiment uses 28-volt DC power supplied by 
the spacecraft power systems. Isolated switching DC- 
DC converters produce ±15 volt and +5 volt power for 
operating the circuitry. Pulse-width modulated 
switching circuits are used to supply power to the 
physics unit's temperature control heaters. The power 
circuits are filtered to reduce radiated and conducted 
electromagnetic interference (EMI) to required levels. 
Average power, including electronic circuits as well as 
temperature-control heaters, is approximately 95 watts. 

Computer and Spacecraft Interface 

Standard digital circuitry provides the interface 
between the experiment and the spacecraft's telemetry 
and telecommand functions. A dedicated experiment 
microprocessor buffers signals between the experiment 
and the spacecraft, receiving telecom mands and sending 
data to the spacecraft's mass storage system for 
telemetry to the ground station. The microprocessor 
also controls some of the physics unit's functions, acts 
upon telecommands, and preprocesses and formats 
information from the monitoring systems and event 
timer. 

Three types of telecommand information are required 
by the experiment: (a) commands to adjust internally 
controlled parameters, such as magnetic field current or 
hydrogen beam flux; (b) commands that cause the 
computer to start an autonomous sequence of activities, 
such as measuring the maser's internal magnetic field; 
and (c) sets of data that update information in the 
computer's memory, such as opening gating circuits at 
the expected times of laser pulse arrivals. In addition, it 
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will be possible to upload revised programs to the 
experiment's computer if desired. 

Control and Monitoring Circuits 

Several functions of the HMC are controlled during 
the mission, as shown in Table 1. 

The heater elements are bifilar-wound wires or 
flexible printed circuit heaters, depending upon location 
in the physics unit. Operation of the maser's circuits is 
monitored by converting controlled or measured 
parameters into voltages in a standard range and 
changing these voltages into digital form by a 
multiplexer and a digital-to-analog converter. Monitored 
voltages are read by the computer at preset intervals and 
transferred to the spacecraft's mass memory system for 
telemetry to the ground. 

High-voltage Power Supply 

The vacuum within the maser is maintained by a 
passive (non-powered) sorption cartridge pump that 
absorbs hydrogen, and by a small ion pump that 
removes residual gasses resulting from outgassing of 
internal surfaces. The ion pump is operated by a 2.5 
kV, 100 microampere high-voltage power supply 
(HVPS) mounted integrally with the pump body. The 
HVPS provides a monitor voltage that is related to the 
current drawn by the ion pump. The HVPS is a sealed 
unit, and its high-voltage output is insulated to prevent 
corona discharge, EMI, and shock hazard. 

Dissociator 

The hydrogen dissociator uses RF power to make a 
plasma in low-pressure hydrogen gas that dissociates H2 
molecules into hydrogen (H) atoms. The frequency and 
amplitude of the dissociator oscillator are controlled to 
maintain a condition of optimum match. The 
dissociator oscillator and amplifier, which are located 
outside of the vacuum system are shielded to prevent 
EMI, while the matching circuit is shielded by the sealed 
metal vacuum envelope. The brightness of the red line 
in the atomic hyrrogen spectrum is measured by a 
photodetector and dielectric interference filter mounted 
outside of a small quartz window in the vacuum 
envelope. The dissociator bulb's support structure 
carries heat dissipated in the plasma to the outside of the 
vacuum envelope. The dissociator bulb is pressed by 
Belleville springs between two aluminum plates that are 
mounted to the vacuum manifold by aluminum rods 
with sufficient cross sectional area to carry the heat with 
minimum temperature gradient. 

Receiver/Synthesizer 

The output signal from the maser's resonant cavity 
is at a frequency of approximately 1.42 GHz and a power 
of approximately -90 to -100 dBm. A multiple- 
heterodyne receiver phase-locks a 100 MHz voltage- 
controlled crystal oscillator (VCXO) to the maser signal, 
producing a standard receiver output frequencies of 100 
MHz at 0 dBm. An adjustable-frequency direct-digital 
synthesizer operating at approximately 405 kHz provides 
adjustment of the VCXO frequency. 

Photodetector and Event Timer 

The arrival of a laser pulse at a retroreflector is 
sensed by a photomultiplier tube (PMT) mounted within 
the array package. The PMT's output pulse is sent to a 
constant-fraction discriminator and event timer also 
located in the array package. Because the expected pulse 
length is considerably longer than the desired mea- 
surement precision of 10 picoseconds, and the pulse 
height can vary from pulse to pulse, the constant- 
fraction discriminator circuit is needed to produce a 
standardized logic pulse at a time that is independent of 
the laser pulse's amplitude. 

The standardized pulses produced by the 
discriminator go to an event timer that records pulse 
arrival times in terms of a 100 MHz clock signal with a 
precision of 10 ps. The event timer consists of standard 
digital gates and registers, and a hybrid analog time 
interpolation circuit that provides 10 ps measurement 
resolution. 

Summary of Size Weight and Power 

The physics unit is a cylindrical structure 43 cm dia, 83 
cm long weighing 74.5 kg. The electronics control box has 
dimensions 30 x 30 x 33 cm and weighs 11.4 kg. The maser 
receiver package has dimensions 16x15x12 cm and weighs 
2.5 kg. The microprocessor has dimensions 26 x 16 x 14 cm. 
and weighs 3.8 kg. 

The entire experiment will be located on a heat 
conducting support plate kept at about 20^C; it will 
consume on average approximately 95 watts of 28 VDC 
power. 
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Function 
Temperature (8 zones) 

Hydrogen flux 

Magnetic field in Cavity 

Varactor diode volts 

Dissociator operation 
Synthesizer frequency 

Table 1 - Controlled Functions 
Sensor 

Thermistor 

Thermistor 

None 

None 

RF diode 
None 

Controlled parameter 
Heater current (pulse width 
modulated) (~50°C max) 
Heater current (pulse width 
modulated) (~50°C max) 
Coil current (resistor ladder via 
relays) (-50 mA max) 
Diode voltager (resistor ladder via 
relays) (10 volts max)  
Frequency, power 
Direct digital synthesizer setting 

1 E.M. Mattison et al., A Time Transfer Technique 
using a Space-borne Hydrogen Maser and Laser 
Pulse Timing   this publication. 
2 We grqtefully acknowledge helpful discussions 
on active magnetic compensation systems with Mr. 
H.E. Peters of the Sigma Tau Corp. 
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Abstract The paper describes developments 
of novel miniaturized rubidium frequency standards 
Two variants stem from the same principal design 
based upon a magnetron cavity. 
1) a very small industrial unit for standard commercial 
applications. The overall volume of this model is only 
0.251 with a mass of 470 g and power consumption 
of 8 W. This unit is close to industrialization, 
2) a rugged spaceborne oscillator designed for 
operation on various spacecrafts or missions. This 
model was developed in the framework of ESA's In- 
Orbit Technology Demonstration Program. Two 
units, outcome from the present development, will 
constitute the main time reference for the Russian 
RADIOASTRON I space VLBI satellite. For this 
particular application the short time stability and 
temperature sensitivity are very important.The 
measured short time stability is cy =4 ■ W12-x'1/2 

with 1.6 -10"10 temperature sensitivity over the 
whole operating range -20°C to +65°C. 

Introduction 

Worldwide rubidium frequency standards are the by 
far most widely used atomic oscillators. They have a 
an ever increasing range of applications, i.e. in TV 
networks, digital data network synchronizations, 
PCM integrated telephone networks, navigation 
systems, space communication like tracking of 
satellites and rockets, etc. 

There is a general trend to further miniaturize these 
devices, minimize their power requirements and 
reduce manufacturing costs, i.e. sales prizes. 

Their compactness, portability and continuous 
operation capability allows them compete with quartz 
crystal oscillators whereby better reproducability , 
higher long- and medium-term stability, short warm- 
up time and low g-sensitivity makes them superior to 
them in most applications. 

Since 1988 the Observatory of Neuchätel has 
performed studies and developed breadboards of 
physics packages for miniaturized rubidium 
frequency standards for ground and space 
applications.The principle of the physics package 
based upon a magnetron type resonator was already 
described at EFTF 1992. [1] 

In February 1992, we started to redesign this 
industrial physics package in order to reduce 
significantly the material and production costs. At the 
same time the development of an associated 
miniaturized industrial-type electronics was started at 
the Observatory. This development has recently 
reached maturity and an industrialization of this unit is 
planned in the near future. 

The development of a space compatible rubidium 
standard started in October 1992 in the framework of 
the "In-Orbit Technolgy Demonstration Programme" 
of the European Space Agency (ESA). Two units, 
outcome from the present development, will 
constitute the main time reference for the Russian 
RADIOASTRON I space VLBI satellite and will be 
used for calibration purposes and as back-up local 
oscillator in case of failure of the main local oscillator 
system (which is based upon a quartz oscillator 
locked to ground H-masers via appropriate 
microwave links). In such a case the Rb clock will be 
used for observation of strong radio sources. 

This paper presents the development activities in the 
field of lamp-pumped Rubidium Ultra-Stable Oscil- 
lators (RUSO) during last two years at the 
Observatory of Neuchätel starting with a description 
of the industrial version. Aspects of diode laser 
pumped rubidium standards also being studied have 
recently been published elsewhere. [2] 

716 

0-7803-1945-1/94 $3.00 © 1994 IEEE 



2.       Industrial Miniaturized Rubidium 
Oscillator 

This unit was developed as a general purpose 
oscillator for industrial application, i.e. navigation, 
telecommunication, network synchronization etc. 

The principal characteristics of this unit are its very 
small volume (0.251), small mass (0.47 kg), low power 
consumption and a built-in data interface usable for 
monitoring and control. 

The basic features and typical operation perfor- 
mances of this rubidium standard are 

• <1-10-11-x-1/2 short term stability 
• 3 to 4-10"1 ° over - 20° to 65°C op. temp, range 
• 10 MHz output, adjustable by steps of 2x10"1 ° 

with internal synthesizer 
• fine adjustment by analog or RS232 command 

in steps of ■MO"11 

• <8W@25°C steady state power consumption 
• 15W (25W optional) consumption during warm-up 
• < 5 min. warm-time to reach a frequency stability 

of<5x10"10 

.  working parameters stored in EEPROM memory 

Fig. 1 is a photograph of the unit half opened 
displaying the electronic boards surrounding the 
physics package tube. The outside dimensions are 
50x57x90mm. 

Fig.1 Industrial Rubidium Oscillator 

2.1 Physics Package 

The key elements of the optical package, the Rb 
discharge lamp assembly and absorption cell with the 
microwave cavity are arranged at either end of a small 
cylindrical tube 

Other design features which contribute to the 
compact design are: 

- use of the integrated filter technique (IFT) 
- use of a magnetron microwave resonator 

The integrated filter technique, which combines the 
optical filtering and pumping in one cell, contributes 
also to the reliability since the configuration is 
simplified and the number of components reduced. 
The thermal capacitance of the cell assembly is 
relatively low. As a consequence the necessary 
power during warm-up is greatly reduced. 

The magnetron resonator is a cylindrical cavity loaded 
with a concentric capacitive-inductive structure 
(annular metal electrodes). It allows smaller cavity 
dimensions and concentrates the microwave field at 
the right region of the cell. 

The physics package tube is nested into two 
magnetic shields whereby the outer shield serves as 
the housing of the the unit. 

Two principal interface functions to the physics 
package, the lamp exciter RF oscillator and the step- 
recovery diode driver circuit, are directly mechanically 
attached to the physics package for stable impe- 
dance matching. 

2.2 Electronics package 

The electronics package is implemented on 3 
different boards, which are arranged around the 
physics package, between the inner and outer 
magnetic shield: 

The interrogation board generates the microwave 
signal corresponding to the hyperfine rubidium 
atomic transition. 
Signal generation starts with a fundamental mode 20 
MHz crystal multiplied by 9 to produce 180 MHz 
which is phase modulated by a 5.3 MHz synthesizer. 
The output frequency is directly derived from the 20 
MHz VCXO. 
The 10 MHz center frequency adjustment is made by 
changing the 5.3 MHz synthesizer frequency. The 
step size is normalized to 2-10'10/step at 10 MHz 
level. 
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The controller board contains the servo loop circuits 
and a microcomputer unit which is associated with 
multichannels D/A converters. The microcomputer 
also controls the interrogation and synchronous 
detection sequence as well as the Rb absorption 
"dip" search. The multichannel D/A converter is used 
for parameter setting of the instrument. 
The built-in serial interface allows an automatic 
parameter adjustment procedure during the 
manufacturing process as well as a coarse and fine 
adjustment of the center frequency. All the working 
parameters can be stored in a built-in EEPROM 
memory. In addition an 8 channels A/D converter is 
used for monitoring of principal internal signals like: 
light level, signal level, thermostats voltages, RF 
power etc. 
This feature was intensively used also for the 
characterization and tests of the space physics 
package. 

The power supply board includes the lamp and the 
cell oven control circuits and the necessary sub- 
voltages generation. 

2.3     Physics parameters optimisation 

To find the optimal working points for the Rb lamp 
and absorption cell three main parameters have to be 
adjusted in an iterative manner: the lamp temperature 
and oscillator power, and the absorption cell 
temperature. 

Due to the the light-shift effect which depends on 
the intensity and the spectrum of the pump light all 
parameters change the frequency in a non-linear 
way. Furthermore, the pressure shift and 
inhomogeneity effects taking place in the absorption 
cell also have to be taken into account in order to 
understand the observed dependence of the clock 
frequency on these critical parameters. [3][4] 

Note, that the often observed linear light shifts are 
obtained in laboratory arrangements in which the 
pump light intensitiy is varied by means of neutral 
density filters. This is not the situation in assembled 
commercial units where light changes are usually 
caused by variations of operational parameters which 
change both the intensity and the spectral profile of 
the light. 

Figure 2 is a sample plot of the frequency shift due to 
lamp oscillator current and cell temperature. For a 
given cell temperature, the behaviour corresponds 
to the lamp characteristic. The parabolic behaviour is 
a combined effect of light-shift connected to the light 
absorption and N2 buffer gas pressure shift. 

Lamp osc. current 

80    ^Wso 
100 

Cell temperature 

Fig. 2   Frequency vs. lamp oscillator current and 
absorption cell oven temperature 

The optimal operating point in this particular case 
corresponds to about 70 mA lamp oscillator current 
and 83.5°C oven cell temperature. In Fig. 3 the 
corresponding frequency shifts due to lamp oscillator 
current and lamp temperature changes are 
displayed. 

Y(E-10) 

140 

Lamp temp. 

mmm^l^s^malW^   ll=90mA 

H=80mA 

ll=70mA 

•0mA 
Lamp osc. current 

143 

Fig.3    Frequency vs. lamp oscillator current and 
lamp oven temperature 
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This physical parameters optimisation can be made in 
an automatic manner by using the previously 
described electronics package. This provides a very 
good flexibility and a cost effective solution for the 
adjustment of the critical physics parameters. 

2.4      Typical test results 

Intensive tests are presently performed on 10 
prototype units, starting with long-term stability 
measurements in order to define the specifications 
of the final product. Fig. 4 shows the units on the test 
bench. 

Typical Phase Noise at 10 MHz (L(f) 

HP 304M    Cmrrimr:   10.E+4U Hi 5/11/T3     13:30:45 -   13:37:03 

Typical Short term stability (oy(t)) 
HP 304M    CarrUr: tO.E«<M Hz 4/VS/TZ    17:13:29 - 03:<M:ll 

: :                   :                   :                  - : :                     :                     : 
E-IO : t  "1 | | : 

A :                     :                     : 
r^^^ ■                 : : M                    X< 

x        T*^,^,,^^ii^  : 
6-12 

K                              Z 

t   * 
'■                   :                   :                  Z 

■                   :                   : 

:                   : 
E-M i     ■  i ii     i     ii JJ 1 l_JLU  i       i i_u 1 Li it      i      i   i II      .      .   . . 

E-3 E-2 e-i e*o 

Fig.4 Rubidium oscillators on long-term test bench 

The general long-term trend is a positive frequency 
drift, decreasing versus time .associated with an 
increase of the light level transmitted through the 
absorption cell. 
For a continuous operation, all the tested units 
reached the drift specification goal of 4x10"11 /month 
after at least 150 days of operation. The measured 
values of most units is significantly better. Figure 6 
represents the long-term frequency behaviour under 
normal lababoratory conditions of unit No.8. 

The future plan is to accelerate the preaging 
procedure by pre-baking the critical elements (lamp 
and cell) in order to shorten the bum-in period. 

Fig. 5 shows typical results obtained for the phase 
noise at 10 MHz [L(f)], short-term stability and 
temperature sensitivity. 

Typical frequency vs Temperature 

 1 *H 1 1 1 1 1 1 

■.■'"'"        "•■■.. 
* 6 -j  

 " 

  5  

 1 4J 1 1 1 1 1  
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Fig. 5   Typical Test Results for Miniaturized 
Industrial Rubidium Oscillator 
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Fig.6 Long-term frequency drift measurement of 
miniaturized industrial rubidium oscillator 

xenon for low thermal conductivity. Each block is 
connected to one of the end plates by a thin-walled 
tubular titanium spacer. This configuration greatly 
reduces the thermal flow between the blocks and 
to the tube envelope. It allows a very compact 
design with low power consumption, short warm-up 
time and minimal environmental sensitivities. 

Apart from the improved stability upon outside 
temperature variations, it is obvious that the sealed 
container makes the physics package virtually 
insensitive to barometric influences. 

Fig. 7 show the physics package tube before and 
after assembly. Connection between the lamp and 
cell units to the titanium tube is by electron beam 
welding to form a rigid structure. The attached 
copper tube for pumping and filling is pinched off in 
the final sealing process. 

3.     Spaceborne Rubidium Oscillator 

The spaceborne design had to regard the more 
stringent levels of vibration, static acceleration, 
thermal vaccuum, radiation and eletromagnetic 
compatibilities in the spacecraft environment. 

Since the unit is supposed to be capable to 
operate on various spacecrafts or missions it had to 
be equipped with an interface board dedicated to a 
selected spacecraft. The present development 
contains an interface which complies with the 
special requirements of the Russian 
RADIOASTRON 1 spacecraft. 

A tested pre-engineering model of this spaceborne 
oscillator, named RUSO-S, has been delivered to 
Astro Space Center in Moscow in February 1994. 
An engineering model and several physics 
packages have been successively assembled and 
are presently under test. 

3.1   Physics Package 

The principle design characteristics of the physics 
package are its low power consumption, small size 
and mass, along with minimal environmental 
sensitivities and mechanical ruggedness. 

The basic configuration follows closely that of the 
miniaturized industrial unit. A unique feature of the 
design is that all parts of the physics package are 
incorporated in a sealed titanium tube. Inside this 
tube, lamp and cell sections form two separate 
blocks which operate at well-defined but different 
temper-atures. The cylindrical tube is filled with 

Fig. 7     RUSO-S physics package before and 
after integration 
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3.2     Space Electronics: 

The space compatible design had to regard the 
radiation sensitivity of the components, operation 
capability in vacuum, insulation requirements, 
reliabilty considerations and interface 
requirements. The main differences to the ground 
electronics are: 

• the use of high REL components 
• the use of a field-programmable gate array for 

the control electronics synthesizer section 
• full galvanic insulation of the power supply 
• dedicated spacecraft interface for 

Radioastron.1 

The complete space compatible electronics 
package including DC/DC converters.is integrated 
onto a rigid-flex-rigid PCB to avoid wiring. The 
board is folded over three levels within the housing 
box. The dedicated interface board with the 
connectror bracket sits on top of the arrangement. 
The overall configuration of the physics package 
and the arrangement of electronics boards is seen 
in Fig. 8. Fig.9 is a photograph of the complete 

RUSO and Fig. 10 shows the open housing 
displaying the main and interface board. 

A block diagram of the spaceborne RUSO is given 
in Fig. 10 

^^Br 
'&W 

4 
♦ *ejM 

"N, 

^<^<^^/? 

-ill 

Fig.8      Fully assembled RUSO-S 

Fig. 8 RUSO-S overall configuration Fig. 9 RUSO-S showing main and interface board 
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Fig. 10 Block diagram of spaceborn rubidium standard 
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3.3    Test results Acknowledgements: 

The signal parameters measured on the RUSO-S 
engineering model are the following : 

Absorption dip amplitude: 
Photo cell current: 
Shot noise: 
Total noise: 
Line quality factor: 
Discriminator slope 
Predicted stability (with total 
noise and 50% dead time): 
Measured stability 
(pre-engineering model) 
The following table is a condensation of the 
specifications and test results measured on the 
PEM physics package associated with an industrial 
electronics package. 

0.8mA 
144u.A 
8 pA(Hz)"1/2 

16pA(Hz)"1/2 

3.6-10-6 
0.84 nA/Hz 

2.8-10-12-r1/2 

4-10-12-T-1/2 

PARAMETER ESA 
spec. 

TEST 
results 

Long term frequency stability 
(Df/f0) per month <4e-11/m <1e-11/m 

Short term stability a(x"1/2) 
for 1<t<100s 

<1e-11 
T-1/2 

4e-12 
x-1/2 

Temperature stability (Df/f0) 
in - 25 to + 60°C range 

<3e-10 1.6e-10 

Static g-sensitivity 
<4e-12/g 3.5e-12/g 

Magnetic sensitivity 
<2e-11/G <1e-11/G 

SSB phase noise ( L (fm) 
(f0 = 10 MHz) in dB 

fm=      1Hz 
=     10 Hz 
=    100 Hz 
=  1.000 Hz 
= 10.000 Hz 

-80 
-100 
-120 
-140 
-140 

-84 
-104 
-124 
-142 
-145 

Warm-up time to reach 
stability < 5x10-10 

Retrace (Df/f) 

<6min 

<2e-11 

<3e-10/ 
6min 

<1.2e-11 

Power consumption during 
warm-up 

Power consumption during 
normal operation 

<15W 

<8W 

14.5W 

7.5W 

Volume <1 liter 1.2 liter 

Mass <1kg 1.3kg 

DC power supply voltage 
range 

22 to 43V 16 to 45V 
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Agency's In-Orbit Technology Demonstration 
Program (TDP-II). We would like to thank ESTEC 
experts for their efficient and continuing support 
during this on-going program as well as our 
colleges P. Thomann, M. Frosio, C. Couplet, M. 
Dürrenberger, P. Scherler and J.-C. Sapin. 
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Abstract 

The proposed design of a new 87Rb maser frequency 
standard is presented. This device is expected to per- 
form similarly to a hydrogen maser at short and mod- 
erate averaging times. An operating maser of this de- 
sign would much be more compact than a full size 
hydrogen maser (the cavity need only be ~ 6 cm in 
length and diameter). It should also be much less 
expensive to build. Optical pumping techniques are 
used to produce a nearly complete population inver- 
sion in an evacuated wall coated cell. The population 
inversion is produced in a cell separated from the mi- 
crowave interaction region to eliminate problems with 
light shifts. Since no buffer gas is used the atoms are 
free to travel through an exchange tube from the op- 
tical pumping region to the maser interaction region 
where oscillation can take place. The system will be 
completely closed-cycle since atoms will return from 
the maser region to the optical pumping region where 
they will be repumped. This eliminates the need for 
a vacuum system, greatly simplifying operation. The 
principles of operation and the basis of the stability 
estimates will be discussed. 

Introduction 

In this paper, we describe the design of a new opti- 
cally pumped, active 87Rb maser which uses a double 
storage bulb technique to separate the optical pumping 
region from the region of maser oscillation. Relatively 

large frequency shifts known as light shifts occur if an 
atom is interrogated while an optical pumping source 
is on [1,2,3,4]. If a diode laser is used as the pumping 
source, these shifts force one to deal with laser stabi- 
lization techniques which do not in principle eliminate 
the problem. Techniques which separate the region of 
interrogation from the region of optical pumping are 
useful in that they, in principle, eliminate the effect 
of the light shift altogether. The double bulb design 
of this maser accomplishes this separation and allows 
the rubidium atoms to evolve in the dark, thereby, 
eliminating the problem of light shifts. This Rb maser 
design is substantially different in operation than the 
standard Rb maser [5,6,7] which uses a buffer gas to 
reduce Doppler broadening. 

The development of this new maser is made pos- 
sible by the use of a tetracontane coated, Pyrex cell 
that can be used to efficiently store rubidium atoms 
without the use of a buffer gas [8,9,10]. Using such a 
cell, it is possible to store rubidium atoms in a way 
that is similar to the standard technique used to store 
hydrogen atoms in the Teflon coated storage bulb of 
a hydrogen maser. Robinson has called such a cell an 
evacuated wall-coated cell (EWCC). Using standard 
optical pumping techniques in an EWCC of 25 cm3, 
the wall relaxation contribution to the line width was 
measured as 8 Hz [9,11,12]. This produced an atomic 
line Q of 0.85 x 109 at 6.835 GHz. 

We have designed a system which will use a pair of 
such EWCC's connected by a small transfer tube in 
a double storage bulb arrangement. By using optical 
pumping techniques to produce a population inversion 
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in one cell and allowing the population inversion to 
be transferred to a dark cell located in a tuned mi- 
crowave cavity, it is possible to build an oscillating 
rubidium maser with excellent medium term stability 
(o-j, (r) « 2 x 10~

U
/^/T). This new design is free from 

many of the systematic frequency shifts that plague 
other rubidium standards such as the light shift, the 
buffer gas frequency shift, and the RF power shift. 
The frequency shifts which are expected to signifi- 
cantly affect the performance of this active rubidium 
maser design are; the wall shift, the cavity pulling ef- 
fect and the spin exchange frequency shift. These have 
all been dealt with adequately in well-understood hy- 
drogen maser designs, and we have therefore based the 
interaction region of this rubidium maser design on the 
hydrogen maser [13,14,15]. 

The linear dimensions of the fully developed oscil- 
lating maser physics package will be at least 5 times 
smaller than a standard size hydrogen maser due to 
the higher hyperfine frequency of 87Rb. The cylindri- 
cal microwave cavity which will enclose the rubidium 
storage bulb will be 5.8 cm long and have a 5.8 cm 
diameter. Relative to a standard size hydrogen maser, 
there will be a substantial savings in size and complex- 
ity, because the state selecting magnets, the dissocia- 
tor and the vacuum system necessary in the hydrogen 
maser design are not necessary in this maser. 

Description of the Design 

The design of the proposed maser is shown in Figure 
1. A spherical storage bulb resides within a standard 
cylindrical microwave cavity operated in the TEon 
mode. It is connected by a thin exchange tube to a 
pumping bulb which lies outside the cavity volume. 
The inner surfaces of both bulbs and the exchange 
tube are coated with n-tetracontane. An axially di- 
rected magnetic field (the C-field) is applied to the 
whole structure. A reservoir of 87Rb is attached by a 
narrow opening to the pumping bulb. Only rubidium 
vapor is present in the double bulb. No buffer gases 
are used in this design. The operating density of the 
rubidium vapor is fixed by the vapor pressure at the 
operating temperature. Within the pumping bulb, the 

Double Bulb wRb Maser 

Microwave Cavity 

Temperature Controlled 
Rubidium Reservoir 

6.835 GHz 
MASER Output 

Two 
Frequency 
Optical 
Pumping 
on the D1 
Transition 

Linearly 
Polarized 
Pump 
Lasers 

Physics Package 
Length < 10 inches 

Figure 1: The basic design of the double bulb maser. 

vapor is optically pumped into the single upper hyper- 
fine state \F = 2,mp = 0) at a high rate [12]. These 
atoms then effuse through the exchange tube into the 
storage bulb where the maser oscillation occurs. The 
spent atoms return to the pumping bulb where they 
are again pumped to the upper hyperfine state, com- 
pleting the cycle. This cycle is illustrated in Figure 
2. 

The designs of the storage bulb and cavity are ob- 
tained by scaling a standard hydrogen maser design to 
an operating frequency of 6.835 GHz. The maximum 
unloaded cavity Q obtainable in this cavity design is 
about 37000 assuming a high quality silvered surface. 
We assume an unloaded Q of 25000 as a conservative 
estimate for our calculations. The diameter and length 
of the full size cavity are both 5.8 cm. The radius of the 
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storage bulb should be 1.74 cm giving a bulb volume of 
22.1 cm3 and a filling factor, r/' of 0.39. We have not 
yet considered the loading effect of the storage bulb 
on cavity frequency and Q. These will be considered 
in the final cavity and bulb design. 

The actual shape of the pumping bulb will be de- 
signed to optimize the effectiveness of the laser diodes 
used for optical pumping. Both mounting considera- 
tions and interaction volumes need to be considered. 
The length and diameter of the exchange tube will be 
used to set the geometric storage time of the atoms in 
the storage bulb. The appropriate magnetic shielding, 
C-field coils and ovens for thermal control have not 
been included in Figure 1. 

Stimulated 
Emission 

Effusion 

atoms. As shown by [12], it should be possible to effi- 
ciently pump a large percentage of the Rb atoms in the 
pumping bulb into the single state \F = 2, mp = 0) us- 
ing readily available laser diodes. The exchange tube 
time constant is assumed long relative to the time scale 
of the optical pumping processes. Under these condi- 
tions, a large population inversion can be maintained 
in the pump bulb providing a source of atoms to main- 
tain the maser oscillation in the storage bulb. 

Stability Estimates 

As a reasonable estimate of the performance of a 
completed Rb maser design, we calculate the mid-term 
(r w 10 to 10000 seconds) frequency stability of the 
oscillating maser. This stability analysis follows the 
analysis of hydrogen maser performance given in [13]. 
The stability for this range of averaging times is deter- 
mined by three parameters: cavity temperature, oper- 
ating line Q, and oscillation power, P. The theoretical 
mid-term stability of the oscillation is then given by, 

TV(T) = 
kT   1 

Optical 
Pumping 

2PTQ 

An important parameter for maser performance is 
the oscillation threshold parameter a. It is defined by 

30 60 time 
(msec) 

Figure 2: This figure represents schematically the path 
of a typical atom in the optical pumping —» effusion 
—> maser oscillation —> effusion cycle. 

A systematic study of the optical pumping process 
in a single bulb tetracontane coated 87Rb vapor cell 
has been performed [12]. That analysis applies di- 
rectly to the pumping bulb of the design presented 
here. The single difference being the presence of the 
exchange tube and the associated escape and return of 

a = KQcTxTiI, 
2     / 

where we have K = ^Xvt > ®c is tne loaded cavity 
Quality factor, T\ and Ti are respectively the longitu- 
dinal and transverse time constants for stored atoms, 
and / is the flux of the population difference entering 
the storage bulb. Also no is the permeability of free 
space, \IB is the Bohr magneton, 77'is the cavity fill- 
ing factor, % is Planck's constant and Vj, is the volume 
of the storage bulb. For a particular maser design to 
oscillate, we must have 

a > 1. 

It is expected that atoms will be pumped at a high 
rate into the 

\F = 2,mF=0) 
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state and therefore most of the atoms effusing from 
the pumping bulb to the storage bulb will be in this 
state. The density, n, of Rb atoms in the storage bulb 
is therefore given by T&Z, where T& is the geometric 
storage time of the storage bulb. Knowing the density 
and the bulb time constant, we can determine the ef- 
fective atomic flux. For a storage bulb connected to a 
thin exchange tube, 

Tb- 
4V& 

vAa (*♦*)■ 
where L and r are the length and radius of the ex- 
change tube, Aa is the cross sectional area of the tube 
and v is the mean velocity of the stored atoms [14]. 

There are three major relaxation mechanisms which 
will contribute to 71 = \/T\ and 72 = I/T2. They are 
wall relaxation, spin exchange relaxation je = n(Tvr, 
and the geometric escape rate 7*, = 1/Tj,. The total 
density of rubidium atoms in the storage bulb is n. 
The spin exchange cross section, a, for rubidium is 
about 2.5 x 10~14 cm2 and the mean relative velocity 
is 

I kT 1/2 

\irm ) 

where m is the rubidium atomic mass. We do not 
presently have direct measurements of 71™. We as- 
sume that it is approximately the same as the mea- 
sured value for 72™ of about 30 sec-1 although, relax- 
ation rates measured for Paraflint indicate that 71™ is 
likely to be at least 5 times smaller than 72™ [8]. For a 
conservative estimate, we set 71™ = 72™ = 7™ in what 
follows. The total relaxation rates are then, 

71 = 7ft + 1w + 7e 

72 = 76 + Jw + f 7e 

and the oscillation power level is given by 

P = -huol H> 
A near optimal choice of operating density and es- 

cape rate is obtained if all the relaxation mechanisms 

Theoretical Stability of Double Bulb 
Rb Maser Compared with other 

Atomic Standards 

oy(T) 

10" 10n 102 10* 10' 

Averaging time, x (sec) 

10° 10° 

-Rb Maser 
-H Maser 
- Atomio Fountain 

Figure 3: This plot compares the theoretical stability 
of the 87Rb maser to the stability of an actual H maser. 
The theoretical stability of a proposed atomic fountain 
is included as an example of one of the new breed 
of passive atomic standard that may require H maser 
type performance from a slaved local oscillator. 

contribute about equally to the total relaxation. This 
gives good mid-term stability and does not degrade 
the cavity pulling factor too severely. For 

7e = 76 = lw = 31 sec-1 

at anoperating temperature of 35°C, we calculate that 

ay(r) = 4.1 x l(T14/>/r- 

By operating at 50°C, a somewhat better mid-term 
performance can be obtained at the expense of a re- 
duced line Q producing a larger cavity pulling fac- 
tor that would degrade the long-term performance. 
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We find that by using 7e = 76 =   128 sec 
jw = 31 sec-1 we can obtain 

and 

(T„(T) = 2.1xl(r14/v/r- 

In the Table 1, we summarize the results of the sys- 
tem calculations at two different operating tempera- 
tures. In this device, the operating temperature has 
the effect of setting the Rb density through the vapor 
pressure of the Rb reservoir. One sees that if system- 
atic fluctuations can be stabilized for timescales of the 
order of one hundred seconds, that this device would 
be capable of achieving a stability of 

<Ty (T = 100 sees) = 2 x 10 -15 

A plot of the theoretical Allan variance is shown in 
Figure 3 along with the actual stability achieved by a 
hydrogen maser. 

Wall Shift 

It must be realized that the previous stability esti- 
mate assumes that the systematic frequency shifts are 
well under control for the time scale of interest. For 
averaging times less than about 10000 seconds, this is 
a reasonably good assumption for frequency shifts like 
the spin exchange shift, cavity pulling effect and sec- 
ond order Doppler for example. However, the wall shift 
appears to be rather large and also to have a large tem- 
perature sensitivity. We have compiled data from vari- 
ous sources on the wall shift for 87Rb on n-tetracontane 
[16,9,11] and 87Rb on Paraflint [17, 18]. The original 
frequency shift data were all taken in different size 
bulbs. The bulbs were prepared by different investi- 
gators by similar techniques of vacuum evaporation. 
Paraflint is described as a mixture of hydrocarbon 
chains or paraffins with the number of carbon atoms 
per molecule ranging from 40 to 80. n-tetracontane, 
(CH3(CH2)38CH3), is a pure linear hydrocarbon chain 
with 40 carbon atoms. We expect there to be some 
similarity between the frequency shifts and wall relax- 
ation rates measured on all of these surfaces. As far 
as we know, the measured differences in 72 type relax- 
ation rates have not yet been adequately explained. 

Temperature Dependence of the Wall Shift 
for "Rb on Paraflint 

and Tetracontane Surfaces 
All data scaled to a 3.6 cm diameter storage bulb 

140 

^\ 
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Wall Temperature pC) 
Data Derived From: 

Tetracontane on a 3.6 cm bub (Rahman and Robinson, 1987) 
Paraflint RG on a 4.6 cm bub (Brewer, 1963) 
Paraflint on a 2.5 cm bub (Vanler, 1981) 
Single point tetracontane bub measurements (Robsison, Johnson. Rahmaif) 

Figure 4: This figure presents 87Rb wall shift data 
for n-tetracontane and for Paraflint as measured by 
different investigators over the last 30 years. 

We have converted all measured data by scaling on 
the diameter to an equivalent 3.6 cm diameter bulb 
(nominally the maser storage bulb design size) for com- 
parison. This data is plotted in Figure 4. From this 
data, we expect that the temperature coefficient of 
the wall shift is a few parts in 1013 per millikelvin. 
This is very large by hydrogen maser standards and 
seems to call for extreme temperature control or oper- 
ation at a temperature extrema. In the n-tetracontane 
data it does appear that a temperature minima exists; 
however, it is extremely near to the melting point of 
tetracontane (81 to 83°C). The sharp melting point 
of tetracontane is related to the fact that it is a pure 
substance. Paraflint melts or softens [17] over a much 
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87Rb Maser Performance Parameters 

Rb temperature 35°C 50°C 
Oscillation threshold a 1.57 2.89 
Total T2 (msec) 12.2 4.2 
Output power (Watts) 1.5 x 10-11 5.4 x 10~1U 

Rb density cm-3 3.2 x 101U 1.2 x 1011 

Cavity pulling factor 1.7 x 10~14 per Hz 4.9 x 10-14 per Hz 
Bulb relaxation rate 31sec_1 128see_1 

Wall relaxation 31see-1 31sec_1 

Spin exchange relaxation 31sec_1 128see_1 

Allan variance 4.1 x 10-14V^ 2.2 x 10-14V? 

Table 1: Basic performance analysis of the double bulb rubidium maser at two possible operating temperatures. 

broader range of temperatures. Ideally, one would 
like to combine the broad temperature minimum of 
Paraflint combined with the excellent linewidths ob- 
tained using tetracontane. This suggests that con- 
trolled mixtures of pure paraffins be tested as wall 
coatings to try and obtain good relaxation properties 
and a broad temperature minimum in the frequency 
shift. If a useful temperature minimum can be found, 
then the 87Rb maser could be designed to approach 
the theoretical frequency stability shown in Figure 3. 

Conclusion 

The basic design of our proposed 87Rb maser was de- 
scribed. It was pointed out that the temperature sen- 
sitivity of the wall shift is expected to be a difficult 
problem to solve. However, if it can be solved the 
87Rb maser would be capable of approaching its theo- 
retical stability out to 10000 seconds. The theoretical 
stability was shown to be about what one would ex- 
pect for an active hydrogen maser yet the 87Rb maser 
would be significantly smaller, lighter and cheaper to 
build. Thus, we expect that it would be a practical al- 
ternative to a hydrogen maser in situations where the 
cost and weight of a hydrogen maser are prohibitive. 
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Abstract 
A microwave frequency standard based on buffer-gas cooled 
1'^Yb"1" ions confined in a linear Paul trap has been 
demonstrated in prototype form. The standard exhibits a 
fractional Allan deviation ay(x)=3.7 x lO-13!"1/2 for 
1 < 3000 s. 

Introduction 
The application of trapped ions as a microwave frequency 
standard has been the subject of substantial recent interest 
[1,2,3,4,5]. The maximum Q factor of the resonance 
between a hyperfine transition and applied microwave 
radiation increases with the interaction time tj according to 

Ö = 2r.v, (1) 

where v is the frequency of the microwave resonance. The 
limiting Allan deviation, a(x), of a frequency source 
stabilised by reference to such a microwave resonance is 
proportional to 

CT(T)ocl_L A (2) 
QSNRVT 

where SNR is the signal-to-noise ratio of the measurement. 
Interaction times of many seconds are achievable using 
trapped ions, potentially yielding much improved stability 
over more traditional standards. 

The 12.6 GHz ground state hyperfine transition in l^Yb"1" 
ions (Fig.l) is attractive as a practical microwave frequency 
standard because the 369.5 nm ultraviolet resonance 
transition used for detecting the state of the ions is 
potentially accessible using relatively low-cost and compact 
frequency-doubled semiconductor lasers [6]. Furthermore, it 

is likely that frequency shifts due to the second order 
Doppler effect can be greatly reduced by laser-cooling the 
trapped ions. 

2.1 GHz El F=l 
'_F=0 

369.5 nm 

4fl4 6P2 2p1/2 

F=l 
12.6 GHz £~ 4fi4 6s2 2Sl/2 
 F=0 m 

Figure 1: Partial energy level diagram of^^Yb+ ions. 

In this paper we report progress towards a 12.6 GHz 
microwave frequency standard based on buffer gas-cooled 
1' *Yb+ ions confined in a linear Paul trap. 

Experimental 
The linear Paul trap (Fig. 2) has been described in detail 

elsewhere [7,8,9]. 

For the experiments described in this paper the trap was 
operated with an RF excitation of 500 kHz at 250 Vp-p 
applied to the linear electrodes, and DC voltages of between 
2 V and 26 V applied to the end electrodes. 
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20 mm 

Detector 
Laser 
Figure 2: The linear Paul trap. The four rods are cut from 2 
mm molybdenum rod, and the two end electrodes are folded 
from 0.25 mm OFHC copper sheet. The end electrodes are 
60 mm apart. 

Computer"]  

I      1 Photomultiplieij ■<— 

\- \ Photon countei] 

I ' 
Titanium: S apphire 

laser 
(frequency 
doubled) 

"V 
Ion trap 

Shutter 
369.5 run 

Figure 3: Simplified experimental arrangement. The 
Helmholtz coils and double magnetic shields surrounding 
the ion trap are not shown. 

The experimental arrangement is shown schematically in 
Fig. 3. 

The stainless steel vacuum chamber containing the trap is 
surrounded by a set of 3 pairs of square Helmholtz coils 
with an edge length of 300 mm for magnetic field control. 
Both the Helmholtz coil assembly and the vacuum chamber 
containing the trap are enclosed within a magnetic shield. 
The shield, which is approximately cubic with edge lengths 
of 600 mm, consists of two layers of Co-Netic magnetic 
shielding material. A hole in the base of the magnetic 
shield allows for the vacuum connection between the 
chamber containing the trap and the vacuum pumps. 
Smaller holes in the sides of the shield allow the passage of 
laser light to the trap, and the fluorescence from the ion 
cloud to reach the detector. 

To improve the homogeneity of the magnetic field within 
the ion trap, care was taken to avoid the use of magnetic 
materials within the magnetic shield. In particular, 
electrical feedthroughs providing connections to the trap 
electrodes and other items are located away from the trap 
and outside the magnetic shield. 

The primary source of inhomogeneity is thought to be 
from the stainless steel vacuum chamber, which is 
necessarily stressed by the tightening of flange bolts, and 
from the glass-metal seals of the chamber windows (MDC 
VP-400N). The current in the Helmholtz coils was adjusted 
to provide a magnetic field of 5.3 p.T oriented 
approximately 20° above the y axis (Fig. 2) in the y-z 
plane. The magnetic shielding presently attenuates ambient 
laboratory magnetic field fluctuations by a somewhat 
disappointing factor of 20. 

The ion cloud is located on the major axis of the trap (y 
direction) and is approximately 10 mm long and 1 mm 
wide. The number of ions in the trap has not yet been 
reliably measured. 

The 369.5 nm laser beam propagates along the major axis 
of the ion trap (y direction) and is polarised at 45° to the z 
direction. To minimise scattered laser light the laser beam 
enters the vacuum chamber through a window tilted 45° to 
the beam axis, and exits through a Wood's horn. The 
diameter of the laser beam within the ion cloud is 
approximately 300 (im, and the laser power is 
approximately 20 nW. 

Fluorescence from the trapped ions is monitored by a 
photomultiplier (Hammamatsu R1332) through cylindrical 
optics located along the x axis. Noise due to stray room 
light is largely eliminated by a Newport UGH filter. The 
signal from the photomultiplier is monitored by a Stanford 
Research SR400 photon counting system. 

The 12.6 GHz microwave field is radiated from a horn 
located within the magnetic shields, but outside the vacuum 
chamber. The microwave field propagates in the x direction 
into the vacuum chamber through a glass window and its H 
vector is oriented in the z direction. 

The fluorescence signal from the trapped ions obtained by 
scanning the laser through resonance with the 369.5 nm 
optical transition is shown in Fig. 4. The ions were 
irradiated with resonant 12.6 GHz microwave radiation. 
Spectroscopic grade helium from a glass flask was 
continuously admitted to the vacuum chamber through a 
sapphire leak valve, and a pressure of 7.4 x 10"5 Pa was 
maintained by a turbo-molecular pump. The helium 
pressure is not yet actively stabilised, but generally remains 
constant within ±10%. The temperature measurements 
reported in this paper were made by fitting Gaussian 
profiles (Fig. 5) to three components of the excitation 
spectra obtained in the same way as the data shown in Fig. 
4. The temperature measured in this way therefore 
corresponds to the secular motion along the major axis of 
the trap. At a He pressure of 7.4 x 10~5 Pa an ion 
temperature of 100 ± 15 °C was obtained. 
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The fluorescence signal is almost entirely absent without 
the microwave field, due to optical pumping between the 
ground state hyperfine levels. 

2S1/2F=1-2P1/2F=0 

*S1/2F=1-2P1/2F=1 

»S1/2F-0-»P1/2F-l 

mYb Impurity 

pv^»«iftS**' 

0 5 10 15 
369.5nm laser detuning (GHz) 

Figure 4: Excitation spectrum of isotopically enriched 
171yb+ t obtained by scanning the frequency of the 369.5 
nm laser with the 12.6 GHz microwave field illuminating 
the ion cloud. 

0 2 4 
369.5nm laser detuning (GHz) 

Figure 5: Partial excitation spectrum of isotopically 
enriched 17lYb+ (dots), with Gaussian profiles (solid line) 
fitted to the F=l ->0 and F=l ->1 171Yb+ peaks, and to the 
172Yb+ impurity peak. The He pressure was 7.4 10~5 Pa. 

Figure 6 shows the spectrum obtained by tuning the laser 
to the 2Si/2 F=l -» 2Pi/2 F=l optical transition, and 
scanning the frequency of the microwave field through 
resonance with the 12.6 GHz ground state hyperfine 
transition. Weak sidebands at 2.3 kHz and 12 kHz, 
attributed to the longitudinal and transverse secular motions 
respectively, are visible on the Mp=0<-»0 'clock' transition, 
as well as on the two MF=0<-»±1 transitions. 

~  8 Mp=0    -1   MF=0    0 MF=0    1 

a 
~  6 , 
H s 
§4 

■ 

o o 

12 ■ 

i 
0 ^+*J****w»^h^^ L. 

-100 -50 0 50 100 
Microwave frequency (kHz) -12642812 

Figure 6: Zeeman sidebands at ± 74 kHz from the centre 
'clock' transition. 

The 12.6 GHz microwave source 
The phase stability of the local oscillator over the time 
required for the interrogation of the clock transition is 
critical to the performance of an atomic frequency standard. 
For this reason the 12.6 GHz microwave source is based on 
a prototype sapphire-loaded superconducting cryogenic 
resonator oscillator operating close to 9.73 GHz [10]. This 
oscillator has a fractional Allan deviation of <1 x 10"14 

between 1 and 1000 s. The microwave system (Fig. 7) was 
carefully engineered to minimise the addition of phase noise 
and drift. The 12.6 GHz signal was tuned with 1 mHz 
resolution using a HP3335 synthesizer interfaced to the 
computer controlling the experiment. Long term drift of the 
local oscillator was monitored by reference to a H maser, 
and the ion trap frequency stability data was corrected during 
post-processing. 

9.733462095 GHz 
from cryogenic 

sapphire resonator 

12.642812119xxx GHz 
to ion trap 

To drift 
monitor 

2.88 GHz 
from H maser 

i 
.<-<§> 

Phase-locked 
loop 

5MHz 

Microwave 
switch 

Synthesizer 
HP3335A 

29.350024XXX MHz 

VCXO 
Oscilloquartz 

8607 
>x64 SRD 

2.88 GHz 

Figure 7:12.6 GHz microwave source based on a 9.73 GHz 
sapphire-loaded superconducting resonator. The microwave 
switch is controlled by a computer to generate the Ramsey 
pulses. SRD = step-recovery diode. 
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oscillatory fields. The measurement sequence is shown in 
Microwave interrogation Fig. 8. 

The  12.6 GHz ground state hyperfine resonance is 
coherently interrogated using Ramsey's method of separated 

On 
Microwave power 

Off 

On 
Laser power Off 

F=l- 1 — 

Laser freq. F=l- 0 — 

-//- 

-//- 

-//- 

Photon Counter Gate 
-/- 

H—H 
1 second 

Figure 8: Sequence for microwave interrogation of the 12.6 GHz 171Yb+ 'clock' transition. 
allowed spontaneous emission to the ^S i/2 F=0 ground 

The ions are initially prepared in the 2S 1/2 F=0 ground 
state hyperfine component by scanning the laser through 
resonance with the 2Si/2 F=l -> 2Pi/2 F=l optical 
transition. The laser is then tuned back to the 2Si/2 F=l 
—> 2Piy2 F=0 optical transition, and the laser shutter is 
closed. A pair of 400 ms microwave rc/2 pulses are then 
applied, with the pulse centres separated by the microwave 
interaction time tj. After the second JI/2 microwave pulse, 
the laser shutter is then opened, the photon counter is 
enabled for 1 s, and the photon count rate, which is 
proportional to the population of the 2S1/2 F=0 ground 
state hyperfine level, is recorded. The laser is then once 
again scanned through resonance with the 2Si/2 F=l -> 
2pl/2 F=l optical transition to reset the ions into the 
2Si/2 F=0 level in preparation for the next pulse sequence. 

Using the 2Si/2 F=l -> 2Pi/2 F=0 optical transition 

rather than the 2Si/2 F=l -> 2Pi/2 F=l transition for 
interrogating the population of the 2Si/2 F=0 ground state 
hyperfine level results in an increase in signal of a factor of 
18 under the conditions of our experiment. This increase 
results from the fact that the 2Pi/2 F=0 -> 2Si/2 F=0 
transition is electric-dipole forbidden, so that each ion 
which is left in the 2Si/2 F=l ground state hyperfine level 
after interaction with the microwave field can emit several 
optical photons before decay to the 2S1/2 F=0 ground state 
hyperfine level occurs. This decay may occur either via off- 
resonant excitation to the 2Pi/2 F=l level, followed by 

state hyperfine level, or via the metastable 2D3/2 level 
[11,12]. 

The data shown in Fig. 9 was obtained using pairs of 
400ms ir/2 microwave pulses separated by an interaction 
time tj of 10 s, resulting in Ramsey fringes with a line Q 

of2.5xl0n. 

10000 

.8000 

6000 

§4000 
OH 

2000 

-2-10 1 2 
Microwave frequency -12,642,812,119.3 (Hz) 

Figure 9: Ramsey fringes recorded using 10 s between 
microwave TT/2 pulses. Each data point corresponds to a 
single pulse sequence. A background of 1200 counts/shot 
due to stray laser scatter has been subtracted. 

Operation as a frequency standard 
Operation as a frequency standard is achieved by servo- 
locking the frequency of the 12.6 GHz microwave signal to 
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a particular Ramsey fringe. The stability of the standard is 
evaluated by comparison with a hydrogen maser. 

6000 r 

c 
§2000 

-0.05 0 0.05 0.1 

Microwave frequency - 12,642,812,119.3 (Hz) 
Figure 10: Ramsey fringes recorded using 25 s between 
microwave nil pulses. Each data point corresponds to a 
single pulse sequence. A background of 1500 counts I shot 
due to stray laser scatter has been subtracted. The noise and 
amplitude drift is primarily due to laser power fluctuations. 

The Ramsey fringes were generated using the sequence 
shown in Fig. 8, with the microwave pulses separated by 
25 s resulting in a Ramsey fringe separation 
AfR=(25 sJ-^O.fMHz (Fig. 10). The measurement 
sequence was as follows: Two signals, S. and S+, in units 
of photon counts, corresponding to two microwave 
frequencies f. and f+ separated by half the Ramsey fringe 
separation were measured. The offset Af between the mean 
frequency fm = (f.+f+)/2 and a peak or trough of the 
Ramsey fringe is given (for Af « AfR) by 

Af=S^ AfR 

AR 4 
where AR is the amplitude of the Ramsey fringes in units 
of photon counts. Corrections are incorporated for laser 
power fluctuations and the 1 mHz resolution of the 
HP3335 synthesizer used to vary the microwave frequency 
(Fig. 7). 

The mean frequency fm was servo-locked to the centre of a 
Ramsey fringe using a three-term digital integrator [13], 
such that after the (i-1) th measurement of Af, the mean 
frequency fm[j] is given by 

(4) 
fm[i] = /m[i'-l] + 

£(0.424^-] +0.67A/[M] -O.OSA/^j) ' 

where g is a gain parameter, set to 0.5. Thus, with the 
servo loop closed, the mean frequency fm[j] is the standard 
frequency. 

Figure 11 (a) shows the variation in the mean frequency fm 

with respect to a H maser over a period of continuous 
operation lasting 15 hours. The trap was loaded at the 
beginning of the measurement, and was not reloaded during 

the measurement. Figure 11 (b) shows the fluorescence 
signal S. + S+, corrected for laser power fluctuations, over 
the same period. 

I 
0.002 

2    0.001 
00 es 

es 

s 

I 

-0.001 

-0.002 
10000  20000  30000  40000  50000 

Time (s) 

10000  20000  30000  40000  50000 

Time (s) 
Figure 11: a) Measurement of the standard frequency fm as 
a function of time, b) Variation of the signal from the ion 
trap (compensated for laser power drift) during the same 
measurement. The end electrode potential was 20 V. 

The signal from the ion trap decays due to loss of ions 
from the trap, and due to population of metastable levels of 
171 Yb+ [11,12]. Because of the low duty cycle of the laser, 
the decay of the signal in the present experiment is thought 
to be primarily due to loss of ions from the trap. This 
conclusion is indicated by the fact that only a small fraction 
of the drop in signal with time is recovered by operating 
the electron source (used for loading the trap), which has 
been shown to depopulate the metastable levels [14]. Direct 
electrical measurement of the number of ions in the trap 
(under development) will provide quantitative information 
on this matter. 

During the first 3 hours after loading the trap, the frequency 
fm decreases by approximately 1.5 mHz, and drifts much 
more slowly thereafter. This decrease in frequency is not 
obviously associated with a feature in the fluorescence 
signal. Measurements of the frequency of the Zeeman 
sidebands over this period have indicated a decrease in the 
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effective magnetic field, averaged over the trajectory of the 
ions, sufficient to explain the frequency drift. There is 
strong evidence that the drift is due to several insulating 
surfaces within the vacuum chamber becoming charged by 
electrons emitted from the electron source, and the ion 
cloud consequently having a spatial displacement, into a 
region of slightly higher magnetic field, which gradually 
reduces as the charge dissipates. 

101        2 102 2 103 2 
Averaging Time, t, Seconds 

Figure 12: Allan deviation of the trapped ion-stabilised 
sapphire resonator system, measured with respect to a 
hydrogen maser. 

The fractional Allan deviation ay(x) of the data of fig 11 
(with the first 10000 s dropped), is shown in Fig. 12, and 
indicates a performance of av(T)=3.7 x 10"^ x''-" for 
x < 3000 s. 

Sensitivity of the standard to trap parameters 
In this section we present a phenomenological survey of 
the sensitivity of the standard frequency to some of the 
operating parameters of the ion trap. 

The dependence of the standard frequency fm on the voltage 
Ve applied to the end electrodes is shown in Fig. 13. At 20 
V the slope of the fractional frequency dependence is 

1 

fm 
ofm 

{dV, 
-5.7xl0_1V~ 1 (5) 

e J 20 V 
The end electrode voltage presently fluctuates less than 

±0.01 V, and consequently is not yet a source of significant 
instability in the standard. The decrease in the standard 
frequency with increasing end electrode voltage has been, in 
the case of a linear ion-trap ^9jjg+ standard [1], attributed 
to the increased second-order Doppler shift arising from RF 
heating and increased micro-motion due to the ions being 
squeezed away from the centre of the ion trap. In the present 
case, however, measurements of the ion cloud temperature 
show that the temperature of the ion cloud increases to 
approximately 100 °C above room temperature as the end 
electrode voltage is increased (Fig. 14). This temperature 
change can account for a second order Doppler shift of only 
2 mHz, which is much less than the shift (-50 mHz) 

observed as the end electrode voltage is increased. The 
remainder of the shift would normally be attributed to to 
increased micro-motion amplitude, which in a linear trap is 
expected to result in a second order Doppler shift 
approximately proportional to the number of ions per unit 
length in the trap [7]. However, reducing the number of 
ions in the trap by 30% produced a frequency shift of less 
that 0.2 mHz. The dependence of the standard frequency on 
the end electrode voltage is therefore not yet fully 
understood. 

5 10 15 20 25 30 
End electrode voltage (V) 

Figure 13: Dependence of the standard frequency on the 
voltage applied to the end electrodes. 

§40 

2.5        5        7.5       10       12.5       15       17.5 

End electrode voltage (V) 
Figure 14: Variation of the ion cloud temperature with the 
voltage applied to the end electrodes. 

Figure 15 shows the dependence of the standard frequency 
and the ion cloud temperature on He buffer gas pressure. 
There are two distinct regimes evident: Below 2 x 10~4 Pa 
the pressure dependence of the standard frequency is 
dominated by the second order Doppler shift, as the ion 
cloud temperature increases with decreasing He pressure. 
Above 2 x 10"4 Pa the ion cloud temperature remains 
essentially constant with increasing He pressure, and the 
standard frequency increases linearly due to a pressure shift. 
In this region the slope of the fractional frequency 
dependence is 
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f 
J ffl \dPHeJ 

= 2.67 ± 0.03 xlQrl0Pa-1. 
Pm>2x\0~*Pa 

(6) 

It should be noted that this value is calculated using the ion 
gauge manufacturer's published relative sensitivity to He, 
which has not been checked on our system. 

At the operating pressure of 7.4 x 10" ^ Pa the slope of the 
fractional frequency pressure dependence is 
1.0 ± 0.5 x 10"" Pa"*. Fluctuation in the unstabilised He 
pressure is therefore likely to be a significant source of 
instability in the standard in its present form. Operation at 
higher pressures may yield better stability, at the possible 
expense of faster loss of signal due to collisional 
population of metastable levels. 
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Figure 15: a) Dependence of the standard frequency on He 
pressure, b) Dependence of the ion cloud temperature on He 
pressure. 

Variation of the frequency and amplitude of the RF trapping 
fields over intervals several times larger than the present 
fluctuations of these parameters produced frequency shifts of 
< 0.2 mHz (the present limit of resolution of the 
measurements made). A systematic study of these effects 
will be carried out after active stabilisation of the He 
pressure is implemented. 

Conclusion 
A microwave frequency standard based on buffer-gas cooled 
17lYb+ ions confined in a linear Paul trap has been 
demonstrated in prototype form. The standard exhibits a 
fractional Allan deviation av(T)=3.7 x 10"^ x"^ for 
x < 3000 s, and the stability is currently limited by a slow 
drift which may be related to charging of insulated surfaces 
within the vacuum system, and by instability in the He 
buffer gas pressure. 
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Abstract 

The 199Hg+ research frequency standards LJ.TS-1 and 
LITS-2 were developed to provide continuous, reliable, high 
stability performance. For simplicity, a 202Hg lamp is used for 
state selection and a helium buffer gas for ion cooling. In a 
preliminary 9 day comparison between the trapped ion 
standards, the Allan deviation was ay(x)= lxl0'"/xm and 
a fractional frequency stability of 6xl0"16 measured for 
averaging times greater than 105 seconds. A 40 day 
comparison of LITS-2 against an auto-tuned H-maser 
referenced to UTC-NIST puts an upper limit on long term 
drift of LITS-2 of 1.2(1.4)xl0-"7day. 

Introduction 

Trapped ion frequency standards show great promise 
towards fulfilling several intermediate and long term 
frequency and timing needs. Ion trap based standards have 
the main advantage that the ion (atomic oscillator) is 
confined only by electromagnetic fields. Perturbations due to 
collisions are greatly reduced and ions can in principle be 
held indefinitely allowing for extremely long interrogation 
times. The 199Hg+ ion is particularly well suited for frequency 
standards because the large mass and -40.5 GHz ground 
state hyperfine splitting reduce sensitivity to thermal and 
magnetic variations. Research standards L1TS-1 and LITS-2 
were developed to provide continuous high stability 
operation. These linear ion trap [1] standards (LITS) use 
a 202Hg lamp to generate 194 nm light for optical state 
selection [2] and helium buffer gas to cool the ions to near 
room temperature [3]. 

The microwave 2S1/2(F=0,mp=0) to 2S1/2(F=l,mp=0) 
hyperfine transition of 199Hg+hasa measured Q>2xl012[5]. 
Good signal to noise is achieved with as many as 3xl07 ions 
in a linear ion trap. Several local oscillators (LO) have been 
used, including a good quartz crystal, a H-maser, or the 
Superconducting Cavity Maser Oscillator (SCMO) [4,5,6]. 

Short term performance of 7X10"
14

/T
1/2

 [6] is obtained using 
a hydrogen maser as the local oscillator. With improvements 
to the optics configuration, we estimate the lamp based 
system is capable of 4X10"

14
/T

1/2
. 

Measured environmental sensitivity [6] indicate that an 
order of magnitude improvement compared to H-maser 
stability is possible with regulation levels still less stringent 
than for masers. Because a large number of mercury ions 
are confined at room temperature, the second order Doppler 
shift is the leading perturbation that will dictate the stability 
floor and the system accuracy. Current frequency accuracy 
is about 10'13, though with an ion temperature measurement 
accurate to 1% [7] overall accuracies of 10"14 should be 
possible. A cryogenic, laser based 199Hg+ standard is 
currently under development atNIST [8]. This approach uses 
only a few ions which limits signal to noise, but has the 
potential of high absolute accuracy with long averaging 
times. Both approaches will benefit if current research to 
develop an ultra-violet diode laser capability is successful 
(see e.g. [9]), The JPL standards would achieve even better 
short term stability, and laser cooling would become much 
more practical. 

In this paper, we report the first 9 day stability 
comparison between the JPL Hg+ trapped ion research 
standards LITS-2 and LITS-1. This comparison 
demonstrates stabilities well into the 10"16 range for 
averaging times longer than 100,000 seconds (Fig. 1). We 
also report a 40 day stability comparison between LITS-2 
and two H-masers. 

Long Term Stability and Environmental Sensitivity 

The limiting long term stability depends on the 
frequency sensitivity of the hyperfine transition to 
confinement and environmental perturbations. Typical 
operating conditions, frequency offsets, and measured 
sensitivities have been previously reported [6]. The accuracy 

This work was performed by the Jet Propulsion Laboratory, California Institute of Technology, under contract to the National 
Aeronautics and Space Administration. 
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Tau, seconds 
Figure 1: Forty day stability comparison of theHg+ standard LITS-2 against (a) SAO-26 H-Maser, (b) STSC ST-1 Auto- 
tuned H-Maser, and (c) a nine day comparison against the Hg+ standard LITS-1. 

and limiting stability of the trapped ion standards depends 
on how well these offsets are understood and held constant. 

To measure the stability between the two 199Hg+ 

standards each steers a separate VLG-11 [10] H-maser 
receiver (Fig. 2). These local oscillators consist of a good 
crystal oscillator phase locked to a common H-maser 
oscillator. Each LO is steered at approximately 20 second 
intervals based on the error signal determined by the 
microprocessor controlling the ion trap interrogation cycle. 
Both receivers provide a 100 MHz output and one is offset 
by 1 Hz. The 1 Hz beat is measured and the stability 
analyzed. As shown in Figure 2, the steered output of each 
LO is also compared against other available reference 
standards. 

For this initial comparison both standards were operated 
with a 16 second microwave interrogation cycle and a 
performance of 1X10'

13
/T

1/2
. Figure 1 shows the Allan 

deviation of LITS-2 compared to three separate references, 
LITS-1, the H-maser SAO-26 [10], and the auto-tuned 
H-maser STSC-ST1 [11]. The SAO maser is useful for 
determining performance for averaging intervals less than 
20,000. The STSC-ST1 maser has poorer short term stability, 
but is useful as a long term reference [12]. The STSC-ST1 
maser is also independently compared to UTC-NIST via 
GPS to provide a reference to the international time scale. 

The data shown in Figure 1 has no drift removed, though 
a il has been removed from the LITS-2 vs. LITS-1 
comparison for averaging times greater than 20 seconds. 

LITS-2 and LITS-1: 

The stability between the two trapped ion standards 
reaches approximately 6xl0"16 at 100,000 seconds. This point 
consists of 6 samples and the uncertainty is shown in figure 
1. The peak at approximately 50,000 seconds resulted from 
a poor regulation circuit on LITS-1. This is made 
graphically clear in Figure 3 which shows the Allan 
deviation of each trapped ion standard compared against 
SAO-26. An oscillation is observed in the frequency 
residuals of both comparisons involving LITS-1. The 
oscillation is not present in LITS-2, which has better control 
electronics. In this preliminary 9 day measurement the 
differential drift between LITS-2 and LITS-1 is 
3.2(2.7)xl0"16/day. This small drift correlates well with a 
known sensitivity and measured drift of the RF trapping 
potential of LITS-1 during the comparison. The long term 
drift of the SAO maser is measured independently by both 
LITS-1 and LITS-2 during the same time interval of 
4.4(0.3)xl0-15/day and 3.7(0.6)xl015/day respectively. The 
drift rate of the maser changes over time (see also [12]). For 
the 40 day comparison between SAO-26 and LITS-2 (Fig. 1) 
the measured drift is 2.4(0.3)xl0"15/day. 
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Figure 2: The measurement scheme used to compare the two trapped ion standards LITS-1 and LITS-2. Both Ion traps steer 
a separate VLG-11 H-maser receiver. 
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Figure 3: Nine day conparison between the Hg+ trapped ion standards LITS-2 and LITS-1. Both standards are also compared 
to the H-maser SAO-26 over the same time interval. 
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Figure 4: The Stability of LITS-2 compared against the H-maser STSC ST-1 for a selected 14 day period between frequency 
jumps in the H-maser. Also shown is the complete 40 day measurement. 

T.TTS-2andSTSC-STl: 

In Figs. 1 and 4 the Allan deviation of a 40 day 
comparison between LITS-2 and the auto-tuned H-maser 
STSC-ST1 is shown. The differential drift between these 
two standards over this 40 day span is 4.7(1.6)xl0"16/day. 
A closer examination of the time residuals shows a large 10"'4 

frequency shift 10 days into the measurement. This shift can 
not be accounted for in LITS-2 and is apparently due to a 
frequency jump in the STSC-ST1 maser. This frequency 
change is confirmed in long term time residuals in GPS 
measurements comparing the STSC-ST1 H-maser to 
UTC-NIST. Similar frequency jumps a few times a year 
have also been reported elsewhere [12]. For the purpose of 
characterizing the stability of LITS-2, long term reference of 
the maser to UTC-NIST indicates stable reference windows 
between frequency jumps in STSC-ST1. 

Figure 4 shows the Allan deviation for a two week 
interval of the 40 day comparison. During this time interval 
the frequency stability of the STSC-ST1 H-maser is 
particularly good as confirmed by the GPS comparison with 
NIST. In this 14 day comparison, the differential drift 
between LITS-2 and the STSC-ST1 maser is measured to be 
1.2(1.4)xl0'16/day. For averaging times longer than 100,000 
seconds this measurement is in agreement with the 
performance of LITS-2 as measured by LITS-1 (Fig. 1). 

Electronic Improvements and Reducing Sensitivity With 
The Extended Linear Ion Trap (LITE) 

Because of the low sensitivity to thermal and magnetic 
perturbations, averaging to 10'15 stability is accomplished 
with only minimal electronic control and isolation from 
environmental perturbations [6]. LITS-1 and LITS-2 are 
research laboratory standards and though portable, are not 
highly regulated. The data presented here was obtained 
with the standards thermally regulated to 0.05 C and a low 
field differential magnetic shielding factor of only 800. The 
trapping potentials are run "open loop" and the ion number 
is not actively servoed. Several improvements to the control 
electronics are currently under development which should 
allow the standards to average with characteristic 1/T"

2 

behavior to near lxlO"16. 

In addition to relying on further electronic 
improvements for improved stability there are ways to 
reduce fundamental sensitivity and still maintain a practical, 
room temperature, lamp based system. An extended version 
of the linear ion trap (LITE) is currently under development 
[13] which takes advantage of the capability to easily move 
ions. By moving ions between two regions of a linear ion 
trap, the two often conflicting tasks of ion loading and 
optical state selection can be separated from the microwave 
interrogation region which requires an excellent magnetic 
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environment. Moving the ions into a long interrogation 
region reduces the linear ion density without sacrificing 
signal to noise. This not only reduces sensitivity to second 
order Doppler perturbations but may allow operation at 
lower magnetic fields. 

Conclusion 

A second 199Hg+ trapped ion frequency standard 
LITS-2, now under continuous operation, provides a 
capability for measuring stability beyond all existing 
frequency standards for averaging times longer than 20,000 
seconds. In a recent frequency stability comparison between 
ion trap standards LITS-1 and LITS-2, each standard steered 
a separate VLG-11 hydrogen maser receiver demonstrating 
stabilities of 6xl0"16 for averaging times up to 9 days. The 
Allan deviation of each standard was oy(x)= 1X10'

13
/T"

2 

with the differential drift measured to be 3.2(2.7)xl0"16/day. 
This remaining small drift is predominantly in LITS-1 and 
correlates well with a measured drift in the trapping potential. 
A 40 day comparison of LITS-2 against an auto-tuned 
H-maser referenced to UTC-NIST provides an upper limit on 
the drift of LITS-2 of 1.2(1.4)xl0"16/day. 

With both standards operating at the previously 
demonstrated short term performance of oy(T)=7xlO"14/T1/2 

a stability of lxlO"16 should be possible in 5xl05 seconds 
given sufficient magnetic shielding and stability in the 
control electronics. Measured environmental sensitivities 
indicate this can be accomplished with regulation still less 
stringent than for hydrogen masers. In addition, use of a new 
extended linear ion trap (LITE) configuration should further 
reduce remaining sensitivity to ion number and magnetic 
field fluctuations, allowing for even higher stabilities. 
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Abstract 

We have observed linear "crystals" of up to tens 
of laser-cooled 199Hg+ ions in a new cryogenic lin- 
ear rf ion trap that operates at liquid helium tem- 
perature and is designed for use as a prototype 40.5 
GHz frequency standard with high accuracy and 
stability. 

199Hg+ Atomic Clock System 

The 40.5 GHz ground-state hyperfine transi- 
tion of 199Hg+ ions provides the basis for a high- 
performance frequency standard [1,2,3,4,5]. The 
work at NIST on 199Hg+ [5] has been devoted to ob- 
taining a system that will provide high accuracy as 
well as high stability. To achieve this goal, we have 
incorporated laser cooling to suppress the second- 
order Doppler shift. In this paper, we report pre- 
liminary results using a cryogenic (~ 4 K) trap 
system. This should yield high vacuum, thereby 
reducing ion loss and frequency shifts due to back- 
ground gas collisions, and should provide the basis 
for superconducting magnetic shielding. 

At Hewlett-Packard [3] an rf-trapped 
199Hg+ ion frequency standard (using buffer gas 
cooling) has been demonstrated to have high fre- 
quency stability. It contained N ~ 2 x 106 ions 
and had a fractional second-order Doppler shift 
of 2 x 10-12. At JPL [4], short-term frac- 
tional frequency stability of < 7 x 10"14r-1/2 

has been demonstrated in a linear trap geome- 
try (also using buffer gas cooling). Operating with 
N ~ 2.5 x 106 ions, they estimated a fractional 
second-order Doppler shift of ~ —4 x 10-13. In 
comparison, the fractional second-order Doppler 
shift of a single 199Hg+ ion laser-cooled to the 
Doppler limit is -2 x 10"18 [5]. The fractional fre- 
quency shift of the 40.5 GHz clock transition with 
magnetic field is 0.24B2, where B is expressed in 
teslas. Thus, a 199Hg+ ion confined in an ion trap 
at near-zero magnetic field and laser-cooled to the 
Doppler limit should constitute a highly accurate 

40.5 GHz microwave frequency standard, assum- 
ing sufficient magnetic shielding. To improve the 
signal-to-noise ratio (and hence the fractional fre- 
quency stability), it would, however, be desirable 
to have multiple 199Hg+ ions, all with equally low 
Doppler shifts. 

Cryogenic Linear RF Ion Trap 

The linear rf quadrupole trap, which uses four rf 
rods to achieve radial confinement and a static axial 
potential for longitudinal confinement, was devel- 
oped as a way of confining multiple ions, all with 
the same low Doppler shift [6,7]. In this scheme, 
the four rods are configured as in an rf mass ana- 
lyzer, with a zero-field node all along the centerline 
instead of at a single central point as in a conven- 
tional quadrupole Paul rf trap [8]. Axial confine- 
ment is achieved by applying static potentials at 
the ends of the trap, using positively biased rings, 
pins, or split sections in the trap rods. Recently, 
we [5] have demonstrated laser cooling in a linear rf 
trap in the small-iV regime. In that apparatus, op- 
erating at room temperature in a vacuum of about 
10-8 Pa, we were able to "crystallize" as many as 
several tens of 199Hg+ ions at fixed positions in a 
single row along the trap's nodal centerline. Such a 
geometry is optimal for the present frequency stan- 
dard application, since the ions can be imaged in- 
dependently for improved signal-to-noise ratio, yet 
all have the same low second-order Doppler shift 
as a single ion in a quadrupole trap. The major 
limitation of this apparatus was the background 
gas pressure in the UHV chamber, which was still 
high enough that ions would be lost due to chemi- 
cal reactions after times on the order of a few tens 
of minutes. At this pressure, pressure shifts could 
also limit the accuracy [9]. 

Our solution to the background gas pressure 
problem is to maintain the trap and vacuum vessel 
at liquid helium temperature (~ 4 K). At this low 
temperature, most gases cryopump to the walls of 

"This work was supported by the ONR. Work of the U.S. Government, not subject to U.S. copyright. 
'Present address: Schlumberger-Anadrill, Sugar Land, TX 77478. 
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the chamber, giving a very low background pres- 
sure. In a similar sealed vacuum can, lowered to 4 
K, Gabrielse et al. [10] report background pressures 
below 10"14 Pa. By thus lowering the pressure by 
several orders of magnitude, we should be able to 
store trapped ions for at least several days, inter- 
rogate them with Ramsey free-precession times as 
long as tens or hundreds of seconds, and be rela- 
tively insensitive to possible pressure shifts of the 
40.5 GHz clock frequency. In addition, the 4 K 
temperature allows us to operate a superconduct- 
ing shield around the ion trap region to help in 
shielding out changes in the magnetic field. 

We have constructed and are testing a proto- 
type apparatus based on the above concepts. The 
trap is a small linear rf quadrupole, with four 0.40 
mm diameter rods centered on a radius of 0.64 mm 
from the trap axis (about half the size of our pre- 
vious trap [5]). Axial confinement is achieved by 
positively biasing rings at either end of the four-rod 
quadrupole, whose separation is 4 mm. The trap 
and related apparatus are mounted in an indium- 
sealed OFHC copper vacuum can, inside a nested 
LHe/LN2 dewar, heat-sunk to the outside bottom 
of the LHe reservoir. In addition to the trap, the 
vacuum vessel contains superconducting magnetic 
field coils, a miniature 40.5 GHz microwave an- 
tenna, a 5-element //l lens for 194 nm that can 
survive temperature cycling from 373 K to 4 K, 
and an HgO oven and field-emitter point for load- 
ing ions into the trap. The trap is driven at 13 MHz 
with a few mW of rf using a superconducting helical 
resonator (immersed in the liquid helium) to step 
up the drive voltage to ~ 100 V. Optical access to 
the trap region is through baffled windows around 
the base of the dewar. The superconducting shield 
consists of a thin coating of lead, electroplated onto 
the inside of the copper vacuum vessel. 

Preliminary Results and Prospects 

The trap and related apparatus are currently 
being tested. We can load and optically resolve 
individual cold ions, coalesced into linear crystals 
with inter-ion spacings of 10-30 /im. We have 
seen crystals ranging in number from one to sev- 
eral tens of ions. If left undisturbed, these crystals 
are very stable over periods of several hours. One 
rough measure of the background gas pressure is 
the rate at which trapped "impurity" ions of dif- 
ferent species (which show up as non-fluorescing 
spots in the crystal) exchange places with their 
199Hg+ ion neighbors.   This seems to occur very 

infrequently in our cryogenic vacuum. We hope to 
be able to demonstrate sub-hertz linewidths of the 
clock transition and assess the stability and accu- 
racy of this frequency standard prototype. 

Assuming a 10 s Ramsey interrogation time, the 
short-term fractional frequency stability of an en- 
semble of 20 ions could be < 3 x 10"13r_1/2 if 
we succeed in detecting the ions independently and 
with nearly 100% detection efficiency. With suffi- 
cient magnetic shielding, a fractional inaccuracy of 
< 1 x 10-16 appears attainable. 

In addition, this apparatus contains features 
(the superconducting coil pairs) that should allow 
us to investigate new effects based on motional 
Zeeman coherences. These include a novel cool- 
ing scheme (proposed by Harde [11]) using optical 
pumping in conjunction with a motional magnetic 
coupling between the spin orientation and the har- 
monic oscillator state of the ions in the trap poten- 
tial, as well as a scheme for "squeezing" the total 
ensemble spin, which could improve the signal-to- 
noise ratio in frequency standards where the dom- 
inant noise contribution is quantum fluctuations 
[12]. 
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Abstract 

We discuss a design for a space based atomic frequen- 
cy standard (AFS) based on Hg+ ions confined in a 
linear ion trap. This newly developed AFS should be 
well suited for space borne applications because it can 
supply the ultra-high stability of a H-maser but its total 
mass is comparable to that of a NAVSTAR/GPS 
Cesium clock, i.e., about 11 kg. This paper will com- 
pare the proposed Hg+ AFS to the present day GPS 
Cesium standards to arrive at the 11 kg mass estimate. 
The proposed space borne Hg+ standard is based upon 
the recently developed extended linear ion trap 
architecture which has reduced the size of existing 
trapped Hg+ standards to a physics package which is 
comparable in size to a Cesium beam tube. The 
demonstrated frequency stability to below 10"15 of 
existing Hg+ standards should be maintained or even 
improved upon in this new architecture. This clock 
would deliver far more frequency stability per kilogram 
than any current day space qualified standard. 

Introduction 

Isolation from environmental perturbations drives the 
technology and development of all atomic frequency 
standards. The choice of atom used as the frequency 
discriminating element in a passive atomic frequency 
standard determines the sensitivity to external pertur- 
bations and consequently the degree to which shielding 
from these environmental changes will be necessary to 
reach a given level of stability. Because shielding, 
usually magnetic and thermal, adds a great deal to the 
bulkiness and complexity, it is especially important for 
space borne clocks, where low mass and high reliability 
are paramount, that the standard be inherently im- 
mune to environmental changes so that only modest 
shielding is required. Mercury ions with their relatively 
large hyperfine clock resonance frequency and large 
atomic mass are far more immune to environmental 
changes than any of the other microwave standards, 
i.e., hydrogen masers, rubidium gas cells, and cesium 
beam standards. For example, the fractional frequency 
shift with magnetic field, (l/v0)dv/dH « H/v0

2 where 
H is the magnitude of the C-field and v0 is the hyper- 
fine clock transition frequency. For the same C-field 
bias the 40.5 Hg+ transition is less sensitive to ambient 

field changes than Cesium (by 19 X), Rubidium (by 
35 X) and Hydrogen (by 837X). This is very important 
for space borne standards where the spacecraft mag- 
netic environment is much more variable than an earth 
based frequency standards laboratory. The extra 
shielding required for the harsher environment thus 
contributes even more to the clock mass which comes 
at a premium. 

Similarly, H-masers require 10"4 °C active temperature 
regulation to reach 10"15 frequency stability while GPS 
Cesium clocks require 0.1 °C temperature stability to 
reach 10"14. By contrast, the Hg+ frequency standard 
requires 0.1 °C temperature stability to reach 10"15 

frequency stability, showing that Hg+ is additionally 
the most immune to environmental temperature 
changes. These comparisons demonstrate that this 
standard is an attractive candidate for space borne 
applications. 

Applications of Space-based Ultra-stable Clocks 

There are several uses, scientific and operational for 
stable atomic frequency standards on board spacecraft 
in earth orbit, planetary orbit or flyby, and interplane- 
tary cruise mode. In generating Doppler data the 
ground based antenna observation time is reduced 
greatly for s/c navigation at the outer planets when the 
two way uplink-s/c transpond-downlink round trip is 
replaced by the one-way downlink from the s/c to 
earth station. This reduces the burden on ground 
based tracking facilities as the number of spacecraft to 
be tracked grows larger. There are other advantages 
for the one way downlink. In the absence of an uplink, 
media propagation errors and noise sources are 
reduced by one half. Additionally, when the ground 
station is configured for listen only operation, the 
receiver noise temperature is lowerfl]. 

The scientific uses for ultra-stable atomic standards 
on board spacecraft include tests of gravitational 
theories and detection of low frequency gravitational 
waves. For example, an ulta-stable clock aboard a 
Solar Probe approaching the sun's center to within 4 
solar radii could measure the gravitational redshift 
with an accuracy of a few parts in 109, nearly 5 orders 
of magnitude improvement over present day tests[2]. 
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Another class of scientific applications that will be 
improved upon with an on-board clock of better 
stability is the remote sensing of planetary atmos- 
pheres during occultation of the s/c. The pressure vs. 
temperature of the planet's atmosphere can be derived 
from the phase variation of the radio signal during 
occultation [1,3]. 

Navigation on and near the earth's surface is being 
revolutionized through the spaced based atomic clocks 
which comprise the Global Positioning System. Rubidi- 
um and Cesium standards aboard these satellites 
generate time coded signals to broadcast to Earth 
based receivers. Small handheld receivers process 
signals simultaneously recieved from different space- 
craft to determine the users position with an accuracy 
of meters. 

Survey of Space-based Atomic Frequency Standards 

GPS/GLONASS Cesium Clocks 

Although still in its youth, the technology of space 
based clocks is being refined through the development 
of the NAVSTAR/GPS and GLONASS programs. The 
GPS program has launched 40 satellites into orbits of 
12 hours at altitude 20,000 km each with three to four 
AFSs and backup VCXOs [4,5]. 

Similary, the Russian GLONASS program has 
launched several navigation satellites with multiple 
redundant clocks on board. 

In this section we review the physical characteristics 
of the cesium clocks aboard the NAVSTAR and 
GLONASS spacecraft since these are probably the 
most advanced space based clocks yet developed. 
Although the GPS satellites have flown more Rb 
standards, the Cs standards are considered primary 
because of their much lower frequency drift and 
environmental sensitivities [5]. Additionally, as will be 
shown, the Hg+ LITE standard can be made similar in 
physical size and layout to the Cs beam standard. 

Table I summarizes some of the features of the GPS 
and GLONASS clocks. The masses of the GPS Cs 
AFSs ranges from 13 kg for Block II standards to 8 kg 
for the Block IIR replacement clocks[6]. These values 
are for the clock alone and do not include approxi- 
mately 1.8 kg (4 pounds) of radiation shielding to 
protect the standard from natural and potential 
manmade radiation sources. 

The GLONASS clocks are somewhat more massive 
and bulky [7]. The MALAKHIT is an improvement 
over the GEM spaceborne Cs AFS and although more 
massive, it is expected to be longer lived and more 
immune to environmental changes [7]. 

The temperature variation in orbit can lead to pro- 
nounced frequency changes in the Rb AFS [8] and to 
a lesser extent in the Cs AFS [9]. The Rb AFS are 
sensitive enough that +0.1 C active temperature 
control was implemented [8]. Temperature variations 
experienced by the s/c and on-board clocks are strong- 
ly correlated to the NAVSTAR orbit orientation 
relative to the earth-sun line. For example, twice a 
year, for about a 25 day interval, NAVSTAR 16 goes 
into the earth's shadow during a portion of each 12 
hour orbit. This causes a 1-3 C drop in the average 
temperature of the s/c and frequency pulling of the 
CAFS ranging from 2-7 Xl013 [9]. 

H-masers 

Although several H-maser frequency standards have 
been developed for spaceborne applications [10-14], 
only the NASA/SAO Gravity Probe A suborbital flight 
(June, 1976) has carried an ultra-stable frequency 
standard into space [2,15]. In a 2 hour flight a 45 kg 
H-maser was lifted to an altitude of 10,000 km above 
the earth's surface where the gravitational redshift 
speeds the clock rate by 4xl0"10 relative to an earth 
based clock. The measured H-maser stability in flight 
was ay(r=1000 secs)=6xl0"15 and verified the gravita- 
tional redshift as predicted by Einstein's General 
Relativity to about 1 part in 104. 

Table II summarizes some physical characteristics of 
two, more recently developed H-masers for space 
based operations [11-13]. These H-masers are higher 
performance but somewhat more massive than the 
1976 GP-A maser. The mass of the maser is made 
large by the large size of the high Q TE011 cylindrical 
cavity together with the inherent magnetic sensitivity 
of the hydrogen atom. Typically 4 to 5 layers of 
magnetic shielding are required to prevent ambient 
field changes from pulling the atomic frequency and 
degrading stability. The shields must be large enough 
to enclose the approximately 30 cm(12") diameter 
cavity and consequently contribute 38 kg to the total 
«70 kg mass of the maser [12]. A dielectrically loaded 
cavity of reduced size for space based H-maser appli- 
cations with somewhat reduced performance is de- 
scribed in ref [14]. 
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Cs Clock parameters GPS GLONASS 

Mass 13 kg (Block II) 
8 kg (Block IIR) 

(29-17 lbs) 

40 kg (GEM) 
52 kg (MALAKHIT) 

(88-114 lbs) 

Power 
(Watts) 

26 W (II) 
23 W (IIR) 

80 W (GEM) 
90 W (MALAKHIT) 

Package Size 
(mm) 
(inch) 

150x150x430 
6x6x17 

414x421x655 
16x16x26 

Stability ,ay(f) 
1 day 

10 days 
Frequency Drift 

1.5xl0"13 

4-5xl014 

+fewxl0-15/day 

l-5xl013 

7-25xl0"14 

Temperature Sensitivity l-2xl013/C 
no active control 

2-5xl013/C 

Table I: A summary of present day space based Cesium atomic frequency standards in use in the GPS and 
GLONASS programs. 

H-maser parameters NASA/SAO ESA 

Mass 67 kg 70 kg 

Power 55 Watts 70 Watts 

Size 17"ODx34"h 
(44cm X 86cm) 

14"ODx27"h 
(35cm X 70cm) 

Stability ,(7y(T) 
103 to 104 sec 

1 day 
<1015 

fewxlO"15 
<1015 

fewXlO'15 

Temperature Sensitivity requires 10"4 C 
temperature control 

requires 10'4 C 
temperature control 

Magnetic Shielding 
Ref [11-13] 

5 layers & active 
field compensation 

2xl06 axial shielding 
4-5 layers 

Table II: A summary of two recently developed hydrogen maser frequency standards for use in space based 
applications. 
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Review of the Linear Ion Trap Extended (IÄTE) 

The proposed space-borne frequency standard dis- 
cussed in this paper is based upon the Hg+ extended 
linear ion trap [17] currently under development at the 
JPL Frequency Standards Lab. This new linear ion 
trap architecture separates the resonance region 
(where the multiplied output of the local oscillator is 
compared to the stable atomic frequency) from the 
state-selection/state-interrogation region where the 
ions are optically pumped into the lower atomic 
hyperfine state. The charged ions can easily be moved 
from one region to another along the axis or node line 
of a single extended linear ion trap. One end of the 
extended linear trap serves as the state selection 
region with an optical system, etc. while the other end 
serves as the resonance region with a 40.5 GHz 
microwave source, magnetic shields, etc. Only the 
microwave resonance region need be magnetically 
shielded and since there are no optics in the resonance 
region (unlike the previous design [18]) the shields can 
be made quite small. 

The LITE frequency standard now being developed at 
JPL is shown in Fig. 2. This first laboratory version is 
18" in length with a 5 1/4" od triple layer set magnetic 
shield around the resonance region. This particular 
version can be reduced in size by about one-half by 
use of cylindrical electrodes as described in Ref [19]. 
In the resulting smaller trap, the cylindrical electrodes 
would also be the vacuum wall additionally removing 
the need for electrical feedthroughs. In this manner a 
linear ion trap of diameter < 1" with several eV well 
depth for Hg+ ions could be constructed. This is much 
smaller than the diameter of a Cesium beam tube. 

Table III shows a breakdown of the contributors to 
the mass of an ion trap of the architecture discussed 
above. The trap is assumed to be about 16" long with 
an diameter of 1". The state selection\ion loading 
region is about 4" with the resonance region making 
up 12" of the length. The triple layer magnetic shield 
is assumed 14" long with 1/2" spacing between layers. 
These design estimates are based on and extrapolated 
from Hg+ trap systems which have demonstrated 
performance well below 10"15 [20]. 

The support electronics are to a large extent similar 
to those of a generic Cesium frequency standard. For 
example, since they are both passive frequency stan- 
dards, a frequency multiplier chain from the local 
oscillator to the atomic resonance frequency is neces- 
sary, to 40.5 GHz for Hg+ and to 9.2 GHz for Cs. 
Table  IV shows  the  support  electronics that  are 

common to both units and some additional electronics 
required by the Hg+ standard. A very good crystal 
VCXO [21] would enable the Hg+ standard to reach 
few parts in 1016 stability at T=10

5
 seconds, i.e., 2x10" 

13/vV. This is more than is required for Cesium stan- 
dard operation but such LOs exist and have been 
space qualified [21]. The state of the art for space 
qualified Cs standards are the GPS Block IIR [6], 
having undergone a few generations of refinement in 
the GPS clock development program. The super 
VCXO is about 1760 gms [21] while the GPS Block 
IIR Cesium VCXO is about 315 grams as shown in 
table IV. 

Mass Estimate for the Hg+ LITE Standard 

Taking the Block IIR Cesium as current state of the 
art for compact space qualified Cs standards, we 
estimate the mass of a space qualified Hg+ clock. The 
Cesium standard of IIR design has total mass 7.7 kg 
(17 lbs) of which the Cesium tube contributes 4.1 kg (9 
lbs) [6]. Our Hg+ tube is estimated in Table III to be 
somewhat heavier at 5.4 kg. Table IV shows that the 
electronics package for an Hg+ clock with ultra-stable 
performance is 1760-315+500 = 1945 gms more in 
mass (primarily because of the better LO). We thus 
arrive at a mass estimate for an Hg+ standard of 1.945 
+ 1.3 « 3.2 kg more than the Block IIR Cesium mass 
of 7.7 kg, that is, a space qualified Hg+ standard of 
mass 10.9 kg. This estimate is uncertain by about 1 kg 
since efficient packaging can be difficult to estimate 
before full miniaturization is implemented. There is 
little doubt, however that a high performance Hg+ 

clock could be built that is <20% of the mass of the 
proposed space qualified H-masers. 

Hg+ LITE Consumables 

The Hg+ standard described here needs a supply of 
Helium (to be used as a buffer gas) and, of course, Hg 
for the generation of ions. In ground based laboratory 
ion trap standards, helium operating pressure is about 
10"5 Torr and is pumped away into a vacuum pump at 
a speed of about 1 liter/second. This throughput of 10"5 

Torr liters/second would deplete a 1 liter helium bottle 
filled to 5 atmospheres in just over 12 years. 

Similarly, the mercury vapor in an operating Hg+ 

standard is at a pressure of 10"9 Torr or less and is 
pumped at even less speed than the helium. The 
mercury is thus consumed at a rate of less than 1 
milligram per 3 years, again showing no problem in 
depleting the supply of mercury. 
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Figure 1: Schematic view of the linear ion trap extended architecture. The state preparation region is at the 
upper end of a «40 cm long linear trap. A dc break separates the resonance region (lower part of the long 
trap) from the upper part. By applying dc biases, ions are moved from the state selection region into the 
microwave resonance region and then back. Only the microwave resonance region need be magnetically 
shielded, etc. The resulting physics package is comparable in size to a cesium beam tube. 
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Vacuum can/Trap electrodes 790 gm 

Triple layer Magnetic Shield 227 + 409 + 590 = 1226 gm 

HgO Oven 150 gm 

Fused Silica Windows & Mount 150 gm 

Lamp & Mount 150 gm 

Collection Mirror, Lens & Mount 400 + 35 + 500 gm 

C-field Coils 250 gm 

Electron gun & Mount 10 gm 

Getter pump & Ion pump 1000 gm 

Helium leak & Storage Bottle 750 gm 

Total 5.4 kg 

Table III: An itemized list of the contributors to the mass of the Hg+ LITE atomic frequency standard. This 
list summarizes components in the physics package of the Hg+ standard and is analogous to the Cesium beam 
tube of the Cesium frequency standard. 

Electronics Hg+ LITE Cesium 

LO to Atom 
Frequency Multiplier 

to 40.5 GHz to 9.2 GHz 

Servo LO to Atom Microprocessor, 
Frequency modulation, 

etc. 

modulate, tune VCXO 
etc. 

Bias/power supplies HgO oven, C-field, 
ion pump, 

e-gun, PMT, ion gauge 

Cs oven, C-field, 
ion pump, 

e-mult, hot wire, 
ion accel 

VCXO Super VCXO, ay=1013 

1760 gms 
VCXO 
315 gm 

Additional supplies 
Helium leak heater, 

Lamp driver, 
Trap rf drive. 

(Estimate 500 gm) 

Not Applicable 

Table IV: A comparison of the support electronics for the Hg+ LITE standard and the GPS Cesium standard. 
Much of the elctronics is common to both clocks. The Hg+ clock needs a super VCXO to reach stabilies of 
a few parts in 1016 at 105 seconds. Some additional heaters and rf supplies are needed for the Hg+ standard. 
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Figure 2. A summary of clock frequency stability vs. 
clock mass for three space based frequency standards 
discussed in this paper. The proposed Hg+ LITE can 
supply stability of a maser in a total package with mass 
comparable to the current day GPS Cs standards. 

Summary and Conclusions 

The ultra-stable Hg+ standard described here can 
deliver far more stability per kilogram than any of the 
present day space based standards. This is graphically 
illustrated in Figure 2 where H-masers, GPS Cesiums 
and the proposed Hg+ standard are plotted on a 
stability vs. mass diagram. The Hg+ offers the best of 
both of the other space based standards, that is, the 
stability of an H-maser for the mass of a Cesium clock. 

'This work was performed by the Jet Propulsion 
Laboratory, California Institute of Technology, under 
contract  to  the  National  Aeronautics  and  Space 
Administration. 
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Abstract 

This article describes an improvement in the architec- 
ture of the physics package used in the Linear Ion 
Trap (LIT) based frequency standard recently devel- 
oped at JPL. This new design is based on the observa- 
tion that ions can be moved along the axis of an LIT 
by applied dc voltages. The state selec- 
tion/interrogation region can be separated from the 
more critical microwave resonance region where the 
multiplied local oscillator (LO) signal is compared to 
the stable atomic transition. This separation relaxes 
many of the design constraints of the present units. 
Improvements include increased frequency stability, 
and a substantial reduction in size, mass and cost of 
the final frequency standard. 

Introduction 

The primary reason that ions confined to electromag- 
netic traps are the basis for stable frequency standards 
is that in the containerless environment of a trap, 
processes that equalize atomic state populations and 
destroy coherence within the state prepared atomic 
ensemble are very weak. In past work we have mea- 
sured coherence times in an ensemble of trapped Hg+ 

ions of over 30 seconds on the 40.5 GHz transition. 
Such weak relaxation has permitted an atomic line-Q 
on the 40.5 GHz transition of 2xl012 [1,2]. 
One disadvantage of a trapped ion based frequency 
standard is the relatively low density of the confined 

ions. This leads to low signal to noise ratio (SNR) in 
the detected atomic resonance and consequently limits 
clock stability. This situation was greatly improved by 
the use of the linear ion trap[2] where the number of 
trapped ions was increased by more than 10 over 
conventional hyperbolic traps. The stability reached 
with the improved SNR of the LIT together with the 
high line-Q has led to a 10 fold improvement in clock 
stability over conventional ion based clocks. Indeed, 
the present LIT based clock shows stability competitive 
with the best H-masers for averaging times less than 
10,000 seconds and exceeds H-maser stability beyond 
10,000 seconds [3] making it the most stable of all 
clocks for long term stability. The LIT clock is, howev- 
er, relatively recent in its development and its config- 
uration continues to evolve. The purpose of this article 
is to propose an improvement in the architecture of 
the current physics package which will lead to im- 
proved long term stability, and a substantial reduction 
in size, mass and cost of the final frequency standard. 

Current LIT Operation 

The present form of the LIT physics unit for frequency 
standard operation is shown in Figure 1. Ions are 
created inside the linear trap by an electron pulse 
which ionizes a weak vapor of parent neutral atoms 
introduced into the vacuum system from a heated 
HgO isotopic source. They are held in the four bar 
linear trap shown inside the region enclosed by mag- 

This work represents one phase of research carried out at the Jet Propulsion Laboratory, 
California Institute of Technology, under contract to the National Aeronautics and Space Administration. 
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netic shields. Before the stable atomic frequency of the 
trapped ions can be compared to the multiplied output 
of an LO or flywheel oscillator a population difference 
between the hyperfine levels of the ground state must 
be created. This is done via optical pumping with UV 
light from a laser or a discharge lamp. As shown in 
Fig. 1, optical pumping is carried out by a 202Hg lamp 
whose output light is collected and focussed onto the 
central portion of the ion cloud. 

f/ii////m////////HHif 

Figure 1: Present physics unit for. the LIT based 
frequency standard. 199Hg ions are state prepared and 
interrogated with the multiplied output of a local 
oscillator in the ion trap housed inside the magnetic 
shielded region. The apparatus is about 2 m high by 1 
m on a side. 

After state preparation, microwave radiation derived 
from the LO is passed onto the ions to make a fre- 
quency comparison with the stable atomic resonance. 
During this period it is crucial that the atomic reso- 
nance frequency not be perturbed by any changes in 
the trap environment. Such fluctuations will be trans- 
ferred to the servoed LO thereby degrading clock 
stability. Because the state selecting light will shift the 
atomic clock resonance it is switched off during the 

microwave interrogation time. Following the micro- 
wave pulse, the lamp is turned on again to determine 
whether the microwave radiation has changed the 
population of the hyperfine levels of the atomic ion. 
Any frequency detuning of the LO from the reference 
atomic frequency will change the fluorescent light in- 
tensity measured when the lamp is turned on. These 
fluorescence changes are converted to a voltage and 
fed back to the frequency control port of the LO to 
keep it on frequency with the atomic oscillator. 

It is apparent that the trap region is operated in two 
modes in the process of steering an LO. First, to 
prepare the atomic ions for microwave frequency 
comparison to the LO. In the second mode the atomic 
frequency is compared to the multiplied output of the 
LO. During the state preparation/interrogation mode 
there are no stringent requirements on environmental 
isolation or regulation whereas during the resonance 
mode great care must be exercised in the regulation of 
the atomic environment to insure stable operation. 

Improved LIT Design 

Figure 2 shows a configuration of an ion trap based 
clock where these modes of operation are carried out 
in two separate regions. The trap shown is a length- 
ened version of the the LIT of Fig. 1. In the new 
architecture of Fig. 2 the region labelled ion loading 
and fluorescence is somewhat smaller in size to the 
trap shown in Fig.l. A second linear trap has been 
added for a microwave resonance region. 

A dc break forms a junction between these two regions 
to allow ions to pass from one region to another. The 
rf trapping voltage for transverse containment of the 
ions is continuous across this dc break. When the dc 
voltage level of all four trap rods are the same in both 
the upper and lower regions thermal motion of the 
ions will carry them through the junction with no 
change in axial velocity. When the four trap rods in 
the upper region are at negative dc voltage with 
respect to the lower region trap rods ions within a trap 
radius or so of the junction will be transported across 
the junction into the upper region. Only the ions near 
the junction will experience the electric field forcing 
them across the gap. Since each ion is in thermal 
motion along the axis of the trap it will reach the 
junction within a trap length transit time (typically 
about 1 millisecond) and then be pulled into the upper 
region emptying the lower region of ions. Similarly, 
when the upper region is dc biased positive with 
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Figure 2: Improved physics unit for the trapped ion 
frequency standard.199Hg ions are created and state 
prepared in the upper region of the trap, then trans- 
ported into the lower region, where the lHg+ atomic 
resonance frequency is compared with the local 
oscillator frequency. The ions are then moved back to 
the state selection region to check for frequency 
detuning from the LO during the resonance compari- 
son. Overall dimensions are 10 cm by 50 cm. 

respect to the resonance region all ions will be trans- 
ported from the fluorescence region to the ion reso- 
nance region. The helium buffer gas will provide the 
required energy damping with a 1/3 second time 
constant[4]. The do potential along the length of the 
trap which controls which trap the ions occupy is 
shown in Fig. 3. 

The separation of the clock resonance region from the 
optical/ion loading region relaxes many of the design 
constraints of the present units. The microwave 
resonance region can now be designed with no consid- 
eration of optical issues. A simple set of cylindrical 
shields and solenoid supply a very uniform and stable 
magnetic environment. In Figure 2 it is seen that the 
volume of the resonance region is now reduced by 
about 100 as the magnetic shields are 10 times smaller 
in diameter. Since the resonance region requires the 
most stringent temperature regulation of the entire 
physics package the size reduction enables simplifica- 
tion of thermal control of the standard. 

ON-LOADING 
FLUORESCENCE 
REGION 

RESONANCE 
REGION 

A. 

T 
Figure 3: The improved LIT with separated state 
selection and microwave resonance regions: (a) the 
complete' ion trap showing the dc junction; (b) a 
positive dc bias is applied to the loading and interroga- 
tion trap rods forcing the ions into the resonance 
region; and (c) ions are drawn back into the fluores- 
cence region by applying a negative bias. 

Similarly, the state selection optical design is now done 
with no worry of perturbing the atomic resonance. In 
practice, this means that the optical components are 
no longer required to be non-magnetic as in the 
previous design. The custom made Copper-Titanium 
flanged UV transmitting windows can be replaced with 
S-steel flanged windows which are each about 2 k$ less 
expensive. The 4 k$ non-magnetic UV light collecting 
horn is replaced by an S-steel elbow connecting the 
trap region to the vacuum pumps. The h'ght source can 
be moved much closer to the ion cloud raising the 
possibility of a coUimated UV source with no collec- 
tion mirror thus further reducing the finalpackage size. 
Similar modifications could be made in the collection 
arms to reduce size. These design changes would not 
allow stable clock operation if the ions underwent mi- 
crowave clock resonances inside the optical state 
selection region as in the previous design, because of 
the large magnetic shifts of the atomic levels induced 
by the close proximity of the light source and detec- 
tors. Another simplification gained by relaxing the 
non-magnetic requirement is in the electron gun 
assembly and its heater current supply. The electron 
source for ion creation is now remote from the atomic 
resonance region allowing use of the standard (mag- 
netic) filament base and a floatable dc current drive. 
In the design of Fig. 1 ions are created inside the reso- 
nance region and require a floating audio frequency 
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Figure 4: The new linear ion trap architecture with separated resonance and state selection regions. The 
resonance region is the 1 7/8" diameter by 12" long OFHC copper tube in the left side of the picture. The 
optical state selection region is in the right side foreground. In the background we see some of the support 
vacuum plumbing. The length of the Hg+ trap and vacuum housing is 18" and is analagous to a Cesium beam 
tube in a Cesium standard. The magnetic shields and optical components are not installed in this photo. 
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filament heater current to prevent the residual dc 
magnetic field from the electron gun from shifting the 
atomic ion frequency. 

Additionally, the largest frequency offset and potential 
instability can be reduced greatly by selecting a some- 
what longer trapping length in the atomic resonance 
region. This frequency shift stems from the finite (i.e., 
non-zero) ion cloud diameter where ions spend time 
in regions of large rf trapping fields where their 
motion results in frequency pulling via the second 
order doppler or relativistic time dilation effect. The 
magnitude of this offset (for large clouds) depends 
only on the linear ion density, N/L, and is given by 
[5,6] 

(Af/f)2„d Dopp,er=-(q2/87TComc2)N/L. 

An increase in the resonance trapping length to about 
200 mm would reduce the clock sensitivity to ion 
number variations by about a factor of 4 from that in 
the present system of Fig. 1. Since ion number stabili- 
zation to the 0.1% level has been demonstrated for 
10"15 frequency standard operation in that system, an 
ion number induced instability noise floor below 
2.5xl0'16 should be achievable in this modified configu- 
ration. 

Design Details 

The system currently under development (Fig. 4) is 
housed in a vacuum chamber about 18" long. The 
resonance section of the vacuum can is cylindrical, 1 
7/8" x 12" long. It is fabricated from OFHC copper with 
a 1" bore along the axis to allow the 4 rod quadrupole 
trap to sit inside. The state selection region is a 
Stainless-Steel block with three UV transmitting fused 
silica windows welded into the window openings for 
optical pumping light entry and fluorescence collec- 
tion. The UV light is passed into a 45° elbow vacuum 
component (which connects the trap region to the 
vacuum pump) to prevent backscattering of the UV 
optical pumping light beam into the fluorescence 
collection system. In the previous design this was 
accomplished with an expensive pyrex horn attached to 
a non-magnetic vacuum flange. 

As shown in figure 2 the transition from the state 
selection to resonance region forces the magnetic 
shields to be open at one end. To obtain good shield- 
ing near the transition we need a small diameter for 
the vacuum can in the resonance region to enable 
small diameter cylindrical shields. The initial set of 
shields will be a triple layer set of 2.25" inside diame- 
ter with 3/4" spacing between shield layers. 

The trap is inside the 1" diameter bore of the vacuum 
can, the four trap rod centers being located equally 
spaced on a 5/8" circle. The close proximity of the 
grounded vacuum container walls causes some shield- 
ing of the rf trapping fields from the interior of the 
trap. We have calculated the shielding effect of the 
nearby wall by the method of image charges [6]. If the 
vacuum wall is radius Rc and the trap rods are equally 
spaced on a circle of radius R„ an image line charge 
of opposite sign located at R^R/R,) will maintain the 
vacuum wall at radius Rc at an equipotential. Figure 5 
shows the equipotential surfaces for our configuration, 
R^R, = 1.6. We find that the lowest order correction 
to the secular frequency due to the shielding effect of 
the grounded vacuum walls is a weakening of the 
secular frequency by the factor [1 - (R,/Rc)

4]. 

-2.00    -1.63    -1.26    -O.BB    -0.51    -0.14     0.23       0.60       0.9B       1.35 

Figure 5: Equipotetial surfaces for a four rod linear 
ion trap, of radius R,, inside a grounded cylinder at 
radius RJR, = 1.6. 

Conclusions 

An improved architecture for a linear ion trap based 
frequency standard is described. Its design is a natural 
extension of the original LIT and separates the state 
selection and ion creation region from the atomic 
resonance region. Many of the design constraints of 
the present configuration are eliminated and a smaller, 
cheaper more stable frequency standard will result. 
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Abstract 

A ytterbium ion standard is currently under de- 
velopment at JPL for both ground and space ap- 
plications. We have chosen the ytterbium ion for 
its large hyperfine splitting of 12.6 GHz, and ac- 
cessibility of its first excited electronic energy lev- 
els with light from frequency-doubled semiconductor 
and solid state lasers. Performing microwave-optical 
double resonance spectroscopy we have achieved 25 
mHz Ramsey fringes with a signal-to-noise ratio bet- 
ter than 350:1 in the shot noise limit, which corre- 
sponds to an inferred stability on the order of 1.8 x 
io-14A/f. 
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Figure 1: Hyperfine structure of the ground and first 
excited states in mYb+. 

Introduction 

A ytterbium ion standard has been under devel- 
opment at JPL for ground and space applications. 
The trapped mercury ion standard has achieved frac- 
tional frequency stability of 7 x lO-14/^ for 20s < 
T < 10,000s and has made possible stabilities of 7 x 
10~16 at 100,000 seconds of averaging time, a perfor- 
mance unsurpassed by any other frequency standard 
[1,2]. However ytterbium is also an attractive ion 
for frequency standards applications since prepara- 
tion and observation of its clock transition at 12.5 
GHz may be made utilizing compact semiconductor 
or solid state laser systems [3,4]. This feature en- 
ables designs methodologies that reduce the size and 
the mass of the standard without necessarily compro- 
mising its performance. It also allows laser cooling 
[5-8] of the ions to improve stability performance of 
the standard.   Thus a small ion standard based on 

"This work was carried out at the Jet Propulsion Labora- 
tory, California Institute of technology, under a contract with 
the National Aeronautic and Space Administration. 

t Also at Department of Physics, University of California - 
Riverside, Riverside, CA 

ytterbium could be ideal for spacecraft applications. 

In a previous paper [9] we had described results 
on the laser spectroscopy of ytterbium ions trapped 
in a linear rf/dc hybrid trap. In the present work 
we report on observation of Ramsey fringes obtained 
by excitation of the clock transition. Here again a 
laser was used to prepare and interrogate the ions. 
The resulting signal and the observed line Q of the 
ions allow us to infer stability of a standard based on 
this scheme. Since the 12.5 GHz ground state hyper- 
fine transition of ytterbium is about four times more 
susceptible to magnetic field perturbations than the 
corresponding transition in the mercury ion, we also 
have performed an extensive study to characterize 
the magnetic sensitivity of ytterbium in our partic- 
ular trap configuration. Despite its apparent ad- 
vantages, ytterbium has difficulties with population 
trapping which effectively removes the ion from the 
cycling process [9-14]. We have also studied this 
problem and determined a means for effectively re- 
ducing population trapping influences. Finally, we 
will describe future plans to perform actual stability 
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Figure 2: Simplified experimental setup used to carry out spectroscopy on trapped 171Yb+ ions. 

measurements with the ytterbium ion standard. 

Experimental setup 

The ytterbium isotope 171 ion has a hyperfine struc- 
ture similar to the mercury isotope 199 ion, with 
an energy splitting corresponding to 12.64 GHz, as 
compared to mercury's 40.5 GHz. Its 2Pi/2 or 2P3/2 

excited states can be reached from the ground state 
with 369nm or 329nm radiation respectively (see fig 
1). The use of lasers for optical pumping ytter- 
bium ions readily leads to a ten fold improvement 
in the signal-to-noise ratio (SNR) over mercury's 
lamp based system, while only giving up a factor of 
40.5/12.6 in line Q for equivalent interrogation times. 
Since the short term stability is given by 

<X(T) OC 
1 

Qi SNR (1) 

(where Qi is the line Q = f/6f, and t,- is the total 
cycle time from one measurement to the next) there 
is the potential for a two to three fold improvement 
in the short term stability. In our experiment we 
were able to cycle the ions, a process that scatters 

many optical photons for each microwave photon ab- 
sorbed. This was accomplished through excitation of 
the (2Si/2,F=l) <S> (2P3/2,F=2) transition while only 
pumping in the doppler wings of the (2S!/2,F=1) 
& (2P3/2,F=1) clearing transition. The cycling of 
the (2Si/2,F=l) & (2P3/2,F=2) transition is possi- 
ble due to the narrow linewidth (~ 1 MHz) of the 
laser and large 1.7 GHz hyperfine splitting of the 
2P3/2 state. 

Figure (2) shows the experimental setup used to 
study the clock transition in trapped ytterbium ions. 
The hybrid linear rf/dc trap, which is modeled after 
the one first used with mercury ions at JPL [15], 
is composed of four rf electrodes in the form of rods 
with dimensions of 3.18 mm in diameter and 88.9 mm 
long. The rods are configured equally spaced with 
their center on a 17.48 mm diameter circle. Hollow 
cylindrical dc endcaps with inner radii of 1.19 mm 
and outer radii of 3.18 mm are placed on the axis 
of the quadrupole trap. The endcaps protrude into 
the trap 15.24 mm from the end, leaving a total trap 
length of 58.42 mm from endcap to endcap. The ef- 
fective trap length, or length of the ion cloud, in the 
trap depends on the dc voltage applied to the end- 
caps.   For our experiment an rf drive amplitude of 
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Figure 3: Resonance lineshape spectra vs. uv-laser power, (a) Laser power 
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110 Vrms at 483 kHz was applied on the four rods, 
with +15 dc volts applied on the endcaps. To re- 
duce the effect of rf heating on the ions a helium 
buffer gas was introduced through a quartz leak to 
collisionally cool the ions. In addition, nitrogen gas 
was introduced through a variable leak to collision- 
ally quench the lower lying metastable states, which 
otherwise contain the ions in a "dark" state. The 
helium background in the trap was maintained at a 
nominal pressure of 1 x 10~5 torr while the nitrogen 
pressure was approximately 1 x 10-6 torr. We esti- 
mate that these parameters allow the trap to hold a 
2 mm diameter cloud of 107 ions. The mixture of ni- 
trogen and helium was quite effective in cooling the 
ion cloud and quenching the dark state. 

The 4/14(1s)6s2S1/2 <*• 4/14(1S)6p2P3/2 transition 
was excited using 328.9 nm radiation generated by 
a coherent 699-21 ring dye laser running with DCM 
special laser dye and an intracavity lithium iodate 
doubling crystal. Up to 2 milliwatts of uv power was 
generated in this manner, and a homemade hollow 
cathode lamp was used to maintain the laser was on 
resonance. In order to move the trap away from the 
large magnetic fields associated with the argon ion 
laser and stainless steel optical table the uv-radiation 
was then injected into a 10 meter length of fiber optic 
cable and introduced axially into the trap. 

The magnetic field inhomogeneities associated 
with the argon ion laser and steel optical table, as 
well as the ambient earth's field, are quit large, leav- 
ing a very poor environment for carrying out preci- 
sion spectroscopy on the hyperfine structure of an 
atom.  For this reason it was necessary to place the 

ion trap inside a three axis set of five foot diameter 
Helmholtz coils. With this set up we were able to 
cancel the ambient magnetic field in the room and 
set up a magnetic field environment stable enough 
to allow greater than 20 second coherence times. 

Optical Resonance Lineshapes 

Resonance fluorescence lineshapes at two different 
laser powers are shown in figure 4. Lower optical 
power improves the signal to noise by reducing the 
background scattered light and improving the pho- 
ton counting efficiency by ensuring the counting sys- 
tem is running below saturation. Axial temperature 
measurements are also improved by reducing the ar- 
tificial narrowing of the the resonance line by rapid 
pumping of the ions into an alternate level while the 
laser is scanning through the transition. 

Microwave-Optical Double Resonance 
Spectroscopy 

Ramsey fringes were obtained by first preparing the 
ions in the (2Si/2,F=0) state through optical pump- 
ing by tuning the laser to overlap the (2Si/2,F=l) 
O- (2P3/2,F=1) transition. With the laser off the 
ions were irradiated with a pair of 400 ms 7r/2 mi- 
crowave pulses separated by a time <,-. If the mi- 
crowave frequency matched the energy splitting of 
the ground state hyperfine levels the ions would be 
effectively transferred from the (2S1/2,F=0) back up 
to the (2Si/2,F=l) level. The laser which was tuned 

763 



o o o 
X 

8 
§ 
§3 

| 

-5-4-3-2-1012345 

Frequency Offset (Hz) 

Figure 4: 100 mHz ramsey fringes corresponding to 
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Figure 5: 25 mHz ramsey fringes corresponding to a 
20 second separation between 7r/2 pulses. 

to overlap the (2Si/2,F=l) <& (2P3/2,F=:2) transi- 
tion was then turned on and the ion fluorescence was 
monitored for two seconds. The level of fluorescence 
corresponds to the number of ions in the upper hy- 
perfine state, which in turn depends on how close the 
microwave frequency matched the energy difference 
between the ground state hyperfme levels. Once the 
fluorescence was recorded the laser was then scanned 
over the (2Si/2,F=l) <&■ (2P3/2,F=1) transition to 
ensure all the ions were back in the (2Si/2,F=0) level 
and ready for the next pair of microwave pulses. Fig- 
ures 4 and 5 show the effect of slowly stepping the 
microwave frequency after each pair of microwave 
pulses. 

As shown in figure 5 we achieved 25 mHz Ram- 
sey fringes with single shot photon counts of 130,000 
above a 50,000 count background; this corresponds 
to a signal-to-noise ratio exceeding 350:1 in the shot 
noise limit, and inferred stability of ay(r) ~ 1.8 i 
10_14/i/(r).   It is clear from figure 5 that we are 

not yet realizing the full 350:1 SNR, probably be- 
cause of magnetic field fluctuations. At the 100 
mgauss magnetic field that we set up to separate the 
AMf =0 from the AMf=±l transitions the transi- 
tion frequency sensitivity to magnetic fluctuations 
is 62mHz/mgauss. The relatively high sensitivity of 
the 12.64 GHz resonance transition to magnetic fluc- 
tuations coupled with the lack of magnetic shields 
in our present experimental system prohibits actual 
measurements of long term stability. 

Zeeman and Motional Sideband 
Spectroscopy 

The    frequency    of   the    (2Si/2,F=0,MiP=0)    & 
(
2
SI/2,F=1,M.F=0) transition in the presence of a 

magnetic field is given by 

v = v0 + 311Hz 
B ■V. 1 gauss/ (2) 

Since we are interested in fractional frequency sta- 
bility and this function has a quadratic nature it is 
desirable to work at values of applied magnetic field 
as low as possible since the sensitivity to magnetic 
fluctuations is given by 

dv_ 
dB B=B0 V1 gauss/ gauss 

(3) 

With this in mind we decided to investigate the Zee- 
man and motional sidebands at various orientations 
of the applied static magnetic field (C-field) with re- 
spect to the microwave polarization and trap axis 
orientation. Similar work was carried out by Enders 
et. al. on ytterbium ions confined in a hyperbolic 
trap [16]. 

Figures 6 and 7 each show 26 possible magnetic 
field orientations that almost completely map out all 
possible orientations. They were obtained by tuning 
the laser to overlap the (2Si/2lF=l) <S> (2P3/2,F=1) 
transition while scanning the microwaves 500 kHz 
in a phase continuous manner over a period of 
10 seconds and summing together 50 scans. The 
total static magnetic field was kept constant at 
approximately 86 mgauss and the following static 
magnetic field orientations were setup B(x,y,z) = 
(0,0,±1); (0,±1,0); (±1,0,0); (0,±1,±1); (±1,0,±1); 
(±1,±1,0); (±1,±1,±1). The trap axis is oriented 
along the x direction. Figure 6 shows the 26 static 
magnetic field orientations when the microwave po- 
larization was oriented perpendicular to the trap 
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Figure 6: Zeeman and motional sideband spectra at 86 mgauss total magnetic field and microwave polarization 
parallel to the trap axis. The positions indicated on the spheres correspond to the 26 static C-field orientations 
B(x,y,z) = (0,0,±1); (0,±1,0); (±1,0,0); (0,±1,±1); (±1,0,±1); (±1,±1,0); (±1,±1,±1). 
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Figure 7: Zeeman and motional sideband spectra at 86 mgauss total magnetic field and microwave polarization 
perpendicular to the trap axis. The positions indicated on the spheres correspond to the 26 static C-field 
orientations [B(x,y,z) = (0,0,±1); (0,±1,0); (±1,0,0); (0,±1,±1); (±1,0,±1); (±1,±1,0); (±1,±1,±1)]. 
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axis, and figure 7 shows the same 26 magnetic field 
orientations with the microwave polarization ori- 
ented parallel to the trap axis. In both cases the the 
microwave propagation direction was perpendicular 
to the trap and oriented in the z-direction. 

Conclusion 

We have carried out extensive microwave-optical 
double resonance spectroscopy of trapped 171Yb+ in 
order to determine the feasibility of ytterbium as the 
active atom in a trapped ion frequency standard. An 
inferred stability on the order of 1.8 x 10-14 has been 
obtained with 25 mHz Ramsey fringes. These results 
show great promise for ytterbium as a candidate ion 
in a frequency standard, we intend to perform ac- 
tual stability measurements in the near future after 
the addition of magnetic shields, which are needed 
to reduce the effect of environmental magnetic fluc- 
tuations on the splitting of the 12.64 GHz microwave 
resonance transition. 

A new ion trap and vacuum system is currently 
under design with emphasis on small size, ease of 
magnetic shielding, and high photon collection effi- 
ciency. The collection efficiency of the current sys- 
tem is only ~ 0.1% which can easily be improved ten 
to fifty fold. In addition, the current system is not 
suited for the addition of magnetic shields which are 
necessary to perform stability measurements. 

While the design and fabrication of the next gen- 
eration ytterbium system is taking place we will fur- 
ther study the influence of different buffer gases on 
the lifetime of ytterbium's meta-stable states. The 
construction of a stabilized compact 369 nm laser 
source will also be addressed so that ytterbium will 
be able to advance to a stand alone field frequency 
standard. 
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The Cesium Frequency Standards (CFS) to be flown on 
board GPS Block IIR satellites will carry a Second 
Harmonic Level Monitor (SHLM), the output of which will 
be the only telemetry datum available on the CFS health. 
The SHLM replaces the Beam Current Monitor (BCM) 
currently operating in GPS CFS. We have carried out an 
analysis of the validity and reliability of the SHLM as a 
CFS health indicator. The results of a rigorous calculation 
of the Cesium Beam Tube (CBT) output signal under the 
square-wave microwave frequency modulation scheme to 
be used in Block IIR CFS show that almost any process 
causing the output of the BCM to decrease will lead to a 
proportionate decrease in the SHLM output, but the SHLM 
output will be more sensitive to changes in some CBT 
operating parameters than the BCM output. In particular, 
that is the case for changes in the ionizer temperature and 
microwave power. We also show that the signal-to-noise 
ratio at the SHLM will be less than that at the BCM. 

Introduction 
The Cesium Frequency Standards (CFS) to be 

flown on board GPS Block IIR satellites will carry a Second 
Harmonic Level Monitor (SHLM). The output of this 
monitor will be the only telemetry datum available on the 
status and health of the CFS physics package, in contrast 
with the Block Ha satellites, in which a number of 
operating CFS physics package parameters can be 
monitored from the ground. A SHLM is incorporated in 
some commercial compact CFS as one among many 
monitor functions, but there is a general lack of data in 
regard to the validity and reliability of the SHLM as a CFS 
health and status indicator. 

The physics package of a CFS, usually referred to 
as the cesium beam tube (CBT), is a complex device, whose 
purpose is to allow the interrogation of individual cesium 
atoms in an atomic beam by externally generated 
microwaves; the corresponding intelligence is conveyed by 
the cesium beam signal. In order to lock the local oscillator 
frequency to the cesium atomic hyperfine transition ("clock 
transition") used as frequency standard, the external 
microwaves are phase- (or frequency-) modulated. 
Frequency-lock of the CFS is achieved by a feedback loop 
incorporating phase-sensitive detection of the beam signal; 
under lock conditions, the Fourier component of the beam 
signal at the modulation frequency is nulled.   The mean 

value (DC level) of the cesium beam signal, averaged over 
many microwave modulation cycles, is usually known as 
the "beam current". The output of the Beam Current 
Monitor (BCM) is an important health and status indicator 
in GPS Block I and Ha CFS, as well as in commercial 
units. We have recently analyzed the different processes 
which may lead to secular variations in a CFS beam current 
[1], in order to enhance the use of the BCM as a 
diagnostics tool. 

The SHLM monitors the level of the Fourier 
component of the cesium beam signal at twice the 
microwave modulation frequency. In order to enable the 
use of the SHLM as a health and status indicator, it is 
necessary to determine the sensitivity of its output to 
changes in CBT operating parameters. We have derived 
the expected amplitude of the second harmonic component 
of the cesium beam signal under the microwave modulation 
technique used in Block IIR CFS, and analyzed the 
dependency of the SHLM output on some CBT variables. 

Beam signal second harmonic amplitude 
The cesium atoms in the beam are interrogated by 

the microwaves in a cavity of the type first described by 
Ramsey [2] and shown schematically in Fig. 1. Two 

microwaves 
in 

r l ionizer 

¥ | cesium beam 

Figure 1: Schematical representation of the Ramsey-type microwave cavity 

interaction regions of length t are separated by a field-free 
region of length L. We assume that the atomic beam is 
well collimated, i.e., the atomic velocities are given by V = 
vi , where i is a unit vector along the axis of the CBT. 
Atoms spend a time x = £N in each of the interaction 
regions, and T = L/v in the central field-free region. The 
microwave field mean angular frequency is m, and in the 
GPS Block IIR CFS the microwave field is square-wave 
frequency-modulated, with modulation amplitude ram and 
modulation period Tm or, equivalently, triangular-wave 

769 

0-7803-1945-1/94 $3.00 © 1994 IEEE 



phase-modulated with amplitude <)>0 = G>mTm/4 and the 
same period, as shown in Fig. 2 (a). 
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Figure 2: (a) Microwave field phase seen by an atom in each one of the arms 
of the Ramsey cavity under square-wave frequency modulation conditions. 
The atom exits the cavity at time t". Full line: <^ (phase in the first arm); 
dashed line: (fo (phase in the second arm), (b) Phase difference A<1> = ^ - <l>i 
between both cavity arms, as seen by a traveling atom. For both (a) and (b) 
phases have been normalized by <»mTm 

In the Appendix to this memorandum we derive 
from first principles the probability P(T) that an atom that 
spends a time x in each interaction region will undergo a 
hyperfine state transition while traveling through the 
Ramsey cavity, and use that result to calculate the time- 
dependent cesium beam signal. To show conceptually what 
to expect, we will for now assume that x « T, following 
Vanier and Audoin [3], and neglect the probability that the 
frequency may change while the atom is traveling within 
one of the interaction regions; we will consider only 
frequency changes which take place while the atom is 
traveling through the field-free region. If b is the Rabi 
frequency of the atoms in the cavity (determined by the 
amplitude of the magnetic component of the microwave 
field), then for small detunings from the clock transition 
angular frequency co0, Q. = a - ra0 « b, the probability of 
transition P(x) is given by 

P(x) = )£ sin2bx[l+cos(OT+A«D)] , (1) 

where AO is the phase difference of the microwave field in 
both cavities, as seen by the traveling atom. When the 
microwave field is modulated, AO will depend explicitly on 
time, and thus P(x) will become time-dependent. If the 
cesium atoms in the beam have a velocity distribution g(v) 
(normalized to unit area), then the normalized distribution 

of travel times in the microwave interaction regions will be 
given by f(x) = (1/x^) g(&x). The time-dependent cesium 
atomic beam intensity can be obtained by folding P(x) with 
f(x): 

l(t') = ^- Jf(x)sin2 bx{l+cos[QT+A<D(t)]}dx, (2) 
2 0 

where t' = t + (L+D) x/£ and D is the distance between the 
second interaction region and the detector. An atom of 
speed v needs to enter the first interaction region at time t 
in order to arrive at the detector at time t\ I0 is the atomic 
beam intensity that would be measured if the beam were 
monovelocity; it is adjusted so that 

,2, •p =lo Jf(x)sin ^bxdx. (3) 

In the absence of microwave modulation; Ip is the cesium 
atomic beam intensity obtained under those conditions for 

The time dependence of the cesium beam signal is 
determined to a large extent by AO(t), shown in Fig. 2(b) 
for triangular-wave phase modulation. Using these results, 
I(t) can be derived graphically for a monovelocity cesium 
atomic beam, as shown by Vanier and Audoin [3]. The 
results are shown in Fig. 3. Signal peaks appear with half 
the periodicity of the modulation, indicating that the 

COS(QT+A<D), 

T/Tm 
0.5 

t/Tm 

Figure 3: Result of graphical derivation of the beam signal I(t) for a 
monovelocity cesium atomic beam under triangular-phase wave microwave 
modulation. The beam signal is proportional to cos(QT+A<I>). 

first significant Fourier component of the beam signal 
(under frequency-lock conditions) is the second harmonic 
of the modulation frequency. In the Appendix we show 
that Eq. (2) is valid even if we relax the restriction x « T, 
provided that the CFS is frequency locked (i.e., TO = ©0). 

Delayed ionization effects on the cesium beam signal 
After traveling the length of the CBT, the cesium 

atoms impinge on a hot metal wire, where they are surface- 
ionized. The resulting ions are accelerated towards the first 
dynode of an electron multiplier (EM), which amplifies the 
collected ion current by a factor of about 10* The output 
of the EM is the cesium beam signal. Since characteristic 
times for surface ionization can be comparable to the 
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modulation time-scale, delayed ionization effects may play 
a significant role in determining the time dependency of 
the beam signal. This has been analyzed in the past [4], 
and it can be shown that, if I(t') is the cesium atom flux 
incident on the ionizer at time f, the emitted cesium ion 
current I+(t) is given by 

l+(t) = Ye-^ JeYt'l(f)dt', (4) 
—00 

where y is the cesium ion desorption rate off the ionizer 
wire surface; it depends on the ionizer material, surface 
condition and temperature. Hughes and Levinstein [5] 
have shown that, in general, the temperature dependence of 
y can be expressed as 

Y = Yooe-Q/k0, (5) 
where Q is the ionic heat of desorption, k is Boltzmann's 
constant and © the ionizer absolute temperature. Both Q 
and Yoo are determined by the ionizer material and surface 
condition. Since ion collection and electron multiplication 
are very fast processes compared to the microwave 
modulation period, they do not contribute significantly to 
the time dependence of the beam signal, which is then 
determined by Eq. (4), using I(t') as given by Eq. (2). 

The time-dependent beam signal 
Sequential use of Eqs. (2) and (4) allows the 

calculation of the cesium beam signal as a function of time 
when square-wave frequency modulation is used in a 
frequency-locked CFS. We developed computer code to 
calculate I+(t). We assume values for L, t and D which are 
representative of those found in compact CBTs. The 
modulation frequency is 1/Tm = 100 Hz, and the frequency 
modulation amplitude is ram/27i = 200 Hz. The mean ion 
dwell time on the ionizer surface, x+ = 1/y, is a program 
input, as are the parameters required to characterize the 
atomic speed distribution. The program computes the 
detected atomic flux, I(t), and the ion current, I+(t); the 
time-dependent beam signal is proportional to I+(t). The 
program also calculates the output of the BCM, 
proportional to <I+), 

1  Tm 
(U) = -!-jl+(t)dt, 

Im   n 
(6) 

■m  0 

and the output (|i+|) of the SHLM, modeled as a phase- 
sensitive detector operating at twice the microwave 
modulation frequency: 

(|i+|) = -Lfi+(t)S(t-t0)dt, 
'm  0 

(7) 

where i+(t) is the AC component of the beam signal, i+(t) = 
I+(t) - (I+). S(t') is the square wave reference at the second 
harmonic of the microwave modulation frequency: 

S(f) = -1 for Tm/4 < f <S Tm/2 and 3Tm/4 < f < Tm  (8b) 

The phase parameter ^ is adjusted to maximize <|i+|>. 
Effects of finite preamplifier bandwidth have been 
neglected. 

Figure 4 shows I(t) and I+(t), calculated using a 
100 m/s mono-velocity cesium atomic beam. The atomic 
flux at the ionizer, I(t), shows the same time dependence 
shown in Fig. 5, while the ion current I+(t) displays the 
effects of a 0.5 ms ionizer dwell time. 
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Figure 4: Calculation of CBT waveforms for a monovelocity beam. Dashed 
line: atomic flux at the ionizer, fully consistent with the one obtained 
graphically in Fig. 3. Full line: cesium beam signal (CBT output). 

Evaluation of Eq. (2) in a more general case 
requires knowledge of the distribution of atomic speeds in 
the cesium beam. Measurements of speed distributions 
performed at Aerospace and elsewhere have shown 
substantial variability from one CBT to another, even when 
produced by the same manufacturer. This variability can 
be traced to normal fabrication tolerances when aligning 
the components of the CBT, as well as state-selecting 
magnets strength. A simple, 3-parameter empirical model 
of the speed distribution represents the full range of 
variation: 

g(v) = Ae-(v-v°)2/2°2   v<v0 

g(v) = B|"e-(v-vo)2/2a2 +|(v/a )e"(v/a)21   v* v0       
(9) 

where the normalization constants A, B are related by 

A = Bri+S(v0/a)e-(v°/a)2j (10) 
B is determined by numerical integration in order to 
normalize g(v) to unit area and a is the most probable 
velocity in a maxwellian atomic beam at the cesium oven 
source temperature. The free parameters are v0 

(distribution peak), a (width parameter) and % (high-speed 
distribution tail parameter). An example for g(v) is shown 
in Fig. 5 with v0 = 110 m/s, a = 15 m/s and % = 0.2; Fig. 6 
shows the results obtained for I(t) and I+(t) using this speed 
distribution. 

S(t') = 1 for 0 < f < Tm/4 and Tm/2 < f < 3Tm/4 (8a) 
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Figure 6: Calculation of CBT waveforms for a cesium atomic beam having 
the velocity distribution shown in Fig. 5. Dashed line: atomic flux at the 
ionizer. Full line: cesium beam signal (CBT output). 

Second harmonic level monitor sensitivities 
The SHLM output will be sensitive to I0, as 

indicated by Eqs. (2), (4) and (7). Furthermore, changes in 
detection efficiency or EM gain will affect (1+) and (|i+|) 
equally. Thus, almost any of the processes described in [1] 
leading to a reduction of the BCM output will also lead to a 
proportionate reduction of the SHLM output. On the other 
hand, as we will show, there are processes for which the 
SHLM sensitivity may be much higher than that of the 
BCM. We have examined two such processes in more 
detail: changes in the ionizer temperature and in the 
injected microwave power. 

Sensitivity of the SHLM to ionizer temperature changes 
If the atomic speed distribution is centered at v0 

and has a width 2Av, then the typical difference AT in the 
ionizer arrival times of a "slow" and a "fast" atom which 
entered the microwave cavity simultaneously will be 

AT = 
L + D L + D    ^2(L + D)Av 

vn - Av     Vn + Av Vo 
(11) 

where we assume Av « v0. Both time-of-fiight differences 
and delayed ionization effects will smear the temporal 
structure of I+(t) and thus reduce the SHLM output, but for 
mean ionizer dwell times 1/y = x+ « AT, the contribution 
from delayed ionization will be negligible. For x+ £ AT, 
the SHLM output will become quite sensitive to changes in 
T+. In our computer program, we take L+D = 0.29 m; for 
v0 = 110 m/s and Av = 15m/s, we obtain AT = 7.2xl0"4s. 
Thus, we expect that for x+ £ 700 jxs, the second harmonic 
signal level (|i+|) will drop sharply with increasing x+. 

Figure 7 shows the results obtained for the second 
harmonic signal level for increasing values of ionizer dwell 
time T+. The speed distribution parameters were v0 = 110 
m/s, a = 15 m/s and £ = 0.2; these parameters are 
consistent with the mean speed and characteristic width 
discussed above, and <|i+|) indeed drops sharply as x+ 
increases beyond 700 |xs. The ionizer dwell time x+ = 1/y 
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Figure 7: SHLM output vs. ionizer dwell time. Data for this figure was 
calculated using the speed distribution shown in Fig. 5 

is determined by the ionizer temperature, as shown by Eq. 
(5). In actual CBT operation, the ionizer temperature, in 
turn, is determined by the ionizer current. Equation (5) can 
be used to model the dependence of the second harmonic 
signal level on ionizer temperature ©: 

where x^ =1/700.    Both Q and x^ depend on ionizer 
material and surface conditions.  For instance, for cesium 
atoms incident on a tungsten ionizer [6], Q = 1.84 eV and 
XQO = 7.94xl0"12 s.    An additional contribution to the 

ionizer temperature dependence of the SHLM output is 
introduced by the temperature dependence of the surface 
ionization efficiency e, given by the Saha-Langmuir 
equation [7]: 
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K©)={i+(go/g+)e-(W-|)/ke,r1. (13) 

e(0) can then be evaluated for cesium atoms (ionization 
energy I s 3.87 eV, statistical weight factor go/g+ = 2) 
incident on a tungsten wire ionizer (work function W = 
4.54 eV). 

As I+(t) will be proportional to e(0), both (I+> and 
<|i+|> will be affected equally by the temperature 
dependence of the ionization efficiency, but only (|i+|) will 
express the temperature dependence of x+. Figure 8 shows 
how the BCM and SHLM output signals depend on ionizer 
temperature. The speed distribution parameters are the 
same ones used for Fig. 5, and a tungsten ionizer is 
assumed. Above 900° C, neither the BCM nor the SHLM 
output change significantly with ionizer temperature. 

800 1000 1200 

Ionizer temperature (Cent.) 

Figure 8: Dependency of the outputs of the SHLM (squares) and BCM 
(dashed line) on ionizer temperature. These data were calculated assuming a 
tungsten ionizer, and the atomic beam speed distribution shown in Fig. 5 

Below 900° C, the BCM output remains essentially 
constant, (at least, as long as the ionizer is hot enough to 
enable the cesium ions to escape) while the SHLM output 
becomes very sensitive to temperature changes. If we 
define the critical ionizer temperature ©0 as that for which 
the mean ion dwell time x+ equals the spread AT in atomic 
travel times, then below ©0 we expect the output of the 
SHLM to change sharply with temperature and the output 
of the BCM to be approximately constant; above @0 both 
monitor outputs will be insensitive to temperature changes. 
Changing the parameters of the atomic beam speed 
distribution or the ionizer material will change ©0, but not 
the overall pattern of temperature dependence of the BCM 
and SHLM outputs. 

Sensitivity of the SHLM to microwave power variations 
The probability P(x) that an atom of speed v = £/x 

will undergo a hyperfine state transition while traveling 

through the Ramsey cavity is given by Eq. (1); the 
maximum value it may take is sin2br. If bx =7c/2, P(x) = 1, 
i.e., the atom will certainly undergo a hyperfine transition. 
The Rabi frequency b is determined by the microwave 
magnetic field amplitude B0 within the Ramsey cavity, 
which, in turn, is determined by the injected microwave 
power. In a monovelocity beam, it is possible to set the 
microwave power so that P(x) = 1 for all atoms in the 
beam. In an actual beam having a speed distribution with a 
finite spread, it is impossible to satisfy bx =7i/2 for all 
atoms, and so the microwave power is optimized by 
maximizing some desirable property of the signal (e.g., the 
slope of the feedback loop error signal at zero detuning). 
Microwave power variations will affect P(x) for every atom 
in the beam, and both (1+) and <|i+|> can be expected to 
change in response to those variations. Figure 9 shows 
how the SHLM and BCM outputs depend on microwave 
power for a particular choice of speed distribution (as 
before, v0 = 110 m/s, a = 15 m/s and % = 0.2), and x+ = 
500 us. 

(O c 
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Figure 9: Dependency of the SHLM (full line) and the BCM (dashed 
line) on microwave power. Power is "optimized" for the peak of the speed 
distribution. The speed distribution shown in Fig. 5 was used in the 
calculations. 

In these calculations, the power was arbitrarily 
optimized for the peak of the speed distribution (i.e., W/v0 

= 7i/2). It is evident from the figure that the outputs from 
both monitors are not proportional to each other; the 
SHLM output is at a maximum for the power optimized as 
described above, but the largest BCM output is obtained at 
a slightly higher power level. Additionally, the SHLM 
peak is somewhat narrower than the BCM peak, indicating 
a globally higher sensitivity to microwave power. 
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Discussion 
We have used a realistic, fairly detailed model of 

the interaction of the cesium atomic beam and the 
microwave field within the Ramsey cavity to develop a 
powerful analysis and diagnostics tool which allows us to 
evaluate and understand better the capabilities of the 
SHLM as a CFS status and health indicator. Since we 
calculate both the SHLM and the BCM outputs, we can 
compare the responses of both monitors to different 
processes affecting the operation of a CBT. The model 
underlying our calculations assumes that the CFS feedback 
loop is locked, i.e., it can not describe the dynamics of the 
search for frequency lock or the behavior of the CFS under 
failed lock conditions. 

A first conclusion is that almost any of the 
processes which may lead to reductions in the CBT beam 
current will also lead to proportionate reductions in the 
SHLM output. The main exception is (besides the trivial 
one of changes in the gain of non-common signal- 
processing electronics) the difference in sensitivities of both 
monitors to microwave power variations, analyzed in detail 
in the present memorandum. In general, a CFS which 
would display a gradual decay of the BCM output will 
display a gradual decay of the SHLM output. 

Since the output of the SHLM depends directly on 
the time-dependent part of the cesium beam signal, any 
process which modifies the time dependency of the beam 
signal, even if it does not change its mean value, will also 
lead to changes in the SHLM output. Under these 
conditions, differences in the behavior of both monitor 
outputs may be expected. Processes within the CBT which 
could change the cesium atomic beam speed distribution 
(e.g., changes in the magnetization of the state-selecting 
magnets) fall within this category, although they are not 
very probable. The most likely situation in which these 
differences could be observed is one in which the ionizer 
current varies, leading to changes in the ionizer 
temperature. In this work we show that below a critical 
temperature determined by the ionizer material and the 
width of the atomic beam speed distribution, the output of 
the SHLM becomes much more sensitive to ionizer 
temperature than the output of the BCM. 

An additional issue, which we have not yet 
discussed, is the signal-to-noise ratio (SNR) at the SHLM 
output. If we assume that the noise in the beam signal is 
determined by the Poisson statistics of atomic arrivals at 
the detector (the implicit assumption for white-noise 
limited performance of the CFS), then the rms statistical 
fluctuation associated with the detection of N atoms is VN. 
Under these conditions, the ratio of SHLM SNR to BCM 
SNR will be 

P = 
SNRSHlM (14) 
SNRBCM 

Since all the atoms in the beam are counted in (I+), but 
only a fraction of them participates in <|i+|), p < 1. For our 
choice of computational parameters, we typically obtained 
p = 0.23, dropping as far down as 0.14. Our analysis 
indicates that having both a SHLM and a BCM available 
would result in an enhanced differential diagnostics 
capability for the CFS. If that option is not available and a 
single monitor must be chosen, the SHLM may offer some 
advantages over the BCM, inasmuch as it is more sensitive 
to the time-dependency of the beam signal. (The precision 
with which the CFS can be locked to the atomic transition 
is determined, to a large extent, by the slope of the error 
signal in the feedback loop, which in turn is determined by 
the sensitivity of the loop to the presence of a beam signal 
component at the first harmonic of the modulation 
frequency, i.e., a time-dependent signal.) For instance, one 
may question the ability to lock precisely a CFS if the 
ionizer temperature is substantially lower than the critical 
temperature ©0, since the first-harmonic component in the 
beam signal under out-of-lock conditions would be greatly 
attenuated by the long ionizer response time. The output of 
the BCM would not reflect this situation at all, but the 
output of the SHLM would be greatly reduced, thus 
signaling the presence of a problem. More analysis is 
required to investigate the possibility of false negatives 
(i.e., situations in which the output of the SHLM would 
display large variations for CBT processes which do not 
have a significant impact on clock performance). 

Appendix: derivation of the atomic transition 
probability 

The quantum-mechanical problem of a two-level 
atom interacting with an harmonic electromagnetic field 
can be solved exactly. Let the two levels have energies Ep 

and Eq, with Eq - Ep = hai0. For magnetic dipole coupling 
between a ground-state alkali atom and the field 
(neglecting nuclear magnetic dipole contributions), the 
time-dependent part of the hamiltonian is H' = (j.BB0cosrat, 
where ro is the angular frequency of the field, B0 its 
magnetic amplitude and |J.B the Bohr magneton. The Rabi 
frequency of the atom in the field will be b = V-^Q/K and 
the detuning Cl = ro0 - ©. If the probability amplitudes for 
states p and q at time t are, respectively, Cp(t) and Cq(t), 
then at a time t+8t they will be given by [8]: 

Cp(t+8t) = {[icose sin(ot 8t/2) + cos(a 5t/2)] Cp(t) 
+ [isin0sin(a5t/2) eirot]Ca(t)}ei(®-ö>o)8t/2      (A1 a) 
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Cq(t+5t) = {[isine sin(a 8t/2)e-j(öt]Cp(t) 
-[icosesin(a8t/2)-cos(a5t/2)]Cq(t)}e-'(ö>+cöO)5t/2 (A1 b) 

In Eqs. (Ala) and (Alb), a = [Q2 + b2]'/2 ; cosG = fi/a, 
and sinG = -b/a. We also assume near-resonance 
conditions, Q« b, so that a = b, cos6 = 0 and sin9 = -1. 
Equations (Ala,b) can be then rewritten as (A2a) and 
(A2b), respectively: 

When the frequency is switched while the atom is 
in the first interaction region (0 <, t' < x) or the second one 
(x+T £ t' < T+2x), the transition probabilities P(x) are again 
given by Eq. (A4) in both cases, although the 
corresponding probability amplitudes Cq(T+2x) differ by a 
phase factor. If the frequency is switched while the atom is 
traveling between both interaction regions, a time T after 
entering the field-free region within the cavity (T < T), the 
iterative calculation yields a transition probability 

Cp(t+8f) sjcos^CpW-isin^e^CqWJe^^o)^ P(x) = Xsin2bx{l+cos[o)m(2T,-T)]}. (A5) 

C^t+StJsj-isin^e^CpttJ+cos—Cq(t)|e-i(fi>+fi><')8t'2 

Cp(t+5t) = e-i<ap5tCr 

](t+8t) = e"ico<'StCr 

where § is the phase of the field at time t. In a field-free 
region, these equations reduce to 

-p(t) (A3a) 

Cq(t+8t) = e-R0"olCq(t), (A3b) 

where a>p = Ep/fi and coq = EJh. 
The atom enters a Ramsey-type microwave cavity 

at tj=0. The usual initial conditions obtain: Cp(0) = 1 and 
C_(0) = 0 (i.e., the atom is certainly in state p). The atom 
exits the first interaction region at time tj = x, enters the 
second interaction region at time t3 = T+x, and exits the 
cavity at time t4 = T+2x. We use Eqs. (A2a,b) and (A3a,b) 
to calculate iteratively Cp(ti+1) and Cq(ti+1), using Cp(t;) 
and Cq(tj) as initial conditions. The probability P(x) that 
the atom will undergo a hyperfine transition in transit 
through the cavity is P(x) = | Cq(t4) 12. 

We now assume that the microwaves are square- 
wave frequency modulated, with mean frequency TO = ra0 

(i.e., the CFS is locked), modulation amplitude com and 
modulation period Tm. Under these conditions, Q = co0 - co 
= + G)m. Atomic transit times through the Ramsey-type 
cavity are of the order of 10"3 s, while the microwave 
modulation period is typically of the order of 10-2 s; thus, a 
large fraction of the atoms will travel through the cavity at 
constant microwave frequency. For those atoms, under 
near-resonance conditions (a>m « b) the transition 
probability is given by Ramsey [9] 

P(x) = ^sin2bx{l + COSramT}, (A4) 

The sign of Q is immaterial, since the cosine is an even 
function of its argument. To calculate the transition 
probability for those atoms which are in transit as the 
microwave frequency changes by ±2oam, we need to insert 
an extra step in the iterative calculation of the probability 
amplitudes Cp(t) and Cq(t), at the time t' at which the 
microwave frequency is switched. The calculation must be 
then performed separately for 0 < t' <x, x < t' < x+T and x 
+T < t' < T+2x. 

Equation (A5) reduces to Eq. (A4) when T' = 0 or T1 = T, 
as expected; the results derived in this Appendix are fully 
consistent with those obtained graphically in Section II. 
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Abstract 

While being one of the main units of the Global 
Navigation Satellite System (GLONASS), the 
spaceborne time/frequency standard (STFS) 
determines, to a great extent, a whole number of 
system technical and operation performances. Among 
these is, first and foremost, an accuracy of satellite time 
synchronization against system time, as well as prob- 
ability of target task solving, satellite active life and 
time for recovery of system integrity. This paper 
presents principles of STFS construction and 
functioning along with its main parameters. 

Introduction 

According to its purpose, GLONASS onboard 
STFS provides following functions: generation and 
keeping of onboard time with a prescribed accuracy 
against the system time; generation of 
synchrofrequencies grid from 5-MHz reference signal 
of frequency standard; transfer of various signals to 
other satellite hardware; switching of backup units; 
generation and transfer of telemetric data on clock 
functioning. Architecture enables to use any 
combination of backup units. When a functioning STFS 
fails, a backup standard is switched on which, after 
proper warm-up time, reproduces prescribed 
metrological parameters. Then satellite time is 
generated and updated in order to synchronize it 
against system time with nanosecond accuracy. 

Proceeding from system accuracy parameters, a 
cesium-beam frequency standard was used as STFS 
reference generator. Its daily frequency instability is 
no more than 5xl0"13 providing a mutual 
synchronization accuracy of satellite times within the 
system at the level of no more than 20 ns for 12 hours 

and 40 ns for 24 hours. The clock structure enables to 
use any type of frequency standard as a reference gen- 
erator. 

Principles of constructing STFS 

A proper STFS version was choosed, while using as 
a basis a solution of optimal designing task with respect 
to system reliability parameters, its life expectancy and 
time for integrity recovery, with consideration for 
limitations on STFS weight, dimensions, consumed 
power and available components. The STFS version 
was taken having twofold "cold" redundancy of refer- 
ence oscillator (RO) and unit "cold" redundancy of 
equipment for synchronization, time and control 
(ESTC) and power supply units. 

Block-diagram of GLONASS STFS is presented in 
Fig.l. View of frequency standard and equipment for 
synchronization, time and control are shown in Fig.2 
and Fig.3. 

STFS architecture enables to use any combination 
of units, for example, the first reference oscillator 
together with the second ESTC and the first power 
supply unit. The switching of standby units is 
performed according to instructions from a ground 
station. The cesium-beam frequency standard with 
daily instability of no more than 5x10" is used as a 
reference oscillator at present, but the STFS structure 
enables to use any type of reference oscillator. Control 
over STFS functioning is realized by means of 
amplitude/signal sensors. 

ESTC comprises generator of synchrofrequencies 
set, generator for time digitizing, synchrosignals 
output amplifiers, equipment for time phasing and 
correction and checking/control unit. The generator of 
synchrofrequencies set provides a generation of 
synchrosignals and its transfer to the other satellite 
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units. The digitizer provides generation and transfer to 
the other satellite units a sequential binary-decimal 
time code in a structure of second-minute-hour-day 
number within 4 years. 

An equipment for time phasing and correction 
provides a realization of time phasing in two modes: 

- with single pulse putting into a proper state a 
generator of synchrofrequencies set and a second 
counter of digitizer. This pulse is generated on the 
ground station being synchronous with a proper system 
time minute mark and transferred to the satellite via a 
channel of command/measurement system. Therefore 
an accuracy of satellite times phasing for this mode is 
rather low; 

- with phasing code, by performing an offset of time 
to be generated for the prescribed value. A phasing 
accuracy for this mode is 0.2 n s. 

Time correction can be realized also in two modes: 

- with packet of pulses, which number is in accord- 
ance with the true value of current time; 

- with correction code setting the direct true value 
of current time digitizing. 

Apart from this, there is in STFS a mode of time 
correction for +1 s or -1 s according to occasional 
instructions from the time program of satellite 
operation. These modes are introduced for providing a 
synchronism against system time which is corrected in 
GLONASS when an appropriate UTC (SU) correction 
takes place [1 ]. 

In order to check STFS functioning, the telemetric 
data sensors of four types are used: 

- amplitude sensors that store data on parameter to 
be checked in signal amplitude; 

- signal sensors based on relay functioning; 

- event sensors which signals cause an 
interrogation of a certain group of telemetric data 
sensors; 

- temperature sensors for checking temperature in 
the place of spaceborne cesium-beam frequency stand- 
ard location. 

The amplitude sensors check a functioning of a 
cesium-beam tube in the first place: microwave power 
of atomic transition excitation, atomic beam current 
etc., as well as such a generalized parameter as "dual 
frequency" characterizing a routine functioning of 
cesium-beam frequency standard. 

Signal sensors, by closing relay contacts, fix a 
status of switched-on equipment sets, passing of 
control instructions etc. Event sensors register, for 
example, such states as a loss of output signal of atomic- 
beam frequency standard being the factor of the most 
importance for STFS functioning. 

STFS functioning in real environment 

STFS switching-on is performed on the start site; 
in such a case, a power is given to the quartz oscillator 
(QO) only of the first STFS (mode of lower power 
supply). After placing a satellite to the proper orbit, an 
instruction is given to switch on a high-stability mode. 
According to this instruction, search and automatic 
tuning of QO frequency to the atomic transition 
frequency are performed. When a tuning is completed, 
STFS is ready to routine functioning. Then a checking 
of working ability of the second and the third sets of 
cesium-beam frequency standard is performed, along 
with a checking of its ESTC. If the results of checking 
for all the standby sets are positive, then such 
operations are performed as switching of the first sets 
of equipment, compensation for STFS relativity 
frequency shift and satellite time setting. 

Compensation for STFS relativity frequency shift 
is performed for fixed value 4.36x10 according to the 
height of the mean estimated orbit. Satellite time 
setting is realized by phasing and correcting time to be 
generated while using data from a ground station. 

Checking of STFS functioning in the course of 
further operation comprises a self-testing of main 
units' functioning, telemetric data checking, STFS 
accuracy parameters checking and checking of time 
generation/synchronization accuracy. Results of self- 
testing of STFS main units' functioning are transferred 
to satellite computer where its are considered when a 
generalized parameter of satellite functioning is 
generated. Telemetric data are transferred to a ground 
station for analysis. STFS accuracy parameters are 
estimated every day, by processing results of 
comparing satellite time against system time. An 
operative checking of time generation accuracy is 
performed for each session of measuring satellite times' 
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offset, and checking of time synchronization accuracy 
(for system routine operation) is realized once in every 
10 days. 

Control over STFS operation in the course of 
satellite flight is performed using results of checking of 
its functioning and analysis of these results; such a 
control involves a switching to standby units in case of 
violating of operation of main ones, as well as phasing 
of satellite time when its offset against system time is 
more than 1 ms or when a generator of 
synchrofrequencies' set fails, correction of satellite 
time when a digitizer fails and correction of satellite 
time for +/- 1 s when an appropriate UTC (SU) takes 
place. 

STFS main parameters 

STFS main accuracy parameters as registered on 
GLONASS satellites being operated are given in [ 1,2 ]. 

In the nearest time, the flight tests of satellites are 
planned that will have STFS with improved 
accuracy/operational parameters. This is concerned, 
in the first place, with STFS daily instability that is 
diminished up to 1x10"13 and duration of continuous 
operation (up to 5 years). This enables to provide an 
accuracy of mutual synchronization of phases of 
navigation satellites' signals being no worse than 15 ns 
for 24 hours. 

Conclusion 

Principles of constructing and functioning of 
GLONASS STFS provide a realization of prescribed 
accuracy/operational parameters, including prob- 
ability of failure-free functioning, life time, time for 
recovery of system integrity. 

While using a cesium-beam frequency standard 
with daily instability of no more than 5x 10"l as a STFS 
reference oscillator, an accuracy of mutual 
synchronization of phases of satellite navigation 
signals is no worse than 20 ns for 12 hours and 40 ns 
for 24 hours. 

[2 ] Y.G.Gouzhva, A.G.Gevorkyan, A.B.Bassevich, 
P.P.Bogdanov, A.E.Tyulyakov. Comparative 
Analysis of Parameters of GLONASS 
Spaceborne Frequency Standards when Used 
Onboard and on Service Life Tests. 1993 IEEE 
International Frequency Control Symposium, 
June 1993, pp.65-70. 
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Fig.2 View of frequency standard 
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Fig.3 View of equipment for time synchronization, time and control 
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ABSTRACT 

Analysis of the frequency of on-orbit Navstar clocks 
is performed by the Naval Research Laboratory^ using 
both broadcast and post-processed precise ephemerides. 
The phase offset between the Navstar clock and the ref- 
erence clock is computed from pseudo-range measure- 
ments obtained by the five GPS monitor sites and by the 
U.S. Naval Observatory, Washington, B.C., precise-time 
site using precise-positioning-service dual-frequency, re- 
ceivers which correct for selective availability. The fre- 
quency offset of the early Block I rubidium clocks was 
found to be highly correlated with the temperature of the 
space vehicle and consequently with the earth eclipse sea- 
sons. By providing subsequent space vehicles with rubid- 
ium clocks having additional temperature control this cor- 
relation was suppressed. The Block I cesium clocks, on 
the other hand, showed no sensitivity to the space vehi- 
cle temperature. Recently, however, two Block II cesium 
clocks and a Block I rubidium clock with the additional 
temperature control have evidenced temperature sensitiv- 
ity and have shown strong correlation with the onset of 
the eclipse seasons. Frequency-offset histories show this 
correlation for the cesium clocks for the first time. Scat- 
ter diagrams used to measure the degree of correlation of 
the frequency with temperature yield temperature coeffi- 
cients larger than those measured in the laboratory prior 
to launch. 

BACKGROUND 

The Global Positioning System is a Department of 
Defense (DoD) space-based navigation system that pro- 
vides precise position, time, and frequency to users lo- 
cated anywhere in the world. Twenty-four space vehicles 

are deployed in six planes at an inclination of fifty-five 
degrees. Each Navstar space vehicle broadcasts time- 
coded signals and a navigation message. Information in 
the navigation message is used to determine the position 
of the space vehicle at the time of observation and to 
relate the time of each of the space vehicle clocks to a 
common system time. Each user passively receives the 
time coded signals from four of the space vehicles and 
uses the information to compute position (three dimen- 
sions), velocity, and time. The system time is steered so 
that a precise-time user can determine the offset of his 
clock from Coordinated Universal Time (UTC) by us- 
ing an additional correction provided in the navigation 
message. 

Operational control of the system is exercised from 
the Master Control Station located at the Consolidated 
Space Operations Center (CSOC) at Falcon Air Force 
Base (FAFB) in Colorado Springs, Colorado. The con- 
trol segment consists of the Master Control Station plus 
five monitor stations located in Colorado Springs, on the 
island of Hawaii, and on Kwajalein, Diego Garcia and 
Ascension Islands. Figure 1 depicts the flow of infor- 
mation from a single space vehicle to each of the mon- 
itor stations. The monitor stations passively track all 
Navstar space vehicles in view, collecting pseudorange 
and pseudorange-rate data from each space vehicle. This 
tracking information is sent to the Master Control Sta- 
tion where the ephemeris and clock parameters for each 
space vehicle are estimated and predicted. The Mas- 
ter Control Station periodically uploads to each space 
vehicle the ephemeris and clock parameters which are 
included in the navigation message. Additional mea- 
surements referenced to the DoD Master Clock are col- 

f  This work was sponsored by the GPS Joint Program 
Office. 
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lected at the U.S. Naval Observatory (USNO), Washing- 
ton, D.C., for use in determining the difference between 
the GPS system time and UTC (USNO). 
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OVERVIEW 

The frequency offset of early space vehicle rubid- 
ium clocks was found to be highly correlated with the 
temperature of the space vehicle [1] and consequently 
with the earth eclipse seasons [2]. For example, Figure 
2, which is a partial history of the frequency offset of 
the first Navstar 3 rubidium clock to be activated (Se- 
rial Number 19), shows broad swings in the frequency as 
it passed through eclipse seasons (shaded regions) every 
six months during the six years from June 1985 to June 
1991 when it was deactivated. 
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Figure 2 

The rubidium clocks on subsequent space vehicles 
had additional temperature control which suppressed the 
correlation. For example, the'first Navstar 8 clock to be 
activated was a rubidium clock (Serial Number 33) which 

operated for almost three years from July 1983 to May 
1986 with no evidence of sensitivity to the eclipse sea- 
sons. Figure 3, which is a plot of the residuals of a linear 
fit to the frequency-offset history, shows the only temper- 
ature effect to be a step in the frequency of -4.6ppl012 

caused by a -3 "C step adjustment in the temperature 
of the oven. 

-1984 1985- 

5800        6000        6200        6400        6600 

MODIFIED JUUAN DATE 

Figure 3 

The Block I cesium clocks, on the other hand, ap- 
peared to show no sensitivity to the space vehicle tem- 
perature. For example, the Navstar 9 cesium clock (Se- 
rial No. 4), which operated continuously for over nine 
years from June 1984 to October 1993, had a frequency 
history that evidenced very little structure other than 
white frequency noise and a drift that slowly increased 
with the age of the clock. 

Recently, however, two Block II cesium clocks and a 
Block I rubidium clock with the additional temperature 
control have evidenced temperature sensitivity and have 
shown strong correlation with the onset of the eclipse 
seasons. The first Navstar 14 cesium clock (Serial Num- 
ber 8) to be activated operated continuously for three 
and a half years from February 1989 to August 1992. 
The frequency of this clock showed very strong correla- 
tion with the eclipse seasons—an effect that appeared 
to intensify as the clock aged. Similarly, the first Navs- 
tar 16 cesium clock (Serial Number 11) has operated 
continuously for three years since January 1991, and its 
frequency has shown very strong correlation with the 
eclipse seasons. Scatter diagrams used to measure the 
degree of correlation of the frequency with temperature 
yielded temperature coefficients larger than those mea- 
sured by Rockwell International during prelaunch testing 
of these two space vehicles. 

The Navstar 10 rubidium clock (Serial Number 28) 
showed the most interesting behavior of all. While the 
frequency of a typical clock that is sensitive to temper- 
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ature shows a characteristic pattern correlated with the 
temperature not only during the eclipse seasons but also 
during the period between eclipse seasons, the frequency 
of the Navstar 10 clock showed no such pattern. In- 
stead, the frequency appeared insensitive to temperature 
variations up to some point during the eclipse season 
after which control appeared to be lost until the tem- 
perature variations returned to their pre-eclipse season 
values. Moreover, the profile of the frequency during the 
eclipse season showed wide variation from eclipse season 
to eclipse season which is not typical behavior for the 
Navstar clocks. 

FREQUENCY DETERMINATION 

The phase offset between the reference clock at the 
tracking station and the remote clock in the space vehicle 
is estimated using pseudorange measurements collected 
as the space vehicle passes over the tracking station. The 
one-day measurements of the phase offset were obtained 
from several 13-minute phase-offset measurements col- 
lected at USNO. By taking the measurement nearest 
the time of closest approach (the one having the high- 
est elevation angle) the effect of the ionosphere, the tro- 
posphere, and the along-track orbit error is minimized. 
These measurements were obtained in turn from a linear 
least squares fit to 13 minutes of six-second phase-offset 
measurements evaluated at the beginning of the observa- 
tion interval. The six-second phase-offset measurement 
was obtained from the difference between the pseudo- 
range measurement and the predicted range obtained 
from the orbital elements [3] broadcast in the navigation 
message. The frequency offset is estimated by averaging 
the change in the phase offset over a sidereal day. 

The Block I data to be presented was collected at 
the U.S. Naval Observatory using a single-frequency, 
time-transfer receiver with ionospheric corrections ob- 
tained from a model of the ionosphere contained in the 
navigation message. The broadcast signal for the Block 
I space vehicles is unaffected by selective availability 
(SA). The Block II data to be presented was collected at 
the Naval Observatory using precise-positioning service 
(PPS) receivers which measure the ionospheric delay and 
automatically correct for the effects of selective availabil- 
ity. In both cases the broadcast ephemeris was used to 
compute the position of the space vehicle in making the 
pseudorange measurement. The time-transfer receiver is 
driven by the DoD Master Clock which exhibits a long- 
term frequency stability that is significantly better than 
any of the space vehicle clocks. 

TEMPERATURE MEASUREMENTS 
Figure 4 presents the raw temperature measure- 

ments for the Navstar 3 Louver No. 2 Base Plate, which 
constitutes the heat sink for the rubidium clock, fre- 
quency standard No. 1, during a period of approximately 

two years. Immediately apparent is the quantization 
level of 0.33 degree Celsius. Also visible are the sea- 
sonal temperature variations which appear to be at a 
maximum during the eclipse seasons which are shown as 
shaded regions on the plot. 
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Figure 4 

Figure 5 is a plot of the raw temperature mea- 
surements for a single day—20 May 1983—during the 
mid-1983 eclipse season. The measurements appear very 
sparse over the two orbits, i.e., about four measurements 
per orbit. 
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Figure 5 

Given that adjacent orbits are essentially identical, 
one may superimpose the measurements from a number 
of successive orbits [4] as was done in Figure 6. Because 
of differences in the scheduled times of the measurements 
for different orbits, when the measurements are superim- 
posed on a single orbit the profile of the orbital temper- 
ature variation can be more fully populated. 
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Figure 6 

Figure 7 shows the effect on the temperature mea- 
surements of a moving average filter. The top trace in 
the figure presents the raw measurements. The second 
trace shows the results of applying a two-point moving 
average filter to the raw measurements. Each successive 
trace presents the results of applying a mi ving average 
filter with a length that is a factor of two 1 irger than in 
the previous trace. 
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Figure 7 

Figure 8 is a superposition on the raw measure- 
ments of the output of a 64-point moving average filter 
which, with an average of four measurements per orbit, 

spans approximately 16 orbits. This figure shows the ef- 
fect of a moving average filter having a window equal to a 
multiple of the orbital period. The window must include 
only those successive orbits having similar temperature 
profiles to obtain the daily average temperature. 
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Figure 8 

Figure 9 presents both the daily average tempera- 
ture (upper trace) and the daily average frequency (lower 
trace) for the Navstar 3 rubidium clock for a period of 
about three years beginning in early 1982. The raw tem- 
perature measurements were smoothed with a 16-point 
moving average filter to obtain the daily average tem- 
perature. To examine the degree of correlation between 
the temperature and the frequency, those components of 
frequency variation that should be independent of tem- 
perature, i.e., random walk noise and drift, were mod- 
eled by a high order polynomial and were removed by 
subtracting the model from the frequency offset. 
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NAVSTAR 10 

Figure 10 shows the frequency offset of the Navs- 
tar 10 rubidium clock for 1992 and 1993. During the 
eclipse seasons of June and December 1992 there appear 
to be disturbances in the frequency. Superimposed on 
the frequency is a high order polynomial which models 
the large components of random walk and linear drift 
present in this rubidium clock. 
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Figure 10 

The scale has been expanded considerably in Fig- 
ure 11 by subtracting from the frequency history this 
model of the random walk and linear drift. Immedi- 
ately obvious is the perturbation in the frequency of 
some 1.5 pplO12 during the two eclipse seasons. Such 
a disturbance is notably absent from the eclipse season 
of June 1993. 

•1992 

8600    8700    8800    8900   9000    9100    9200    9300 

MODIFIED JUUAN DATE 

Figure 11 

Figure 12, which is a plot of the raw temperature 
measurements for the Navstar 10 clock shows the tem- 
perature to be controlled much more tightly than for 

the rubidium clock on Navstar 3 which suffered orbital 
temperature variations of as much as seven degrees. In 
the case of Navstar 10 the temperature varies principally 
between 36.85 and 37.12 °C—a total variation of about 
0.27 °C. This is approximately 26 times smaller than 
the temperature excursions on Navstar 3. 
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Figure 12 

In Figure 13 the raw temperature measurements 
from 21 successive orbits have been superimposed on 
each orbit and the resulting data smoothed with a 21- 
point moving average filter. 
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Figure 13 

In Figure H is a graph of both the superimposed 
and smoothed temperature measurements (upper trace) 
and the high order residuals of the frequency (lower 
trace) to assess the degree of correlation. Interestingly, 
as the temperature drops much below its average value 
during the first two eclipse seasons, the frequency is 
perturbed upwards. During the third eclipse season, 
the temperature appears not to go below its average 
value, and the perturbation characteristic of the first two 
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eclipse seasons is absent. Experience with the Block I ru- 
bidium clocks that did not have the additional temper- 
ature control, e.g., the Navstar 3 rubidium clock in Fig- 
ure 9, suggests that the behavior during alternate eclipse 
seasons should be similar, but neither the temperature 
nor the frequency during the third eclipse season behave 
as they do during the first eclipse season. 
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Figure 14 

would average the measurements from about 17 orbits— 
a span of time during which the neighboring orbits would 
have been similar. A significant feature of the temper- 
ature history in Figure 16 is the presence of a positive 
linear drift. 
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Figure 15 

Looking for a reason for the difference in the behav- 
ior of the temperature during the third eclipse season it 
was noted that the temperature measurements were very 
sparse during that time. For example, during a four-day 
period in the middle of the third eclipse season there 
were only 16 measurements which equates to an average 
of four measurements per day or two measurements per 
orbit. For the corresponding four-day period in the first 
eclipse season, there were 35 measurements, or about 
four measurements per orbit. 

Uneven spacing of the two measurements per or- 
bit could result in sampling the temperature twice near 
its peak thereby giving a skewed result. But the mea- 
surements appeared to be evenly spaced. The absence 
of any perturbation in the frequency during the third 
eclipse season—in light of the correlation already noted 
between the temperature and the frequency during the 
first two eclipse seasons—lends additional support to the 
view that the sampling of the temperature was correct 
and that the temperature profile as plotted is correct. 
But that leaves unanswered the question as to why there 
should be such assymetry in the temperature profile. 

NAVSTAR 14 

Figure 15 presents the raw temperature measure- 
ments for the Navstar 14 cesium clock for a period of 
about three years beginning in 1990. For the period of 
973 days there were 3572 measurements for an average of 
about four measurements per day or two measurements 
per orbit. Hence, the 32-point moving average of the 
raw temperature measurements presented in Figure 16 
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Figure 16 

Figure 17 is a plot of the one-day average frequency 
offset for the Navstar 14 cesium clock. The increased 
density of measurements following the second eclipse sea- 
son of 1990 resulted from taking measurements on two 
passes per day. A degree of correlation with the eclipse 
seasons appears in evidence beginning with the second 
eclipse season of 1990 when the frequency appears to dip 
during each eclipse season. 

The correlation of the frequency with the eclipse sea- 
sons is more obvious in Figure 18 where the frequency 
has been smoothed with a 32-point moving average fil- 
ter to remove some of the noise. The smoothed data 
has been superimposed on the raw data for comparison. 
Two features of the smoothed data are worthy of note. 
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First, the degree of correlation appears to increase with 
age of the clock. For example, there is no apparent corre- 
lation between the frequency and the first eclipse season 
whereas during subsequent eclipse seasons the dip in the 
frequency increases. Second, the frequency of the clock 
appears to fall off after the first eclipse season of 1991 as 
though the aging of the space vehicle clock had changed. 
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Figure 18 

Figure 19 is a comparison of the temperature and 
frequency of the Block II cesium clock on Navstar 14. 
The lower trace is the 32-point moving average of the 
frequency history with a high order polynomial model 
removed. This corrects for the change in aging noted 
above. The upper trace is the 32-point moving average 
of the temperature history with the linear drift removed 
to match the frequency history which also has the linear 
drift removed. 

As noted earlier, applying the moving average filter 
to the raw temperature measurements yields the daily 
average temperature. The purpose of applying the filter 

to the frequency offset is to suppress the noise that might 
otherwise obscure the correlation when the tempera- 
ture coefficient is small—as it typically is with cesium 
clocks—causing the temperature-induced variations in 
the frequency to be buried in the noise. Characteristic of 
the moving average filter is the fact that it discriminates 
against periodic components with a period equal to the 
length of the filter window. Since the eclipse seasons have 
a period of approximately 178 days, the moving average 
filter used should not interfere with the correlation. 
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Figure 20 is a scatter plot showing the results of 
plotting the frequency as a function of the tempera- 
ture. The slope of the linear regression is a measure 
of the temperature coefficient which is estimated to be 
0.96 pplO13 per degree Celsius. This value is twice as 
large as the Rockwell provided prelaunch measured value 
of 0.48 pplO13 per degree Celsius. 
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Figure 20 

The degree to which the plotted points cluster about 
a straight line is an indication of how well the variations 
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in the frequency that are independent of the temperature 
have been identified and removed. 

NAVSTAR 16 

Figure 21 is a plot of the raw temperature measure- 
ments for the Block II Navstar 16 cesium clock. Notable 
in the behavior of the temperature is an initial decrease 
from the highest value achieved after which the temper- 
ature oscillates in a band between 34 and 39 degrees 
Celsius. 
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Figure 22 presents the raw frequency offset mea- 
surements for the Navstar 16 cesium clock. The fre- 
quency has the same initial decrease after which it expe- 
riences a long-term negative linear drift. The frequency 
can be seen to dip during each of the eclipse seasons. 
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moving average of the frequency history with the lin- 
ear drift of 1.5 pplO15 per day removed. The purpose of 
applying the moving average filter to the frequency offset 
is to suppress the noise that is not expected to correlate 
with the seasonal temperature variations. 
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Figure 23 

Figure 2J, is a scatter plot showing the results of 
plotting the frequency of the Block II Navstar 16 cesium 
clock as a function of the temperature. The temperature 
coefficient is estimated to be 2.36 pplO13 per degree Cel- 
sius. This value is not quite twice as large as the Rock- 
well provided prelaunch measured value of 1.5 pplO13 per 
degree Celsius. 
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Figure 23 is a comparison of the temperature and 
frequency of the Block II cesium clock on Navstar 14. 
The upper trace is the 11-point moving average of the 
temperature history.   The lower trace is the 11-point 

CONCLUSIONS 

The sparse temperature measurements, i.e., two to 
four measurements per orbit, are sufficient to determine 
the orbital temperature profile. Because of the similarity 
of successive orbits the measurements may be superim- 
posed on a single orbit to fully populate the profile. The 
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granularity of the raw measurements due to the quanti- 
zation level can be compensated for by smoothing with 
a moving average filter. A filter having a window equal 
to a multiple of the orbital period and including only 
those successive orbits having similar temperature pro- 
files yields the daily average temperature which has been 
found to correlate with the daily average frequency. 

The Navstar 10 Block I rubidium clock, in spite of 
additional temperature control, shows eclipse season, or 
temperature, dependence. The Navstar 14 and 16 Block 
II cesium clocks are the first Navstar cesium clocks to 
show eclipse season, or temperature, dependence. The 
temperature coefficients for these two on-orbit clocks, 
estimated to be 1.0 pplO13 and 2.4 pplO13 per degree 
Celsius, are larger than the prelaunch measured values 
of 0.47 pplO13 and 1.5 pplO13 per degree Celsius. 
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Abstract 

We discuss the concept of the wavelet variance as 
a generalized formalism for representing variations in a 
time series on a scale by scale basis. In particular, we 
note that the wavelet variance corresponding to some 
of the recently discovered wavelets can provide a more 
accurate conversion between the time and frequency do- 
mains than can be accomplished using the Allan vari- 
ance. This increase in accuracy is due to the fact that 
these wavelet variances give better protection against 
leakage than does the Allan variance. 

I. Introduction and Summary 

The analysis of a time-ordered set of phase mea- 
surements {xt} often falls into one of three categories. 
The first approach treats the time series as a function to 
be expressed in terms of a set of basis functions defined 
globally over a finite interval (one example of such ba- 
sis functions are orthogonal polynomials). The purpose 
here is to summarize the phase measurements with a 
few coefficients in order to quantify underlying physical 
effects such as drift. 

The second approach takes first or second-order dif- 
ferences of the time series in order to transform nonsta- 
tionary variations (due to low frequency components) 
into stationary variations. The mean square of the sec- 
ond difference of phase measurements at various sam- 
pling intervals r quantifies the incremental variability of 
the phase and for many clocks is stationary. This is the 
Allan (or pair) variance as a function of T. 

The third approach is the windowed discrete Fourier 
transform (DFT) which is used to determine the spectral 
features underlying the time series. A common quantity 
derived from this transform is the power spectral density. 

The problems with the first approach (polynomial 
fits) are that the coefficients are sensitive to time shifts 
over the finite interval; many coefficients may be needed 
to adequately represent the phase measurements; and, 
because the coefficients are calculated with respect to 
global basis functions, local features in the phase mea- 
surements can be misrepresented. Potential problems 
with the second approach include sensitivity to deter- 
ministic drifts and leakage due to the fact that the trans- 
fer function for the finite impulse response (FIR) filter 
associated with the Allan variance has substantial side- 
lobes (this leakage is quite similar to that occurring in 
the unwindowed DFT). The problems with the third ap- 
proach (the windowed DFT) are that the results can 
depend on the choice of the particular window and that, 
because the windowed DFT is inherently narrowband, 
it is necessarily also highly variable and hence — with- 
out further processing — does not summarize the salient 
features of broadband processes. 

Wavelet analysis attempts to address the potential 
problems with polynomial fits, the Allan variance and 
spectral analysis in one unified approach. First, wavelet 
analysis is based upon the discrete wavelet transform, 
which provides a "time and scale" representation of time- 
ordered observations. The time series is still treated as a 
function on a finite interval, but the wavelet basis func- 
tions are hierarchical rather than global so that, in con- 
trast to polynomial fits, localized features (such as a step 
or discontinuity in phase) can be easily represented. Sec- 
ond, the wavelet transform can be implemented using a 
variety of basis functions and is narrowband at low fre- 
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quencies and broadband at high frequencies ("multires- 
olutional," as it is referred to in the wavelet literature). 
The analyzing function used in the Allan variance when 
it is computed using fractional frequency deviates is iden- 
tical to the Haar wavelet, a common starting point in 
discussions on wavelets. The variances corresponding to 
wavelets beyond the Haar wavelet are natural extensions 
to the Allan variance. These wavelet variances have po- 
tential advantages over the Allan variance in terms of 
leakage and insensitivity to deterministic drifts: because 
the transfer functions for the FIR niters associated with 
wavelets beyond the Haar wavelet have substantially re- 
duced sidelobes, these wavelet variances have substan- 
tially less leakage; and because the FIR filters for higher 
order wavelets are based in part on differencing opera- 
tions, a wavelet variance of order n will be invariant to a 
polynomial drift of order n. Finally, plots of the square 
root of the wavelet variance versus averaging time (or 
scale) yield curves that are analogous to the usual "cr/r" 
curve for the Allan variance. Users familiar with the Al- 
lan variance can thus readily interpret the wavelet vari- 
ance. In particular, as is true for the Allan variance, the 
wavelet variance can be regarded as an octave-band esti- 
mate of the spectrum and hence does not suffer from the 
high variability of the windowed DFT. Because higher- 
order wavelets provide a better approximation to octave- 
band filters than does the Haar wavelet, it is easier to 
translate higher-order wavelet variances into reasonable 
spectral estimates. 

Even though wavelets are a relatively new topic, 
there is already an enormous literature about them — 
see [4] and references therein. In what follows, we merely 
attempt to motivate the use of wavelet analysis for syn- 
chronization and timekeeping, with particular emphasis 
on the problem of leakage. Space precludes a full discus- 
sion of many important aspects of wavelet analysis (such 
as the existence of fast computational algorithms [9], 
procedures for determining confidence intervals for the 
wavelet variance [8], and the use of the scalogram as a 
diagnostic tool for monitoring oscillator stability in real 
time [7]). 

II. Power-Law Noise Processes 

It has often been claimed that, of all the physical 
measures, we can realize frequency or periodicity with 
the greatest accuracy. What we mean is that some ba- 
sic periodic (repeating) event is very consistent in its 
recurrence so that, for example, it is independent of en- 
vironmental influence. This event can thus be used to 
define consistent and repeatable intervals of time such as 
the second. Departures from this consistent recurrence 
are classed as noise. Perfectly recurrent noiseless events 

mean that events happen now exactly as happened be- 
fore, that is, an observation now (the present moment) 
can be perfectly predicted based upon what has hap- 
pened before (a past moment). Since reproduction is 
never quite exact, the degree with which present recur- 
rence duplicates past recurrence indicates how well the 
events remember or duplicate themselves. 

When the phase or time difference between two os- 
cillators or clocks is measured as a function of the nom- 
inal time of the clocks, what we are measuring is the 
relative time deviation of the two clocks. Time devia- 
tion is generally modeled by two parts: 

[1] a deterministic part quantified by a time offset, fre- 
quency offset, and frequency drift, and 

[2] a random part quantified by various classes of noise 
processes. 

Historically, power-law (or long memory) noise processes 
have played a vital role in characterizing the performance 
of clocks. The statement that the relative phase {xt} be- 
tween a test clock and reference obeys a power-law noise 
process means that the power spectral density function 
Sx(-) for the process modelling {xt} is proportional to fa 

for positive Fourier frequencies /. Correctly classifying a 
clock's power-law behavior, which is equivalent to deter- 
mining a, is a primary objective of analysis techniques 
such as spectral analysis. Once the exponent a has been 
determined, we derive estimates of how a clock's time- 
keeping ability might evolve [11]. 

The spectrum of the residual time difference be- 
tween two clocks or oscillators sometimes contains peri- 
odicities (such as from 50 or 60 Hz AC power) and always 
contains nonperiodic (stochastic) characteristics quan- 
tified as power-law processes. In timekeeping metrol- 
ogy, there are five commonly used models of power-law 
noise processes [11]: white PM (Sx(f) oc /°, a con- 
stant), flicker PM (Sx(f) oc J"1), white FM (Sx(f) oc 
/-2), flicker FM (Sx(f) oc /~3), and random walk FM 
(Sx(f) oc /~4). Examples of time series drawn from 
these five processes are shown in Fig. 1. 

III. Narrowband vs. Broadband Processing 

A common approach to estimating the power spec- 
trum Sx(-) of phase residuals {xt} uses a digital proces- 
sor to compute a windowed discrete Fourier transform 
(DFT) of {xt}. Here "windowed DFT" refers to multi- 
plying the phase residuals by a data window {ht} (some- 
times called a data taper) to produce a windowed series 
{htxt}, to which we then apply the DFT. The purpose of 
windowing is to reduce a potential bias known as leakage, 
in which power "leaks" from high power into low power 
portions of the spectrum, thus causing a significant pos- 
itive bias in unwindowed spectral estimates. There is a 
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Fig. 1. Examples of time series that are portions of 
realizations from power-law processes Sx(f) oc fa, with 
a = 0, —1, —2, —3 and —4 (from top to bottom). 

vast literature on the windowed DFT (see [10] for a re- 
view). Commercial digital spectrum analyzers typically 
compute a power spectral density estimate from a sam- 
pled varying voltage by converting the voltage to a time 
series {xt}, windowing the series using a user-selected 
window {ht}, and then taking the squared modulus of 
a properly normalized version of the DFT of {htxt}- 
The windowed DFT is inherently narrowband and hence 
highly variable across frequencies, which makes straight- 
forward interpretation of DFT-based spectral estimates 
somewhat problematic for the novice (these estimates 
can also be highly dependent on the choice of a particu- 
lar window - see [12] for a discussion of this dependence 
in the case of power-law processes). 

Because narrowband processing is not required for 
broadband processes such as power-law processes, time 
and frequency standards laboratories have alternatively 
handled power-law noise processes using the Allan vari- 
ance [1] or in some cases a modified version of it [2]. 
These variances can be interpreted as the variance of a 
process after it has been subjected to an approximate 
bandpass filter of constant Q (the ratio of the center fre- 
quency of the analyzing filter to the width of the filter's 

pass band is constant [3]). The Allan variance can be 
used to construct a broadband spectral estimate using 
well-known conversion schemes [11], [6]. However, while 
broadband processing produces spectral estimates with 
inherently less variability than those of narrowband pro- 
cessing, both types of processing are subject to a bias 
known as leakage. Leakage has long been recognized 
as an important concern for narrowband spectral esti- 
mates (and in fact is the rationale for using windows), 
but its importance in broadband processing has not re- 
ceived much attention. As we argue below, one rationale 
for considering the wavelet variance is that higher-order 
wavelets effectively address the leakage problem. 

IV. Wavelets and the "Scale Domain" 

Suppose that xo, xj, ..., xjv-i form a sequence {xt} 
of N time-ordered phase measurements. Let us define 

JV-l 

E N2=£* 
t=0 

to be the "energy" in our finite set of measurements. 
We can then trivially regard \xt\

2 as the contribution to 
the energy £x due to the component of {xt} with time 
index t. We can also regard {xt} as the "time domain" 
representation of our phase measurements. 

Next, consider the discrete Fourier transform (DFT) 
of {xt}, namely, 

JV-l 

X, = 7/v^>e i2irfht k = 0,1,..., N - 1, 
t=o 

where Xk is the fcth DFT coefficient and is associated 
with the fcth Fourier frequency fk = k/N. Parseval's 
theorem tells us that 

JV-1 

£i** 
fc=0 

Hence we can regard \Xk\2 as the contribution to the 
energy £x due to the component of {Xk} with frequency 
index fc, and we can regard {Xk} as the "frequency do- 
main" representation of our phase measurements. The 
time and frequency domain representations are equiva- 
lent in the sense that we can recover one given the other 
because of the inverse DFT, namely, 

xt 

1 
JV-l 

fc=0 

fce .Hirfkt t = 0,l,...,N-l. 

As is true for the DFT, the discrete wavelet trans- 
form (DWT) of {xt} preserves the energy £x in a set of 
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coefficients; however, unlike the DFT, these coefficients 
are not indexed by frequency, but rather doubly indexed 
by time shift j and "scale" r. The DWT is defined in 
terms of a "mother wavelet" V'(-) and an associated "scal- 
ing function" </>(■), where ijj(-) can be any member of a 
large class of functions satisfying certain stringent con- 
ditions [4]. Assuming for convenience that N = 2P for 
some positive integer p, we define V'j.rO as a shifted and 
scaled version of VK0: 

^j,r(i) 
v/2- 

-V t_ 
2r -JT 

where r = 1, 2, 4, ..., N/2 indexes a "power of 2" scale, 
while j — 0, 2T, 4r, ..., N - 2r indexes shifts in time 
commensurate with scale r. The DWT coefficients are 
the doubly indexed series {djtT} defined by 

dj,r = ^2^^) 
t 

along with c = J2xt<i)('t/^)/V^ (depending upon the 
precise implementation of the DWT, c is typically pro- 
portional to either the average ^2xt/N of the sequence 
{xt} or a quantity that converges to the average as N 
gets large). Parseval's theorem tells us that 

£5>,Ti2 + ic|2 = £x. 
T 3 

Hence we can regard |dj,T|2 as the contribution to the en- 
ergy £x due to the component of {djtT} with time shift 
index j and scale index r, and we can regard {dj:T} as 
the "scale domain" (or "time/scale" domain) represen- 
tation of our phase measurements. This scale domain 
representation is fully equivalent to the time and fre- 
quency domain representations because of the inverse 
DWT, namely, 

xt = c + J2*52djtripj:T(t). 

As an example of a scale domain representation, let 
us set our mother wavelet tp(-) equal to the Haar wavelet 
^(H""'(')1 which we define here as 

^"•»>(i) = 
-1,    0<i<l/2; 
1,     1/2 < * < 1; 
0,     otherwise. 

The corresponding scaling function </>(•) is given by 

(this simple relationship between the mother wavelet and 
the scaling function is unique to the Haar wavelet). For 
the Haar wavelet, we find that 

(T-\ T-l 

djT — 2_/X(2j+2)r-l-; - 22x(2j+i)T-l-l 
^=0 (=0 

V27 

= —fi [
S

(2J+2)T-I(T) -5(2J + 1)T-I(T)] , 

where xt(r) = X)I=o xt-j/T- Thus, at scale r = 1, we 
have djti = (a^j+i — xij)l\/2 for 0 < j < N/2 — 1, 
while, at the largest scale r = N/2, we have the single 
coefficient 

do,N/2 = (zjV-H \-XN/2~XN/2-l Zo)/(\/2)P- 

Let us now define the wavelet variance for scale r 
as 

a2
x(T)=va,T{djtT}/T. 

Under the assumption that E{djtT} = 0 so that the vari- 
ance of dj<T is equal to E{d? }, an obvious estimator of 
this wavelet variance is 

5*(T) 
1 1 

N/2-, 

N/2r-l 

3,T 

7=0 

2_ 
N 

JV/2-7—1 

E dl 
3=0 

Specializing now to the case of the Haar wavelet, we find 
that 

JV/2T-1 

°l{T) = -jj     J2     [^(2j+2)r-l(T")-^(2j+l)r-lM]    • 
j=0 

If the xt's represented average fractional frequency devi- 
ations rather than phase measurements, then the above 
would be the well-known "nonoverlapped" estimator of 
the Allan variance. The Allan variance therefore corre- 
sponds to a wavelet variance when the Haar wavelet is 
used with average fractional frequency deviations. When 
viewed from the perspective of wavelets, the Allan vari- 
ance is thus not a "time domain" quantity, but rather is 
a "scale domain" or "time/scale domain" quantity. 

V. Determination of Power-Law Noise Types 

As a function of time, two-oscillator phase devia- 
tions might look like one of the plots of a realization of 
a pure power-law process shown in Fig. 1. More realisti- 
cally, these deviations resemble a linear combination of 
such processes, whose spectrum can be described math- 
ematically as 

£*(/) = 5>Qi/r, 
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Fig. 2. Modulus squared of the transfer function for the 
Allan variance (left-hand column) and the modified Al- 
lan variance (right-hand column) times power-law spec- 
tra Sx(-) proportional to /° (top row), f~l (second row), 
/~2 (thirdrow), f~3 (fourthrow) and/-4 (bottomrow) 
for scale r = 4. The integrals of the shaded areas yield 
the Allan variance or modified Allan variance for scale 
r = 4.  

where the summation is over a finite number of differ- 
ent cc's (usually a subset of a = 0, —1, —2, —3 and 
—4), with ha determining the relative contribution of the 
power-law process with exponent a. We refer to a pro- 

Fig. 3. Modulus squared of the transfer function for 
the D4 wavelet variance (left-hand column) and the Dio 
wavelet variance (right-hand column) times the same set 
of power-law spectra shown in Fig. 2. The integrals of 
the shaded areas yield the £)4 or Dio wavelet variance 
for scale r = 4.          

cess with the above spectrum as a composite power-law 
process. For pure power-law processes, there are well- 
known formulae for converting from the Allan variance 
to the frequency domain [11]. Here we argue that, for 
composite power-law processes, this conversion can be- 
come problematic for both the usual Allan variance and 
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the modified Allan variance. Let CTX{T) represent either 
of these variances (this notation should not be confused 
with similar notation for "TVAR" in [3]). We can then 
write 

,1/2 
'\r) = FT(f)Sx(f)df, 

J-l/2 
CT., 

where TT{-) is the modulus squared of the appropriate 
transfer function for the filters associated with these vari- 
ances at scale r [5]. The shaded areas in the plots of 
Fig. 2 show the product TT{f)Sx{f) versus / for the 
Allan variance (left-hand column) and the modified Al- 
lan variance (right-hand column) for five pure power-law 
spectra and scale r = 4 (the power-law spectrum is con- 
stant in the top row of plots, so this row really shows just 
TT{f) versus /). The integral of each shaded area gives 
ax{4) for the appropriate pure power-law process. In 
the octave-band interpretation of these variances, either 
variance at scale r should roughly reflect the power in 
the spectrum in the frequency interval [l/4r, l/2r]. For 
T = 4, this interval is [1/16,1/8] and is delineated on 
each plot by a pair of thin vertical lines. If the filters as- 
sociated with these variances were perfect octave-band 
filters, the shaded area in each plot would be entirely 
contained between the vertical lines. The amount of the 
shaded area that lies outside of the vertical lines rep- 
resents the contribution to the Allan or modified Allan 
variance attributable to leakage. These plots indicate 
that there is substantial leakage for the Allan variance, 
but less so for the modified Allan variance. Leakage is 
most pronounced in the Allan variance for white PM 
{Sx(f) oc /° in the top left-hand plot), a deficiency 
that in fact accounts for the development of the mod- 
ified Allan variance [5]. If we now consider a composite 
power-law process dominated between the vertical lines 
by a power-law with a different exponent than the one 
displayed in the plots of Fig. 2, we can see the poten- 
tial problem with leakage, namely, that the integral of 
FT{f)Sx{f) (the Allan or modified Allan variance) can 
be influenced mainly by values of / outside of the verti- 
cal lines and hence cannot accurately reflect the values 
of Sx(f) between the vertical lines. 

Fig. 3 shows corresponding plots for the wavelet 
variance using the D4 (left-hand column) and D10 (right- 
hand column) "extremal phase" wavelets [4]. The D4 
wavelet was chosen because it is "one order up" from 
the Haar wavelet (and in fact rather closely mimics the 
behavior of the modified Allan variance), while the Dio 
wavelet is an example of a higher-order wavelet. The 
main point to notice here is that the Dio wavelet vari- 
ance for scale r = 4 reflects the spectrum in the passband 
[1/16,1/8] to a much better degree than the other vari- 
ances because the shaded areas are concentrated between 

^^v^^^V^ 
10-13 

X 
0 
0)10-14 
CO 
| 
to 
CD 

" 

io-15  I         I         I        1    1   1 1 mil 

101 102 103 104 

x (scale in seconds) 

105 

Fig. 4. NIST-7 vs. hydrogen maser phase measurements 
(top plot) and estimated <TX(T) versus r (bottom plot) for 
the Allan variance (connected curve) and the D4 wavelet 
variance (crosses). 

the vertical lines to a higher degree for the Dio wavelet 
variance than for the Allan or modified Allan variances. 

VI. Examples 

We present two examples of the limited tests we 
have made to date using the wavelet variance with phase 
measurements (see [9] for an example involving geophys- 
ical data, for which the D% wavelet variance performed 
considerably better than the Allan variance). The top 
plot of Fig. 4 shows phase measurements recorded every 
100 seconds over a 3.7 day interval comparing NIST-7 
to a hydrogen maser. The bottom plot shows the esti- 
mated Allan standard deviation (which is just the square 
root of the Allan variance) versus scale r (the connected 
curve) and also the estimated D4 wavelet standard de- 
viation versus r (the crosses). The center of each cross 
indicates the appropriate D4 estimate, whereas the verti- 
cal portion of the cross delineates a "one sigma" (68.3%) 
confidence interval for the true D4 wavelet standard de- 
viation [8]. The Allan and D4 wavelet standard devia- 
tions agree fairly well here, although there are two scales 
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Fig. 5. Time-synchronization phase measurements us- 
ing the NIST satellite two-way transfer modem config- 
ured in an in-cabinet loop test (top plot) and estimated 
O'X(T) versus r (bottom plot) for the Allan variance (con- 
nected curve) and the £>4 wavelet variance (crosses). 

(r = 3200 and 6400 seconds) for which the Allan stan- 
dard deviation is just inside the "one sigma" confidence 
limits for the D4 wavelet standard deviation. Use of 
the Z?4 wavelet here tells us that leakage is not a ma- 
jor problem with the Allan variance for this set of phase 
measurements. 

The top plot of Fig. 5 shows phase measurements 
recorded every 40 seconds over a half day interval reflect- 
ing time-synchronization using the NIST satellite two- 
way transfer modem configured in an in-cabinet loop 
test. The bottom plot here shows the same quantities 
as in the bottom plot of Fig. 4. While the Allan and 
DA standard deviations agree quite well in the smallest 
three and largest scales shown, there is significant differ- 
ence in the middle three scales; moreover, the difference 
is consistent with an interpretation of leakage in the Al- 
lan variance (because the Allan variance is higher than 
the Z>4 variance). Use of the higher-order De wavelet 
yields good agreement with the D4 wavelet. 
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Abstract 

This paper considers random noise accumulation in a 
chain of clocks using a time-domain, state-space 
approach. In this configuration, the output phase signal 
of one clock is the input phase signal to the next clock. 
The problem is relevant to synchronization distribution 
is SONET and SDH networks. 

Both linear and nonlinear phase-locked loop models 
with additive noise sources are considered. For the 
latter, the particular nonlinearity considered is phase 
detector quantization. Simulation results for Time 
Variance (TVAR) are obtained in all cases. Explicit 
analytic results for the asymptotic behavior of TVAR are 
obtained for the linear case. 

For short time intervals, TVAR is proportional to time 
interval and is independent of the number of clocks in 
the chain and the quantization size. In addition, for short 
time intervals TVAR increases with the square of 
bandwidth for phase detector white phase modulation 
and is independent of bandwidth for VCO white phase 
modulation and white frequency modulation. For long 
time intervals, TVAR is inversely proportional to time 
interval for phase detector white phase modulation and 
inversely proportional to the square of time interval for 
VCO white phase modulation and white frequency 
modulation. In addition, for long time intervals TVAR 
increases with the number of clocks in the chain; the 
increase is linear for phase detector white phase 
modulation and VCO white frequency modulation. 
Finally, for long time intervals TVAR increases when 
phase detector quantization is introduced and as the 
quantization size is increased, for the uniform phase 
detector quantization considered here. 

Introduction 

This paper considers random noise accumulation in a 
chain of clocks. In this configuration, the output phase 
signal of one clock is the input phase signal to the next 
clock; timing is passed from the initial clock in the chain 
through the intermediate clocks to the final clock. Each 

clock contains various sources of random noise. Due to 
these sources, noise is added to the timing signal at each 
clock in the chain. The noise is then filtered by 
succeeding clocks in the chain. The overall objective is 
to maintain synchronization of all the clocks in the 
chain, i.e., to minimize the phase difference between any 
two clocks in the chain. The phase differences depend 
on the type and strength of each noise source and on the 
various clock parameters. 

This problem is relevant to synchronization of digital 
telecommunications networks, where a variety of clocks 
in different geographic locations must be synchronized. 
In the evolving synchronous digital networks based on 
the Synchronous Optical Network (SONET) [1], [2], [3] 
or Synchronous Digital Hierarchy (SDH) [4], [5], [6] 
architectures, digital signals at all levels must be 
synchronized.1 Typically, timing is distributed from a 
high quality (i.e., very accurate) clock, referred to as a 
Primary Reference Clock (PRC), through chains of 
lower quality (i.e., less accurate) clocks. One method for 
doing this in SONET or SDH networks is to transport 
the timing over the digital facilities via the respective 
SONET or SDH signals. The philosophy and 
architecture for network synchronization are different for 
SONET and SDH. A brief description for each case 
follows (more detail may be found in the references). 

In a SONET network, synchronization distribution is 
hierarchical [7]. Timing for each office is provided by a 
single clock, referred to as the Building Integrated 
Timing Supply (BITS) clock. If the office contains a 
PRC, the BITS clock receives timing from the PRC. If 
the office does not contain a PRC, the BITS clock 
receives timing from another office whose BITS clock 
has the same or higher quality.  This interoffice timing 

1. This is in contrast to existing asynchronous digital networks, where 
only the lowest level digital signals (1.544 Mbps or 2.048 Mbps) 
must be synchronized. 
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distribution is done via SONET facilities. There is no 
clock in the office whose quality is higher than that of 
the BITS clock, except for the PRC if the office contains 
one. The BITS clock supplies timing to all the network 
elements (e.g., digital multiplexers, digital cross-connect 
systems, etc.) in the office, which in turn time the 
respective SONET facilities. The Network Element 
(NE) clocks typically are of lower quality and have 
wider bandwidth than the BITS clock. Note that in a 
timing chain, there is at most one wider bandwidth NE 
clock between two narrower bandwidth BITS clocks. 
Typical bandwidths are 0.1 Hz for the SONET NE clock 
[8], [2], [3] and 0.01 Hz for the BITS clock [9], [10]. In 
addition, timing chains tend to be rather short. In one 
Interexchange Carrier (IEC) Network the number of 
BITS clocks in a chain is limited to two [11], i.e., every 
office either contains a PRC or receives timing from an 
office that contains a PRC. In general, it is expected for 
arbitrary networks that the number of BITS clocks in a 
timing chain should rarely exceed five or six. 

In an SDH network, synchronization distribution is not 
hierarchical and timing chains can be much longer (by a 
factor of 10 or more) than in SONET networks [12]. 
Timing originates at a PRC and is supplied directly to a 
slave clock, or Synchronization Supply Unit (SSU). The 
SSU is analogous to a BITS clock, although it generally 
has different requirements. The SSU supplies timing to 
another SSU (in another office) through a chain of one or 
more SDH Equipment Clocks (SECs). Each SEC times 
an SDH NE and respective facilities. The SEC is 
analogous to the SONET NE clock, although it has 
different requirements. In addition, the SECs between 
two successive SSUs need not be in the same office or in 
the offices of either of the SSUs. It is not required that 
every office have an SSU (in contrast to SONET 
networks, where every office has a BITS clock). The 
SECs typically are of lower quality and have wider 
bandwidth than the SSUs. Typical bandwidths are 1-10 
Hz for the SEC [13], [14] and 0.01 Hz for the SSU. 
Timing chains are limited to 10 SSUs, 60 SECs, and 20 
SECs between any two SSUs [12]. 

Note that SONET and SDH networks may have multiple 
PRCs. In this case, the phase difference between the 
outputs of two clocks whose timing is traceable to 
different PRCs depends on both noise accumulation in 
the two chains and phase differences between the two 
PRCs. A schematic of a SONET or SDH timing chain is 
shown in Figure 1. 

In this work, analytic and simulation results for random 
noise accumulation in a chain of clocks are obtained. 
Both linear and nonlinear phase-locked loop  (PLL) 

models with additive noise sources are considered, 
although for the latter only simulation results are 
obtained. The linear model is a simplified version of the 
model in [15].2 A time domain, state space model is 
derived for the chain of PLLs, where the state variables 
are the phase output and derivative of phase output (i.e., 
frequency output) for each clock (in addition, state 
variables are added to model some of the noise sources). 
For the linear case, the steady-state autocorrelation 
function for the state vector is obtained; from this the 
time variance (TVAR) and time deviation (TDEV) 
stability parameters (the latter is the square root of the 
former) may be obtained at any point in the chain. 
TVAR and TDEV are used to characterize the stability 
of a timing signal in a telecommunications network [17]. 
Explicit analytic results are given for the asymptotic 
behavior of TVAR and TDEV (for t->oo and t->0). 
Simulation results for TDEV are also given. 

The nonlinear PLL model considered here represents the 
specific nonlinearity of quantization in the phase 
detector (PD). Only the very simple case of fixed, 
uniform quantization is considered. The effect of this 
quantization is similar, but quantitatively different, to 
that of additive noise. Simulation results are given for 
TDEV. 

The analytic and simulation models are used to study the 
dependence of TVAR and TDEV on clock bandwidth 
and number of clocks in the chain, for specific noise 
sources with and without PD quantization. Results are 
given for each noise source individually; the behavior of 
TVAR and TDEV is not necessarily the same for all the 
noise sources. 

Analytic models for the linear case were developed in 
[18] and [19] using a frequency domain approach (these 
are based on previous models for chains of clocks or 
regenerators given in [20], [21], and [22]). In [18], total 
mean-square phase output (at the end of the chain) is 
given, without regard to time interval. In [19], root- 
mean-square Time Interval Error (TTErms) is given. 
Both references concentrate on the SDH reference chain 
(i.e., narrow-band clocks separated by some number of 
wide-band clocks). In addition, the eventual calculations 

2. In this paper, the term "linear phase-locked loop" is used for a 
phase locked loop that operates in a region where it can be 
represented by a linear model with a continuous state space and 
additive noise. This is different from the usage in [16], where 
"linear phase-locked loop" refers to an analog PLL with a product 
phase detector. 
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in both references are numerical; no explicit analytic 
results are given. In [23], simulation and measurement 
results are given for both the linear case and cases 
involving PD quantization. Details of the quantization 
are not given, except for the statement that the 
quantization is nonlinear. Since the results there show a 
decrease in TDEV for cases with quantization compared 
to otherwise identical cases without quantization, it is 
presumed that the quantization is not the simple, fixed 
and uniform type considered here.3 In addition, [23] 
considers only random-walk frequency modulation VCO 
noise and no PD noise, in contrast to the noise sources 
considered here (see the next section). The results in 
[23] were all obtained via simulation or measurement; 
no analytic results are given. 

The work done in the present paper builds upon the 
above previous work. Analytic results for asymptotic 
behavior of TV AR and TDEV are given; these are 
believed to be new. Results are given in terms of TDEV 
rather than TIErms as in [19]. A more extensive set of 
simulation results for TDEV are given (for somewhat 
different cases) compared to [23]. 

The paper is organized as follows. In the next section, 
the state-space model is developed for the linear and 
nonlinear cases. In the section after that, TV AR is 
related analytically to the state-space model for the 
linear case and asymptotic results are given. Simulation 
results for the linear and nonlinear cases are given in the 
following section. The work is summarized and 
conclusions are given in the final section. 

State-Space Model 

Consider a chain of N clocks, each modeled as a PLL (In 
Figure I, N = P(R + 1)). Two successive clocks, 
labeled j andj+1, are shown in Figure 2. The clock 
model is the same as the model in [19], which is based 
on the model in [15]. The output phase for clock;', ty0, 
is equal to the input phase for clock j+ 1, <W+1 (note that 
<|)j = 0, i.e., the first clock in the chain has no input 
reference). The effect of the transmission link between 
two successive clocks is neglected.4 In this work, we are 
interested in the effect of the clocks rather than the 
transmission links. The loop filter, F>(s) is assumed to 
be an active (i.e., high-gain) filter5 with transfer function 

F*(s) 

3. In the present work, an increase in TDEV was observed in all cases 
when the simple, fixed and uniform quantization was considered. 

4. The transfer function of the link is assumed to be unity and noise 
added by the link is assumed to be zero. 

5. A general lead-lag filter could have been assumed; this would have 
made the state equations slightly more complicated. It is felt that 

1 + —, 
s (1) 

where aJ is a filter parameter (all variables and 
parameters are indexed with the superscript j to indicate 
the j'h clock in the chain). For the linear case, the 
transfer characteristic for the jth phase detector is 
assumed to be 

e>{t) =&dltiit) -Vo(t)], (2) 

where eJ is the phase detector output. For phase 
detectors with quantization, the transfer function is 
assumed to be 

ej(t) = Kfd 
m) - <KoW 

q> 
qj, (3) 

where q' is the size of the quantization for the./"1 phase 
detector (qj * 0). 

There are two additive noise sources, n'D and n\/co, 
which represent noise present in the phase detector and 
loop filter and in the voltage controlled oscillator (VCO), 
respectively. As described in [19], the VCO noise 
consists of white phase modulation (WPM), flicker 
phase modulation (FPM), white frequency modulation 
(WFM), and flicker frequency modulation (FFM) 
sources. The phase detector/loop filter noise consists of 
WPM and FPM sources. The VCO and PD power 
spectral densities are 

sU(/) = 

Sh(f) 

#-i/o4       H/o4       « 

f 

f 
+   C*,, 

/2       +T+*        (4) 

(5) 

where fQ is the oscillator center frequency and the 
constants Vn and c^, which represent noise strengths, are 
given in [15] and [19]. It is pointed out in [19] that the 
transfer function between the VCO noise and PLL 
output is of a high-pass nature (i.e., the transfer function 
approaches one for large frequencies and zero for small 
frequencies) and, therefore, the VCO WPM noise must 
be band limited. It should be noted that this is also true 
for the VCO FPM component. This band limiting is 
accomplished here by passing the VCO WPM and FPM 
components through first-order, low-pass filters with 
time constants xwj and Xfj, respectively. 

the case of an active filter is the most important case. 
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Linear Analytic Model 

Derivation of State Equations The input-output transfer 
characteristic for a single clock can be obtained in a 
straightforward manner; the result is 

Hj(s)Ni
DF(s) 

H\rco(s) [N{CO,FFM(S) + NVCO.WFM(S)] + 

H'vcois) N'vco.wPMis) 

xwjs + 1 

H^cois) N{,CO,FPAI(S) 

Xfjs + 1 

where 

HJ(s) = 

H^cois) = 

s2 + 2£,j(i)jns + (ä2
nj ' 

s2 + 2{,j<ajns + co2
y ' 

(6) 

(7) 

(8) 

co„j = KJ
0K

}
da

J, C,j = KJ
0K

J
d/2u>nj, and the <&(■?) and 

N(s) terms are Laplace transforms of the phases and 
noise sources, respectively. This transfer characteristic 
is equivalent to the following differential equation for 
Vo(t): 

'i/o + 2^co„;-<j)o + aljVo = 2C,jWn]ti + (02
nj^, + 

tiW^fi + V0w
J

a] + V{if + üt + 

KA KA 

with 

ZfjZf + z'f = fl. 

.   (9) 

(10) 

(11) 

In Eqs. (9)-(ll), the quantities wa, wb, and wc are 
independent white noise sources and represent the VCO 
WFM, VCO WPM, and PD WPM sources (note that 
WFM is the integral of WPM). Likewise, the quantities 
fa, fb, and fc are independent flicker (i.e., l/f) noise 
sources and represent the VCO FFM, VCO FPM, and 
PD FPM sources (note that FFM is the integral of FPM). 

Using standard techniques (see, for example, Section 2.5 
of [24]), a set of state equations, equivalent to Eqs. (9)- 
(11), may be derived.   Note that the single output 

variable is the output phase, ty0- The input variables are 
the input phase, (|>j, and the various noise sources. Let 
the output phase, its derivative (i.e., the instantaneous 
output frequency), and the outputs of the VCO WPM 
and VCO WFM band-limiting filters (i.e., z'w and zj, 
respectively) be chosen as states, i.e., the state vector, x;, 
is 

* = Wo   Ho  zL  z}]T. (12) 

Then the state and output equations are 

x   = Ajxj + BV + B{„wJ' + Bfft
J 

yJ = Cxi, 

where 

A' = 

0 1 0 0 
-<   -2^jWnj    b^/ilj    b>x/xfj 

0 0 -l/xw;        0 
0 n        -1/T, 

0 
0 0 -I"/; 

B' = [2^(ünj   <(1 -AQ)   0  0]r 

nj = [<M] 

Bt = [Bi,,   Bi,2   Bi,3] 

Bi-i = (/oH) [1   -2gcon;-  0  0]T 

[bi,   -bi(2^j(ünj + \/xwj)   1   0]r 

B{ w2 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 
*W] 

W    =  *■ [2^   <(1 - 4#)   0  03r 

w3 K'd 

WJ  =  Wa    H    Wi
c]
T 

Bf = [Bf,   Bf2   B}3] 

Bfi = (/o4K.i) [1   -2^nj  0  0]r 

Bf2 = 

Wf3 = 

[M    -M(2C;0>„;  +  l/Xfj)    1    Of 

c{ [2^conj-   <(1 - 4ff)   0  0]] 

(22) 

(23) 

(24) 

(25) 

(26) 

fJ = Ul fl flf (27) 

yj = Wo] (28) 

C = [1   0  0  0]. (29) 

It may be verified that the state and output equations 
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(Eqs. (13)-(14)) are equivalent to the differential 
equations (Eqs. (9)-(ll)) by evaluating the transfer 
matrices C(sl - AÖ-1B', C(SI - A')-1»'*, and 
C(sl - AJ)_1Bi, and the individual transfer functions 
between the inputs and outputs of Eqs. (9)-(ll). In fact, 
the elements of Bj, B{,, and B} were determined by 
requiring equality of the former and latter transfer 
functions; see [24] for details. 

For a chain of N clocks, Eqs. (13)-(14) are repeated N 
times (once for each clock). The equations may be 
combined into a single system of 4N state equations by 
using the condition that the input phase of clock j is the 
output phase of clock j-1, i.e., fy = työ' (an(* noting 
that clock 1 has no input, i.e., <|>j = 0). Define the 
4Nx 1 state, white noise, and flicker noise vectors 

[(x1)7"  (x2f N\TiT (X*)'] (30) 

w = [(w')r  (w2)7"  ■••   (wN)Tf.        (31) 

f = [(f1)7"   (f2)7"   ■••   (fNf]T. (32) 

Then the state equations for the chain of N clocks are 

x = Ax + Bww + Bff. (33) 

The   matrix   A,   whose   dimension   is   4Nx4N,   is 
conveniently specified in terms of N1 4x4 submatrices: 

A = [Ay] 

A,- = A' 

A,-+M = B'C 

(34) 

(35) 

(36) 

Ay = 0    (i*j,j+l), (37) 

with A'', B', and C given by Eqs. (15), (16), and (29), 
respectively. The matrix Bw, whose dimension is 
4Nx3N, is conveniently specified in terms of N2 4x3 
submatrices: 

Bw = [(Bw)y] (38) 

(Bw)fi = Bl (39) 

(Bw)y =0    (i*j), (40) 

with B'w given by Eqs. (18)-(21). The matrix B^ is given 
by equations analogous to Eqs. (38)-(40) with the 
subscript w replaced by/. 

Eigenvalues and Stability The eigenvalues of the system 
are obtained by straightforward evaluation of the 
characteristic polynomial of A. The result is 

det(^I - A) = n(52 + 2^j<ünjS + <alj) 

(s + l/xwi)(s + l/z„).     (41) fi> 

The characteristic polynomial for the chain of clocks 
factors into the product of the characteristic polynomials 
for the individual clocks; this is due to the banded 
structure of A. Then the eigenvalues for the system are 
the same as the eigenvalues for the individual clocks and 
band-limiting VCO WPM and FPM filters. For the case 
where the clocks are overdamped (the usual case), these 
are given by (for; =1,2, ..., JV) 

%1}   =   [-C;+(^-D/!] CO «J 

*2,-  =  [-C-  " (#   -   D/!]»n; 

X-jj - -l/iWj 

X4j   - ■l/Xf 

(42) 

(43) 

(44) 

(45) 

Note that all the eigenvalues are real and negative; i.e., 
the system is stable. 

It can be shown that the system is diagonalizable, i.e., 
has N distinct eigenvectors, if and only if the clocks are 
distinct. If a clock, and therefore its eigenvalues, is 
repeated M times in the chain, the two eigenvalues given 
by Eqs. (43) and (44) each correspond to a single 
eigenvector (the other two eigenvalues each correspond 
to M linearly independent eigenvectors. In this case, the 
Jordan form of A contains two Jordan blocks of size M 
corresponding to the two eigenvalues. Note that there 
still exists a similarity transformation that transforms A 
to its Jordan form. 

Linear and Nonlinear Simulation Models 

Simulation models were developed for the chain of 
clocks given by Figure 2, with the phase detector 
specified by Eqs. (2) or (3) and the loop filter by Eq. (1). 
An implicit (i.e., backward difference) integration 
scheme was used for the loop filter, while an explicit 
integration scheme (i.e., forward difference) was used 
for the VCO. Although the stability of implicit schemes 
is more robust as the integration time step is increased, 
the advantage of of using an implicit scheme for the 
VCO is offset by the additional computation required in 
determining the state in the nonlinear case. 

Gaussian white noise (i.e., WPM) was simulated by 
generating a stream of independent, Gaussian random 
numbers (techniques for doing this are described in 
[25]).  WFM was simulated by integrating (explicitly) 
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WPM. The relationship between the discrete time white 
noise variance and equivalent continuous time white 
noise variance parameter and power spectral density is 
[26] 

"discrete At 2At 
(46) 

where At is the integration time step and b2 is the 
magnitude of the power spectral density (see Eq. (4)). In 
Eq. (46), the units of b2, o?ontinuous and aLrete. are 
compatible; e.g., if the former has units rad2/Hz then the 
latter two have units rad2/Hz and rad2, respectively. 
Flicker noise (both FPM and FFM) was not included in 
the simulation model as it was also omitted from the 
analytical determination of TDEV (see the next section). 
The VCO WPM band-limiting filter was simulated using 
an implicit integration scheme. 

Define the ANxAN matrix T(f, x), whose components 
are given by 

T„(t, x) ä 

1 JL 
£[*r(f + (i+2n)T0) + xr(t + ix0) - 
j=i 

2xr(t + (i+n)x0)] 

1 JL 
£ W + (7+2n)x0) + xs(t + jx0) 

TVAR and TDEV 

TV AR and TDEV are obtained by first calculating the 
covariance and autocorrelation matrices for the state x; 
TVAR is easily related to the latter. However, if the 
flicker noise terms are present in the state equations (Eq. 
(33)), the process x(t) can, in general, be nonstationary. 
In this case, the equation for the covariance matrix is a 
matrix differential rather than algebraic equation. 
Therefore, to simplify the analysis and allow the steady- 
state, algebraic equation for the covariance matrix to be 
used, the flicker noise terms are neglected. The 
inclusion of flicker noise in this type of analysis is an 
area for future work. 

If the flicker noise terms are not present, the steady-state 
covariance matrix X for the state is given by the solution 
to the steady-state Lyapunov Equation [26] 

AX + XAr + BwQwBl = 0, (47) 

where   X ä lim E[x(t)xT(t)] = XT   is   the   steady 

state-covariance matrix and Qw is a 3Nx3N diagonal 
matrix whose diagonal entries are the strengths of the 3N 
white noise sources (these are related to the power 
spectral density by Eq. (46)). In addition, the 
autocorrelation matrix R is given by [26] 

R(t+x, t) = cATX(r),      T>0 (48) 

R(t, t+x) = X(0eA\      x >0 (49) 

where R(t+x, t) ä E[x(f + x)xr(r)]. Eqs. (48) and 
(49) hold for arbitrary, nonstationary processes; for 
stationary processes the explicit dependence on t goes 
away (i.e., R depends only on x and X is constant). 

2xs(t + (j+n)x0)] (50) 

where x = nx0 and x0 is the sampling time.   Then 
T4r_u 4r_,, r = 1,2 AT is TVAR for clock r. The 
other components of T are not of interest at present. 
Expanding the double summation in Eq. (50), 
interchanging the order of expectation and summation, 
using the definition of autocorrelation matrix, and 
assuming x is stationary produces (note that the t 
dependence is dropped from T) 

TW = -TiH [6R((;-;)x0) - 

4R((i-; + n)T0) - AR«i-j-n)x0) + 

R«i-j+2n)x0) + R((r-;-2n)x0)]    (51) 

Substituting   for   R   from   Eqs.   (48)   and   (49)   and 
evaluating the summations produces 

T(x) = U(x) + Ur(x), (52) 

where 

U(x) = - [(I - e^T'X + -V(I - eATT2 

eAT°[-10I + 15enATo - 6e2nATo + e3nAt"]X. (53) 

For     the      limit      of     infinite      sampling      rate 
(x0->0, n->°o, «x0 = X), Eq. (53) simplifies to 
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U(T) 
A_1X       A"2 

  + 
6xl 

[-101 + 15eAT - 6e2AT + e3AT]X.       (54) 

The general evaluation of T(x) via Eqs. (52)-(54) 
requires the evaluation of X and the matrix exponential 
C
AT

. However, explicit analytic expressions may be 
obtained for the asymptotic cases x—»oo and x->0. The 
former is obtained by putting eAx->0 (using the fact that 
the eigenvalues of A are all real and negative; the latter 
is obtained by expanding eAx to order x2 for small x. 
The results are 

T(x) = 

T(x) 

A-'BWQWB;A- 

5[A"2X + XA"2r] 

3t2 

~**W^C w**w» 

X->oo 

x->0. 

(55) 

(56) 

The first term of Eq. (55) is derived using the result 
A-]X + XA~r + A-'B^Q^B^A-7" = 0, which is 
easily obtained from Eq. (47). Note that the second term 
of Eq. (55) still depends explicitly on X. 

Finally, Eqs. (55) and (56) may be evaluated explicitly 
for the cases of PD WPM, VCO WPM, and VCO WFM. 
For an arbitrary chain of clocks, with possibly different 
bandwidths and noise strengths, TV AR for the/'' clock 
in the chain, for the case x—»0, is given by 

TVAR,-(X) |[2C>2
;-4 + 2rc2H + 

2x" 
■]. (57) 

WJ 

For PD WPM, TV AR for they'"1 clock in the chain, for 
the case x-»°o, is given by (to order 1/x) 

TVAR;(X) 

E4 
i = \ 

2x 
(58) 

For the asymptotic behavior of VCO WPM and WFM as 
x->°o, the terms of order 1/x vanish; TV AR for these 
behaves asymptotically like 1/x2 and is given by the 
second term of Eq. (55). Unfortunately, it was not 
possible to find an explicit, analytical expression for X. 
Finally, the second term of Eq. (57) contains a factor of 
4n2 that relates the WFM power spectral density 
coefficient with the equivalent white noise variance 
parameter in the state space description and each term of 
Eqs. (57)-(58) contains a factor of Vi that relates the 

white noise PSD and variance parameter (see Eq. (46)). 

Eq. (57) shows that, over short time intervals, TV AR for 
a clock in the chain is independent of any preceding 
clocks. This is because each clock has a low-pass 
input-output characteristic (see Eqs. (6) and (7)); over 
short time intervals the input to a clock (from preceding 
clocks) is attenuated. In addition, TDEV for PD WPM 
is proportional to clock bandwidth (TV AR is 
proportional to co2

;); TDEV is lower for smaller 
bandwidths due to the low-pass transfer characteristic 
between the PD noise and the clock output (see Eqs. (6) 
and (7)). 
Finally, VCO WPM and WFM are unattenuated over 
short times (TVAR for these is independent of 
bandwidth) due to the high-pass transfer characteristic 
between the VCO noise and the clock output (see Eqs. 
(6) and (8)). 

Eq. (58) shows that, over long time intervals, TV AR for 
PD WPM at the output of a particular clock in the chain 
accumulates as the sum of the PD WPM noise strengths 
for all the clocks in the chain up to and including that 
clock. If the clocks all have the same PD WPM noise 
strength, then TVAR at the end of the chain is 
proportional to the number of clocks in the chain. As 
above, this is due to the low-pass transfer characteristic. 
Note also that for PD WPM, TVAR over long times is 
independent of bandwidth. 

Simulation Results 

A number of clock chain cases were simulated to study 
the dependence of TDEV on noise type, clock 
bandwidth, number of clocks, and quantization. Noise 
strengths were chosen to be c2 = l.OxlCT17 rad2/Hz, 
b2 = 3.2xl(T16 rad2/Hz, and 
b0 = 4.0xl0-34 rad2/Hz3. The first two are the same 
as values used in [19]; the third is somewhat larger. A 
bandwidth of 100 KHz was chosen for the PD WPM 
band-limiting filter; this is consistent with [19]. Note 
that for this study, the main interest was in the 
qualitative behavior of TDEV rather than the exact 
magnitudes. Each simulation case considered only a 
single noise type. A 1 ms time step was used in each 
simulation; this was also used for the sampling time 
when TDEV was calculated from the simulation output 
data. 

Figure 3 shows results for PD WPM noise accumulation 
for chains consisting of 1, 10, and 100 linear PLLs. Each 
case was run for bandwidths of 0.1 Hz, 1 Hz, and 10 Hz. 
The analytical expressions for the asymptotic results 
Eqs. (57)-(58) are also shown (as solid lines) for 
comparison.  As expected, TDEV increases like %'A for 
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small x and decreases like x~'A for large x. In addition, 
TDEV is proportional to bandwidth for small x and to 
the square root of the number of clocks for large x. Note 
that for each simulation, TDEV is larger than the 
corresponding analytic asymptotic result for short times 
approaching 1 ms; this is because the analytic results 
assume infinite sampling rate while a 1 KHz sampling 
rate (1 ms time step) was used in the simulations. Aside 
from this, the agreement between the simulation and 
analytic asymptotic results is excellent. Finally, as clock 
bandwidth decreases the time of the peak TDEV 
increases; the time of the peak varies approximately 
inversely with bandwidth. This is consistent with the 
notion that, when x is considered to be large or small, it 
is always in comparison with one over the bandwidth 
(i.e., with a characteristic time constant of the system). 

Figure 4 shows results for VCO WPM noise 
accumulation for the same cases as in Figure 3. For 
large x, TDEV is proportional to X-1 as expected. For 
small x, TDEV appears to be proportional to x_/l rather 
than x'A. To observe the xA behavior, a time step and 
sampling time small compared to the time constant of 
the 100 kHz band-limiting filter would have to be used. 
However, for short times, TDEV is still independent of 
number of clocks and clock bandwidth (consistent with 
Eq. (57)). For large x, TDEV appears to be inversely 
proportional to clock bandwidth. This is due to the 
high-pass characteristic between the VCO and clock 
output. In addition, TDEV increases more slowly than 
the square root of the number of clocks. This is in 
contrast to the PD WPM case; apparently, VCO WPM is 
filtered somewhat by subsequent clocks over longer time 
intervals. 

Figure 5 shows results for VCO WFM noise 
accumulation for the same cases as in Figure 3. For 
large X, TDEV is proportional to x_1 as expected. For 
small x, TDEV is proportional to x~'A as expected. For 
short times, TDEV is independent of number of clocks 
and clock bandwidth (consistent with Eq. (57)). For 
large x, TDEV appears to increase proportionally with 
the square root of the number of clocks. Apparently, 
VCO WFM is not filtered significantly by subsequent 
clocks over long time intervals. Finally, TDEV 
decreases with clock bandwidth for large x; the decrease 
appears to be faster than one over the bandwidth. 

Figure 6 shows results for PD WPM noise accumulation 
for chains consisting of 1, 10, and 100 PLLs with phase 
detector quantization. In all cases the clock bandwidth 
was 1 Hz. For each clock chain, cases were run with 
quantization size (q} in Eq. (2)) equal to one and two 
times the PD WPM standard deviation (0^^,.^ in Eq. 

(46)). 

For comparison, corresponding cases without PD 
quantization are shown (these are reproduced from 
Figure 3). These values were chosen for PD 
quantization so that neither the quantization nor PD 
WPM noise would dominate. It was found that the 
effect of quantization is qualitatively like the effect of 
noise; if q> is large, quantization dominates and the noise 
is negligible; if q' is small, quantization is negligible. 

For small x, the behavior in Figure 6 is similar to that in 
Figure 3; TDEV is proportional to x'A and is independent 
of the number of clocks. Note that for small x TDEV is 
independent of qJ (and of whether quantization is even 
done). For large x, quantization causes TDEV to 
increase. As in the case of no quantization, TDEV 
increases with the number of clocks; however, no 
conclusion can be drawn as to the exact dependence on 
the number of clocks. There appears to be greater 
peaking in TDEV compared to the case of no 
quantization; the peaking increases with both the number 
of clocks and q'. 

Figure 7 shows results for VCO WPM noise 
accumulation for chains consisting of 1, 10, and 100 
PLLs with phase detector quantization. In all cases the 
clock bandwidth was 1 Hz. In correspondence with the 
PD WPM cases, q' was chosen to be equal to one and 
two times the VCO WPM standard deviation. For 
comparison, corresponding cases without PD 
quantization are shown (these are reproduced from 
Figure 4). For small x, the behavior in Figure 7 is 
similar to that in Figure 4; TDEV is proportional to X~'A 

and is independent of the number of clocks. As in the 
cases with no quantization, the x'A behavior would be 
observed only if a time step small relative to the 100 
kHz VCO WPM filter bandwidth was used. For large x, 
quantization causes TDEV to increase. As in the case of 
no quantization, TDEV increases with the number of 
clocks; however, no conclusion can be drawn as to the 
exact dependence on the number of clocks. 

Figure 8 shows results for VCO WFM noise 
accumulation for chains consisting of 1, 10, and 100 
PLLs with phase detector quantization. In all cases the 
clock bandwidth was 1 Hz. qj was chosen to be equal to 
one and two times the VCO WFM standard deviation at 
5.6 ms (i.e., 5.6 time steps); note that the VCO WFM is 
a random walk process and has a standard deviation that 
grows with time. For comparison, corresponding cases 
without PD quantization are shown (these are 
reproduced from Figure 5). For small x, the behavior in 
Figure  8  is  similar to that in Figure 5;  TDEV is 
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proportional to xVl and is independent of the number of 
clocks. For large T, quantization causes TDEV to 
increase. As in the case of no quantization, TDEV 
increases with the number of clocks; however, no 
conclusion can be drawn as to the exact dependence on 
the number of clocks. 

In Figures 6-8, TDEV is larger with PD quantization 
compared to cases without quantization and increases 
with qi. This was observed for all three noise types. 
This is contrary to the results in [23], which show a 
decrease in TDEV when PD quantization is present 
compared to cases without quantization. The type of 
quantization assumed in [23] was not given, except for 
the statement that the quantization was nonlinear. 
Presumably, the nature of the nonlinearity is such that 
TDEV decreases rather than increases. 

Finally, note that for the noise types considered here, 
TV AR decreases as x_1 or x"2 as T->«>. In fact, the 
only noise type mentioned here for which TVAR does 
not decrease as x->oo is PD FPM; for this noise type 
TVAR remains constant as T-»«.. For TVAR to 
increase as x—>oo, noise such as PD WFM or PD FFM 
would have to be present. Of course, there is an increase 
in TVAR as X—>oo that reflects the long-term behavior of 
the PRC (the initial clock in the chain); this was 
neglected in this paper. 

Summary and Conclusions 

In this paper, noise accumulation in an arbitrary chain of 
clocks was considered. Both linear phase-locked loop 
models and and nonlinear PLL models with uniform 
phase detector quantization were developed. In both 
cases, the models were formulated as time-domain, state 
equations. For the linear models, both analytic results 
for the asymptotic behavior of TDEV and simulation 
results were obtained. For the nonlinear models, only 
simulation results were obtained. The noise types 
considered included PD WPM, VCO WPM, and VCO 
WFM. 

Analytic and simulation results were consistent in all 
cases and were in excellent agreement when 
comparisons could be made. From the results, the 
following can be concluded: 

1. For times short compared to the smallest time 
constant of the system (the reciprocal bandwidth 
of the clock or VCO WPM filter), TVAR is 
proportional to X and is independent of the number 
of clocks in the chain and the size of the 
quantization. For PD WPM, TVAR is 
proportional to the square of the bandwidth; for 

VCO WPM and WFM, TVAR is independent of 
bandwidth. 

2. For times long compared to the largest time 
constant of the system, TVAR is proportional to 
-T1 for PD WPM and x~2 for VCO WPM and 
WFM. For PD WPM and VCO WFM, there is 
little or no filtering by subsequent clocks over 
long times; if the clocks all have the same noise 
strength, TVAR is proportional to the number of 
clocks in the chain. For VCO WPM, TVAR 
increases more slowly than the number of clocks 
in the chain. In all cases over long times, TVAR 
increases when PD quantization is introduced and 
when the quantization size is increased. 

3. For T-»°o, TVAR does not increase 
asymptotically for any of the noise types 
considered here. The only noise type mentioned 
here where TVAR does not decrease (it remains 
constant) is PD FPM. For TVAR to decrease as 
T->oo, noise such as PD WFM or PD FFM would 
have to be present. Of course, there is an increase 
in TVAR as x->oo that reflects the long-term 
behavior of the PRC (the initial clock in the 
chain); this was neglected in this paper. 
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f N VwKw) ®-TN\®-@ ®\N\(W)- • • 

N = Narrow Band Clock (e.g., BITS, SSU) 

W = Wide Band Clock (e.g., SONET NE Clock, SEC) 

Number of Narrow Band Clocks = P 

Number of Wide Band Clocks Between Two Narrow Band Clocks = R 

Total Number of Clocks in Chain = P(R + 1) 

SONET Networks: R < 1, P < 5 or 6 

SDH Networks: R < 20, P < 10, PR < 60 

Figure 1. Schematic of SONET or SDH Timing Chain. 

4»/ 

Figure 2. Two Successive Clocks in a Chain of N Clocks 
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Figure 4. TOEV Oue to VCO White Phose Noise in Chain of Clocks (b2 - 3.2e-16 rad-2/Hz) 
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Figure 5. T0EV Oue to VCO White FM Noise in Choin of Clocks (bO -  4.0e-34 rod~2/Hz~3) 
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Figure 6. P0 White PU (c2  -   1.0e-17 rod-2/Hz), BW -   1   Hz. Ouont in Multiple of P0 WPM Sigma 
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Figure 7. VCO White PM (b2  -  3.2e-16 rod-2/Hz). BW -   1   Hz, Quant in Multiple of VCO WPM Sigma 
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