
A CRITICAL LINK: 

DIAGNOSIS TO PROGNOSIS 

Proceedings of a Joint Conference 

THE 51ST MEETING 

of the 

SOCIETY FOR MACHINERY FAILURE PREVENTION TECHNOLOGY 

and 

THE 12TH BIENNIAL CONFERENCE 

on 

RELIABILITY, STRESS ANALYSIS AND FAILURE PREVENTION 
[RSAFP COMMITTEE OF ASME] 

VIRGINIA BEACH, VIRGINIA 
APRIL 14-18,1997 

Compiled by 

HENRY C. PUSEY 
and 

SALLIE C. PUSEY 

DTIG QUALITY INSPECTED 3 

A Publication of the 

Society for Machinery Failure Prevention Technology (MFPT) 
(A Division of the Vibration Institute) 



Copyright © 1997 by 
Society for Machinery Failure Prevention Technology (MFPT) 

(A Division of the Vibration Institute) 
4193 Sudley Road 

Haymarket, Virginia 20169-2420 
All Rights Reserved 

Special Notice 

The U.S. Government retains a nonexclusive, royalty-free license to publish or reproduce, or allow others to publish or 
reproduce, the published forms of any papers in these proceedings authored by a government agency or a contractor to 

a government agency whenever such publication or reproduction is for U.S. government purposes. 



TABLE OF CONTENTS 

PREFACE ix 

FOREWORD x 

MFPT SOCIETY BOARD OF DIRECTORS xi 

MFPT 30™ ANNIVERSARY xii 

FEATURED PAPER 

Symptom-Based Fault Diagnosis of Vibrating Structures 3 
H. G. Natke 

WORKSHOP ON MAINTENANCE ASSET MANAGEMENT 

MIMOSA - A Key to Successful Information Age Equipment Asset Management 11 
J. S. Mitchell 

FAILURE ANALYSIS 

Investigation of Main Rotor Spindle Assembly Retaining Rods for an Army Utility 
Helicopter Fabricated by Three Different Contractors 19 
M. Pepi, V. Champagne, S. Grendahl and K. Bhansali 

Dynamics of Layered Composite Beams and Plates with a Single Delamination 33 
M. Krawczuk, W. Ostachowicz and A. Zak 

Investigation of Elastic, Plastic, and Creep Response of a Polymeric Clip Using 
Experimental and Numerical Techniques 43 
W. D. Bartlett and J. Sherwood 

Effect of Intergranular Surface Attack on the Fatigue Properties of AM355 Material 53 
V. Champagne, S. Grendahl, M. Pepi, K. Bhansali and G. Liu 

Maintenance of Treadbelt Shoes for the Shuttle Transporter 67 
R. Lee, P. Becker and N. Salvail 

Take the Mystery Out of Your Motors 73 
A. McMillan 

DIAGNOSTICS AND PROGNOSTICS I 

Turbomachinery Diagnosis and Prognosis Based on Actively Solicited Impulse 
Response 83 
W. D. Marscher and C-W. Jen 

Prognostic Issues for Rotorcraft Health and Usage Monitoring Systems 93 
C. S. Byington, S. £ George and G. W. Nickerson 

Hierarchical Failure Simulation for Machinery Prognostics 103 
G. A Lesieutre, L Fang and U. Lee 

ill 

[DTXC QUALITY INSPECTED 3 



Developing Prognostics for Diesel Engines 111 
£ J. Lewandowski 

Intelligent On-Line Detection of Cavitation in Hydraulic Pumps 121 
J. P. H. Steele 

Quantitative Determination of the Thickness Variation in Thin Shell Structures and 
Sensing of Failure Points 131 
/. Onichtchenko, G. Dovgalenko, A. Kniazkov and G. Salamo 

An Autonomous Diagnostic/Prognostic System for Shipboard Chilled Water Plants 139 
T. G. Edwards and G. D. Hadden 

DESIGN, FAILURE PREVENTION AND STRESS ANALYSIS 

On the Redesign and Material Selection of a Pedal Spindle Used in Bicyles: 
A Case Study 151 

M.  Manoogian, D. Johansen, P. Crawford, R. Nishimuro, J. Foyos, F. Fisher 
and O. S. Es-Said 

A Graphical Approach to Spring Design 161 
M. L Smith, F. E. Fisher and 0. S. Es-Said 

Infant Crib Failure Analysis Case Study 171 
D. B, Brickman and R. L. Barnett 

On the Corrosion of AISI 304 and Galvanized Steel at a Meat Packaging Company 181 
D. £ French, I. Hernandez, R. W. Aston, J. M. Busse, M. L Smith, J. Foyos and 
O. S. Es-Said 

Stress Analysis of Weldments by Photostress 191 
C-L. Chang and R-C. Lee 

Interlayer Shear Slip Effects on the Load Transfer Mechanism in Nonsymmetrically 
Constrained Thick Laminated Strips 199 
D. W. Swett 

Effect of Steady-State Operating Temperature on Power Cycling Durability of 
Electronic Assemblies 219 
J. M. Kallis and M. D. Norris 

SENSORS TECHNOLOGY 

Grating-Based Optical Fiber Sensors for Structural Analysis 231 
V. Bhatia, V. Arya, T. D'Aiberto, D. Sherr, D. Campbell, M. J. de Vries, R. O. Claus 
and C. P. Nemarich 

Helicopter Gearbox Vibration Measurement with the Robust Laser Interferometer 241 
H. M. Holland, T. C. Goodenow and R. L Shipman 

A Prognostic Monitor for Microelectronics Systems Reliability 251 
W.  W. Sifre, S. L Dragerand M. J. Walter 



Highly Effective Real Time Adaptive Holographic Interferometry and Application to 
Nondestructive Testing in Machinery 261 
G. E Dovgalenko, A. V. Kniazkov, Y. I. Onischtchenko, G. J. Salamo 

High Reliability Accelerometers for Use in Shipboard Condition Assessment Systems 271 
R. M. Barrett, Jr. 

Optical Fiber Sensors for Strain Measurement in High-Pressure Air Compressor Bolts 279 
V. Bhatia, M. J. de Vries, K A. Murphy, R. O. Claus and C. P. Nemarich 

Real Time Interferometric Analysis of Strained Silicone Film 289 
G.   E. Dovgalenko, Y. I. Onischenko, A. V. Kniazkov, M. S. Haque, H. A. Naseem and 
G. J. Salamo 

DIAGNOSTICS AND PROGNOSTICS II 

AR Modeling with Dimension Reduction for Machinery Fault Classification 299 
A. K. Garga, B. T. Elverson and D. C. Lang 

Model-Based Tracking of Hidden Parameter Drift in Dynamical Systems 309 
J. P. Cusumano, D. Chelidze and N. Hecht 

The Algebraic Determination of Current Components in Induction Motor Driven 
Machinery 319 
R. G. Mitchiner and M. Kaiser 

Main Propulsion Reduction Gear Case Study 327 
W. A. Watts 

Optimizing Reliability, Maintainability and Cost for Shipboard Systems 337 
J. A. Latimer, W. C. Momberger and N. Johnson, Jr. 

Preemptive Maintenance and Intrinsic Health Monitoring 345 
D. K. Hoth 

PROBABILISTIC DESIGN, FAILURE ANALYSIS AND SAFETY METHODS 

A G-Function-Based Probabilistic Design Methodology for System Reliability 359 
W. Wang and Y-T. Wu 

Correlation Procedures for Fatigue Life Determination 369 
R. KoutaandD. Play 

Comparative Statistical Analysis of Fatigue Crack Growth Data 379 
J. D. Baldwin and C. A. Paul 

Probabilistic Life Assessments of Arbitrary Shaped Scarred Boiler Tubes 389 
K. Zarrabi and H. Zhang 

Analysis of Electromechanical Systems Reliability Using Markov Models 399 
J. Lu and J. D. Baldwin 



A New Quantification of the Reliability of Components Subjected to All Types of 
Fatigue Loads 409 

D. B. Kececioglu and W. Wang 

Node-Based Structural Shape Optimization 419 

X. Song and J. D. Baldwin 

OIL ANALYSIS 

Characterization of Debris from F404 Engine Oil Filters by Energy Dispersive 
X-ray Fluorescence 431 

G. R. Humphrey 

Real Time Optical Oil Debris Monitors 443 

J. Reintjes, R. Mahon, M. D. Duncan, L L. Tankersley, J. E. Tucker, A. Schultz, 
V. C. Chen, C. Lu, T. L. McClelland, P. L. Howard, S. Raghavan and C. L Stevens 

Filter Debris Analysis Using XRF 4A9 

R. R. Whitlock 

Condition Monitoring of Perfluoropolyether (PFPE) Lubricated Components 459 
R. L Silvestri 

Rotrode Filter Spectroscopy Revisited - A Method for Multi-Elemental Analysis 
of Particles in Used Oil 471 

D. P. Anderson and M. X. Lucas 

Oil/Wear Particle Analysis a Predictive Maintenance Tool 477 

R. Dalley 

SIGNAL PROCESSING 

Integrated Life Measurement and Diagnostics for Gas Turbine Engines 489 
M. J. Roemer 

Hybrid Reasoning Techniques for Automated Fault Classification 501 
A. K. Garga and D. L Hall 

Gear and Bearing Diagnostics Using Neural Network-Based Amplitude and 
Phase Demodulation 51' 
E. C. Larson, D. P. Wipfand B. E. Parker, Jr. 

Fault Severity Estimation Using a Neural Network Fault Tracking Approach 523 
J. E. Lopez, K. Oliverand I. A. F. Yeldham 

On-Line Wear Assessment of Milling Inserts Using Time-Frequency Distribution and 
Nonlinear Virtual Sensor 531 

C. J. Li and T-C. Tzeng 

Machinery Failure Diagnosis Using Discontiguous Detection Method 541 
Y. Shao and K. Nezu 



NUMERICAL AND ANALYTICAL METHODS 

The Dynamics Stress Intensity Factor of Surface and Internal Crack Subjected 
to Obliquely Shear Waves 553 
l-C. Weng and Z. Ji 

Wavelet Transformation: Theory and Engineering Applications 563 
D. Paul, S. M. Pandit and W. Hernandez 

Failure Assessment of Cylindrical Structures Subjected to Internal Impulsive 
Spot Loading 573 
M. Moatamedi, B. C. R. Ewan and J. L Wearing 

Analysis of Multiple Crack Problems in Finite Structures 579 
M. R. Kratochwill, R. Greif and C. Mauge 

Space Enrichment Method for Finite Element Approximation of Mixed Boundary 
Problem in Two-Dimensional Elasticity 589 
y. Volpert, B. A. Szabo 

Dynamic Spherical Cavity Expansion of Thermal-Viscoplastic Material 599 
Z. Man and L. Chweeteck 

DATA COLLECTION FOR VIBRATION DIAGNOSTICS 

A Common Sense Approach to Data Collecting: Data Collecting is More Than Putting 
a Probe on a Point and Pushing a Button 609 
J. Flowers 

LIFE EXTENSION AND DURABILITY 

Real-Time Reliability Evaluation of Vibrating Mechanical Structures 625 
U. K. Rakowsky and D. Söffker 

Monitoring Residual Stress in Machinery Using Holographic Techniques 637 
G. Salamo, G. Dovgalenko, Y. Onischenko and A. Kniazkov 

Measuring Residual Stresses Using a Small Blind-Hole and Phase-Shift 
Interferometry 641 
A. Kniazkov, G. Dovgalenko, G. Salamo and T. Latishevskaia 

Transitional Data for Estimation of Gearbox Remaining Useful Life 649 
C. S. Byington and J. D. Kozlowski 

Navy Submarine Machinery Vibration Monitoring Cost/Benefit and Performance 
Analysis 659 
G. M. MilnerandR. R. Smith, Jr. 

Perspectives of Monitoring and Control of Vibrating Structures by Combining New 
Methods of Fault Detection with New Approaches of Reliability Engineering 671 
D. Söffker and U. K. Rakowsky 

vu 



Motor Systems Management 683 
J. D. Kueck 

The Value of Integrating Process Variable Monitoring with Vibration Monitoring - Total 
Condition Assessment 693 

G. K. McGowan 

FAULT DETECTION AND DIAGNOSTICS OF VIBRATING STRUCTURE - 
METHOD AND EXPERIMENTS 

Model-Based Diagnosis - Methods and Experience 705 
H. G. Natke and C. Cempel 

Damage Detection of Dynamical Systems by SVD and Influence Coefficients 721 
A. Lenzen 

Dynamics of Multimodal Rotors with Transverse Cracks 731 
P. Goldman, A. Muszynska and D. E. Bently 

Case History of Failure Detection in the Dynamic Structure of a Factory Overspeed 
Test Facility Using "Moving Pictures" 741 
E. M. Scheideler 

Robust Fault Detection of Large Vibrating Structures by Means of Control Theory - 
Some Principal Remarks 751 
D. Söffker 

Bearing Fault Detection via High Frequency Resonance Technique with Adaptive 
Line Enhancer 763 

Y. Li, J. Shiroishi, S. Danyluk, T. Kurfess and S. Y. Liang 

Experimental and Numerical Study of Gear Faults in Gearbox: Evaluation of Dynamic 
Stress Fluctuations 773 

J. Mahfoudh, C. Bard, C. Beigneux and D. Play 

Fault Diagnosis of Rolling Element Bearings Using Artificial Neural Networks 783 
L Rajamani and R. Dattagupta 

(Note: The paper above was presented in the Diagnostics & Prognostics I Session) 

APPENDIX: MFPG/MFPT Publications 793 

vin 



PREFACE 

The 51st Meeting of the Society for Machinery Failure Prevention Technology (MFPT) 
and the 12th Biennial Conference on Reliability, Stress Analysis and Failure Prevention 
(RSAFP) were held jointly on April 14-18, 1997 at The Cavalier Hotel in Virginia Beach, 
Virginia. The MFPT Society is a Division of the Vibration Institute; the RSAFP 
Committee functions under the Design Engineering Division of the American Society of 
Mechanical Engineers (ASME). 

The Technical Program was presented on Tuesday through Thursday, April 15-17, 
1997. The Opening Session featured a Keynote Address by Dr. J. Howard Maxwell 
from Arizona's Palo Verde Nuclear Generating Station. His topic was Diagnosis to 
Prognosis as a Part of a Comprehensive Predictive Maintenance Program. Four other 
distinguished invited speakers included Dr. Alfred Broz, Federal Aviation 
Administration, on Airworthiness Assurance Utilizing NDE for Civil Aviation; Mr. Scott M. 
Holliday, National Aeronautics and Space Administration, on A Corporate Approach to 
Institutionalizing Reliability Centered Maintenance; Dr. Erwin V. Zaretsky, NASA Lewis 
Reswarch Center, on Rolling Bearings - A Historical Perspective; and Mr. Raymond L. 
Thomas, P.E., Union Camp Corporation, on Application of Reliability Concepts in a Pulp 
and Paper Mill. Plenary Lectures were presented on The Design Process to Minimize 
Failure by Mr. Robert S. Ryan, formerly of NASA's Marshall Space Flight Center; on 
the Physics of Failure by Dr. William F. Braerman of the University of Maryland; and on 
Symptom-Based Fault Diagnosis of Vibrating Structures by Professor H. G. Natke from 
the University of Wuppertal, Germany. Unfortunately, none of these excellent papers 
except an extended abstract of Professor Natke's Plenary Address is included in these 
proceedings. 

Tabletop vendor exhibits were an integral part of the meeting, as well as a special 
commercially-oriented session where new products and services were described. In 
addition to the technical sessions, there were three panel/workshops. The first on 
Maintenance Asset Management was organized by Mr. John S. Mitchell. The second 
on Data Collection for Vibration Diagnostics was moderated by Mr. James W. Taylor. 
The third special session was organized by Mr. Kenneth S. Jacobs, Director of the 
Surface Ship Maintenance Division of the Naval Sea Systems Command. Highlighting 
the U. S. Navy's efforts to improve fleet maintenance, the session covered Condition- 
Based Maintenance as Seen From the Viewpoint of Engineering Analysis, Technology 
and Customer Use. 

On behalf of the MFPT Society's Board of Directors, I extend thanks to our MFPT 
sponsors for supporting the conference. Kudos to Dr. Michael J. Roemer for doing a 
great job as the MFPT Society Program Chairman. We were pleased to have Dr. 
Shahriar Jahanian and the RSAFP Committee of ASME join us in organizing and 
presenting this successful event. 

Henry C. Pusey 
Executive Director 
MFPT Society 



FOREWORD 

Structural reliability of engineered structures should be the paramount concern for 
design engineers. The increasing complexity and demands of today's structures makes 
it imperative that the design engineers have an understanding of all of the design factors 
that affect long-term reliability. Structural analysis is becoming more complex. The 
design engineer must now consider among other factors failure modes, reliability, safety 
techniques and probabilistic methods in their analysis. The 12th Biennial conference on 
Reliability, Stress Analysis and Failure Prevention; held April 14-18, 1997 in Virginia 
Beach, Virginia; was offered to address some of the concerns that design engineers 
face today. Most of the papers presented at this conference are contained in this 
volume. All of the papers presented cover the theory, design applications and case 
studies in the areas of stress analysis, reliability, and failure prevention. The sessions at 
the conference were entitled: 

• Design, Failure Prevention and Stress Analysis 

• Probabilistic Design, Failure Analysis and Safety Methods 

• Numerical and Analytical Methods 

• Fault Detection and Diagnostics of Vibrating Structure: Method and 
Experiments 

As Chairperson for the 12th Biennial RSAFP Conference, I want to express my 
appreciation to all those who helped in making this conference possible - the authors, 
reviewers, session chairs and invited speakers. I would also like to thank Henry and 
Sallie Pusey of the MFPT Society for their cooperation and help in organizing and 
publishing the program. My thanks to Dirk Söffker for organizing a session for this 
conference and to Osama Jadaan, the previous conference Chair, for his valuable 
suggestions and help. 

Shahriar Jahanian, Ph.D 
Temple University 
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SYMPTOM-BASED FAULT DIAGNOSIS OF VIBRATING 
STRUCTURES 

H. Günther Natke 
Curt-Risch-Institute for Dynamics, 

Acoustics, and Measurements, University of Hannover 
Appelstr. 9 A 

D-30167 Hannover, Germany 

1 Extended Abstract: Conventional fault diagnostic methods for vibrating mecha- 
nical systems are well-known and discussed elsewhere, for example in the books [1-3]. 
Additionally, the many proceedings of the related conferences must be mentioned, 
such [4-8] which show the variety of themes and topics. Of the workshops held on the 
subject, only [9] will be mentioned. The newest book on the subject of diagnosis was 
published in 1996 by the author of this lecture, co-authored by C. Cempel, Poznan, 
Poland. It contains mainly the model-based diagnosis, but also summarizes the clas- 
sic diagnostic methods [10]. The model-based method uses an adjusted mathematical 
model, adjusted to the condition states of the various requested life times of the 
system, which is also verified, validated and usable. A model of this kind is the best 
available knowledge base of the system. This subject is discussed in another paper 
of the author within this conference [11]. Here, conventional diagnostic methods are 
discussed (whatever the word conventional means) and it is unavoidable that these 
methods are subjectively chosen, as they reflect the interests of the author and his 
areas of expertise. Figure 1 shows both diagnostic procedures in principle. 

The system here is the description of the real existing object in its environment: a 
bridge or an aircraft or a robotic drive mechanism. A model is a (homomorphic) 
map of the system, it is a simplified mathematical description of interesting aspects 
of the system: goal-orientated model (see the paper by the author in [12]). From a 
diagnostic point of view some features are usually not significant. 

Models are uncertain; measured signals are uncertain, too. The types of uncertainties 
are generally different. But in order to reduce the uncertainties, we have to model 
them by the use of some information. These uncertainties, their models and their 
measures are described in [12]. Models of the system dynamics and uncertainty models 
of faulty systems and of the fault process itself (damage evolution) are particularly 
important in the design and optimization of diagnostic procedures. 

A fault or damage will be defined as life time-dependent changes in the physical 
parameters of the model of the system under inspection. These are changes in the 
mass distribution, stiffness distribution, or/and in the damping distribution. They 
also may be expressed by changes in the eigenquantities. Two time variables have to 
be distinguished due to their different scales: these are the slow time coordinate of 
the system's life, and the fast time coordinate of the system dynamics. It is assumed 
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Figure 1: Flow-chart of the model-based and symptom-based diagnostic methods 



that the physical properties of the system remain unchanged within a pre-defined life 
time interval. This assumption implies that no abrupt changes will occur during the 
inspection time (otherwise see [3]). 

It is stated that the diagnosis of a fault/damage must result in detectable modifica- 
tions of measurable quantities: symptoms. The distinguishability of faults by their 
symptoms or features plays a central role in diagnosis. The ability to distinguish bet- 
ween faults, or classes of faults, is a central criterion in evaluating both a diagnostic 
procedure and the models upon which it rests. Symptoms should have the following 
properties: 

• directly or indirectly measurable 
• functional relationship to a damage measure 
• high sensitivity to a fault/damage as a local property 
• distinguishability of various terms in the model, which also includes fault sepa- 

ration 
• the absolute value is a non-decreasing function of time, unles the system is 

repaired etc. 
• permit trend prediction. 

Scalar and vectorial symptoms can be distinguished, as well as global and local symp- 
toms. Scalar symptoms will lead to simple signatures, and vectorial symptoms to 
patterns that are classified as extended signature analysis. Symptoms of linearly 
behaving systems are different from those behaving nonlinearly. Symptoms can be 
assembled in a feature vector which can serve for decision-making. The features 
can belong to classes and form a pattern. Patterns have to fulfil some postulates 
which are presented in the lecture. Examples of symptoms, features and patterns will 
illustrate these explanations. 

A description of some diagnostic methods and their assessment corresponding to that 
published in [13] will be given. 

Various damage measures exist. Starting with the energy model of system damage, 
the relation between damage and symptom evolution is discussed. Another damage 
measure is based directly on the physical parameter modifications. The damage 
capacity and the symptom-based reliability are then introduced instead of the 
time-dependent reliability, and their diagnostic use is mentioned [14]. Different mea- 
sures of system reliabilty, such as the measure of ability to perform a specific task, are 
taken into consideration. It has been shown that the commonly used life time-based 
reliability is not orientated towards application in the machine condition monitoring 
of critical systems. In this case it is much better to define and use the symptom-based 
reliability which allows one to measure directly the damage capacity, or residual life, 
and its future condition evolution. 

Symptoms of dynamically behaving systems are time-dependent. Diagnostic experi- 
ments are generally based on a sample consisting of several units in order to perform 
satisfactory statistics.   There are cases, for example especially in civil engineering, 



where only one element/unit exists. The latter case means that one symptom or 
various symptoms of one unit are available. With the application of the ergodic 
theorem it can then be shown under particular conditions that both investigations 
lead to the same results, taking into account possible realizations of the logistic 
vector. The latter describes the system history. 

Holistic modelling is the tool for diagnosis. This means taking the life time- 
dependent system modifications into consideration. The related mathematical model 
is therefore a time-variant model. This is generally handled, as already described 
above, by consideration of the different time scales as interval-wise time-invariant 
mathematical models. Instead of this procedure the Hubert transform can be app- 
lied to the time-variant model, which together with the modulation theorem leads to 
an analytic equation (up to now of a single degree of freedom model) describing the 
holistic dynamics. The modulation theorem requires non-overlapping spectra of the 
related slow time varying parameters and the fast time dynamics, which can generally 
be provided. The equations for free and forced vibrations are presented [15]. 

In conclusion it can be stated that symptoms are very important in conventional as 
well as in modern diagnosis. New research results based on symptoms as classical 
quantities in diagnosis will underline this statement. 
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Abstract: Over the past twenty years, maintenance professionals have developed a rich 
array of highly successful practice and supporting technology to promote reliability, 
reduce cost and eliminate catastrophic failures. Planned Maintenance (PM) and Condition 
Directed or Predictive Maintenance (PdM) are examples of successful, broad use, proven 
practice. Condition assessment, lifetime prediction and diagnostic analysis based on 
vibration characteristics, operating fluid (lubricating and hydraulic oil) quality and 
condition, operating and electrical performance and thermography provide vital support. 

Today, there is growing recognition that single technology solutions, no matter how well 
implemented, are insufficient to produce results required to meet the demands of modern, 
high intensity, operations. There is a clear need for an overall, guiding concept. The 
concept must incorporate current "best practice" maintenance and fully integrate all 
elements of equipment information. Information exchange with unit management and 
information systems is a necessity. Likewise, a compelling what and why to justify "how 
to" practice and technology is essential. 

Many progressive visionaries are introducing a concept that some are beginning to call 
Asset Management. As typically presented, Asset Management is a strategic concept that 
goes beyond maintenance to include critical factors that influence performance, fix cost 
and ultimately determine the prime objective ~ availability. These include specification, 
design, installation, safety, operation, economics, organization, maintainability, work 
practices and training. Information, or more specifically the integration, exchange and 
display of information is a key component. 

Current and projected condition, supplied by multiple condition assessment systems and 
operating performance, conveys vital information. Design specifications, manufacturers' 
manuals, maintenance history, troubleshooting and task instructions, operating and 
maintenance recommendations (decision support) and lifecycle costs are other examples of 
crucial information. All must be immediately available and displayed intuitively for a broad 
range of users. 

All have observed the unification, information access and intuitive display achieved by 
Microsoft Windows. The Internet is another example. The same principles must be 
extended to equipment asset management. The only question is how. 

There is a solution. Demand open, self integrating, information systems. Vibration, 
lubricating oil, performance and electrical analysis systems that can freely exchange 
information between themselves, maintenance management and control systems. Think 
this is impossible? Personal computers seem to do very well with office applications. 
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MIMOSA, The Machinery Information Management Open Systems Alliance, has 
demonstrated feasibility with a multi supplier open exchange of vibration data. Suppliers 
are committed. All that is needed now is user demand to complete the vital task. 

This presentation will summarize the necessity for and elements of change required to 
optimize the performance and availability of equipment assets.   The advantages of fully 
integrated information as a fundamental element of success will be explored in depth. 
Details and current status of MIMOSA an industry effort to gain open information 
exchange, will be presented. 

Key Words: Asset management; condition assessment; condition directed maintenance; 
condition monitoring; maintenance; MIMOSA; predictive maintenance; vibration analysis 

HISTORY - IF YOU'RE NOT A STUDENT THE PAST IS BOUND TO REPEAT: 
Since the 1960's there has been general agreement that reactive maintenance — "fix it 
when it breaks," is costly, inefficient and in many cases unsafe. That led to preventive 
maintenance, repair or replace at regular scheduled intervals less than the average time to 
failure. 

In many cases preventive maintenance also missed the mark. Much preventive 
maintenance proved unnecessary. Components were replaced on an arbitrary schedule, 
often in excellent condition with substantial lifetime remaining. Horror stories abound 
where performance and condition degraded, and major problems occurred, following 
unnecessary preventive maintenance. Enter predictive or condition directed maintenance. 
Maintenance tasks are based on condition measurements and performed on the basis of 
defects — before outright failure impacts safety and production. Predictive maintenance 
has proven very successful — with two possible exceptions. Ongoing expenses are 
relatively high. Few have successfully translated technical and operating results to value 
and benefits in the financial terms necessary to assure continued support. As a result, in 
industry many successful predictive maintenance programs are being curtailed, even 
terminated, as cost reduction measures. 

Cost reduction has several added dimensions. One is the loss of experience as senior 
maintenance workers and supervisors take advantages of incentives for early retirement. 
Today, cost reduction is primarily a numbers game. Only a few recognize the connection 
between safe, reliable operation and the absence of problems with the contribution, 
commitment and experience of individuals responsible for the results. With the departure 
of champions and their programs being dismantled, what will happen? Some say a time 
bomb is ticking on the momentum of past efforts. Statistics of increasing reportable 
incidents across industry have been cited as first evidence of a serious problem. 

GROUND HOG DAY - BUT IS SPRING JUST AROUND THE CORNER? There 
is a growing realization that the entire idea of maintenance must be rethought and 
reconstructed to fit within a twenty-first century environment. Characteristics include 
more intense operation, greater consequences of failure, fewer people and less experience. 
Within this environment, maintenance must become part of a larger process to assure 
safety and availability. 
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The ability to meet mission requirements at full capacity, efficiency, safety and quality is 
not just an objective but the objective. Benefits and value must be expressed in terms that 
connect directly to organizational business and operating objectives. They must be 
relevant, credible and compelling to senior executives. For the purposes of this paper the 
concept will be called Asset Management. The name is unimportant. The concept is vital. 

BEYOND MAINTENANCE TO ASSET MANAGEMENT: Asset management is an 
overall concept that goes well beyond maintenance. Asset management includes all the 
critical factors that establish and influence the ability to accomplish a specific mission 
safely and at full capacity. Critical factors include design, specification, installation, safety, 
economics, operation, risk, surveillance, information, maintainability, work practices and 
training. Each fulfills a vital role in the overall concept. 

Asset management extends the craftsman credo, "perform a task right the first time," to 
completely eliminate the necessity for task whenever possible. And, this is something 
everyone must understand. The only real way to gain a permanent reduction in 
maintenance is to reduce the need for maintenance. The philosophy begins at design 
and continues throughout equipment lifetime. Design for the service, construct using 
suitable materials, require proper installation, pay attention to lubrication and lubrication 
integrity, enforce proper repair procedures and eliminate chronic problems. The list is 
familiar to experienced professionals. Demonstrated results are as close as your 
automobile showroom. Automobile maintenance requirements have been dramatically 
reduced over the past ten years — and reliability dramatically increased. How? Problems 
have been designed out. 

Successful implementation of this philosophy depends on two factors; financial 
justification and immediate access to information. 

ECONOMICS - LOVE IT BUT NEVER IGNORE IT: In the financial area, 
improved practices must be supported with compelling financial justification. Financial 
justification must be in terms that are familiar and credible to senior executives. Here 
again the craftsman credo of performing a task right is probably justified financially — 
when all the benefits and effects are fully accounted. 

What are the best standards for measuring maintenance performance? Is it reliability? 
How does reliability relate to performance of a given mission, especially if required 
availability is significantly less than 100% and/or there are system redundancies? Some 
suggest a measure of the proportion of scheduled to total maintenance. But what value is 
created by a high percentage of scheduled to total maintenance if the scheduled tasks are 
unnecessary or improperly performed? (OEE) Overall Equipment Effectiveness has been 
proposed'1,21. How about cost per unit output ($/MW)? RONA (Return On Net Assets) 
and NPV (Net Present Value) are under discussion. Whatever the selection for 
maintenance benchmarks they must connect directly to unit objectives and economics. 
Nothing else will attract the attention of the executives who control the funds! 

INFORMATION - THE ENGINE: If financial justification is the wing that lifts the 
airplane, information is the engine that drives it forward.   And not just any information. 
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Current and projected performance and condition, equipment specifications, operating and 
repair history, operating and maintenance recommendations and task instructions, 
including safety precautions are all necessary. Imagine if you will Internet like immediate 
access to comprehensive information about any given piece of equipment, all from a single 
display. What is it doing now? What is it supposed to do? Have there been problems in the 
past? How were they resolved? How to get from here to there? Combine all this with 
detailed operating and maintenance instructions and instant communications everywhere in 
the world. Fewer, highly experienced people can accomplish more with greater efficiency. 
In the financial world this is called leverage. 

And how is maximum power and efficiency obtained from the information engine? A 
growing number of people are concluding that the answer is self integrating, open 
information systems. The same philosophy that has driven the success of the personal 
computer far beyond what anyone could have imagined only ten short years ago. The 
same concept that provides total access to an incomprehensible array of information on 
the Internet. Pay an inexpensive connection fee and the gate into the information 
superhighway opens wide. 

What will this mean for Asset Management? Free information exchange of mechanical 
condition, performance, operating and maintenance records between condition assessment, 
maintenance management and process control systems. A maintenance mechanic can see 
a machine's condition, how it is operating compared to how it ought to be operating and 
any changes that have occurred. There will be full access to history and task instructions, 
including parts lists, and safety precautions. If a problem occurs, an analyst can recover 
measurements and the exact sequence of events leading up to and during the problem. If 
that sounds too far into the future, most modern automobiles provide this same capability 
in their on-board computers. Mechanical problems are immediately and accurately 
diagnosed by unloading the computer. 

MIMOSA - THE PATH TO OPEN ASSET INFORMATION SYSTEMS:     All 
available evidence supports the superiority of open systems. In the world of PC's the 
current, highly publicized, travails of Apple Computer have their origin, at least in part, to 
the decision to remain closed. Despite arguably inferior technology compared to Apple, 
during the early, introductory years, the open IBM architecture gained overwhelming 
commercial superiority. Process control is rapidly moving from closed proprietary 
systems to open access and exchange. Why? A growing customer awareness that no 
single supplier can maintain "best for application" in every area required for modern 
automated control systems. 

MIMOSA The Machinery Information Management Open Systems Alliance, is rapidly 
becoming a rallying point for open asset management systems. MIMOSA has been 
meeting for approximately 2 1/2 years. CRJS (Common Relational Information Schema), 
the MIMOSA convention for exchange basic vibration information, is complete and was 
tested successfully in December 1996 by a multi supplier demonstration conducted during 
the National Predictive Maintenance Technology Conference. The open convention is 
published on the Internet, along with the MIMOSA charter and current information, at 
www.hsb.com/pcm/mimosa. 
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MIMOSA primary objectives: 

Q   Formulate and publish consensus conventions for information exchange between: 
- condition assessment systems; vibration, lube oil, performance, thermography, 

electrical characteristics 
- condition assessment and maintenance management (CMMS), control (DCS) and 

other asset information and management systems 

Q   Provide a neutral forum for vital dialog between progressive information system 
purchasers, suppliers and integrators 

Currently, the MIMOSA information exchange convention is being enlarged to include 
equipment information needed throughout an organization. This includes current status, 
problem identification and severity, time to action, components affected, operating and 
maintenance recommendations'3'4'. 

When complete, MIMOSA will provide full, open access to all vital asset information 
throughout an organization without the necessity to construct expensive, inflexible and 
difficult to maintain proprietary interfaces between specialized information sources and 
users. Purchasers gain the benefit and value of components that are best for their specific 
application, mutually reinforcing and capable of full integration with enterprise information 
without self limiting, inflexible and costly custom links. 

Sound like Utopia? Perhaps, but others have shown that it can be done. The journey has 
begun for equipment asset management information. 

CONCLUSION: The entire concept of maintenance is at a crossroads. Continue as 
headed, concentrate on keeping equipment operating and likely revert to maintain on 
failure. The alternative — go beyond maintenance to asset management, seek value, 
provide financial justification and become an indispensable factor in effectively achieving 
the organization's mission. Which will it be? The first requires no effort. The second 
requires a vision, strategy, initial and continuing proof-of-concept and a lot of hard work 
convincing seniors that the non obvious is the best. The choice is up to you! 
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Abstract: The US Army Research Laboratory (ARL) was tasked by the US Army Aviation 
and Troop Command (ATCOM) to perform a metallurgical examination of main rotor 
spindle assembly retaining rods fabricated from precipitation hardened (PH) 13-8 Mo 
stainless steel by three different manufacturers ("A", "B" and "C"). These components were 
subjected to prior spectrum load fatigue testing in order to qualify an alternate source. 
Manufacturer "A" was the current source, and this testing was performed to compare the 
results of "B" and "C" versus "A". The "C" components exhibited only half the fatigue 
resistance of the "A" and "B" components. Upon dimensional examination by ARL, it was 
determined that the root radius of an "A" and "C" rod did not conform to the governing 
requirements. Although the surface roughness of the parts from each manufacturer varied, 
all readings met the governing requirement. Hardness results differed only slightly between 
the rods, however, the tensile properties (of coupons sectioned from the original rods) were 
significantly different. Nevertheless, the hardness and tensile results met the minimum 
requirements specified. The results of fatigue testing (of coupons sectioned from the 
original rods) showed a dramatic difference between the rods. Metallography was utilized 
to examine the microstructure and grain size. The structure of each rod was consistent with 
the prior treatment, and the grain size met the governing requirement. The amount of delta 
(free) ferrite within the structure varied slightly from rod to rod, but was well within the 
specified limits. Banding was more prevalent within the "C" material than the "A" and "B" 
material. The threads of each rod were examined metallographically, since this was the area 
of failure as a result of the spectrum load fatigue testing. Although differences in the surface 
profile of the threads from the different manufacturers was noted, there was no evidence of 
gross abnormalities such as tear out or chatter. The chemical analysis of each rod varied, 
but each composition met the governing requirements.   ARL subsequently heat treated a 
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section from the "A" rod and a section of the "C" (the material from these two 
manufacturers showed the greatest disparity in ARL fatigue results) and machined 
mechanical test specimens (tensile and fatigue). This heat treatment included a solution heat 
treatment at 1700°F for 1 hour plus an aging cycle performed at 1050°F for 4 hours. These 
specimens yielded very similar hardness, mechanical property and fatigue resistance results. 
The hardness and mechanical properties of the "A" material actually had been slightly 
reduced, while the same attributes of the "C" material had risen considerably. It was 
determined that even though the hardness and tensile properties of the "C" material had met 
the minimum requirements of the governing specification, the values were not "typical" of 
PH 13-8 Mo steel aged at 1050°F. Based upon the results of re-heat treating, it was 
concluded that an inadequate prior heat treatment sequence was performed by the 
manufacturer. 

Key Words: Failure analysis; heat treatment, mechanical testing: PH 13-8 Mo stainless 
steel. 

Spectrum Load Fatigue Testing: A total of six retaining rod components were spectrum 
load fatigue tested at the US Army Aviation Applied Technology Directorate (AATD), Ft. 
Eustis, VA. A typical retaining rod is shown in Figure 1 in the as-received condition. 
Manufacturer "A" was the original contractor. Retaining rods from manufacturers "B" and 
"C" were tested and compared to the results of Manufacturer "A" as part of qualification 
testing. The results of this component testing are listed in Table I. The investigation 
performed by ARL was necessitated due to the disparity in these fatigue results between 
"A" (and "B") and "C" 

Table I. Spectrum Load Fatigue Results 
Testing at AATD 

Specimen # of Cycles 

A-l 108,460 
A-2 157,274 

B-l 94,335 
B-2 131,460 

C-l                                                             46,735 
 Q2 S4M1  
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Governing Specifications: 

AMS 5629, "Steel, Corrosion Resistant, Bars, Forgings, Rings, and Extrusions." 
AMS 2315, "Determination of Free Ferrite Content." 
MIL-S-8879, "Screw Threads, Controlled Radius Root With Increased Minor Diameter." 

Dimensional Inspection: The threads of each component ("A", "B" and "C") were 
inspected utilizing an optical comparator. This region was scrutinized since this was the 
location where each rod failed during AATD component testing. According to the 
governing specification, the thread dimensions should conform to MIL-S-8879. Table III, 
Fine Thread Series of MIL-S-8879 references the dimensional acceptance criteria for thread 
characteristics. Table II outlines the acceptance criteria for the threads along with the data 
acquired from rods for the external thread - UNJF Class 3A. The values indicated are the 
average of three measurements obtained. Rods A-l and B-l were out of tolerance on the 
root radius. 

Table II. Dimensional Analysis Data 

Specimen Basic Threads Major Dia. (in) Pitch Dia. (in) Minor Dia. (in) Root Rad. (in) 
Number Size Per 

Inch 

A-l 1.25 12 1.2455 1.1953 1.1463 0.0108 
A-2 1.25 12 1.2464 1.1943 1.1487 0.0135 
B-l 1.25 12 1.2429 1.1951 1.1511 0.0146 
B-2 1.25 12 1.2409 1.1941 1.1501 0.0146 
C-l 1.25 12 1.2491 1.1945 1.1480 0.0217 
C-2 1.25 12 1.2487 1.1951 1.1491 0.0142 

MH-S-8879 1.25 12 1.2386 min. 1.1913 min. 1.1442 min. 0.0125 min. 
1.2500 max. 1.1959 max. 1.1538 max. 0.0150 max. 

Surface Profile:  The surface profile of each of the retaining rods was measured utilizing a 
Mitutoyo Surftest Analyzer in two areas along the part in the locations noted below: 

r-H- 
Painted Region 

^^jr 
The following table presents the data obtained during surface profile testing.  The data was 
measured as RMS, in uinches.   Three readings were taken at each location for each rod. 
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The engineering drawing requires a surface finish of 125 uinches maximum. The results in 
Table III show that although the "B" rods had a coarser surface finish than the "A" and "C" 
components, the requirements were met for each rod. 

Table III. Surface Finish Results (RMS u inches) 

Specimen A Average B Average 

A-l 25.26.25 25.3 25.21. 18 21.3 
A-2 15.13.21 16.3 8. 12. 16 12.0 
B-l 60. 60. 66 62.0 52.45. 54 50.3 
B-2 100. 104.104 102.7 87. 91. 83 87.0 
C-l 43.43.43 43.0 21.30.34 28.3 
C-2 45.46.47 46.0 

Rcimt. <125 
10. 14. 16 13.3 

Ramt. <125 

Mechanical Testing - Hardness: Specification AMS 5629 required a minimum hardness of 
40 HRC for the HI 050 heat treat condition for the PH 13-8 Mo material. Surface 
macrohardness was determined from Rockwell "C" scale measurements performed directly on 
the part utilizing a 150 kg major load. A total of ten readings were obtained from each 
specimen. The data acquired was corrected according to the standard round work correction for 
cylindrical specimens. This data is presented in Table IV. The hardness values conformed to the 
governing specifications. The average hardness value of the "B" components fell between the 
values of the "A" and "C" samples. However, the "B" hardness values more closely resembled 
the "A" values rather than the "C" values. 

Table IV. Macrohardness (Corrected) 
HRC Hardness Values 150 Kg Major Load 

A-l A-2 B-l B-2 C-l C-2 

41.9 42.2 41.7 42.5 40.7 40.4 
41.9 42.3 41.0 42.7 40.9 40.9 
43.4 40.7 41.7 41.2 40.6 41.3 
41.2 42.3 42.0 40.8 40.3 41.1 
42.5 41.2 39.8 42.5 40.8 41.1 
41.8 40.6 41.7 42.2 40.2 40.7 
40.8 42.3 40.3 41.1 40.4 39.8 
42.4 42.0 41.1 41.4 40.5 40.7 
43.0 42.2 41.9 42.2 40.4 40.0 
43.4 42.1 41.6 43.0 40.2 40.5 

Ave.= 42.2 HRC Are. =41.8 HRC Ave. =41.2 HRC Ave. =42.0 HRC Ave. =40.5 HRC Ave. =40.7 

AMS 5629 H1000 43 HRC minimum 
AMS 5629 H1025 41 HRC minimum 
AMS 5629 H1050 40 HRC minimum 
AMS 5629 H1100 34 HRC minimum 

Typical HI000 111      45 HRC 
Tvt>icalH1050m      40 HRC 
TvDicalHllOOm      35 HRC 
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Mechanical Testing - Tensile: Specification AMS 5629 outlines the requirements for the 
tensile properties of PH 13-8 Mo material aged to the H1050 condition. Two tensile specimens 
were fabricated from each of the retaining rods in order to confirm that the prior HI 050 heat 
treatment was performed properly. Cylindrical rods were sectioned from the components by 
wire EDM, and final machining was performed to achieve the dimensions of a standard ASTM 
round, threaded tensile specimen. Table V contains the results of ARL-MD tensile testing. The 
minimal values of this alloy in the H1000, H1025 and H1050 condition as listed within AMS 
5629 are also provided. In addition, the typical tensile properties of the H1000 and H1050 
conditions as received from Armco Steel Corporation [1] are listed. The results indicate that the 
"A" and "B" material had been heat treated to the H1050 condition meeting both the minimal 
tensile properties of AMS 5629 and the typical properties established by Armco steel. The "C" 
specimens met the minimal values of the tensile properties of H1050, but the values were much 
lower than the typical values of this condition. This difference in tensile properties may be related 
to the difference in fatigue properties noted both from the actual components and the specimens 
fabricated by ARL-MD (see Fatigue section). 

Table V. ARL Tensile Testing Results 

Area 0.2% YS UTS 
Specimen Csq. in.") (psi) (psi) %RA %EL 

A-l 0.0499 201.000 203.600 64.6 14.0 
A-2 0.0495 180.000 189.200 69.8 15.0 
B-l 0.0495 185.100 195.800 65.7 13.8 
B-2 0.0495 185.300 195.900 66.2 13.2 
C-l 0.0491 178.700 180.300 65.0 16.0 
C-2 0.0495 178.200 182.700 67.6 14.4 

AMS 5629 H1000 (Long.) 190.000 205.000 50.0 10.0 
AMS 5629 H1025 (Lona.l 175.000 185.000 50.0 11.0 
AMS 5629 HI 050 (Long.) 165.000 175.000 50.0 12.0 
TvDical H1000 [11 (Long.) 205.000 215.000 55.0 13.0 
Typical H1050m (Lona.) 180.000 190.000 55.0 15.0 

Mechanical Testing - Fatigue: Fatigue specimens were fabricated by the same machinist 
utilizing the same process and tooling in order to minimize the effects of machining. This 
concern was a result of the initial fatigue tests performed on actual components in which the 
failures occurred within the threads of each component. This raised questions concerning the 
thread dimensions, surface finish, etc., since three different manufacturers were involved in 
producing the parts. One fatigue specimen was fabricated from each retaining rod, to the 
dimensions shown in Figure 2. Testing was conducted on a Model 8502 Instron servohydraulic 
test machine, with an R value of 0.1 and a frequency of 25 Hz. As dictated by ATCOM, a stress 
level of 170 ksi was utilized. The data points obtained showed that the "A" and "B" material did 
not fail after a total of 3 million cycles. The "C" specimens, however, failed at 83,020 and 
168,567 cycles, respectively. 
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Table VI. ARL Fatigue Testing Results 

Area Stress Frequency 
Specimen (sq. in.) (ksj) R (Hertz") Cvcles to Failure 

A-l 
A-2 
B-l 
B-2 
C-l 
C-2 

0.0184 
0.0184 
0.0184 
0.0184 
0.0184 
0.0184 

170 
170 
170 
170 
170 
170 

0.1 
0.1 
0.1 
0.1 
0.1 
0.1 

25 
25 
25 
25 
25 
25 

3,000,000+ 
3,000,000+ 
3,000,000+ 
3,000,000+ 

168,567 
83.020 

Metallography - Structure, Grain Size: Alloy PH 13-8 Mo is a martensitic precipitation 
hardenable stainless steel with a composition balanced to prevent the formation of delta ferrite in 
the structure It has low carbon content to minimize grain boundary carbide precipitation and is 
double vacuum melted to reduce alloy segregation [2]. AMS 5629 lists two requirements with 
respect to the microstructure of this alloy: 

3.4.1.2: 

3.4.2.1.3: 

Microstructure: The product shall contain not more than 2% free ferrite, determined 
in accordance with AMS 2315, 
Grain Size: Shall be 5 or finer for product up to 3.00 inches in nominal cross sectional 
thickness with occasional grains as large as 3 determined by comparison of a polished 
and etched specimen with the chart in ASTM E 112. 

Metallographic samples representing each component were mounted in phenolic powder with 
edge retention, and rough polished with silicon carbide papers ranging in grit from 240 to 600. 
The samples were subsequently fine polished utilizing 3 and 1 micron diamond suspension, 
followed by 0.05 micron colloidal silica. The structure of the samples was consistent with 
vacuum induction plus consumable electrode melted material in that there was no evidence of 
gross inclusions or anomalies in the as-polished condition. The samples were subsequently 
etched using Vilella's reagent, to compare the microstructural features. At low magnification 
(50x), varying degrees of banding was noted within the structure of the each samples. The 
banding noted within the "A" and "B" material was slight, compared to the heavy banding noted 
within the "C" material. Figure 2 shows an example of the banding in the "C" material. Note the 
free ferrite within the bands (indicated by arrows). At higher magnification (lOOx), stringers of 
free (delta) ferrite was observed within the bands of each material. An example of this ferrite is 
shown in Figure 3. The delta ferrite is not permitted to exceed 2% in this alloy, since the 
interface between these and the matrix provide sites for segregation and crack propagation. 
Material "B" exhibited the least amount of free ferrite, followed by the "A" and "C" . The "C" 
material exhibited the heaviest amount of free ferrite. It should be noted that although the 
amount of free ferrite varied, each sample was well below the maximum allowable. The AMS 
5629 requirement of 2% maximum free ferrite in the material was easily met by the retaining rods 
from each manufacturer. 
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Figure 1     Typical retaining rod subject to spectrum load fatigue testing in the as-received condition. 
Reduced 75%. 

Figure 2    Banding noted within the structure of the manufacturer "C" material. Note the delta 
ferrite within the lightly shaded bands (indicated by arrows). Banding was less prevalent 
in the "A" and "B" material. Villela's reagent. Mag. 50x. 
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At higher magnification (lOOOx), the structures of each sample was compared in both the 
longitudinal and transverse directions. An attempt was made to characterize the heat treatment 
by microstructural analysis. However, as confirmed earlier by Armco Steel, there is not much 
microstructural difference between the H1025, H1050 and HI 100 conditions [3]. The structure 
of each material was similar, consisting of precipitated compounds within a martensitic matrix. 
The grain size was also similar in size and geometry in both the longitudinal and transverse 
directions (Figure 4). The grain size of each sample was much finer than the "5" required by 
AMS 5629. The uniformity of the machined surface of the threads was also examined 
metallographically. The machined surface of the "B" threads were by far the smoothest while the 
that of "C" were the roughest. Examination of the threads using scanning electron microscopy 
revealed no evidence of chatter or gross abnormalities such as tear out on any of the rods. 

Chemical Analysis: Chemical Analysis was performed to verify the elemental composition of 
the each retaining rods. The chemical composition was governed by AMS 5629. The designated 
material was PH 13-8 Mo, heat treated to the HI050 condition. Inductively coupled 
plasma/atomic emission spectroscopy was utilized to determine the weight percentage of each 
element. Samples were sectioned from each rod utilizing a diamond specimen saw. Table VII 
lists the results of this testing. Each sample conformed to specification AMS 5629. Unlike the 
"A" and "C" rods, there were no trace elements found in the "B" rods. Although the element 
compositions were all within specification, the "B" rods had slightly higher amounts of 
manganese, silicon, chromium, nickel and molybdenum. The overall effect of a higher 
composition of these particular elements is an increase in the tensile strength and hardness of the 
material. It is indeterminate whether these small increases would have a significant impact on the 
overall performance of the components under fatigue, but the "B" rods did have a higher 
hardness and tensile strength than the "C" rods. 

Table VII. Chemical Composition 

Element A-l A-2 B-l B-2 C-l C-2 AMS 5629 

Carbon 0.050 0.034 0.040 0.040 0.040 0.043 0.05 max. 
Manganese O.01 O.01 0.05 0.04 0.03 0.03 0.10 max. 
Silicon <0.01 <0.01 0.07 0.06 <0.01 O.01 0.10 max. 
Chromium 12.38 12.32 12.65 12.71 12.36 12.47 12.25-13.25 
Nickel 7.93 7.82 8.21 8.27 7.94 7.81 7.5-8.5 
Phosphorous 0.007 0.008 0.008 0.008 0.010 0.010 0.01 max. 
Sulfur 0.002 0.002 O.005 O.005 0.001 0.001 0.008 max. 
Molybdenum 2.15 2.09 2.18 2.17 2.11 2.06 2.0-2.5 
Aluminum 1.05 1.08 0.96 1.02 1.14 1.15 0.9-1.35 
Nitrogen 0.003 0.004 0.003 0.004 0.005 0.004 0.01 max. 
Copper O.01 0.02 <0.01 O.01 0.01 0.01 - 
Vanadium O.01 O.01 <0.01 O.01 O.01 <0.01 - 
Titanium 0.01 0.02 O.01 <0.01 0.01 0.01 - 
Niobium O.01 O.01 O.01 <0.01 <0.01 <0.01 - 
Cobalt O.01 O.01 <0.01 <0.01 0.06 0.06 - 
Magnesium O.0I <0.01 <0.01 O.01 O.01 O.01 - 
Iren rem. rem. rem. rem. rem. rem. rem. 
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Figure 3    Enlargement of a delta ferrite stringer noted within the "C" material. Delta ferrite 
stringers were noted in the "A" and "B" material to a lesser extent. Villela's reagent. 
Mag. lOOOx. 

Figure 4    Typical grain size noted within the structure of the "C" material. This grain size was 
similar to that of the "A" and "B" samples. Villela's reagent. Mag. lOOOx. 
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Heat Treatment: Sections of an "A" and "C" rod were re-heat treated and aged to the 
H1050 condition at ARL, with the intent of determining whether the prior heat treatment 
was performed adequately. The following procedure was utilized (from AMS 5629): 

Solution Heat Treat: 
♦Heat to 1700°F +/- 25°F for one hour minimum, 
*Air cool until the parts are warm enough to handle, 
*Run samples under cold water. 

Age: 
*Heat to 1050°F +/- 10°F for 4 hours +/- 15 minutes, 
*Air cool. 

Specification AMS 5629 required a minimum hardness of 40 HRC for the HI 050 heat treat 
condition. Surface macrohardness was determined from Rockwell "C" (HRC) scale 
measurements taken directly on the heat treated parts. This scale utilized a 150 kgf major 
load. A total often readings were obtained from each of the two rods. The data acquired 
was corrected according to the standard round work correction for cylindrical specimens. 
The data in Table VIII shows a slight decrease in the hardness of the "A" material, and a 
significant increase in the hardness of the "C" material 

Table VIII. Hardness After ARL Heat Treatment 
Rockwell "C" Scale, 150 kgf major load 

A c 
42.3 42.5 
42.7 43.4 
42.1 43.2 
42.9 43.5 
42.6 43.7 
43.2 43.7 
42.9 43.9 
42.8 42.7 
42.2 43.6 
43.1 43.5 

Avg. =42.7 Avg. =43.4 
Avp. of "A" Rod Before HT = 42.0 Avg. of 'C " Rod Before HT = 40.6 

A tensile specimen and two fatigue specimens were fabricated from each re-heat treated rod 
to confirm the mechanical properties of the H1050 condition. The 0.2% yield strength and 
the UTS of the "A" material remained consistent as a result of the heat treatment, while 
these properties were significantly greater for the "C" material. The properties of the re- 
heat treated "A" material closely resembled those of the re-heat treated "C" material. The 
tensile results are shown in Table IX. 
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Table IX. Tensile Properties Before and After ARL Heat Treatment 

Specimen 0.2% Y.S. (psi) UTS (psi) %RA %E1 

A - Before 
A - Before 
A-After 

201,000 
180,000 
190,200 

203,600 
189,200 
198,000 

64.6 
69.8 
69.0 

14.0 
15.0 
13.0 

C - Before 
C - Before 
C - After 

178,700 
178,200 
189.900 

180,300 
182,700 
197.500 

65.0 
67.6 
66.3 

16.0 
14.4 
15.0 

Fatigue testing was performed on a Model 8502 Instron servohydraulic test machine with an 
Rvalue of 0.1 and a frequency of 25 Hz. As dictated by ATCOM, a stress level of 170 ksi 
was utilized. Table X lists the fatigue test data of the re-heat treated specimens, and the 
previous results obtained from the material in the as-received condition. The results show 
that after re-heat treatment, the "C" material ran out to 3 million cycles, as did the "A" 
material. 

Table X. Fatigue Properties Before and After ARL Heat Treatment 

Specimen Stress R Value Frequency Cycles to 
(ksi) (Hertz) Failure 

A - Before 170 0.1 25 3+ million 
A - Before 170 0.1 25 3+ million 
A-After 170 0.1 25 3+ million 
A - After 170 0.1 25 3+ million 

C - Before 170 0.1 25 168,567 
C - Before 170 0.1 25 83,020 
C-After 170 0.1 25 3+ million 
C - After 170 0.1 25 3+ million 

Discussion - ARL Tension and Fatigue Testing: There was a general correlation 
between the tensile properties and fatigue resistance between the three manufacturers. 
Those specimens which had a higher tensile strength and hardness ("A" and "B") also 
showed greater values of fatigue in both component and laboratory specimen fatigue testing. 
The material from each manufacturer satisfied both the minimal and typical values for tensile 
properties as listed in Table V. The tensile and hardness data indicated that the "C" 
material, although satisfying the minimal requirements for yield strength and UTS falls short 
of satisfying the "typical" values for the H1050 condition, listed within Table V. These 
"typical" values were provided to ARL-MD by Armco Steel Corp., the developer of the PH 
13-8 Mo alloy. The "A" material not only meets the minimal and typical values of UTS, but 
of the two tensile specimens tested, one actually exhibited a UTS value 13 ksi higher than 
the typical value and fell close to the minimal requirement for the H1000 condition. 
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Additional tension and fatigue testing would be required to obtain a greater understanding 
of the exact relationship between the difference in UTS and fatigue behavior observed in 
each material. However, it can be stated from the data obtained, that material which only 
satisfied minimal tensile properties were most likely to fail the spectrum load fatigue criteria, 
while material meeting the typical tensile properties were most likely to pass this criteria. 

Discussion - Microstructural Differences: The "A" and "B" rods contained limited 
banding and delta ferrite stringers, while the "C" material contained a greater amount of 
each. The material specification AMS 5629 limits the amount of delta ferrite to 2%. Ferrite 
can adversely affect the fatigue resistance of this alloy in concentrations greater than 5%. 
However, it has been deduced by metallography that the amount of free ferrite in the each 
rod representing the three manufacturers was much less than 2%. The surface finish differed 
between each manufacturer in the threaded region. These differences may also account for 
differences in fatigue behavior. The magnitude of its effects are not quantifiable by 
metallurgical evaluation. 

Discussion - ARL Heat Treatment: A section of an "A" and "C" retaining rod were heat 
treated and aged at ARL. The purpose of this task was to determine whether the re-heat 
treatment of these rods would affect the mechanical properties, primarily fatigue. It was 
anticipated prior to this heat treatment that the "A" material would be unaffected, while the 
"C" material would experience an increase in tensile and fatigue properties. In the as- 
received condition, the "A" material exhibited properties exceeding the typical properties of 
the H1050 condition, while the "C" material met the minimum, but not typical requirements 
of the H1050 condition. In fact, the "A" material was close to the minimal H1000 
properties. Subsequent testing on each re-heat treated rod showed an increase in hardness, 
tensile strength and fatigue resistance for the "C" material, and a corresponding slight 
decrease in these characteristics for the "A" material. Based upon this information, it was 
determined that heat treatment played a significant role in the premature spectrum load 
fatigue testing failures of the "C" material. 

Conclusions: Although the material from each manufacturer met the minimum mechanical 
property requirements of PH 13-8 Mo in the H1050 condition, only the material from "A" 
and "B" met the typical requirements of this alloy. There were no significant differences in 
dimensional tolerance, surface finish, microstructure, grain size or chemical composition. 
As a result of re-heat treatment by ARL, the properties of the "C" material increased 
dramatically. Therefore, it was concluded that the "C" material was not adequately heat 
treated which was attributable to low spectrum load fatigue resistance. 
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Future Work: In order to obtain a greater understanding of the effects of prior heat 
treatment, a number of "C" retaining rods will be re-heat treated in accordance with the 
governing specification, and subjected to spectrum load fatigue testing. 
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DYNAMICS OF LAYERED COMPOSITE BEAMS AND PLATES 
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Abstract: In this work a model of a layered composite beam and plate with a single 
delamination failure is presented. Undamaged parts of the beam and plate are modeled by 
finite elements while the delamination is substituted by special boundary conditions. The 
elaborated model can be applied for the analysis of the influence of the delamination 
length and location on changes in bending natural frequencies and mode shapes of 
laminated composite beams and plates. Information about dynamic behavior of 
delaminated composite beams and plates received from the elaborated models can be used 
in diagnostic systems based on vibration measurements. 

Key Words: Delamination; layered composite; natural frequencies; mode shapes. 

INTRODUCTION: The use of composite anisotropic materials in the fields of 
mechanical and civil engineering has substantially increased over the past few years. These 
materials are particularly widely used in situations where a large strength-to-weight ratios 
are required. Composite materials similarly to isotropic materials are subjected to various 
damages, mostly cracks and delaminations. Delamination is one of the most important 
failure modes of laminated composite materials. They result in local changes of the 
stiffness of the element and consequently its dynamic characteristics are altered. Changes 
of natural frequencies and mode shapes, amplitudes of forced vibrations and also coupling 
of vibrations forms are observed. The dynamic characteristics of damaged elements can be 
correlated with the location and size of damages. These relations are frequently used in 
diagnosis of such constructional elements - for example [1-2]. 

This work presents the method of modeling delaminations in the composite beams and 
plates based on the finite element formulation [3-5]. Elaborated models enable the analysis 
of the influence of the delamination (i.e. its length and location) and also material 
properties on the dynamic characteristics of constructions made of composite materials. In 
this work the beam is modeled by beam finite elements with three nodes and three degrees 
of freedom at each node (i.e., two axial displacements and one independent rotation) while 
the plate is modeled by plate finite elements with eight nodes and five degrees of freedom 
at each node (i.e., three axial displacements and two independent rotations). In the 
delaminated region additional boundary conditions are applied. It is assumed that the 
delamination extends to the full width of the element and remains open (i.e. contact forces 
between lower and upper parts are neglected in the model). Also an easy modification of 
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these elements is possible, according to the analysis of the specific damage (i.e. multiple 
delaminations). The elaborated models are used in the investigations of the influence of the 
delamination length and position, material properties, number of material layers on 
changes in bending natural frequencies. 

DELAMINATED BEAM FINITE ELEMENT: A discrete model of a delaminated part 
of the beam is presented in the Fig. 1. The delaminated region is modeled by three beam 
finite elements (I, II and III) which are connected at the tip of the delamination by 
additional boundary conditions. 

The layers are located symmetrically with respect to the x-z plane. Each element has three 
nodes at x=-L/2, x=0, x=L/2. At each node there are three degrees of freedom which are 
axial displacements q,, q4, q7, transverse displacements q3, q6, q9 and the independent 
rotations q2, q5, qg. Additionally, it is assumed that the number of degrees of freedom is 
independent of the number of layers. 

Fig. 1. The delaminated region of a beam modeled by finite elements. 

Neglecting warping, the displacements u and v of a point can be expressed as: 

u(x,y) = u°(x)-y<t>(x) 

v(x,y) = v°(x) 
0) 

where u°(x) denotes the axial displacement, <|>(x) the independent rotation, and v (x) the 
transverse displacement. 

In the finite-element modeling, the bending displacement v°(x) is assumed to be cubic 
polynomial in x, while the axial displacement u°(x) and the rotation <)>(x) are assumed to be 
quadratic. Additionally, it is assumed that the shear strain variation is linear, as proposed 
by Tessler and Dong [6]. Employing the above conditions, the displacements and rotation 
in the element may be written in the following form: 
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u°(x) = a, +a2x + a3x
2 

<|)(x) = a4+a5x + 3a9x
2 (2) 

v°(x) = a6 +a7x + agx
2 +a9x

3 

The coefficients aj-a, can be expressed in terms of the element degrees of freedom by 
using the nodal conditions and next the matrix of the shape functions for the single layer 
can be determined. 

Employing the shape functions matrix for the single layer, the inertia matrix of the whole 
element may by calculated as a sum of all single layer inertia matrices. In the same way the 
stiffness matrix for the whole element can be obtained when the strain-displacement 
matrix for each layer is evaluated. 

Boundary conditions at the tip of the delamination: In order to connect elements 
modeling the delaminated area of the beam (I, II and III) the following boundary 
conditions are applied at the tip of the delamination: 

u?(x) = u°(x) + y^2(x)   <Mx) = 4.2(x) = <fr,(x) 

u?(x) = u°(x) + yfo(x)    v°(x) = v°(x) = v°(x) 

where y° and y3 denote distances between neutral axes of elements I—II and I—III, 
respectively (see Fig. 1). 

Using the relations for coefficients a1-?ig for a single element layer and taking into account 
relations (3), it can be found that coefficients aj-a, for elements I, II and III must satisfy 
the following relations: 

(4) 

where the superscripts I, II and III denote the number of the element in the region of the 
delamination. 

The shape functions matrices, the inertia matrices and also the stiffness matrices of 
elements II and III can be obtained in the same way as it was described for the element I. 

DELAMINATED PLATE FINITE ELEMENT: The same concept, as it was for the 
beam element, is used in case of modeling the delamination region in the composite plate 
(see Fig.2). The delamination is modeled by three plate finite elements which are 
connected in the delamination crack tip using the same type boundary conditions. Material 
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layers in the element are located symmetrically with respect to x-y plane. Each element 
has eight nodes with five degrees of freedom. 

Fig.2. The delamination in a plate modeled by tree finite elements. 

Axial displacements u, v and w in a single layer can be expressed as: 

u(x,y,z) = u°(x,y)-z-<t>x(x,y) 

v(x,y,z) = v°(x,y)-z<|>y(x,y) 

w(x,y,z) = w°(x,y) 

(5) 

where u°(x,y), v°(x,y), w°(x,y) denote mid-plane displacements, while <|> (x,y) and c)>y(x,y) 
denote independent rotations. To approximate the axial mid-plane displacements and 
rotations biquadratic shape functions for eight-node isoparametric element have been 
used. 

Using standard finite element formulae the inertia matrix of the whole element can be 
determined as a sum of single layer inertia matrices. Similarly, the stiffness matrix can be 
evaluated if the strain-displacement matrix for each single layer is previously calculated. 

Boundary conditions at the tip of the delamination: To connect elements modeling the 
delamination area and to satisfy continuity of the displacements the following conditions 
must be fulfilled (see figure below): 
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Fig.3. The cross-section of the plate in delamination crack tip. 

0 0 0      i 0 0 0     i u2=u,-z2 •<)>,,    u3=u, -z3-<t>x 
0 0 0       i v2=v, -z2 -<|»y v, =v, A 

(6) 

where: z° and z° are the distances between neutral axes of elements I—II and I—III. 

Applying relations (6) to (5), the displacement fields of elements II and III, which model 
the delamination region, may be evaluated. Analogously, the inertia and stiffness matrices 
of these elements can be found. 

NATURAL FREQUENCIES OF THE COMPOSITE BEAM: Numerical calculations 
have been carried out for the cantilever beam (see Fig.4.a) of the following dimensions: 
length 600 mm, height 25 mm and width 50 mm. The beam was made of graphite-epoxy 
composite (see Appendix). It was assumed that all layers of the beam have the same 
mechanical properties, i.e. the volume fraction of fibers and the angle of fibers in each 
layer are identical. 

a) 

Fig.4. The geometry of the analyzed: a) composite beam, b) composite plate, with 
the delamination. 

The first example illustrates the influence of the delamination position along the beam 
height on the changes of the first bending natural frequency for four different volumes 
fraction of fibers. The length of delamination was 37.5 mm (a/L=0.0625) and the center of 
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the delamination was located 431.25 mm from the free end of the beam (L,/L=0.71875). 
The angle of fibers (measured from x-axis of the beam in the x-z plane) was 45°, whereas 
the relative volume fraction of fibers was: 0.2, 0.4, 0.6 and 0.8. In this case the beam was 
modeled by 17 finite elements (2 elements in layers modeling delamination and 15 
elements outside the delaminated region). The results of numerical calculations are given 
in Fig.5.a. It is clearly shown that the natural frequency is the most reduced when the 
delamination is located along the neutral axis of the beam. When the delamination is 
located near the upper or lower surface of the beam the changes of the natural frequency 
is negligible. 

The next example shows the influence of the location of the delamination along the beam 
length on the changes of first bending natural frequency - Fig.5.b.. The delamination was 
located along the neutral axis of the beam. The length of the delamination was 37.5 mm 
(a/L=0.0625). The same number of elements was used as in the first example. It is easy to 
find that the changes of natural frequency strongly depend on the location of delamination. 
For the analyzed beam the largest reduction of natural frequency is observed if the center 
of the delamination is located at the node of the mode shape associated with this 
frequency. 

0.0    0.1    0.2    0.3    0.4    0.5    0.6    0.7    0.8    0.9     1.0 
Relative position of delamination [h/H] JM 

0.0    0.1     0.2    0.3    0.4    0.5    0.6    0.7    0.8    0.9     1. 
Relative position of delamination [Lj /L) b) 

Fig.5. The effect of the delamination location along: a) the beam height, b) the beam 
length, on the first bending natural frequency. 

NATURAL FREQUENCIES OF THE COMPOSITE PLATE: Numerical calculations 
for the cantilever composite plate have been carried out for the following plate 
dimensions: length 240 mm, width 120 mm and height 6 mm (see Fig.4.b). The plate was 
consisted of six layers of materials with changing angle of fibers +45°. Each layer of the 
plate was made of graphite-epoxy composite (see Appendix). It was assumed that all 
mechanical properties except the angle of fibers are the same in each layer. The 
mechanical properties of the applied material are the same like in case of the beam. 
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Fig.6. The influence of the delamination: a) length, b) position on the first natural 
frequency of the cantilever composite plate. 

The first example presents the influence of the length of the delamination on the second 
bending natural frequency (Fig.6.a). It was assumed that the delamination expands from 
the free end of the plate. The delamination was located along the neutral axis of the plate. 
It is noted that when the length of the delamination increases the values of natural 
frequency is greatly reduced. 

The last example shows how the location of the delamination along the plate length 
influences on the drop of the second bending natural frequency (Fig.6.b). The 
delamination was located along the neutral plane of the plate. The length of delamination 
was 30 mm (a/L=0.125). It is easy to find that the changes in natural frequency strongly 
depend on the location of delamination. For the analyzed plate the largest decrease in 
natural frequency is observed when the center of the delamination is located at the node of 
mode shape associated with this frequency. 

MODE SHAPES OF COMPOSITE PLATE: In this section delamination and 
orientation of fiber reinforcement influence on mode shapes of a composite plate from the 
previous section is presented. Calculations were carried out for delamination 60 mm long 
in the neutral plane of the plate, located at the free end of the plate and extended to its full 
width. Results of numerical calculations (Figs 7-8) were compared to those obtained for 
the plate without delamination for two different fiber orientations i.e. 30 and 60 degrees. 

From Figs. 7-8 it can be seen that changes of analyzed mode shapes depend strongly on 
associated frequencies and they grow for higher frequencies but some contact effects in 
the delaminated area for high frequencies may occur (see Fig.7.c,d and Fig.8.c,d). The 
influence of the orientation of fiber reinforcement is very strong as well. 
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Angle of fibers 30° 

Fourth mode shapes 

Fig.7. The influence of delamination on the first four mode shapes of the composite plate 
without delamination (left) and with delamination (right) for the angle of the fiber 

reinforcement 30 degrees. 

It is clearly seen that an appearance of delamination generates new kinds of mode shapes. 
In those cases mode shapes corresponding to vibrations of the plate without delamination 
are split into two mode shapes in which one corresponds to vibrations of the delaminated 
area while the other to the undamaged part of the plate. Also coupling of vibration forms 
may be observed. 
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Angle of fibers 60° 

First mode shapes 

Second mode shapes 

Third mode shapes 

Fourth mode shapes 

Fig. 8. The influence of delamination on the first four mode shapes of the composite plate 
without delamination (left) and with delamination (right) for the angle of the fiber 

reinforcement 60 degrees. 
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Changes of orientation of fibers also influence mode shapes. It can be noticed from Fig.7 
and Fig. 8 that bending and torsional mode shapes appear in a different order when the 
angle of fibers changes from 30 to 60 degrees. 

CONCLUSIONS: As a result of this work models of the finite beam and plate elements 
have been elaborated. These elements enable the analysis of the influence of delaminations 
on the dynamic characteristics of the constructions made of composite materials. 

The method of modeling the delamination in composite beams and plates is flexible and 
allows to analyze the influence of multiple delaminations and also material properties (i.e. 
position and volume fraction of fibers) on natural frequencies and mode shapes of beams 
and plates with various boundary conditions. 

APPENDIX: The properties of the components of graphite-epoxy reinforced composite 
[7-8] analyzed in the paper are as follows:    •   epoxy resin - E„,=3.43 GPa, vm=0.35, 
pm=1250 kg/m3,«   graphite fiber - Ef =275.6 GPa, vf=0.2, pf=1900 kg/m3. 
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Abstract: The retention force exerted by polymeric surface-mounted cantilever clip 
retainers was measured during long-term exposure to room temperature, followed by a 
long-term elevated-temperature cycle. The experimental results were compared to 
predictions made using finite element analysis (FEA). The FEA was conducted with both 
a simple Bailey-Norton material model and with a more complicated model incorporating 
an Arrhenius temperature term. The predicted forces were found to be generally too low 
at room temperature, and too high at the elevated temperature, as a result of compromises 
involved in selecting material constants which best fit available tensile and creep material 
data. The more complicated model offered slightly higher fidelity, but was not deemed 
significantly better than the simple model, in light of the experimental variability. 

Key Words: Creep analysis; Finite element analysis; Polymer; 

INTRODUCTION: The electronics industry routinely uses plastic retainers to mount 
surface components in a variety of assemblies. These retainers must provide sufficient 
retention force through the lifetime of the unit to hold the retained component. One such 
polymeric cantilever clip retainer was analyzed using FEA methods, and performance in 
the elastic, plastic, and creep regimes was measured while exposed to 20°C for 1100 
hours, followed by 80°C for an additional 1100 hours. Fifteen exemplar retainers were 
tested. 

The clips were injection molded from the General Electric Plastics (GE) polyetherimide 
resin ULTEM 1000 [1]. Each clip was approximately 3-cm long and 1-cm wide. A brass 
insert with a knurled outer diameter and threaded inner diameter was molded into each 
clip to affix the unit to a substrate. Figure 1 shows a clip installed on a base, prior to 
insertion of the retained component, which in this case was a transistor. The clips were 
housed in an oven which was designed to prevent an over-temperature event and for even 
heating at all clip locations. Custom loadcells allowed periodic measurement of the 
retention force exerted by each clip. 
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Figure 1: The clip affixed to its base prior to transistor insertion. 

A numerical model of the clip was created using the ADINA [2] finite element analysis 
package. A convergence study was performed to optimize the mesh density. Two 
material models, one Bailey-Norton type, and one with an additional Arrheraus 
temperature term were used. Analytical results were compared to experimental results. 
The relative value of using a more complex material model was evaluated in light of 
experimental variability. 

EXPERIMENTAL PROCEDURE: The test hardware consisted of a calibrated loadcell 
installed at each clip-location in the oven. Each component was custom designed and 
fabricated. A standard procedure was used to install each clip so as to minimize variability 

in load histories. 

Ovens: An oven was designed and constructed to accommodate fifteen clips. It consisted 
of a central aluminum plate measuring 101 x 10 x 1 cm, with 97 x 9 x 8 cm side covers 
fabricated from 0.076 cm thick steel sheet. An 8-cm diameter hole at each end of the 
center plate allowed air to circulate through the oven. A motor mounted on one cover 
drove a fan blade generating a nominal air velocity in the oven of approximately 3 m/s. 

The oven was equipped with four 50-Ohm resistors, located in pairs at each end of the 
oven, to generate heat. Tubular resistors were selected to increase the surface area over 
which heat transfer could take place. Temperature control was achieved by adjusting the 
voltage applied to the resistors. The oven was wrapped in approximately 6-cm of 
fiberglass insulation to reduce energy losses. 

Two redundant temperature control systems were installed to reduce the chance of a 
temperature runaway. Each system utilized an independent power supply and independent 
small-area fast-response resistive thermal devices (RTDs). The primary controller was set 
at the target temperature, while the secondary controller, which had override capability, 
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2: Showing the components of each 
loadcell and the transistor location. 

was set for 0.3°C higher than target. 
Operation of the secondary system 
was manually checked periodically. 

Loadcells: Each loadcell consisted 
of three main components: a brass 
housing, a steel shuttle, and four 
Belleville washers. Figure 2 shows 
the components of the loadcell 
individually and assembled. The 
housing was threaded into the center 
plate, and held in place by a single 
jam nut. The shuttle rode in the 
housing bore, with the Belleville 
washers seated between the shuttle 
and the housing. One washer was 
nestled into another making a pair. 
Two pairs were mated with concave 
sides facing each other, to minimize 
sliding between the stacks during 
compression. 

After assembly, smooth operation of 
each loadcell was checked, and each unit was preloaded to between 6 and 12 N by seating 
the spring-pack and threading two jam-nuts onto the end of the shuttle to compress the 
springs slightly. Repeatability of the load curves was verified, and the force-displacement 
curve for each loadcell was documented for calibration. 

During testing, the displacement of each shuttle with respect to its housing was monitored, 
and correlated with these initial calibration curves to determine the retention force being 
exerted by each clip. 

Test Setup Assembly: With the loadcells in place on the center plate, each clip was 
mounted in a fashion similar to that used on the assembly line. Each mounting screw was 
tightened to a torque of 110 N-cm, and a transistor was placed under each clip. 

Data Collection: The initial retention force exerted by each clip in this study, as well as 
thirty additional clips, was measured within ten minutes of its transistor's insertion. Once 
installed, the retention force exerted by each clip was measured at varying intervals, with 
more frequent measurements taken immediately after the clips experienced a temperature 
change. 

ANALYTICAL PROCEDURE: An exemplar clip was used as the basis for the 
geometric parameters of the mesh. A mesh convergence study was undertaken to 
determine an appropriate element density.  The model was expanded to include the brass 
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insert, steel holding screw, and the base to which the clip was affixed. Material constants 
for the clip were determined using published and unpublished material performance data 
provided by GE, including stress-strain curves at various temperatures and strain rates, 
and creep performance data at various temperatures and stress levels. 

Clip Geometry: A photograph of an exemplar clip was enlarged for the purpose of 
determining dimensions of the clip. An outline was defined in terms of a series of straight 
lines and arcs. Dimensions were verified using a micrometer and an optical comparator. 

Mesh Generation: Figure 3 shows the final clip mesh. During the convergence study, the 
nodes at the base were completely fixed, and a node near the transistor contact area was 
displaced in thirty steps to a deflection of 5 mm (approximately the same deflection 
experienced in actual use), over two seconds. The force required to accomplish that 
displacement was recorded for models with increasingly finer meshes, and was found to 
decrease monotonically with increasing element density. Increasing the number of 
elements from 50 to 120 produced 1.4 % change in the predicted force. 

By enlarging elements in areas of low stress, and transitioning element sizes smoothly 
throughout the mesh, a final mesh composed of 105 two-dimensional plane-strain solid 
elements was created, and was used throughout this study. 

I 1 

Figure 3: The 105 element mesh used throughout this analysis, 
showing the clip, base, screw, and transistor. 

Elastic / Plastic Model: Preliminary calculations indicated that the maximum strain 
induced in the clip during normal installation was approximately 8%. This strain was 
achieved in approximately 2 seconds, during tightening of the base screw. Thus the elastic 
model was generated based on a strain rate of 0.04 cm/cm/second (1/s). Stress-strain 
curves for ULTEM 1000 at temperatures of 23, 65, 93, and 105°C were examined.   A 
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bilinear approximation was fitted to the data for each curve. Figure 4 shows one such 
curve, with the bilinear approximation superimposed on the test data. The slope of the 
linear segment which intersected the origin represented the Young's modulus. At the 
yield stress, the slope changed to the secondary modulus, represented by another linear 
segment. The maximum plastic strain was determined geometrically from the plots. 
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Figure 4: Elastic and plastic performance of ULTEM 1000 at 23°C, showing 
experimental data and the bilinear approximation used in this analysis. 

Creep Model: The GE database included information about the creep performance of 
ULTEM 1000 measured after 28 hours of exposure to a variety of temperatures and 
stresses. In additional to that data, GE generated creep data specifically for this project at 
temperatures and stresses outside the normal design range for this material. 

Two material models were implemented: one Bailey-Norton type, and one model which 
explicitly included temperature in an Arrhenius function, which for the purposes of this 
paper will be called the Arrhenius model. 

The Bailey-Norton model took the form: 

Ec = Ao*(sA,)*(tA2) (1) 

Ec = creep strain (cm/cm) 
s = applied stress (N/cm) 
t = time (hours) 
Ao, Ai, A2 = material constants 

Equation (1) can be rewritten in the y = mx + b form as follows: 

In (Ec / s
Al) = A2 * In (t) + In (Ao) (2) 
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The term on the left hand side can be plotted as a function of ln(t), as shown in Figure 5. 
The Ai term was selected to minimize the spread of data sets. A least squares fit line was 
drawn for each of the data sets, the average of the linear-regression-slopes for all available 
data sets defined the constant A2. The average y-intercept value of the regression lines 
was used as ln(Ao). Values used in the Bailey-Norton model were 
Ao = 7.38e-15, Ai = 3.12, and A2= 0.219. 
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15.2 MPa 
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41.4 MPa 
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-10 12 3 4 
In [ time ] 

Figure 5: Experimental creep strain data plot used to determine 
coefficients for the Bailey-Norton material model. 

48 



To model the dependence of creep rate on temperature, an additional term was included in 
the Arrhenius model, which took the form 

Ec = A3 * (sAl) * (O EXP[ -A, / T ] (3) 

Ec = creep strain (cm/cm) 
s = applied stress (N/cm) 
t = time (hours) 
T = temperature (K) 
Ai, A2, A3, A4 = material constants 

The inclusion of the Arrhenius temperature term did not alter the creep rate dependence 
on stress or time, thus the values of Ai and A2 were unchanged from the Bailey-Norton 
model. To determine As and A4, the test data were plotted with the ln[ Ec / (s

Al * tAz) ] 

shown as a function of [1/T] in Figure 6. This form of Equation (3) again gives a line of 
the form y = mx + b, with a slope of A4, and a y-intercept of ln(A3). A least squares-fit 
line was drawn through all available data to obtain A1 = 2. le-11, and A» = 2614. 
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Figure 6: Material data plotted for determination of Arrhenius model coefficients 
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ELASTIC / PLASTIC REGIME RESULTS: The elastic-plastic behavior of both 
material models agreed well with actual test data. Due to the very short time duration of 
the inital loading (two seconds), the response was primarily controlled by the bilinear 
stress-strain relationships, which were shared by both models. Thus the variation between 
the two models was minimal. Figure 7 shows a typical experimental force deflection curve 
and the predictions made using each material model. 

120 
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Figure 7: Comparison of elastic-plastic response predicted using 
two material models with experimental results. 

The initial retention force exerted by the 45 clips tested varied from 71 N to 142 N, with 
an average load of 104.5 N. The bell-curve distribution of the initial retention force is 
shown in Figure 8. 
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Figure 8: Distribution of initial retention force exerted by 45 clips. 
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CREEP REGIME RESULTS: Figure 9 shows the experimental minimum and maximum 
retetion forces as functions of time, along with the analytical predictions. The average 
retention force exerted by the 15 clips dropped at a decreasing rate, as predicted. 

The Bailey-Norton model was found to predict retention forces too low during the room- 
temperature testing and failed to fully account for the loss in force resulting from the 
temperature increase. The Arrhenius model predicted retention forces between the 
experimental minimum and maximum through the room-temperature testing but also failed 
to capture the result of the temperature increase. 

The Bailey-Norton model did not account for the difference in creep response at different 
temperatures, nor did it provide any means of including the load history. Thus its 
predictions of temperature effects were based on changes in the elastic/plastic response 
defined with the temperature-dependent bilinear curves discussed earlier. Furthermore, it 
predicted forces at each data point as if the clip had been exposed to the current 
temperature throughout the test. In the present case, this feature manifested itself in the 
very abrupt change in predicted retention force when the temperature was elevated. 

The Arrhenius model, incorporating a temperature-dependent term, predicted a slightly 
smoother transition, but was still unable to consider load history. It, too, was not able to 
take full account of the effect of the increased temperature. 

After 1500 hours, several of the experimentally investigated clips failed due to stress 
rupture. This phenomenon was not incorporated into either of the two material models as 
no information about it was available. 
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Figure 9: Comparison of experimental high and low data with analytical predictions. 
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CONCLUSIONS: Both material models predicted the elastic/plastic response within the 
experimental range. The process of determining proper coefficients for a model 
incorporating an Arrhenius term was more complicated than that required for the Bailey- 
Norton model, and failed to provide results which were significantly more accurate in light 
of the wide experimental data spread. 

Most of the available material performance data was generated at temperatures between 
those of interest in this analysis. This preponderance of intermediate temperature data 
weighted the material constants in favor of those temperatures. The compromises made in 
fitting each model to the entire body of test data were evident in both models, which 
generally predicted holding forces lower than actual at room temperature, and higher than 
actual at 80°C. It is anticipated that using data generated at the temperatures of interest 
will produce more robust models. 

The inclusion of stress-rupture performance data would be important in any further 
examination of long-term response, as this was a common failure mode. 

ENDNOTES: 

1 ULTEM is a Registered Trademark of General Electric Company 
ADINA = Automatic Dynamic Incremental NonLinear Analysis, 71 Elton Avenue, Watertown, MA 
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Abstract: A critical flight safety component from an Army attack helicopter failed 
catastrophically in service. The part was fabricated from AM355 material which is a 
semiaustenitic precipitation hardenable stainless steel. The U.S. Army Research 
Laboratory and the U.S. Army Aviation and Troop Command performed an in-depth 
metallurgical analysis of the broken component which revealed that the premature failure 
was attributable to fatigue. A multitide of fatigue cracks initiated as a result of crevice 
corrosion which was aggravated by fretting. Further analysis of material taken from 
various stages of processing revealed an intergranular surface attack which was 
determined to be caused from acid pickling during primary processing. The intergranular 
attack was sufficiently deep to entrap hard particles of silicon carbide (SiC). The particles 
of SiC were remnant from a sanding operation conducted on the surface of the parts. It 
was hypothesized that the surface intergranular attack may have led to premature crack 
initiation because of several factors; the breakdown of the protective passive layer, the 
stress concentration effect of the attack and the abrasive action of the trapped SiC 
particles within the intergranular surface attack. A study was subsequently conducted to 
quantify the effects of varying degrees of surface intergranular attack on the fatigue 
properties of the material. Fatigue specimens were machined from actual components 
taken from inventroy and from fielded components. The specimens were examined for 
evidence of intergranular surface attack utilizing light optical microscopy and seperated 
into four groups which described the degree of severity of attack based on appearance and 
depth measurement; none, light, moderate, and heavy. Fatigue test data showed a direct 
relationship between the number of cycles to failure and the severity of the surface 
intergranular attack. The specimens containing heavy or severe attack had fewer cycles to 
failure than the remaining specimens. This trend was observed throughout the entire 
study. Recommendations were made to control the amount of surface intergranular attack 
or to remove it altogether mechanically or by electrpolishing. 

KEYWORDS: Failure Analysis, AM355, Fatigue, Stainless Steel 
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Background: The U.S. Army Aviation Troop Command (ATCOM) reviewed the 
manufacturing facilities of an army helicopter subcontractor producing main rotor strap 
packs, in response to a surface condition observed on the strap pack laminate material. 
The material, AM355 stainless steel, contained small black spots, which appeared after a 
pre-stress operation performed on finished strap pack assemblies. ATCOM requested an 
analysis of these anomalies by the Materials Directorate of the U.S. Army Research 
Laboratory (ARL). ARL concluded that the black spots were caused by entrapped 
particles on the surface that fretted during assembly. These particles had been lodged 
within areas of surface intergranular attack. As a direct result ofthat analysis,1 ATCOM 
requested ARL to investigate the intergranular surface attack that was the precursor and 
probable root-cause of the black spots. ARL concluded that this condition was inherent to 
the primary processing of the material by the steel mill and existed on the material before 
the manufacture of the strap pack laminates. Further investigation revealed that the 
surface intergranular attack of the AM355 laminate material was most likely the result of 
prior pickling. To produce sheet material having a thickness of 0.014 inches, a series of 
itteritive reducing and annealing operations must be performed. Pickling was necessary to 
remove heat treat scale during this process. Until recently, the intergranular attack was 
being removed from the parts by a mechanical sanding operation. ARL performed fatigue 
and tensile testing of the AM355 laminate material to explore the effects of the surface 
intergranular attack. A detailed test plan was formulated and material received by ARL 
from previous investigations of the Main Rotor Strap Pack was used. The purpose of this 
study was to determine if the fatigue properties of AM355 stainless steel are adversly 
affected by an intergranular surface attack caused by "pickling" during primary material 
processing. 

Figure 1 shows how the strap pack attatches to the main rotor hub assembly. The 
strap pack assembly consists of a series of 22-24 separate laminates stacked upon each 
other and bolted together. The main rotor blades are connected to the strap pack 
assemblies which allow for pitch control and rotation. 

Test Plan: Material with varying degress of attack, including heavy, moderate to heavy, 
moderate, and a final catergory of very light to no attack, was used in the test plan. ARL 
received three sets of laminates upon which fatigue and tensile tests were to be performed. 
The material was designated as shown in Table 1. Group A consisted of unprocessed 
laminates, meaning the material was not reamed, end-milled, or edge broken. In addition, 
laminates were tested from two strap packs previously received by ARL during another 
investigation. Strap pack laminates were taken from SP#6800 (Group D), that had 614 
prior flight hours, and from SP#7888 (Group E), that had 248 flight hours. Table 1 
outlines the test plan designed to assess the effects of the intergranular surface condition 
on the tensile and fatigue properties of the material. The number of specimens 
representing each group was limited to the strap pack assemblies available for testing. 

1 Grendahl, S., and V.K. Champagne. "Analysis of AH-64 Apache Strap Pack Laminate Surface 
Anomalies." U.S. Army Research Laboraty, 26 October 1995. 
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Table 1. Laminate Material Test Plan 

Group Intergranular 
Condition 

No. of 
Fatigue 

Specimens 

No. of 
Tensile 

Specimens 

A Heavy 2 1 

B Moderate-Heavy 10 3 

C Moderate 16 2 
D Very Light - None 7 1 
E Very Light - None 7 1 

HUB ASSEMBLY-EXPLODED VIEW 
HUB SUBASSEMBLY 

STRETCH STRAP 
ASSEMBLY 

~)   fflAPPING 
MOTION 

STRETCH STRAP 
ASSEMBLY 

LOWER SHOE 

Figure 1. Schematic of main rotor hub assembly showing location of strap pack. 
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Table 2. Fatigue Test Results 

Specimen 
Designation 

Cyclic Stress 
Amplitude 

Cross- 
Sectional 

Area 

Projected Loads (Pounds) Cyclic 
Stress 

Cycles To 
Failure 

Max. Min. Mean 
Al untested 0.0096093 
A2 66.7 0.0097032 1362.0 68.0 715.0 647 53190 
A3 57.3 0.0096753 1167.0 58.4 612.8 554.4 3 Million 

Bl 64.9 0.0092818 1269.0 63.4 665.3 602.8 165352 
B2 64.6 0.0093242 1269.0 63.4 665.3 602.8 3 Million 
B3 72.2 0.0092995 1413.2 70.7 742.0 671.3 60221 
B4 86.9 0.0092592 1649.1 85.9 889.0 804.6 17101 
B5 62.7 0.0092860 1225.7 80.9 643.3 582.4 3 Million 
B6 77 0.0092812 1505.5 75.1 790.3 715.2 35513 
B7 67.5 0.0092459 1314.8 66.0 690.4 624.4 28540 
B8 67.5 0.0092555 1314.8 66.0 690.4 624.4 84361 
B9 68 0.0092187 1319.2 66.2 692.7 626.5 56138 
BIO 65.1 0.0092637 1269.0 63.4 665.3 602.8 291466 

Cl 69.2 0.0093466 1362.0 68.0 715.0 647 44611 
C2 57 0.0093014 119.0 56.4 587.2 531 3 Million 
C3 64.3 0.0093543 1266.3 63.3 665.0 601.5 70422 
C4 64.7 0.0092917 1266.3 63.3 665.0 601.5 3 Million 
C5 66.9 0.0093280 1314.3 65.7 690.0 624.6 87941 
C6 62 0.0093194 1217.0 60.9 639.0 578 93117 
C7 62.1 0.0092993 1217.0 60.9 639.0 578 62477 
C8 54.2 0.0092814 1069.9 53.6 561.3 508.2 3 Million 
C9 59.7 0.0093014 1168.0 58.3 613.3 555 3 Million 
CIO 62 0.0093197 1217.0 60.9 639.0 578 137717 
Cll 79.6 0.0092806 1552.0 77.6 815.0 739.2 31960 
CI2 59.5 0.0093118 1167.0 58.4 612.8 554.4 155895 
C13 82 0.0093489 1595.0 250.0 916.8 ??? 42218 
C14 89.3 0.0093111 1750.7 87.5 919.1 831.6 10986 
C15 79.3 0.0093235 1552.0 77.6 815.0 739.2 66804 
C16 69.8 0.0092707 1362.0 68.0 715.0 647 77780 

Dl 67.5 0.0092547 1314.3 65.7 690 624.4 55565 
D2 67.4 0.0092598 1314.3 65.7 690 624.4 47986 
D3 74.9 0.0092499 1459 73.0 766.0 693 88805 
D4 69.8 0.0092726 1362.0 68.0 715.0 647 71278 
D5 79.8 0.0092587 1552.0 77.6 814.8 814.8 37649 
D6 64.9 0.0092619 1265.4 62.9 664.2 601.3 3 Million 
D7 65 0.0092292 1264.0 62.8 663.6 600.6 3 Million 

El 71.9 0.0093102 1408.5 70.4 739.3 669.2 43237 
E2 79.5 0.0093004 1552.0 77.6 815.0 739.2 23394 
E3 71.5 0.0093704 1409.7 70.5 740.1 669.6 99601 
E4 73.8 0.0093831 1459.0 73.0 766.0 693 40925 
E5 69.2 0.0093462 1362.0 68.0 715.0 647 3 Million 
E6 71.3 0.0093882 1409.7 70.5 740.1 669.6 87210 
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Table 4. Fatigue Fracture Origin Sites 
Specimen Failure Location 

Al untested 
A2 surface 
A3 not failed 

Bl edge 
B2 not failed 
B3 edge 
B4 edge 
B5 not failed 
B6 edge 
B7 edge 
B8 edge 
B9 edge 

BIO edge 

Cl edge 
C2 not failed 
C3 edge 
C4 not failed 
C6 edge 
C7 edge 
C8 not failed 
C9 not failed 

CIO edge 
Cll edge 
C12 edge 
C13 edge 
C14 edge 
C15 edge 
CI6 edge 

D3 surface pit 
D4.D5 edge 
D6.D7 not failed 
D1.D2 edge 

El edge 
E2 edge 
E3 edge 
E4 edge 
E5 not failed 
E6 edge 

Fatigue and Tensile Testing: A 50 kip frame Instron, Model 8502 testing machine with 
a 5 kip load cell was used for fatigue and tensile testing. The specimens were taken from 
actual strap pack laminates and were approximately 0.014 inches thick having a 
rectangular "dog bone" geometry. The length was 8.0 inches and the width was 1.25 
inches, with a gage length of 2.50 inches. Each specimen was precisely measured with a 
Mituyo Mikematis micrometer Model #MK 100E. 

The results of the fatigue tests are presented in Table 2 and in graphical format in 
Figures 2-4. Figure 2 shows the data plotted with "best-fit" approximations according to 
the equation y=(a+b ln(x) +c/xA2), which was acquired from curve-fitting software. A 
least-squares regression fit is illustrative in Figure 3 and finally, a power law fit is applied 

57 



to the data in Figure 4, for comparative purposes.  Data has also been plotted 
(smooth surface condition)and Kt>2 (notched specimen). 

for Kt=l 

The results of the tensile testing are presented in Table 3. 

Table 3. Tensile Test Results 

Specimen 
Designation 

Cross-Sectional 
Area 

UTS (KSI) 0.2% Yield 
Stress (KSI) 

% Elongation 

A4 0.0096 240 194 15.6 
A5 0.0096 242 227 17.9 
Bll 0.00927 251.3 219.8 24.1 
B12 0.00927 249.7 210.4 24.6 
B13 0.0093 254.8 212.1 23.6 
C17 0.0093 250 189 19.6 
C18 0.0093 246 185 17.4 
C19 0.0093 250 179 17.0 
C20 0.0093 251 198 19.7 
D8 0.0092 253 249 15.4 
D9 0.0092 256 250 15.5 

Optical and Electron Microscopy: The fracture halves of the fatigue specimens were 
examined to determine if the point of origin was located at an edge or a surface flaw. The 
fracture origin sites are listed in Table 4. 

Scanning electron microscopy was used to determine the mode of failure and location 
of the fatigue crack origin(s). The specimens failed predominantly from edge defects 
caused by sanding which formed scratches perpendicular to the specimen length. When 
the specimens failed from the edge, these scratches were the origin of fracture, as 
expected. Figure 5, shows specimen El from Strap Pack #7888 with an edge fracture 
origin (arrow denotes origin) as a result of a scratch from the sanding procedure. Upon 
closer examination, it was observed that the root of a scratch on the edge of the specimen 
was the origin of fracture. Specimens from Strap Pack #7888 did not contain any 
intergranular attack of the surface. 

Specimen D3 from Strap Pack #6800 contained a "thumbnail" crack region. The radial 
lines converge to a point at the surface. Since both Strap Packs #7888 and #6800 had 
been in service, it was expected that pitting and subsequent surface failures would be 
observed. Specimen D3 from #6800 failed from a surface pit as depicted in Figure 6. 
There was no intergranular fracture morphology along the edges of the specimens from 
Strap Pack #6800. This was expected, since Strap Pack #6800 had minimal to no surface 
intergranular attack. 
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Figure 5     SEM fractograph of El showing edge scratches at crack origin. Mag. 250x. 

Figure 6    SEM fractograph of D3 containing a corrosion pit at the crack origin. Mag. 250x. 
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The specimens containing moderate intergranular surface attack (Group C) also failed 
from surface surface scratches induced during the edge finishing process, shown in Figure 
7. However, Group C specimens contained characteristics near the surface not witnessed 
on the strap packs that had experienced prior service (#7888 and #6800). The 
intergranular attack of the surface of these specimens allowed the fatigue crack front to 
progress along an intergranular network near the surface. Figure 7 shows the fatigue 
crack following the intergranular network near the surface of the specimens( arrows 
denote intergranular morphology along edges). 

Figure 8 shows the edge of specimen C12. The intergranular surface attack allows the 
crack to progress in an intergranular mode near the surface. It can be observed in Figure 
8 that a few grains were removed entirely as the crack progressed around them. There 
was also significant secondary cracks on the surface of the specimen adjacent to the main 
crack front. 

The group A specimens contained the deepest intergranular surface attack observed. 
Figure 9 shows specimen A2 which failed from a surface flaw. The proximity of the 
surface flaw origin to the nearest edge can be seen. Closer examination revealed an 
intergranular morphology at the origin, shown in Figure 10. Seperated grains and severe 
secondary cracking are clearly evident as well as intergranular morphology along the edge. 
The specimens that did not contain this intergranular network did not have the crack front 
progressing in an intergranular mode near the surface. The crack front progressed by a 
transgranular mode until transitioning to complete dutility. 

Discussion: The optical and electron microscopy results show that the surface 
intergranular conditon has an effect on the initiation and progression of a fatigue crack 
front. The intergranular network of attack on the surface of the material has been 
measured (in previous studies) to be approximately 100-250 uin deep, varying with the 
location measured and the coil of material from which the specimens were acquired. The 
intergranular attack is present on both sides of the material and constitutes approximately 
2.5% of the total cross-sectional area (using 175 u.in as the average depth of intergranular 
surface attack and the fact that the material is only approximately 0.014 in thick). The 
intergranular attack lowers the fatigue life of the material simply because a fatigue crack 
front can easily follow the intergranular network of attack near the surface, and less 
energy is required to initiate and propogate the crack. The specimens with little to no 
surface intergranular attack failed from either edge scratches or surface pitsas did those 
with moderate surface intergranular attack because these defects were deeper than the 
attack. However, the two specimens of Group A (Heavy Attack) failed from the surface 
intergranular attack. These specimens had the most severe intergranular attack. 
Although, only two data points were obtained from Group A, it appears that severe 
intergranular attack can lower fatigue life when compared to the baseline values (Kt=l). 
The resultant fatigue crack progressed along the intergranular network near the surface 
edges of the specimens that exhibited the heavy attack. This mode was not evident on the 
specimens that did not contain significant surface intergranular attack.   However, in the 
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Figure 7    SEM fractograph of C13 showing intergranular fracture at the edge. Mag. 250x. 

Figure 8     SEM fractograph of C13 revealing cracking at grains. Mag. 750x. 
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Figure 9    SEM fractograph of A2 showing crack origin at the surface. Mag. lOOx. 

Figure 10   SEM fractograph of A2 showing intergranular surface attack and origin. Mag. 500x. 
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graphical presentation of the fatigue data, it can clearly be seen in all three fits of the data 
that the Group B and C specimens also have lower overall and projected fatigue lives. It 
would be warranted to further study the material with the heaviest intergranular attack 
(Group A) since it would be expected to have the lowest fatigue life because of the 
severity of the intergranular attack of the surface. The tensile data all fell within the 
normal values for the material. It appears that the surface intergranular condition does not 
have a significant effect on the tensile properties of the material. 

Conclusion: The S/N curves generated as a result of fatigue data produced from 
specimens of AM355 material having intergranular surface attack are lower (2-10 ksi 
cyclic stress amplitude for similar cycles) than those for similar specimens without this 
surface attack. 

Recommendations: The results of this work demonstrate a reduction in fatigue 
resistance for specimens of AM355 material having an intergranular network of surface 
attack. The effect of the intergranular attack on the fatigue properties needs to be 
quantified by uising material from the same coil (i.e., the same heat treat and surface 
conditions). Then the material could be tested with the intergranular attack present and 
with it removed, while all other variables remain constant. Data from a study of this 
nature could be used to project the fatigue life of material now in service. 
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MAINTENANCE OF TREADBELT SHOES FOR THE SHUTTLE TRANSPORTER 

R. Lee(1), P. Becker(2) and N. Salvail(1) 

(1) LO-MSD-2T, Kennedy Space Center, Florida 32899 
(2) PZ-D2, Kennedy space Center, Florida 32899 

Abstract: The vehicle that transports the space shuttle to the launch pad has 8 tracks, 
each consisting of 57 shoes. Each shoe is made of AISI 86B30 cast steel and weighs about 
0.9 metric ton. So far, twelve shoes from a batch of 228 had a premature failure by 
cracking at a service mileage of less than 700 miles. In contrast, the shoes of the other 
batches, with service mileage in excess of 1000 miles, fail primarily by the wear of the pin 
connection areas. Since these areas can be repaired by weld overlay, cracking is 
considered especially damaging. A statistical analysis based upon the Weibull distribution 
indicated an early wear-out of the subject batch. A subsequent investigation revealed that 
the subject batch had higher hardness and lower fracture toughness than the other batches 
and that cracks were initiated from the same area. It was also found that the cracking 
process involved significant plastic deformation and the crack mouth opening was 
substantial. Since the cracking process was not sudden and brittle, it was concluded that 
reliability of the vehicle would not be compromised by continued use of the subject batch; 
cracked shoes could be found and removed before a complete failure occurred. A 
continuous monitoring routine was established and refurbishment of the worn-out shoes 
was expedited. Presently, less than 60 shoes from the subject batch remain in service. They 
are mounted in one track for ease of inspection and maintenance. Failure to provide 
transportation services for the shuttle launch operation has been successfully prevented by 
a continuous maintenance plan based upon simple visual and horoscope inspection. 

Key Words: Cracking; Fracture toughness; Weibull distribution 

Introduction: Once the space shuttle is attached to two booster rockets and the 
cylindrical oxygen and hydrogen tank, the assembly and the platform are transported to 
the launch pad on a vehicle known as the Crawler Transporter (CT). The total weight of 
the space shuttle assembly, the platform, and the vehicle is about 8200 metric tons. The 
CT travels at the speed of about 1.6 km (1 mile) an hour and it takes about 5 hours to 
complete the trip between the assembly building and the launch pad. The vehicle consists 
of 4 double-tracked tractors and is powered by two 2750 hp diesel engines for propelling 
and two 1065 hp diesel engines for leveling, steering, etc. Each of the 8 tracks has 57 
shoes made of boron-containing AISI 86B30 cast steel. Each shoe is about 2.3 m long and 
0.6 m wide, and weighs about 0.9 metric ton. Total number of shoes for two CT's and 
spares are in excess of 1000, purchased from three different sources. They will be called in 
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this paper Gl, G2, and B, denoting "good batch 1," "good batch 2," and "bad batch," 
respectively. Batch B, 228 in total, is the focus of this paper. So far, twelve shoes of this 
batch have failed by cracking at ä service mileage less than 700 miles. In this paper, a 
cracking failure is defined as the visual detection of a the crack intersecting the exterior 
surface. In contrast, the shoes of batches Gl and G2, with service mileage in excess of 
1000 miles, were needed to be removed from the vehicles when the pin connection areas 
were worn beyond tolerance. Since these areas can be repaired by weld overlay for 
continued use, cracking is considered especially damaging. Several of these cracked shoes 
are shown in Fig. 1. 

'CHANNELS 

Fig. 1 Batch B cracked shoes. The ruler laid on the front shoe is 0.3 m long. 

Initially, it was suspected that only those with pre-existing casting defects were subjective 
to cracking. Fractographic analysis was not conclusive because the fracture surface 
sustained significant post-fracture mechanical and corrosion-induced damage. This paper 
describes the investigation to find the cause of the cracking failures and the follow-up 
maintenance procedure. 

Trend analysis: A statistical analysis based upon the Weibull distribution was first 
performed when the sixth cracking incidence occurred in order to find a trend in the 
failures of Batch B shoes. The 2-parameter Weibull analysis [1] characterizes the 
relationship between failure rate and service time by the shape (ß) and scaling (a) 
parameters: 

or 
f(t) = aßtpl exp [-atp] 

F(t) = 1 - exp [-atp] 

(1) 

(2) 
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where f(t) and F(t) are the density and cumulative distribution functions, respectively. As 
the names imply, the former determines the shape of the curve and the latter describes the 
spread in the time scale. When the relationship is represented on the Weibull probability 
paper between cumulative failure and time, the shape parameter conveniently becomes the 
slope of the line [2]. Figure 2 shows the result with six data points (failures). A slope 
greater than 5 or 6 would indicate that the devices were well-engineered and are 
approaching the end of service life; a slope less than 1 would indicate a decreasing failure 
rate or an actual improvement in reliability as the faulty parts are removed from service by 
failure. In this analysis, the slope was 2.4. As stated previously, it was initially postulated 
that only those parts with built-in defects (or casting defects) were failing. However, if this 
was the case, the slope of the relation should be less than 1. Based upon this analysis, the 
postulation could be discarded. 

Shoe Cracking Failures 

80 

60 
I 
o 
t 
a 
I 

F y. 
a 
i 
I 
u 
r 
e 

40 

20 

99  - 1 
Uyrr/h ist 90 - 

70  - 

50 " 

30 " 

1.0 - 

s ■ 

2 - 

1 - 
« ita = 1 321 13 i.- 

.5 - 1 
1 
ieta= 2.4B3574 
-Ä2 =   .9914765 

.2 - 1 i/s = ma/zzz 
1     1    1   1 

.1 - 

°1 

100 ±000 10000 

Travel Distance (niles) 

Figure 2. Two-parameter Weibull plot for six failures of Batch B shoes. 

Metallurgical analysis: The statistical analysis indicated that the failure mode(s) exhibited 
by the 6 cracked shoes was most likely generic to Batch B of 228 shoes. An investigation 
was initiated to find the cause that made the batch more susceptible to cracking. Hardness 
was measured randomly from all three batches by using a rebounding-ball type tester with 
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subsequent conversion to the Brinell scale (HB). Batches Gl and G2 showed a range 
between 240 and 300 HB whereas Batch B had a wide variation between 300 and 430 
HB. The required hardness range for these shoes, according to the procurement 
documents, was between 285 and 331 HB. This was an interesting observation since a 
large fraction of Gl and G2 shoes were actually lower in hardness than the procurement 
specification for Batch B. The metallographic microstructure of a cracked Batch B shoe 
was examined and found to have quenched and tempered characteristics, consistent with 
the heat treatment requirement. No other metallurgical anomalies were noticed. 

In steels, increase in hardness generally increases strength. This, in turn, results in 
increased resistance to fracture. However, excessive hardness can reverse the trend and 
reduce the fracture resistance. This property was measured in terms of fracture toughness 
per ASTM E992, "Determination of Fracture Toughness of Steels using Equivalent 
Energy Method." . Two shoes from Batch B, previously failed by cracking, and one shoe 
from Gl were selected. The square compact tension specimens prepared per ASTM E992 
had the dimension of 50.8 mm on each side and 12.5 mm thick. Starter cracks were 
introduced by cyclic loading per ASTM E399. A crack mouth opening of 2.54 mm was 
found to meet the pre-cracking requirement and used throughout this experiment. Two 
specimens from Batch B were annealed in a laboratory muffle furnace at 680°C for 2 hours 
prior to machining in order to reduce hardness comparable to Batches Gl and G2. Table 1 
shows the results. 

TABLE 1 

Comparison of fracture toughness between Gl and B batches. 

Specimen No. 1 2 3 4 5 
Batch; Shoe No B;A265 B; A360 Gl;98 B; A265 B; A360 
Fracture Toughness 
(Mpam1'2) 

89 75 167 174 279 

Hardness (HB) 342 342 255 285 255 
Annealing at 680 °C N N N Y Y 
Crack Ratio (a/w) 0.448 0.466 0.452 0.454 0.421 
Starter Crack (mm) 5.94 6.45 5.99 6.07 4.67 
Note: For definition of crack ratio, see ASTM E992. 

The results show that the hardness of 342 HB for specimens 1 and 2 was excessive and 
additional annealing significantly improved the fracture toughness equal to or in excess of 
specimen 3. The after-anneal hardness numbers for specimens 4 and 5 were different by 30 
units although their before-anneal hardness numbers were the same. Since heat treatment 
effect is greatly enhanced by the minor alloying element of boron in AISI 86B30, it is 
believed that the concentration of boron was different between specimens 4 and 5. 

Two cracked shoes were sectioned to examine the cracks. Cracks started from the mid- 
length of the hollow channels where tensile stress was the highest and propagated to the 
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exterior. Extensive plastic deformation was associated with the crack propagation; crack 
mouth opening was as large as 13 mm. Fracture surfaces were covered with thick 
corrosion products, indicating that the cracks were developed over a significant length of 
time. Several Batch B shoes were randomly selected for in-situ horoscope inspection of 
the hollow channel areas. Several large cracks were noticed but none intersected the 
exterior, confirming the previous findings that the crack propagation rate was low. 

X-ray inspection: Sectioning of two cracked shoes also revealed that the thick sections 
adjacent to the cracks had a shrinkage cavity. The remaining failed Batch B shoes were 
examined with X-ray; all were found to contain a large shrinkage cavity at the same 
location. However, there were no indications that the cavities were contiguous to the 
cracks. Several Batch G2 shoes (non-cracked) were also X-ray tested. All contained a 
shrinkage cavity. It was therefore concluded that shrinkage cavities did not necessarily 
serve as crack initiation sites. 

Remedial plan: The results showed that the root cause of the cracking failures was 
inadequate resistance to fracture associated with excessive hardness and that the resistance 
could be improved by additional annealing. A decrease in strength was expected by 
annealing but was not a concern since the other batches (Gl and G2) would have the 
similar strength. Also, potential crack initiation sites were identified and crack growth rate 
was found to be low. Based upon these findings, a two-stage remedial plan was drafted. 
First, inspect the channels with an articulated and illuminated horoscope to identify those 
shoes that have an active crack. Second, anneal non-cracked shoes to reduce hardness and 
restore adequate fracture toughness. The vehicle maintenance group, after reviewing this 
plan to salvage non-cracked shoes, requested the approach to be changed based upon two 
reasons. First, the as-cast surface in the channels was rough, making the detection of small 
cracks difficult. In fact, horoscope inspection revealed linear indications in several shoes. 
It was unclear if the linear indications were shadow lines of surface protrusions and 
corrosion products, or true cracks. Second, annealing the shoes that contained small but 
undetected cracks would be a waste of resources. Therefore, the true cost of the proposed 
plan could not be accurately determined whereas the cost of a refurbished shoe was 
known. Also, the performance of weld-repaired shoes had been successful whereas the 
quality of annealed Batch B shoes was unknown. Since the number of worn-out shoes was 
sufficient to replace all Batch B shoes, it was decided to use the limited resource to repair 
the worn-out shoes rather than salvaging Batch B shoes with uncertainties. 

A continuous monitoring routine was established for Batch B shoes. It involves the simple 
horoscope inspection of the crack initiation areas and removing cracked ones from service 
before a complete failure occurs. Most of the Batch B shoes have now been replaced with 
refurbished shoes. Presently, less than 60 shoes from the subject batch remain in service. 
They are mounted in one treadbelt for ease of inspection and maintenance. All non- 
cracked Batch B shoes are kept in a storage area. They may be reutilized in the future 
when the cost and quality issues associated with annealing can be better quantified. The 
approach of "replace after cracking but before complete failure" has been able to avoid 
catastrophic failures and assure availability of space shuttle transport operations. 
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TAKE THE MYSTERY OUT OF YOUR MOTORS 

Adam McMillan 
Computational Systems, Inc. 

835 Innovation Drive 
Knoxville, Tennessee 37932 

Abstract: This paper outlines the basic theory of how three-phase AC induction motors 
are built, work, and fail. With the understanding of these three areas, various methods for 
monitoring three-phase motors, including flux signature analysis, motor current analysis, 
and impedance measurements will be explored. 

Key Words: AC induction motors; flux signature analysis; impedance measurements; 
maintenance; motor current analysis 

BASIC MOTOR CONSTRUCTION: Three-phase AC induction motors are essentially 
electromagnets that convert electrical energy into mechanical energy. The most common 
type of AC motors, polyphase induction motors, are used in a variety of industrial 
settings, including power generation centers, pulp and paper plants, food and beverage 
processors, and primary metals production facilities. 

The Stator: One of the two critical elements of an AC induction motor, the stator is the 
stationary component, made up of a core and windings. The core is a slotted steel cylinder 
made up of thin, laminated sheets. Each sheet is electrically isolated from the others. Laid 
in the slots of the core are the windings, which consist of coils made from individual 
strands of copper wire. 

In a three-phase motor, the coils are arranged in the stator slots in such a way as to create 
three phases, or three separate electrical circuits. The circuits are likewise formed into 
pairs of poles, the number of which will always be a multiple of two. The number of 
poles determines the synchronous speed of the motor. Synchronous speed is the speed of 
rotation of the magnetic field. 

Stators involve an intricate insulating system, which is vital to motor performance. Each 
component has its own insulation: the individual laminates of the stator core, the strands 
of copper wire within the coils, and the coils themselves. An insulating resin is also 
poured over the entire stator to separate it from ground. 

Depending upon their configuration, Stators can be categorized into two basic types; 
random and form wound. Random wound Stators contain coils that are made up of 
numerous turns of wire. Each turn is also made up of individual strands that are formed 
into loops. The loops are threaded into the slots in the stator, one or two at a time. 
Because there is no control over how the loops arrange themselves once they are placed in 
the slots, this type of stator is referred to as random wound. ' 
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In a random wound stator, the wire making up the coils has a thin, synthetic film bonded 
to it, or the wires may be coated with a thicker glass fiber. Both the film and the fiber 
serve as an absorbent wicking and to bond the coils into a tighter mass. Such coatings 
also work to enhance the physical distance between conductors in adjacent positions. 

Additional insulating systems in the random-wound configuration include the slot cell or 
cell liner, the center spacer, and the top wedge or "stick."2The slot cell, also known as the 
cell liner, serves as a barrier between the coils and the sharp surfaces of the stator 
laminates, which could penetrate the coverings on the wires. It also serves as insulation 
between the core and the coil conductors. The center spacer works much as its name 
implies—it separates the top and bottom coil sides in each slot. Finally, the top wedge 
acts primarily as a support mechanism. Acting as a wedge, it keeps the coil securely 
confined in the slot.3 

A form-wound motor uses the same basic insulating system, but in a different way. 
Unlike the random-wound motor, the shape of the coil is predetermined. The coil, which 
is fully insulated, is then placed into the slots as a whole, rather than threaded in wire by 
wire as in the random-wound configuration. Another difference between random- and 
form- wound motors is in the make-up of the coil conductors themselves. Instead of the 
round, film-covered magnetic wire that is utilized in the random-wound motor, the form- 
wound machine employs rectangular copper ribbon with a variety of insulating 
possibilities.4 

The copper ribbon may be coated with film, but this type of insulation is prone to defects. 
More commonly, the ribbon is covered with two layers of a polyester/glass fiber. Once 
the coil is wound and shaped, an insulating material is wrapped around the entire 
configuration. Special care must be taken when applying the wrapping to ensure 
thorough coverage and to avoid irregularities.5 

Both random- and form-wound motors have a ground wall insulation which is the final 
insulation that is applied. The ground wall is typically a resin that is coated on the 
windings, then vacuum pressure impregnated and finally baked or cured in an oven. 

The Rotor: The second critical component of an AC induction motor is the rotor. The 
rotor is the rotating component of the motor, which is suspended within the stator core in 
such a way that it may rotate freely between the poles. There are two general types of 
rotors, the squirrel cage type and the wound rotor. Unless specified otherwise, the 
discussions in this paper relate to motors with squirrel-cage type of rotor. 

Consisting of heavy copper or aluminum bars, squirrel-cage rotors are used in situations 
where constant speed is required. There are two basic methods for constructing this type 
of rotor. The bars may either be short-circuited by end rings (using copper bars), or the 
bars and the end rings may be part of a one-piece construction, or casting (poured 
aluminum). Because of the rugged construction the squirrel-cage rotor is widely used 
throughout industry. The lack of moving electrical contacts make them especially 
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desirable in environments that contain flammable materials. 6 

The bars within the squirrel-cage type of rotor may have different shapes which produce a 
variety of torque characteristics. Squirrel-cage induction motors have a nameplate which 
bears a design code letter A, B, C, or D. Established by the National Electrical 
Manufacturers Association, the design codes represent differences in torque 
characteristics. Torque is the resistance to rotation due to a force. Within each letter 
designation, values are tabulated for locked rotor or starting torque, breakdown torque, 
pull up torque, and slip.7 

The second basic type of rotor is the wound rotor. Wound rotors are used when it is 
necessary to control motor speed, or when a higher starting torque is needed. This type of 
rotor employs a winding similar to that of the stator, with the same number of poles. To 
allow external resistance to be introduced, the winding ends are connected to slip rings.8 

BASIC MOTOR OPERATION: When a three-phase AC induction motor is started, 
the rush of current can be as much as ten times its normal operating current. This current 
pulses along a path between the three phases in the stator. When that winding is 
connected to a three-phase electrical source, a separate current flows in each of the three 
circuits or phases. Between each of these phase, there will be displacement of exactly 120 
degrees. This displacement means that phase A will peak 120 degrees before phase B, and 
that phase B will reach its maximum 120 degrees before phase C.9 

As the current pulses between the three phases, it produces magnetic flux, which cuts the 
air gap between the rotor and the stator. As a result of the magnetic flux, current is 
induced in the rotor. A magnetic field is consequently created around the rotor. This field 
then works to achieve magnetic alignment with the rotating field in the stator. As the 
north pole of the stator passes a rotor bar, it induces current along that bar. The south pole 
of the stator is simultaneously passing a rotor bar on the opposite side of the rotor, 
inducing current in the opposite direction, resulting in a circular flow of current, turning 
the rotor into an electromagnet.10 

As a result of the induced current, the rotor begins to rotate. It is important to note that the 
revolution of the rotor never catches up to the rotating magnetic field in the stator. 
Because power can only be developed when the rotor conductors are cut by the rotating 
field, the rotor and the magnetic field can never rotate at the same speed. " The resulting 
difference between the rotating speed of the magnetic field and that of the rotor is called 
slip. 

The current in the rotor is induced electromagnetically, thus requiring relative motion 
between the flux and the conductors. If the mechanical load increases, therefore, the rotor 
slows down. This reduced speed results in a greater relative motion between the flux and 
the rotor, along with greater voltage and current, as well as more power to handle the 
increased load. Whenever there is an increase or decrease in the load, the power in the 
rotor will automatically adjust to compensate for the change. n 
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In contrast to the AC induction motor is the synchronous motor. In this type of motor, a 
fixed pole magnet is placed inside the stator's magnetic field, and will rotate at exactly the 
same speed as that field. As its name implies, the synchronous motor operates at a 
continuous average constant speed, no matter what the load. There are two factors that 
determine the speed: the frequency of the supply source and the number of poles.13 The 
speed is in direct proportion to the frequency and is inversely proportional to the number 
of poles. For example, a 2-pole motor will run at 3600 rpm, a 4-pole motor will run at 
1800 rpm, and a 6-pole motor will run at 1200 rpm.14 , 
Synchronous motors are used in high horsepower applications where constant speed, 
efficiency and power factor correction are critical, such as centrifugal and axial 
compressors, pumps and fans." 

FAILURE MECHANISMS WITHIN MOTORS: The majority of motor failures are 
bearing-related. There are a number of factors that affect bearing life and performance, 
including operating environment, operating speed, load, lubrication, or improper or 
inadequate lubrication. In addition to bearing fatigue, other mechanical faults within 
motors include imbalance, misalignment, and looseness. 

Following close behind bearing faults as the leading cause of motor failures are problems 
that originate in the stator. When discussing stator failure, it is important to consider the 
insulating systems described above, and the effect on those systems of the motor's number 
one enemy—heat. Excessive heat causes those insulating systems to break down, which 
results in shorting within the windings of the stator. The most common type of shorting, 
turn-to-turn shorting, occurs when two or more turns of wire in a coil short together. 
When this short occurs, all of the turns between the two that are shorted are lost. 
Therefore, if turn one is shorted to turn five, turns two through four are lost, meaning a 
much stronger current flows between one and five. The heat is also greater than normal, 
leading to degradation in the winding. This deterioration progresses until ultimately a 
fault occurs in the ground wall insulation. 

Although basic motor operation is universal, each motor is unique. Performance 
characteristics and failure mechanisms may be vastly different, depending on the 
application and the operating environment. A wide array of technologies is available for 
monitoring both stator and rotors, accounting for the divergence in failure mechanisms. 

ADVANCED TECHNOLOGIES FOR ELECTRIC MOTOR MONITORING:   A 
typical industrial plant may have hundreds of motors, and determining which of these 
motors to monitor on a regular basis involves many factors and requires much 
consideration. To determine which motors should be monitored, one should first consider 
safety criticality, followed by process criticality, and finally cost criticality. Safety-critical 
motors are those that would pose an extreme environmental risk and a safety hazard to 
employees and the general public if they failed. In turn, the failure of process-critical 
machines would cause the entire process to be shut down. Cost-critical machines are 
those that would cost a great deal to repair or replace. Motors should be rated for levels of 
criticality in each category. Using a matrix, machines that are deemed the most critical 
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receive the most attention, and those deemed least critical may ultimately not even be 
monitored. 

After it has been determined which motors should be monitored, the decision must be 
made as to how to monitor them. As noted above, most motor failures are bearing-related. 
These faults can be very adequately addressed with a comprehensive vibration analysis 
program, which can also detect other mechanical faults, such as imbalance, misalignment, 
and looseness. 

Vibration analysis is conducted using a spectrum analyzer and a software program. Alarm 
levels for each machine are set, and these levels are used when data is collected. If a 
machine is in alarm, the maintenance technician knows that an in-depth analysis of the 
data is needed to determine the cause for the alarm. Vibration analysis facilitates 
predictive maintenance and allows advanced planning for repairs. It can also indicate the 
severity of the problem, and whether it is mechanical or electrical in nature. 

There are several advanced technologies available today for analyzing problems that are 
electrical. These technologies consist of both off-line and on-line testing methods. 
Off-line methods include megger, surge, hi pot, and impedance testing. On-line methods 
include flux analysis and motor current analysis. 

A megger test is used to measure the insulation resistance to ground of the motor, which 
is the ratio of the DC voltage applied between the winding copper and ground, to the 
resultant current. Total leakage current to ground, as this resultant current is called, 
indicates the amount of contamination on the exposed insulation service of the winding, 
most significantly where there are cracks or fissures. 

Weak points in the turn insulation can be discovered through surge testing. The surge test 
applies a high voltage AC test signal (up to 2 times line voltage plus 1000 volts) for a 
very short time. A sign wave signature is recorded for each phase and then the three 
phases are compared to determine the condition of the winding insulation. While surge 
testing is an effective mechanism for determining the condition of turn insulation, and can 
be used periodically for checking winding insulation, there are limitations to this method 
of testing. The surge test, for example, can be destructive, causing failure in weak 
insulation. The test also requires a fair amount of expertise to conduct, and exposes 
personnel to high voltage levels. As well, test signals are subject to line interference 
(induced voltage interference from neighboring circuits that are energized) if conducted 
from a motor control center, or interference from the rotor. 

The hi pot ( or high potential) test works on the theory that weakened insulation will fail 
if it is subjected to a high enough voltage, and that good insulation will remain intact. The 
purpose of the test is to determine which insulating systems can be expected to fail within 
a short period of time. Because the hi pot test is potentially destructive, it is rarely used on 
large generator or motor Stators, except when they are being commissioned. Due to this 
potential for destruction, spare parts  should be on-hand or readily available before this 
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test is conducted.17 

Off-line tests called impedance measurements can also be used to detect stator defects. 
Using a Kelvin type measurement, complex impedence measurements are taken on each 
phase of a three phase motor, testing from the motor control center. The measurements 
are compared phase-to-phase for balance and can indicate power circuit problems such as 
loose or dirty contacts as well as motor stator defects. This type of measurement requires 
that the motor be shut down, and therefore is not as efficient for routine monitoring. It 
does, however, offer the benefit of providing complete stator diagnostic capability 
without posing a destructive threat to the motor. Additionally, test signals can be subject 
to interference from live power circuits laid in parallel to the circuits being tested, and are 
also subject to rotor interference. 

When choosing a technology to monitor AC induction motors, one must keep in mind the 
overall impact on the operating unit as well as the entire plant. For the routine monitoring 
of most motors, the logical choice is an on-line test called flux analysis. When an 
electrical problem is developing, the magnetic field changes, and it is this change that 
flux analysis detects. Data can be collected in a safe manner, while the motor remains 
fully operational. A rigid coil is placed on the fan shroud of the motor, so no access to 
live power leads is required for routine monitoring. Such access to live leads is necessary 
only in establishing the initial base-line current, making flux analysis the front-runner in 
terms of safety and convenience. It is important to note that flux can not only detect 
problems in the stator, but those in the rotor as well. 

Before flux analysis, the only way to measure shorts in the stator was to either perform a 
surge test or measure the low resistance between the phases. Both of these tests, however, 
require that the motor be taken out of operation for analysis. A megger test can detect 
short to ground, but only after turn-to-turn or phase-to-phase shorting has already 
occurred, meaning the motor is already virtually inoperable. 

Although flux analysis is the most appropriate technology for routine monitoring of AC 
induction motors, there are caveats. Flux, for example, can not pinpoint the exact nature 
or the severity of the problems it detects. When a problem is detected with flux, another 
technology can be used to diagnose the exact cause. One such technology for detecting 
rotor deterioration is motor current analysis. 

If an electric motor is running properly, it will generate a well-patterned current spectrum. 
Motor current analysis is a diagnostic tool that uses the electrical characteristics of such 
spectra to detect problems within the rotor. Motor current analysis is a valuable tool 
when used in conjunction with flux analysis as a corroborative technology. Its usefulness, 
however, lies in analyzing problems that have already been detected. Because it requires 
access to live power leads and requires the assistance of an electrician in most plants, 
motor current analysis is not recommended for the routine data collection that is 
necessary to catch emerging problems early, before catastrophic damage occurs. 
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Temperature measurements are yet another way to monitor motors for electrical 
problems. Excess heat can be caused by a number of factors, including overloading, 
clogged cooling fins, high ambient temperature, and problems in the electrical system 
supplying power to the motor. A common problem associated with monitoring motor 
temperature has been environmental factors which were not accounted for. Temperature 
measurements, therefore, could not be made in a reliably trendable fashion. New methods 
have been recently developed that allow repeatable motor measurements. These 
measurements can be trended in order to detect a rise in motor temperature, regardless of 
loading or ambient temperature. When temperature rises, steps can be taken to eliminate 
the cause. 

A PROGRAMMATIC APPROACH: Each of the advanced motor-monitoring 
technologies discussed have limitations on their applications or barriers to their 
implementation, which can be avoided or diminished by taking a multitechnology 
approach. There is no single approach that can account for all of the failure mechanisms 
that can develop within a motor. Plants wishing to develop a comprehensive program for 
monitoring motors should therefore consider implementing a system in which several 
technologies work together to provide a complete picture of motor condition. Although 
not available currently from a single vendor, a system that utilizes flux analysis, motor 
current analysis, and some form of off-line measurements can be attained at a moderate 
cost. The initial investment will be returned many times over through cost-savings 
obtained from preventing motor failure. 
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Abstract: This paper proposes a novel CBM approach capable of reliable fault 
identification  diagnosis, and prognosis in rotating machinery.    The approach 
supplements the original vibration, which is caused by the machine's operation 
with a low level impulse induced by a small exciter built into or attached to the 
machine.   The principle by which the impulse is able to obtain information 
concerning the machine internal components is similar to the action of sonar 
because it relies on the feedback from the exciter signal after it travels through the 
machine and returns.   Unfortunately, this process takes place in a mechanically 
noisy    environment   that   nearly   overwhelms   the   impulse   return   signal 

Iheretore, the returning structure-borne sound signal is time-averaged to filter out 
nearly everything except items that correlate with the randomly applied impulses 
A Fourier transform of the time-averaged result produces clean frequency spectra 
containing natural frequency peaks.   From the shape of these peaks, individual 
component dynamic characteristics can be determined, operational forces can be 
interred, and a great many issues can be evaluated which are key to machinery 
health assessment and prognosis.   Such issues include bearing and seal stiffness 
and implied wear, and existence of cracks in shafts or their supporting structures. 

Key Words: Condition monitoring; condition-based maintenance; experimental 
modal analysis; predictive maintenance; turbomachinery; vibration analysis- 
vibration sensors; vibration testing ' 

INTRODUCTION: Existing ; preventive maintenance (P/M) and condition- 
based maintenance (CBM) systems for rotating machinery are limited in their 
capability for accurate diagnosis and prognosis. Although most engineers agree 
that such systems have reduced warranty and maintenance costs in both 
commercial and military applications, existing methods have not been able to 
prevent the loss of many billions of dollars of production and unplanned 
maintenance activity each year. In commercial applications, the flip-side of the 
burden of these costs is the significant opportunity for increased competitiveness 
it companies are able to reduce these costs relative to those borne by their 
competition. In military applications, lack of reliable CBM systems places the 
effectiveness and safety of missions at continuing risk of being compromised 
during critical moments, and reduction of this risk increases the effectiveness of 
our armed forces. Obviously, there is a growing demand among both commercial 

83 



and military users of rotating machinery for greatly improved CBM systems that 
provide superior reliability risk management and control. 

«JPFCTFIC TECHNICAL NEEDS: Most commercial production plants and 
S2Gently use preventive maintenance &*£££*£ 
JeteSned schedule), and would like to move 7^J^^££ 
Maintenance (replace/repair only for cause prior to costly fm ures>• ™CJ^ 
which this transition can take place is slowed by the lack of reliability ol exist ng 
CBM sVemT Actually, the hardware in modern CBM systems has the potential 
S^SSUSii Prognostics. Development of improved ™thoddogy 
moreTan improved hardware is required to provide the step-change in «liability 
wWch tTqS for this transition to become a sensible one in most apphcations. 

Although different sensors and approaches are needed for afferent rotating 
m3erv annlications what is common to most applications is that the CBM 
Sdpment Ä "expensive, easily installed, user friendly, and requ.rea 
mTnfmum commitment for installation and upkeep by overburdened maintenance 
™s Artificial intelligence including first-line decision making would be 
Tong benefi s, if the information provided can be made reliable enough to avoid 
me need for human "common sense" and judgment in the great majority of cases^ 
SSiLy. the reliability of existing vibration-based CBM systems; isjimi ed 
because they passively depend only upon dynamic response of a subject machine 
to operational forces. Using this information alone, CBM cannot.reliably 
determine causes of anomalies. A system is needed that produce » »J^ ™ 
input information, providing an alert for a broad spectrum of problems with a 
minimum number of false alarms. 

DESCRIPTION OF THE NEW APPROACH: 

S"allSSvanMion-taKl machinery CBM systems In nearly al leases 
«Z rely exclusively on obserying the dynamic response of the system to 
5Äto^reduced naturally from some component wt.htn the system 
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Figure 1: Fast Fourier Transform 
Converts Vibration vs. Time 
into Vibration vs. Frequency 

ime 

FFT"t 

DO 

> ■   ■   ■ ̂ -J. 

and CBM systems therefore 
check vibration levels in 
discrete frequency ranges 
by transforming the raw 
vibration sensor signal in 
terms of vibration level 
versus time into a new plot, 
or "domain", of vibration 
versus frequency. This is 
done using a mathematical 
technique known as the 
Fourier Transform, usually 
performed very quickly and 
automatically by computer 
through exercising its 
revised form, the "Fast 
Fourier Transform", or 
"FFT", as in the example 
provided in Figure 1. The 
resulting vibration versus 
frequency plot is known as 
a frequency "spectrum", 
where the heights of the 
peaks located at specific 
frequencies indicate the 
level of vibration associated 
with those frequencies. 

Unfortunately, spectral information provided by an FFT analyzer concerning 
vibration versus frequency due only to natural excitation is necessary but 
generally not sufficient for determining the specific reasons why a system is not 
functioning as expected, or how long a system may continue to be operated before 
catastrophic failure. For example, it could indicate frequencies at which 
unexpectedly high vibration was occurring, but even so would leave the operator 
to guess whether the high vibration was caused by excessive fluid forces, a 
weakened bearing support, resonance of a rotor natural frequency, or other causes. 
Without resolving the specific reasons for anomalous behavior, any prediction of 
time remaining until failure is insufficiently informed and unreliable, and it is 
unclear which components will require repair during future maintenance, thereby 
requiring that the machine be out of service until the faulty component is located 
by disassembly and inspection. 

The authors propose a fundamentally different approach to vibration-based CBM 
of military and commercial machinery. The goal of the new approach is to make 
machinery diagnostics and prognostics more accurate, precise, and reliable. The 
new approach accomplishes this in part by complementing the amount of 
experimental data available concerning the system, such that enough data exists to 
determine the dynamic characteristics of all components critical to life evaluation. 
Life degradation models of specific components and of the overall system can 
then be exercised to predict the time until maintenance will be required. 

freq. 

85 



Overview of the Proposed New Method: The authors' proposed CBM approach 
is capable of reliable fault identification, diagnosis, and prognosis for all types of 
rotating machinery. The crux of the proposed approach is that it supplements 
operationally-excited vibration with a very low level impulse response induced by 
a small on-board exciter. The impulse travels throughout the machinery internal 
and support structure, and "echoes" back, like a radar signal. The resulting time- 
series data of the incoming structure-borne sound (unfortunately always far less 
than the machinery operational noise, even in "quiet" naval applications) is time- 
averaged in order to enhance and emphasize it, so that it can be reliably 
determined and evaluated. The time averaging filters the initially 'dirty" signal by 
checking to see which part of the total received signal correlates with the 
occurrence of the randomly applied impulses, and statistically de-emphasizing any 
part of the signal which does not correlate with the "pings" or impulses. This 
correlated response emphasizes the impulse response, which produces frequency 
spectra containing the clear natural frequency peaks. The shape of these peaks 
can be used by either an interpreting specialist, or a knowledge-based computer 
program, to infer individual component dynamic characteristics such as damping 
and mode shapes. 

Simultaneously with the impulse-correlated time-averaged sonic data 
accumulation, the structure-borne noise data due to normal operation of the 
machine is frequency-averaged to obtain operational response spectra. The ratio 
of pairs of the time- and frequency-averaged spectra, across the entire frequency 
range, provides new spectra which estimate the operational force spectra. Besides 
estimated the level of the operational forces, such as imbalance, the method 
allows the locations of peak forces observed to be obtained by triangulating from 
the locations of at least three sensors which are non-co-linear. 

The approach can be implemented in systems of any level of sophistication, from 
being a manually applied field trouble-shooting technique, to being an 
information-gathering component of a self-contained artificially intelligent CBM 
system. For example, using such detailed information, an expert system can 
adaptively modify baseline dynamic models until the predicted and observed 
behaviors agree in all three spectra: modal time-averaged (exhibiting natural 
frequencies, mode shapes, and damping), structure borne noise and vibration 
which are not time-averaged (exhibiting net results which can be compared to 
expectations and pass/ fail criteria), and excitation forces (levels and locations, 
which can be compared to machinery performance models and test-stand 
measured norms). The adaptively modified models would allow very specific 
diagnosis of the source and nature of potential problems in the rotating machine. 
The expert system could then apply material, mechanical, and tribological models 
to perform prognostics. 

A Detailed Description of the Proposed Approach: The first step involves the 
accumulation of vibration versus frequency spectra due to operational forces.   For 
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this, it is necessary to obtain time-based data of vibration response to naturally 
occurring operational forces, and then perform a Fourier Transform on this data to 
convert it into vibration versus frequency, as is done in existing vibration-based 
CBM systems. Existing systems usually stop at this point, which is unfortunate 
since this information is necessary but not sufficient for reliable health 
management. Unlike existing systems, the new approach supplements the 
operational forced response data with response due to controlled and documented 
artificially imposed impulse forces. 

The second step determines the machine's frequency response functions which 
relate to the individual components of the machine, and the attachment structures 
between these components. As part of this step, it is necessary to obtain time- 
based data of vibration response to artificial excitation by multiple impulses, 
where the beginning of the response "time window" from each impulse is 
triggered by the impulse. This is a primary innovation of the proposed new 
approach, and might be induced, for example, by a small electromagnetic collar 
encircling the shaft, or miniature piezoelectric-driven exciters. If actively 
controlled magnetic bearings are available, which is unusual but may become 
prevalent within the next decade, the artificial impulse might be induced by them 
without need of additional shaft exciters. 

The purpose of the artificial impulse excitation is to measure, at several locations, 
the response of the machine's internal components to a known level of force over 
a broad frequency range. An impulse is ideal for this task because the Fourier 
Transform of an impulse results in relatively constant force versus frequency from 
very low frequencies up to a roll-off frequency. The briefer the impulse, the 
higher the frequency at which force "roll-off occurs. However, there is a trade- 
off, in that the shorter the impulse is, the lower the level of force is at any given 
frequency. A shorter impulse could be made stronger to compensate for shorter 
duration, but this requires a larger exciter, implying significantly additional cost 
and weight, impractical for many applications. Large exciting force could also 
lead to excessive stress near the point of impulse application, particularly within 
shock-sensitive components such as mechanical seals and rolling element 
bearings. This means that the maximum force which is achievable in the impulse 
method has a practical limitation. In fact, unfortunately the practical force level is 
not high enough to directly compete successfully with the fluid system natural 
excitation operational forces in most machinery systems. 

Therefore, a second innovation is proposed which involves signal processing 
performed to emphasize, within the total vibration signal, the system's response to 
the low level impulse versus its response to any forces that do not correlate with 
the timing of impulse, such as the naturally occurring forces. Prior to the Fourier 
transformation of the vibration response data sample taken during and for a fixed 
time following the artificial impulse excitation, the digitized vibration vs. time 
data signal is stored in a buffer, with the vibration level at each digital instant in 
time being stored at a different location in memory. The storage sequencing in 
memory is based upon the number of digital time steps since the initiation of the 
impulse. Following the next impulse data sampling, that sample is averaged with 
the previous sample, at each digital instant in time, where the memory location 
with which it is to be averaged (and at which the new average will then be stored) 
is defined on the basis of the number of digital time steps since the new impulse 
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had started. Statistically, this process leads to a zeroing of the memory buffers for 
any random vibration which does not correlate with the impulse, since such 
vibration has a much chance of being sampled as negative as its does of being 
sampled as positive at any given instant of time after the occurrence of the 
impulse. In this manner, a portion of the vibration at any given stored digital 
instant following impulsing will be reinforced (on average) if it is 
deterministically caused by the impulses, and will be de-emphasized (on average) 
if it is uncorrelated or incoherent with the impulses, such as would be true of 
vibration due to the naturally occurring operational forces. 

The time-averaging process as defined above is repeated during additional 
impulses,    with    the 
sample averaging 
being performed 
cumulatively and 
linearly, in the sense 
that   a   new   sample 
being averaged 
instant-by-instant into 
the buffer is weighted 
the    same    as    each 
previous sample 
already in the buffer. 
In this manner, at the 
culmination    of    the 
averaging each 
sample's data receives 
equal   emphasis   (i.e. 
averaging is "linear"). 
The    sampling    and 
averaging is repeated 
enough  times   to   be 
statistically significant 
(generally on order of 
100        times        for 
machinery      systems 
while        they        are 

"FRF" = 

Vibration Pt. X 
Force Pt. Y 

Freq. 

Figure 2: Frequency Response Function, "FRF" 

operating, based on the authors' field experience). At this point, Fourier 
transformation is performed, using an FFT analyzer. This process results 
statistically in the attenuation within the vibration frequency spectrum of response 
due to forces which do not correlate with the artificial impulse force (e.g. the 
natural excitation operational forces), and in the reinforcement of response due to 
the artificial force. After a sufficient number of impulses, the resulting time- 
averaged vibration spectrum divided by the artificial impulse force spectrum 
(based on the exciter force, which is tracked and stored separately from the 
vibration response) provides a good approximation of the true frequency response 
function or "FRF" of the system, as referenced to the locations where the impulse 
loading was performed and where the response to it was sensed. The FRF is 
basically the vibration response at one location per unit excitation force at another 



(or the same) location, as a function of frequency. A descriptive example of an 
FRF plot, or "spectrum", is given in Figure 2. 

The peaks or "poles" (i.e. the natural frequencies) of this FRF vs. frequency 
spectrum, the valleys or "zeros" (i.e. the frequencies at which vibration is a 
minimum), and the shapes of the peaks and valleys that form the individual poles 
and zeros, are the result of the stiffness, damping, inertia, and connectivity of the 
machine's subsystems, components, and mechanical supports and connections. 
On an individual basis, these in turn depend upon whether or not, for example, a 
crack has developed in an area of high stress, or a pump seal clearance is a certain 
value, or a bearing preload is being maintained. As components such as these 
wear, fatigue, embrittle, or loosen, the "map" of FRF vs. frequency pole/zero 
positions and shapes will change in a generally predictable, if fairly complicated, 
manner. Therefore, in principle it is possible to "read this map" to determine the 
mechanical health of the machine, its individual subsystems, and the individual 
components of the machine and system. 

Besides FRF's, other "maps" are available for interpretation relative to 
mechanical changes and health implications once an accurate FRF is determined. 
For example, the "lag" between when the impulse force is applied and when time- 
averaged response at a given frequency occurs is called "phase". Along with 
FRF amplitude, phase is a function of frequency, and this function will change 
shape as mechanical deterioration occurs in a rotating machine. This can be 
tracked directly, or through looking for pattern shifts in graphs more sensitive to 
mechanical change, such as root locus plots of the vibration viewed as a complex 
number, with the imaginary versus real components plotted against each other. 

In principle, the impulse modal test could be performed in less time and perhaps 
without the rigor of time-averaging if it were done with the system not running. 
Systems already exist which can do this as part of a trouble-shooting procedure, if 
desired. However, these existing modal testing systems cannot be used in-service 
or on the test stand, and being able to do so is a significant advantage of the 
approach discussed in this paper. Furthermore, the FRF of the rotor system 
obtained on a non-operating machine generally has insufficient accuracy when the 
system is not operating. For example, casing wall cracks may be tightly closed, 
and the rotor dynamic coefficients of the bearings, seals, and impellers or bladed 
disks are much different in a non-operating system versus one during operation. 
Finally, by obtaining precise FRF's from several locations during operation, the 
new approach is able to determine with reasonable accuracy the operational forces 
at key frequencies within the various machinery components and subsystems, 
throughout the machine's operating range, or on the test stand, as described in the 
next step. No other system is able to provide this information, unless massive 
amounts of additional load cell and pressure instrumentation is implemented. 

The third major step in the new approach is to divide the frequency spectrum due 
to operational forces by the FRF due to the impulses, to obtain an estimate of the 
operational force vs. frequency spectrum, referenced to the several instrumented 
locations. It is then possible to perform tomographic triangulation to locate the 
sources of significant forces over selected frequency ranges, and re-reference the 
force vs. frequency spectra to those locations. 
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At frequency T, Vibration = Force * FRF 

frequency T 

Vibration 

          1               freq. 

"FRF" = A  j 
Vibration 

Force y\/ V-^-x 
1                freq. 

*    ! 

Force 

J.  I..J.......I... 
freq. 

Figure 3:    The Expanded Components 
of Vibration 

Before the FRF is interpreted, 
however, the new approach 
returns to the vibration caused by 
the machine's operational forces, 
rather than by the impulses. 
This operational force vibration 
is the only signal considered by 
existing vibration-based CBM 
systems, in either aerospace or 
industrial applications. In such 
existing systems the vibration 
versus frequency spectrum is 
either directly provided to an 
operator or maintenance 
technician for interpretation, or is 
reviewed by a knowledge-based 
computer program to determine 
if overall vibration level or 
vibration at a specific frequency 
is higher than some pre- 
programmed criterion. In 
computerized systems, the 
occurrence of above-normal 
vibration at specific frequencies 
may be interpreted by a 
subroutine, which then lists what specific mechanical or operational problems 
might exhibit most of their energy at the noted frequency. While useful, such a 
list of potential problems generally includes too many potential offenders to allow 
specific diagnosis, and therefore is unreliable about whether or not the vibration 
indicates that the system is truly in danger. Because of the non-uniqueness and 
"fuzziness" of its interpretations, such a system seldom is able to reliably flag a 
specific offending component, or to be precise about what is wrong with any 
component that it is able to flag. Therefore it cannot make credible projections of 
remaining life. 

The new approach also considers the operational force spectrum, but is able to be 
much more quantitative in its interpretation of it by using the FRF spectrum 
generated by the impulses. The natural excitation response spectrum is divided 
(on a frequency-by-frequency basis across the digitized frequency spectrum) by 
the FRF referenced to the same measurement location, thereby estimating the 
operational excitation force spectrum cross-referenced to the location of the 
impulse excitation. By using small exciters in at least three locations which are 
not co-linear or co-planar, triangulation may be used by a tomography process to 
determine the specific origin of the various forces making up the operational force 
spectrum. This is true of both relatively narrow-band forces such as pump or 
steam turbine blade passing frequency, as well as broad-band forces such as gas 
turbine combustor pressure pulsations or compressor rotating stall cell 
frequencies. 

The fourth step in the new approach is to compare force and FRF test spectra to 
analysis  predictions,   and  perform   analysis   iterations,   guided  by  either  a 
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knowledgeable specialist, or in principle by knowledge-based computer software, 
until they agree. With such an approach as outlined above, the original 
operational vibration versus frequency spectrum can now be expanded into two 
more fundamental components as shown in Figure 3, i.e. the amount that the 
machine responds to a given level of force at a given frequency, and the amount 
of force that is available to in a given subsystem component to excite the system 
at that frequency. This expanded information is able to be directly interpreted by 
the specialist or knowledge-based computer program. 

The fifth step in the new approach is to identify specific faults in subsystems and 
components based on changes required for the analytical models to bring them 
into agreement with the test data. The force levels at various frequencies can be 
evaluated based upon their probable effects on system stresses and utilization of 
the machine's running clearances. The peaks in the FRF spectrum represent 
system natural frequencies, and the shape of these peaks provides quantitative 
information concerning modal stiffness, damping, inertia, and integrity of the 
connectivity of the overall machine, and its individual subsystems and 
components, as discussed above. 

The final step is to determine the rate of deterioration and remaining useful 
component life, by implementing component tribological models. Models based 
on linear elastic fracture mechanics, bearing wear rate versus existing clearance 
and load, and similar situation-specific and component-specific analyses, can be 
used to predict component life based on deterioration deduced by a specialist or a 
knowledge-based computer program from test/finite element comparisons. 

Utilization of the New Approach: The overall interpretation of machinery health 
now can be reliably specific concerning its conclusions. For example, for turbine 
driven boiler feed pumps, what is the level of imbalance at the pump-side and 
turbme-side? Is the level within expected limits? At the indirectly measured 
imbalance level, what is the rate of wear in the bearings? What is the level of 
associated rotor vibration? Added to vibration from other sources, will this cause 
rubbing at the pump's annular seals? If so, how much clearance loss is likely? 
How much have the stiffness and damping matrix values of the individual 
bearings and seals already changed versus design, based on the shift in associated 
poles and zeros on the FRF plots? What do tribological (i.e. lubrication and wear) 
models indicate is the current deterioration rate and extrapolated remaining life of 
these bearings and seals? 

On a wide variety of industrial field consulting projects, the authors have 
successfully performed the type of experimental data vs. analytical model 
comparisons described above, in order to locate and understand problems on 
industrial machines and fluid systems. In each of those cases a human specialist 
(either the authors or one of their associates) was present to guide the analytical 
iterations based on detailed knowledge of the machines and processes, combined 
with pattern recognition insights. In most applications, generally time and 
funding is not available for such direct use of human expertise, or even significant 
human interactivity with the computer program. Fortunately, the proposed 
approach outlined in this paper can be fully automated, with control-room manual 
over-ride.     In addition, pre-programmed patterns and "fuzzy logic" pattern 
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recognition principles can be used to minimize the computing time required in 
order to reach a reasonable judgment concerning the reason for the changes. 

CLOSURE: There have been significant strides in condition-based maintenance 
systems over the last two decades, but they still are not reliable enough to be 
useful without substantial human interfacing and intervention. The sonar-like 
approach discussed in this paper has shown its ability to obtain unique, accurate, 
and reliable information concerning the health of various machines, and can do 
this continuously while they are operating. The approach has succeeded in 
determining the cause of over 150 difficult machinery vibration problems, and in 
providing reliable guidance concerning remaining time-to-failure and problem 
solution. The new method should be further explored, and its ability to be applied 
on an automated basis should be investigated. In the meantime, its usefulness as a 
field troubleshooting tool will continue to be useful, particularly in critical 
applications or in the solution of problems which are chronic and difficult to 
diagnose. 

92 



PROGNOSTIC ISSUES FOR ROTORCRAFT HEALTH 
AND USAGE MONITORING SYSTEMS 

Carl S. Byington, Susan E. George, and G. William Nickerson 

The Pennsylvania State University 
Applied Research Laboratory 

Condition-Based Maintenance Department 
State College, PA 16804 

Abstract: A description of health and usage monitoring systems (HUMS) is provided along with 
a brief justification of the need for transition to condition-based maintenance (CBM) for safety 
and affordability in rotorcraft operations. A set of issues is posed for mechanical diagnostics and 
prognostics intelligence in the evolution of HUMS and transition to CBM. A notional scenario 
outlining requirements for detection, diagnostics, and prognostic system design is presented. A 
methodology for setting acceptable false alarm rates (both lower and upper bounds) is proposed 
along with a case for a human-system interface for shared decision making in the ultimate 
HUMS. 

Key Words: Condition-Based Maintenance; Diagnostics; Health and Usage Monitoring 
Systems; Human Systems Interface; HUMS; Prognostics. 

Introduction: Presently, the amount of maintenance on flight critical aircraft components is 
excessive while the amount done "on-condition" is minimal. Safety-of-flight considerations have 
demanded that critical components be maintained "before they can fail", the definition of a 
preventive maintenance philosophy. This approach has resulted in high maintenance costs as 
expensive components are removed and discarded long before their useful life is actually 
consumed. Unfortunately, despite the conservative nature of component safe life estimates, 
failures continue to occur at an undesirably high frequency. Implementation of advanced 
rotorcraft Health and Usage Monitoring Systems (HUMS) will facilitate transition to a 
Condition-Based Maintenance (CBM) philosophy with a resultant decrease in maintenance costs 
for rotorcraft. But, such a transition will occur when (and only when) accurate detection, 
diagnostic, and especially prognostic capabilities become a reliable part of the ultimate HUMS. 

The Condition-Based Maintenance philosophy stipulates maintenance of equipment only when 
there is objective evidence of an impending failure on the particular piece of equipment [1], 
Rotorcraft HUMS can enable CBM in that they monitor the condition and observables of faults 
in critical mechanical components and systems by detecting abnormalities in sensor data; in 
effect acting as a vigilant "watchdog" for evolving faults. Detection of faults in the drivetrain, 
engine, or rotor system is accomplished via vibration monitoring, oil debris monitoring, and 
exceedance monitoring of temperatures, pressures, shaft speed, torque, and strain. Usage 
monitoring estimates the consumed life of dynamic components based on specific flight regimes 
and environmental conditions to which the helicopter has been subjected. The combination of 
fault detection and diagnosis coupled with reliable usage monitoring can provide the basis for a 
reliable prognostic capability enabling CBM. 
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Typical HUMS Installation 
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Figure 1. A typical HUMS installation is complex and affects nearly the entire aircraft 
[adapted from the Teledyne Controls/Stewart Hughes poster "The World's First Certified 
Helicopter Health and Usage Monitoring System for Bell 412"] 

HUMS acquires its data from sensors mounted throughout the aircraft and from existing flight 
instrumentation, Figure 1. Diagnostic, usage, and advisory information concerning critical flight 
components can be presented by HUMS to the pilot and crew through a human computer 
interface. HUMS can also track maintenance actions and provide post-flight diagnostic 
capabilities through the processing of flight data at the ground station. The significance of 
augmenting existing HUMS in-flight diagnostic capabilities will be discussed. For further 
background HUMS information, consult References [2] and [3] . 

HUMS Motivations:   The primary motivations for the development of rotorcraft Health and 
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Figure 2. Twin turbine helicopter accidents 
have increased dramatically over the past 
few years [2]. 

Figure 3. There are more fatalities 
resulting from twin turbine helicopter 
accidents than in previous years, with 
nearly one third occurring in the U.S.[2] 
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Usage Monitoring Systems are increased safety and reduced life cycle costs. Helicopters are 
subject to extreme dynamic loads and vibrations that impact their engines, drivetrain, airframe, 
avionics, and rotors. In addition to the mechanical faults typical of any performance-driven 
application with little design margin, the highly-variable and extreme loads that are generated 
during normal rotorcraft operation tend to cause failures that propagate rapidly and are nearly 
impossible to predict. Unanticipated, in-flight failure causes helicopter accidents, resulting in a 
fatal accident rate per mile flown an order of magnitude higher than that for fixed wing aircraft 
[2]. In the United States, the annual number of rotorcraft accidents is over 2.5 times greater than 
the number of fixed wing aircraft accidents despite dramatically fewer helicopter flight hours vis- 
a-vis fixed wing. 

Worldwide, an alarming increase in twin turbine helicopters accidents and fatalities has be seen 
This increase is illustrated in Figure 2 and Figure 3 [2]. In 1994, 76 people died in twin turbine 
helicopter accidents with nearly one-third of them in the United States. 

Implementation of HUMS can improve both civilian and military rotorcraft safety but the 
military need may be more urgent. HUMS increases the safety level of the rotorcraft by 
continually monitoring the condition of critical components - acting as a "watchdog". Military 
rotorcraft are often subject to more extreme flight conditions resulting in increased likelihood of 
premature mechanical failure. Chamberlain [4] illustrates the potential impact of HUMS on 
United States Navy (USN) and Marine Corps. (USMC) rotorcraft safety by citing historical data 
from the Naval Safety Center on Class A mishaps for rotorcraft. From 1980 to 1990, a total of 
204 helicopters were lost with 57 fatalities. Of the 204 losses, 85 were deemed to be mechanical 
systems related. Data from 1992 to 1993 indicates 29 mishaps with 14 attributable to engine, 
drivetrain, or rotor system failure. A distribution of these mechanical faults is provided in Figure 
4. A study reported by Chamberlain evaluating these mechanical faults determined that 64% 
(1980-1990) and 79% (1992-1993) of them might have been prevented with current HUMS 
technology (Refer to Figure 5). As the U.S. Military's rotorcraft fleet ages, more unpredictable 
failures are likely to occur. If these rotorcraft are retrofitted with current HUMS, some failures 
would be detected in time to prevent many future military accidents and fatalities. 

Although HUMS is a relatively new technology, there have already been numerous instances 
where HUMS has detected a fault and averted a potential tragedy. In March 1993, the world 
received proof of HUMS effectiveness when a Stewart Hughes Ltd. HUMS detected a serious 
problem on a Norwegian Boeing 234 Commercial Chinook and resulted in the first HUMS 
cancellation    of    a    commercial    flight     [5]. 
Investigation  found that a  10 mm bolt on the 
number  two   cross-shaft   coupling  between   the 
engine   and   a  gearbox   had   broken.   It   is   not 
knowable whether or not this bolt would have 
caused an accident if the flight had proceeded 
without the  warnings  of the  health  monitoring 
system, but the sheared bolt had the potential to 
cause   a   lethal   accident.   In   addition,   another 
operator   using    the    Teledyne/Stewart    Hughes 
HUMS on about 20 rotorcraft has reported success 
[2].  Since installation in that operator's rotorcraft 
fleet, twenty faults were detected and subsequent 
failures   prevented.   Four   of   the   faults   were 
considered potentially catastrophic and six would 
have caused costly  maintenance.  Other HUMS 

Causes of USN/USMC Helicopter 
Class A Mishaps, 1992-1993 
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Figure 4. Failures in various helicopter 
mechanical systems caused over 40% of 
Class A Mishaps [4]. 
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successes have since been recorded [2][6][7][8]. 

HUMS Added Capabilities: HUMS improves safety through means other than fault detection. 
HUMS systems can reduce pilot workload by automating some routine pilot tasks and allowing 
them to concentrate on other important aspects of the flight. In addition, if a HUMS system is 
permitted a certain level of decision-making, it can correct some human errors and possibly 
prevent an accident from occurring [8]. In some cases, a health monitoring system can detect 
problems and respond to them before the pilot becomes aware of their existence. Depending on 
the type of problem detected, HUMS can perform corrective actions needed to rectify the 
situation much faster than a pilot. For example, if a failure occurred in the primary hydraulic or 
electrical system or in an engine, HUMS could assure a quick switch to the correct secondary 
systems [8]. Since there are numerous instances of pilots shutting down the wrong engine in the 
event of an engine fault, for example, owing to ambiguous and misleading indications, this could 
make the difference between life and death for the rotorcraft's passengers and crew. 

There has been much deliberation over the allocation of responsibility for decision-making in the 
aircraft [9]. How much control over decision-making should be assigned to the HUMS computer 

system? Certainly, some 
situations might be better 
handled by a computer while 
others would be resolved more 
effectively by the pilot. Similar 
issues had to be addressed for 
fixed wing aircraft with the 
introduction of unstable aircraft 
such as the X-29. This aircraft is 
capable of flying only with a 
computer making continual in- 
flight adjustments to the pilot's 
actions - "fly-by-wire". Without 
the computer's assistance, pilots 
can only fly the aircraft for a few 
seconds before it becomes 
unstable and completely 
uncontrollable. It is certain that 
fly-by-wire was not adopted by 
the pilots because it was "new 

They accepted it because it met their immediate operational requirements. 

How HUMS Systems Would Have Prevented Many 
Class A Mishaps Due to Mechanical Failure 
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Figure 5. If current HUMS technology had been available 
during the past 15 years, many Class A mishaps caused 
by mechanical failure could have been prevented [4]. 

technology" 

The best decision-making would result if the observations and recommendations of both the pilot 
and the HUMS system could be integrated before determining the seriousness of a fault condition 
or the course of action in response to that condition. The helicopter human system interface must 
be designed to effectively relay HUMS information to the aircrew, to permit the pilot to query 
HUMS for more details following an alert, and to allow the aircrew to combine their knowledge 
of the situation with HUMS information. Issues associated with achieving this objective are the 
focus of this paper. 

Benefits and Costs: Although the value of HUMS has not been fully quantified, the benefits 
extend beyond improved safety and have generally been accepted by manufacturers and 
operators. Operating costs for helicopters are extremely high. Twenty-nine percent of the 
operational cost can be attributed to insurance and twenty-four percent to maintenance [2] as 
shown in Figure 6. Operating costs would be significantly reduced if there were a way to 
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Helicopter Direct Operating Costs 

decrease insurance premiums or the amount of maintenance required. Current insurance costs are 
largely due to high liability awards for accidents and high levels of real or perceived risk 
associated with helicopter flight. As HUMS matures and prevents mishaps, confidence will 
increase and resulting decreased risk will be reflected in lower insurance premiums. 

Excessive maintenance expenditures result from frequent maintenance checks and mandatory 
part removal after a specified operational life has passed. Continuous monitoring of critical 
components means more impending failures are likely to be detected. Because critical 
components are monitored between the required maintenance checks, it should be possible to 
safely extend the interval between costly maintenance overhauls. In addition, components with 
remaining useful life would not be replaced simply because their statistically determined life 
limit has expired; instead, they could remain in service for a reasonably extended period of time 
or until the health monitoring system detects a problem. Extension of the duration between 
maintenance checks would also result in greater aircraft availability, particularly benefiting 
helicopter fleet owners. 

Expected life cycle costs of HUMS arise from the initial purchase, installation and subsequent 
operation of the system. Multiple sensors, necessary wiring, an onboard data processor, and a 

ground station computer (GSC) comprise a list of 
the major HUMS components. Operational costs 
include the manpower needed for the ground crew 
to collect and interpret and archive the data as well 
as the general maintenance required for HUMS 
readiness. Because helicopter models and designs 
differ, HUMS systems need to be customized for 
each type of helicopter, making installation more 
expensive [2]. 

The best opportunity to install HUMS arises when 
the helicopter is already grounded for a 
maintenance overhaul. This will reduce the cost of 
installation. In older rotorcraft, especially those 
with only a short life remaining, the cost of 
installation and operation may not be justifiable 

but it should be analyzed for the particular case. In many newer rotorcraft manufactured for 
civilian use, a HUMS system is installed during assembly. 

Civil aviation authorities around the world are increasingly requiring accident data recording 
(ADR) systems which usually consist of flight data recorders (FDR) and cockpit voice recorders 
(CVR). Now some manufacturers are including a HUMS system in the package along with more 
advanced signal acquisition and processing functions [10] . By installing the ADR system and 
HUMS simultaneously, implementation costs are reduced. HUMS is surely a welcome addition 
to the accident investigation team because its data record can assist in determining the causes of 
accidents. Unlike civil aircraft, military aircraft are generally exempt from ADR requirements, 
and military organizations may choose to install HUMS without ADR due to acquisition budget 
constraints. 

Diagnostics and Prognostics Intelligence: The real power and the opportunity to transition to 
the safer and more cost-effective Condition-Based Maintenance philosophy for rotorcraft will 
only be realized when HUMS systems are intelligent and capable of prognostics. Future HUMS 
systems will require software intelligence for the detection of faults, failure mode diagnosis, and 
prognostic projection. The machine intelligence must possess the ability to extract results and 

Figure 6. Maintenance and Insurance 
expenses contribute significantly to a 
Helicopter's Direct Operating Costs [2] 
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convey information to 
the operator. Figure 7 
illustrates the levels of 
processing that describe 
the prognostic CBM 
process. 

CBM data processing 
includes sensor data 
association, sensor 
validation, state vector 
estimation, and anomaly 
identification [11]. Hall 
[12] has described many 
multi-sensor data fusion 
methods that are directly 
applicable to the CBM 
problem. Research in 
this area continues with 
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Figure 7. Data from monitored systems is processed at several 
levels and fused together to provide a better picture of a 
machine's condition. 

the ONR-funded Multi-Disciplinary University Research Initiative in Integrated Predictive 
Diagnostics and is being applied to projects ranging from single gear meshes to gas turbine 
engines. Methods to extend the feature vector and the observable operating range are being 
explored. If these efforts are successful, the promise of false alarm reduction and increased 
measurement confidence through sensor confirmation and validation may be reaped. 

While corroboration through data fusion provides robustness and the synergy associated with the 
combination of multiple sensors, the essence of fault diagnosis is based on abnormal pattern 
recognition. Data deviating from some defined normal pattern usually indicates the possible 
presence of a fault. Traditionally, statistical (similar to process control) methods such as 
regression analysis have been used in fault diagnosis to model and analyze non-linear dynamic 
systems. This method has demonstrated its limits when it comes to detecting slowly evolving 
faults and abrupt ones. Hence, the application of fuzzy logic and artificial neural networks 
(ANN) are being developed to improve HUMS pattern recognition and fault diagnosis. But, the 
key issue is to define the functional requirements that HUMS must provide to be a useful 
operational tool for the transition to CBM. 

Design for Prognostics: To satisfy the operators' requirements, a target for future HUMS is 
proposed as: 

The ability to detect all flight critical faults at least 2 minutes prior to their 
reaching operational limit and 99% at least 10 minutes before operational limit 

and 90% a minimum of two flight hours prior. 

These goals imply that 90% of all failures will be caught and repaired before the aircraft leaves 
the terminal. Of the 10% that are detected in flight, 90% of those are detected with a minimum of 
10 minutes to respond. With the remaining 1%, a minimum of 2 minutes will be provided. These 
are the so-called "3-sigma" failures that progress extremely rapidly and provide no detectable 
indication prior to their ultimate failure. These could be faults induced by foreign object or battle 
damage. 

It is believed that ongoing research will be able to increase the probability of detection prior to 
departure and to increase the effective warning period for faults detected in flight, but the above 
goal  represents optimistic projections of future performance.  It must be remembered in 
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considering this performance that flight critical failures occur in helicopters on the order of 
1/100,000 flight hours, so we are addressing a rare event which makes quantitative performance 
measures difficult. 

All outputs of the HUMS must be bounded with certainty or confidence limits to be useful to the 
human and to downstream analytical processes. These measures will necessarily be calculated 
with the detection, diagnostic, and prognostic algorithms and be continuously updated. 

The following notional scenario describes the manner in which an "Ultimate HUMS" might 
determine and relay information about the evolution of a fault. Recognize that the scenario 
presented is entirely notional and the capability it represents may never be achieved. But, it's 
purpose is to articulate a view of a desirable future state and promote discussion to define the 
most operationally useful system possible. 

FAULT DETECTED: [Italicized text represents the HUMS output.] 

The first step in the reasoning process is to detect that a fault has initiated and become 
observable. This condition represents a variation from "normal" and will trigger a set of more 
detailed analyses to establish a confidence and diagnose the nature of the fault. Thus, the 
detection call might be made as follows: 

"Drivetrainfau.lt detected, 99% certainty of fault." 

FAULT DIAGNOSED: 

Diagnosis differs from detection in that diagnosis implies that the specific fault detected has been 
identified and quantified with respect to its severity. The ultimate HUMS should be able to 
perform this diagnosis with a high degree of certainty at least to the line-replaceable unit (LRU) 
level. It may be important to the prognosis function that the diagnosis be more specific in order 
to predict the remaining useful life, but the operator is most concerned with having that 
knowledge available down to the lowest LRU for maintenance planning. The ultimate HUMS 
should be able to achieve this diagnosis function with 95% accuracy (counting false alarms and 
misses) for the faults that are currently detected on the ground. At the LRU level, the diagnosis 
should be presented concurrently with the fault detection message illustrated above. In order to 
refine the diagnosis below the LRU level, additional time may be required for further analysis by 
the system. 

Again, the reliability of the diagnosis will need to be calibrated with certainty measures. Thus, 
the detection call would be expanded as follows (new content shown in bold italics): 

"Drivetrain fault detected, 99% certainty of fault. Diagnosis: main rotor 
transmission planet gear spoiling, 2% (+/- 0.5%) of tooth area, 90% certainty." 

EVOLUTION PREDICTED (Prognosis): 

Prognosis is the goal of the Ultimate HUMS system. The term means: reliable and accurate 
prediction of the remaining useful life of a component in service. Thus, true prognosis requires 
not only a prediction of the time to failure but also a measure of the certainty and error bounds on 
the projection. With this information, the aircrew can have (but may choose not to use) the 
opportunity to modify operations to extend component life. The worst case projection of 
remaining useful life must be set at a high level of confidence, probably 99.5% based on three 
standard deviations (3a) below the mean prediction. This capability does not now exist for even 
relatively simple devices, let alone complex helicopter gearboxes. The true power of HUMS and 
mechanical diagnostics to impact operational safety and cost lies in a realized prognostic 
capability. 
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The minimum reliability (certainty) in the projection will be established prior to flight, i.e., for a 
given fault, the system will not present a prognosis without achieving the prescribed level of 
certainty. It is extremely important not to present the aircrew with a projection that is longer than 
will be realized under worst case conditions. It is also important, however, as we move to 
prognosis, that we not project too conservatively lest we continue to "throw away" useful life of 
components and increase operating costs. 

The diagnosis call from above would be expanded as follows with prognostic information: 

"Drivetrain fault detected, 99% certainty of fault. Diagnosis: main rotor 
transmission planet gear spoiling, 2% (+/- 0.5%) of tooth area, 90% certainty. 

Remaining safe flight 10 to 40 minutes." 

Setting Acceptable False Alarm Rates: False alarms are the nemesis of all mechanical 
diagnostic systems. On the one hand, high sensitivity to symptoms of an evolving fault is desired 
to give the earliest possible warning. On the other hand, high sensitivity can lead directly to high 
false alarms. The threshold and sensitivity settings are therefore trade-offs that must be carefully 
balanced between the consequences of a failure and the implications of a false alarm, both 
operationally and on the confidence the user has in the system. From an operational perspective, 
statistical decision theory will most likely be applied to account for the consequences of failure 
versus the consequences of false alarms in light of their respective frequencies. In helicopter 
operations, there are many situations where an extremely low false alarm rate is imperative 
because the consequences of a false alarm induced immediate landing (statistically) exceed the 
consequences of a failure in flight. In that case, monitoring (or certainly diagnostics) is not 
advisable unless an acceptably small false alarm rate is achievable. The statistical decision theory 
analysis will provide the lower bound on the acceptable false alarm rate as a function of the 

monitored system. 

The upper bound on acceptable false alarm rate is established by the user. Even if analysis shows 
that being wrong frequently (say 40%) is acceptable from a statistical decision theory 
cost/benefit perspective, there is a threshold above which the user will no longer have any 
confidence in the system. There is some research indicating that the psychological limit is in the 
vicinity of a 15% false alarm rate, i.e., users will believe an alert until the rate at which it proves 

false exceeds about 15% [13]. 

These two bounds establish proposed design limits for false alarm rate in the HUMS. The lower 
level of acceptable false alarm established by a statistical decision theory analysis of the system. 
The highest level of acceptable false alarm at 15%, regardless of the results of the system 
analysis. For the purposes of this paper, it must be assumed that the HUMS system will achieve 
the required minimum acceptable false alarm rate through ongoing development perhaps by 
including input from the aircrew. 

Human-System Interface for Shared Decision Making: Fault detection, diagnosis, and 
prognosis information collected in flight must be presented to the maintainer on the ground and 
should be available to the aircrew. Most current HUMS system have a fairly efficient means to 
download the information from the aircraft and interface it to the maintenance infrastructure for 
scheduling and parts ordering. On the other hand, current HUMS have extremely limited 
interfaces to the aircrews although the information to be communicated could be life-saving. 
Future HUMS will necessitate a much richer interface applying most appropriate technology to 
inform the aircrew and to receive additional information from them. Due consideration of context 
and accuracy are important because when a fault has been detected and the crew is notified (in 
general), the information will likely cause an emergency response. Thus, it is important that the 
information presented be unambiguous and easily understood and assimilated by the aircrew. 
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One of the main differences, in terms of an evolution towards future HUMS, is that the 
information flow will no longer be uni-directional from the system to the cockpit. It will 
necessarily be bi-directional with the aircrew having the ability to query the HUMS to gain 
additional corroborating information or to provide information to the HUMS system that can 
only (reasonably) be provided by the human. For example pilot-identifiable changes in the 
performance of the aircraft like a "sluggish stick" could be useful to, but not directly observable 
by, the HUMS system. With such a level of interaction, it is likely that additional methods of 
communicating the diagnostic and prognostic information using tactile as well as visual and aural 
senses will be available. The information portrayed in the detection, diagnosis, prognosis 
scenario above probably would be most effectively presented visually using some sort of 
advanced graphical interface. 

A key HUMS design issue that must be addressed in the human system interface development 
and especially in the transition to onboard HUMS/aircrew interaction is: How much 
corroborative information the aircrew should be able to (wants to be able to) access in flight? In 
principle, it would be desirable to provide any information the aircrew wants. In practice, this 
will not be possible or practical. The information that HUMS will use to detect, diagnose, and 
predict failure evolution will be extremely technical in nature and will have been subjected to a 
high degree of automated analysis by the time that an alert is posted. Thus, the type of 
corroborative information that the aircrew wants must be defined in advance in order to make it 
available. 

A probable requirement is that the HUMS system will be required to provide information to the 
human system interface regarding the basis for its conclusion. HUMS must, for example, be able 
to identify that it predicts 10 hours to failure of the planet gear in the main rotor transmission due 
to spalling because: 

• HUMS has detected debris in the sump consistent in quantity and morphology with gear 
spalling. 

• HUMS has detected a vibration signature that is indicative of a surface flaw on the planet 
gear. 

• HUMS analysis of the amplitude and spectral characteristics of the vibration signature and 
rate of debris generation indicates that the severity of the spalling is 2% of the tooth area. 

• The spall limit for that gear (based on design and experience) is 4% of tooth area. 

• Under worst case conditions spalling has been seen to progress at 0.2% of area per flight 
hour. 

This information would, of course, be provided from the HUMS system to the interface in a 
condensed format computer message using a pre-determined message format. The objective of 
the human-system interface should be to decode that message into "human terms" and maintain 
the logic and processes to allow the aircrew to ask "why?" of the HUMS system. This would 
likely be a hierarchical inquiry starting with the fault alert by the on-board diagnostic system and 
progressing to the most detailed information about the nature, severity, and context of the fault. 
The aircrew would ask repeated questions until they have achieved a satisfactory level of comfort 
with the HUMS prognosis. Thus, the integrated HUMS interface must provide the means to place 
the results of these analyses in context and in a format that the aircrew is able to digest in light of 
training, experience, and workload. 

The real promise of the on-board diagnostic system will come when the system and the aircrew 
can act in concert to provide operational alternatives and their impact on remaining safe flight 
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time. For example, in the situation described for spalling of a planet gear in the main rotor 
transmission, reducing power might dramatically (orders of magnitude assuming a logarithmic S- 
N curve) increase the time to failure. Future HUMS could be able to accept input from the 
aircrew to assist in determining alternative remaining life scenarios. In general, anything that the 
aircrew can provide regarding future operations will allow the HUMS to extend its prediction of 
remaining useful life since its basic prediction is based on a "worst case" expectation, i.e., that 
the aircraft is flown in its most severe loading regimes for the part in question. This balancing act 
will be an area where close cooperation between the human-system interface and HUMS 
designers will be required to produce an integrated on-board diagnostic/prognostic system. The 
design (and hence the cost) of the system will be heavily driven by the level of this type of 
processing it is required to perform. 

Summary: A review of Health and Usage Monitoring Systems and a description of HUMS 
functions were presented. The benefits of HUMS systems are well documented in both civil and 
military communities. In addition, this paper discussed issues which are expected to arise as 
prognostic capabilities and on-board interfaces are incorporated into HUMS. It is hoped that the 
paper will be useful in defining a future HUMS which will expand current diagnostic and 
prognostic capabilities and more effectively provide this information to ground maintenance 
personnel and aircrews. The means by which this can be achieved is by active and continuous 
discussion of the propositions offered. 
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Abstract: A "prognostics" capability is an essential element of a condition-based 
maintenance scheme. Prognostics involves monitoring to ascertain the current health of a 
machine in combination with predictive modeling, and implies the ability to confidently 
predict remaining life under a range of operating conditions so as to guarantee operation for 
a minimum time under extreme conditions. Development of efficient numerical models of 
material damage accumulation and component failure are key parts of a prognostics 
capability. Such models need not approach perfect fidelity, as errors can be detected by 
monitoring, but must be accurate enough to guarantee safe operation over some time 
window into the future. A hierarchical modeling approach is being developed to address 
this need, with the following features : (1) local material failure is modeled approximately 
using continuum damage mechanics; (2) component failure is modeled through numerical 
solution of representative boundary value problems; and (3) system failure is modeled 
dynamically by representing individual components as discrete elements having associated 
damage states. Damage mechanics solutions for individual components are used to define 
characteristic "component damage modes," which are used to construct low-order 
component models for use in system simulation. These simulations are used to identify 
system failure modes and accompanying observables, as well as to assess remaining life. 

Key Words: Condition based maintenance; condition monitoring; prognostics; damage 
mechanics; damage evolution; damage modes; remaining life. 

INTRODUCTION: Machinery prognostics involves a combination of monitoring and 
prediction, with the goal of confidently and accurately predicting remaining life. If safe 
operation for some minimum time under extreme conditions cannot be guaranteed, 
maintenance is scheduled. Machinery prognostics is currently of great interest in the 
machinery monitoring community [1-4]. The accurate prediction of machinery failure can 
be thought of as being broadly founded on two approaches: 

(1) History-based. If a manufacturer (or an operator) of a particular kind of system 
has monitored such systems for a time long enough to have observed a number of 
failure events, including all significant kinds of failure modes, that data can be used 
as a basis for predicting the remaining life of another system. Unfortunately, if the 
other system differs substantially from those used to generate the failure data, either 
in operating environment or in component details, the accuracy of failure prediction 
will suffer. Furthermore, such an approach cannot be applied to the first few units 
of a machine placed into service, as there is no prior failure data. 
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(2) Model-based. A "first principles" dynamic model of a mechanical system can, in 
principle, be developed and used to explore the response of the system to any 
contemplated operating environment. Challenges include anticipating significant 
system failure modes, including all the relevant physics, and running quickly 
enough to be used in near-real time. Clearly, the availability of such models would 
also be useful during the design of new machinery. 

History-based prognostics is currently the dominant paradigm for condition-based 
maintenance approaches. Model-based prognostics is a growing area of contemporary 
research with clear, if longer-term, payoffs. 

Development of efficient, low-order numerical models of material damage accumulation 
and component failure are key parts of a model-based prognostics capability. Because a 
machine is monitored essentially continuously, predictive models need not approach perfect 
fidelity, as model errors can be detected and corrected. On the other hand, such models 
must be accurate enough to be able to guarantee safe operation over some time window into 
the future. 

HIERARCHICAL MODELING: A hierarchical modeling approach is being 
developed to address this need, as depicted in Figure 1. The modeling approach is 
motivated by recognizing that a mechanical system can be considered a hierarchical 
collection of interacting parts, and that system failure is typically the end result of a 
sequence of events stemming from an initial material failure. The modeling approach is 
complicated by the recognition that material failure involves complex, imperfectly 
understood processes. 

HIERARCHICAL 
MODEL 

environment 

material 
component 

subsystem 

system 

performance 

Figure 1: A Hierarchical Modeling Framework 

The hierarchical modeling approach of present interest has the following features: 

(1) Local material failure is modeled approximately using continuum damage 
mechanics; 

(2) Component failure is modeled through the numerical solution of representative 
boundary value problems, permitting the identification of component "damage 
modes;" and 

(3) System failure is modeled by representing individual components as discrete 
elements, with damage states associated with each component damage mode. 
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Additional details associated with each of these levels of failure are described in the 
following subsections. 

Material Failure (Damage Mechanics Models): Failure by crack initiation and 
growth is one of the most important type of component failure modes anticipated. 
Although this might suggest a material failure approach based on detailed fracture 
mechanics modeling, a continuum damage mechanics approach is being pursued for two 
main reasons: First, the system-level models envisioned will employ specific component 
failure modes and associated damage states — and continuum damage mechanics models are 
already in the desired coupled-field form. While fracture mechanics models could be used 
in principle to identify failure modes associated with cracks, parameterization of crack 
growth in a state variable model seems a formidable task. Second, fracture mechanics 
approaches appear to be inconsistent with the goal of efficient, low-order computational 
models. This said, research on fracture mechanics is certainly relevant, but not has been 
pursued as a key element of the present approach. 

Researchers have been developing the largely empirical field of continuum damage 
mechanics for roughly 40 years, with the primary goal being the description of local 
material failure prior to the development of "macro-cracks." Researchers have considered 
brittle, ductile, creep, and fatigue damage (to name a few), and dynamic aspects including 
initiation, growth, and coalescence. 

A continuum damage mechanics formulation involves the joint evolution in time of (at least) 
two fields: the mechanical displacement field and a damage field. Damage (D) is thought to 
degrade the elastic properties of the material (E); in a representative form, as follows: 

E = (1-D)E (1) 

And a typical damage evolution equation has the following form: 

D = H(CT) 
[A(1-D)F (2) 

The requirements for thermodynamic consistency in constitutive and evolution equations 
are well understood. Although researchers recognize the need to consider interactions 
among the various physical processes that may be operative, the presence of multiple 
degradation processes reduces the fidelity of model predictions. The availability of a 
machinery monitoring system for model error detection makes it possible to consider 
continuum damage mechanics for a model-based prognostics approach. 

Component failure by crack growth may perhaps be captured to first order using such a 
damage mechanics scheme, by identifying a crack as a connected region of high localized 
damage. A companion research effort led to a new continuum damage mechanics model 
based on the notion of equivalent elliptical microcracks [5]. This model, illustrated in 
Figure 2, is distinguished by the following combination of features: 

(1) A scalar damage field. This is defined as the local average volume fraction of 
damaged material. The orientation and aspect ratio of the equivalent elliptical 
microcracks are used as auxiliary fields.  The orientation of the damage affects the 
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damage growth direction, while the aspect ratio affects the damage growth rate for a 
given stress level. 

(2) Non-isotropic elastic behavior of damage material. Damage can fundamentally 
change the nature of material behavior from isotropic to orthotropic. Increasing 
damage tends to reduce the stiffness of the material, and the elliptical crack 
paradigm makes such reduction direction-dependent, perhaps capturing a key aspect 
of crack growth. The material fails locally when the matrix of elastic constants for 
the damaged material becomes singular, i.e., when the material becomes incapable 
of carrying load in some direction. 

(3) Empirical material-based evolution equation. The evolution equation for the 
damage field is motivated by empirical fracture mechanics relations. Damage 
growth is driven by a scalar damage equivalence stress exceeding a threshold value. 
The values of the auxiliary fields (orientation and aspect ratio of the equivalent 
elliptical microcracks) are determined from the current displacement and damage 
response. 

Figure 2: Equivalent Elliptical Microcrack as the basis for a CDM theory 

Issues related to this specific damage mechanics approach to material failure include: 
evaluation of alternative methods for determining the current crack orientation; evaluation of 
alternative growth laws involving complex stress; and determination of the necessary 
material properties to be used in system simulations. These issues are being pursued in 
parallel with component and system modeling research. 

Component Failure (Numerical Models and Damage Modes): Solutions of 
representative coupled-field boundary value problems for individual components continue 
to be pursued. The complexity of the coupled-field constitutive and evolution equations, 
not to mention the geometry of realistic components, necessitates a numerical approach. 
This is being addressed in the following ways: 

(1) Demonstrating the proposed methodology through coupled-field finite element 
analysis initially, to be followed by the development and use of "meshless" 
numerical analysis to investigate spatial convergence of numerical solutions. 

(2) Performing appropriate experiments to characterize material behavior and to 
determine model parameters. After these have been established, predictions based 
on the damage mechanics model will be compared to those based on fracture 
mechanics. 

(3) Developing a methodology for identifying and describing component failure modes, 
based on a characteristic spatial distribution of damage. 
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Initial numerical analyses implementing our damage mechanics model have been 
accomplished using the commercial finite element code ABAQUS with specialized 
subroutines. Solutions obtained to date exhibit monotonically increasing damage 
accumulation to failure. Figure 3 shows damage growth in the vicinity of a hole in a bar 
subjected to uniform longitudinal tension. 
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Figure 3: Damage Growth Near a Hole in a Bar Under Uniaxial Tension 

The use of the Von Mises (deviatoric) stress and the "damage equivalence stress" (which 
includes a hydrostatic component) have been evaluated as alternatives for driving damage 
evolution. Damage evolution in a bar with an initial crack appears qualitatively similar to 
crack growth when the damage equivalence stress is used, and is more like a shear band 
when the Von Mises stress is used. Figure 4 shows representative stresses in two meshing 
planar gears. These stresses drive damage growth, especially in the vicinity of contact 
regions and near tooth roots. 

Solutions obtained to date exhibit some mesh sensitivity. This is the subject of continuing 
investigation, with emphasis on developing meshless numerical methods. Such methods 
will allow additional degrees of freedom to be added to the model in regions of high 
response gradients without re-meshing. In addition, predictions made using the subject 
damage mechanics model are being compared to those obtained using conventional fracture 
mechanics methods. Obtaining a favorable comparison requires the use of appropriate 
material properties and parameters in the models. 

Numerical results such as those shown in Figures 3 and 4 are being used to define 
"component damage modes." Such modes describe characteristic (or representative) 
spatial distributions of damage under expected operating conditions. Component health can 
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then be described in terms of the amount or degree of each damage mode present in the 
current response. This concept is fundamental to developing low-order system dynamic 
models. 

Figure 4: Stresses Drive Damage Growth in Meshing Gears 

Figure 5 illustrates the description of gear tooth failure using an effective tooth stiffness 
over time. In this example, a damaged region growing from the root can be considered a 
significant damage mode, and the simplest discrete model of a tooth is just a scalar spring, 
the stiffness of which decreases with increasing damage. 

Figure 5: Failure of Single Gear Tooth Due to Root Crack 

System Failure (Integrated Low-Order Component Models). Component 
damage modes will be used in the construction of low-order coupled-field component 
models for use in system simulation. These system simulations will be used to identify 
likely "system failure modes," to anticipate accompanying observables, and to assess 
likely remaining life. 
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Component damage evolution will be described by a combination of scalar state variables 
and associated spatial damage distribution. The spatial distribution is likely to depend on 
the state variable in a non-linear way, unlike a conventional assumed-modes method. 
Figure 6 illustrates the concept of developing a discrete component model, including 
damage, from a continuous model. 

Continuous Component Discrete Component 

E = E(x,D) 

D = D(x,e,D) 

'/////(&{/////> 

k = k(D) 

D = D(D,0) 

Figure 6: Discrete Component Damage Models are developed 
from Continuous Damage Models 

Component models (discrete) will be assembled into system models, as illustrated in Figure 
7. These system models will be used to identify likely "system failure modes," which 
involve a material failure that leads to a fundamental component failure followed by 
additional component failures and loss of system performance. The system models will 
also be used to identify accompanying observable signals, and to assess likely remaining 
life. 

Figure 7: Discrete Component and System Models are developed from Component Models 

SUMMARY. In the near term, it appears that history-based prognostics will dominate in 
practical applications. In the longer term, however, model-based approaches are likely to 
contribute significantly to prognostics capability, especially when little data exist for a 
particular machine or operating environment. Furthermore, a model-based capability is 
essential for the improved design of new machinery that is to be monitored and for training 
of maintenance engineers. 
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The hierarchical approach to model-based prognostics described in this paper is unified by 
the use of damage states at every level, states that are assumed to affect apparent stiffnesses 
and damping prior to failure. The approach has the following general features: (1) local 
material failure is modeled approximately using continuum damage mechanics; (2) 
component failure is modeled through numerical solution of representative boundary value 
problems; and (3) system failure is modeled dynamically by representing individual 
components as discrete elements having associated damage states. Damage mechanics 
solutions for individual components are used to define characteristic "component damage 
modes" that are used to construct low-order component models for use in system 
simulation. These simulations are used to identify system failure modes and associated 
observables, and to assess likely remaining life by predicting the consequences of 
continued operation. 

Such an approach appears promising because the models used need not approach perfect 
fidelity (as model errors can be corrected by monitoring), but must only be accurate enough 
to guarantee safe operation over some limited time window into the future. Clearly, the 
successful deployment of this approach will not relieve engineers of the responsibility of 
judgment: anticipating elemental failure events and including the corresponding damage 
states in the system dynamic model. Anticipating such failure modes in advance, especially 
for new designs, will continue to be a challenge. Perhaps tools based on approaches like 
that described herein will enable that capability. 
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Abstract: Developing prognostics for diesel engines offers significant benefits to the 
end user. This technology can increase equipment utilization, reduce operating costs, and 
increase system reliability (measured in uptime) without having to significantly increase 
component durability or reliability. A management system which incorporates prognos- 
tics is described. Research needs related to developing prognostics are identified. 
Trending based on data gathered over time is discussed, along with different methods for 
gathering trending data on diesel engines. 

Key words: Blowby, data gathering methods, diesel engines, prognostics, trending 

INTRODUCTION: Much research and development has been done in the areas of en- 
gine diagnostics and maintenance. Relatively little progress, though, has been made in 
developing prognostic technology, which predicts failures, optimizes maintenance, and 
quantifies remaining life [1]. Prognostic technology offers significant benefits to the 
engine user. This technology can increase equipment utilization, reduce downtime, re- 
duce operating costs, and increase system reliability without having to greatly increase 
component durability or reliability. The possibilities in theory are prodigious; the fact is 
that the industry is years away from commercializing these methods. 

This paper focuses on prognostics for the commercial diesel engine, although the con- 
cepts could apply to internal combustion engines in general. The framework for diesel 
engine prognostics is similar to that for prognostics or condition-based maintenance of 
other equipment. This paper highlights some of the special aspects of diesel engine 
prognostics. 

Role of diagnostics and prognostics in improving engine reliability: Customer de- 
mand for ever-improving product reliability does not mean that engines will become reli- 
able to the point that diagnostics and prognostics will be unnecessary. Rather, there is a 
cost-driven balance between improved engine reliability and diagnostic and prognostic 
capability. A component-by-component beef-up approach to improving reliability will 
probably yield an engine which is too costly and heavy. The appropriate approach may 
be to continue beef up certain components and subsystems, combined with adding diag- 
nostics and prognostics. A less reliable engine can become reliable from the end user 
point of view with the addition of effective diagnostics and prognostics. 
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EQUIPMENT MANAGEMENT SYSTEM INCORPORATING PROGNOSTICS 
Prognostics must be understood within the context of a complete system which helps the 
end user better utilize his equipment. The term 'management' is used to point out that 
prognostics is not an end to itself. Rather, prognostics serves to support equipment man- 
agement. While a complete equipment management system includes diagnostics and 
many other components, the system described here focuses primarily on the prognostics 
portion. 

Figure 1 shows what the prognostic portion of an equipment management system might 
look like. The first major part of the system is to identify and characterize the health of 
the engine. The next step is to prognosticate about engine and component performance. 
In conjunction, one must optimize maintenance and repair based on the prognostic in- 
formation. Finally, this information is converted into a concrete form which the end user 
or control system can act on. The various parts of this system are discussed in detail 
next. 

Symptoms of 
component 
degradation 

Component 
failure data 

Critical effects of 
component degradation 

Effects of 
engine use on 
components 

Engine data 
-Engine use history 
-Data from sensors 
-Maintenance records 

Customer objectives 
associated with 
the equipment 

Maintenance 
recommendations 

Operation 
^- recommendations 

and actions 

Other equipment 
management info 

Figure 1: A prognostic management system. 

Understanding Component Failure: Developing prognostic capability requires improving 
our understanding of component failure. Today failure mode and effect analyses 
(FMEAs) are done on most engine components and subsystems. These FMEAs identify 
potential failure modes and severity, and are used to design out higher risk failures. A 
prognostic system focuses on those failure modes which are statistically significant and 
actually occur in the field. The FMEA methodology can be adapted to identify where 
prognostics would be most beneficial. 

The nature of the transition from a functional component to a failed component is impor- 
tant.   Many mechanical components degrade over time through mechanisms of wear, 

112 



creep, corrosion, and other microstructural changes [2]. The rate of component degrada- 
tion versus time needs to be understood. For example, does a component initially wear 
slowly, followed by a period of rapid wear to complete failure? Or does wear occur 
gradually, almost linearly, over time, until complete failure? 

Historical failure data can provide a way to predict remaining life for come components. 
This data needs to be complete enough to accurately characterize the variability in com- 
ponent life - i.e., the type of distribution, range, etc. 

Component failure information such as this will be used to predict when to service the 
engine and will determine what thresholds to use for various decision points [3]. 

Predicting Impending Failure Based on Use: Much maintenance done today is based the 
number of hours or miles of use. Filter changes, oil and coolant changes, even engine 
overhauls are based on use. This method needs to become more sophisticated, since 
some maintenance is done more often than needed while other maintenance may not be 
done often enough. Components which already are maintained based on use need im- 
proved methods for calculating remaining life. This method must be expanded to cover 
other components as well. Better understanding the effect of use history or duty cycle 
(stress, temperature of operation, etc.) on component life can noticeably reduce the life 
variability seen in specimens of a particular component. This component level use in- 
formation can then be related to engine duty cycle (torque vs. speed vs. time), number of 
engine starts, number of cold starts, time spent operating very hot or very cold, the con- 
dition of the lubrication used, and so on to estimate component life. 

Identifying Component Degradation and Predicting Impending Failure Based on Symp- 
toms: As a component degrades, various symptoms will appear. These symptoms need 
to be identified, and they need to be correlated with degrees of degradation. Practical 
considerations with diesel engines suggest the focus should be on identifying macro- 
scopic symptoms detected by speed, torque, pressure, temperature and other sensors, and 
by oil analysis and periodic engine health checks. Identifying microscopic symptoms re- 
quiring partial engine disassembly and metallurgical analysis are generally not appropri- 
ate in this field. 

Critical Effects of Component Degradation and Failure at the Overall System Level: 
Certain effects or symptoms of component degradation are especially critical in the 
commercial engine market, and merit special attention. These symptoms are listed be- 
low. 

Loss in fuel economy: The degradation of certain components affects fuel economy. The 
relationship between component degradation and fuel economy is approached from two 
perspectives. First, fuel economy can be a symptom or measure of component degrada- 
tion, useful in quantifying engine health and predicting remaining life. Second, the end 
user has certain fuel economy targets based on operating costs. The potential loss in fuel 
economy can trigger maintenance recommendations and corrective actions. 
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Loss in performance: Certain components impact important end user performance re- 
quirements of response, power output, and stability. As with fuel economy, performance 
is a symptom of engine health and an end user objective. Maintenance action may be 
triggered based a user's allowable degradation in a certain critical performance parame- 
ter. 

Increase in chemical emissions: The effect of component degradation and failure on 
emissions is taking on a greater and greater role in the overall exhaust emissions control 
strategy. Research has shown that engines and vehicles with significantly degraded com- 
ponents can contribute to exhaust emissions increases. To this end, the California Air 
Resources Board (CARB), which sets emission-related standards in California, and the 
federal Environmental Protection Agency (EPA) have set standards relating to diagnos- 
tics and emissions levels. Today manufacturers of certain vehicles must provide on- 
board diagnostic systems which are able to detect the degradation of certain systems 
which cause an increase in emissions in the applicable Federal Test Procedure (FTP) or 
in any reasonable in-use driving condition [4]. As a result, the relationships between 
component degradation and emissions increase are already being studied. This is an im- 
portant part of the engine maintenance equation. 

Degradation causing collateral damage: If the degradation or failure of a component 
causes serious damage to the rest of the engine, clearly that part must be repaired sooner. 
Less risk is allowed in delaying the replacement of that component. 

Optimizing Utilization Based on End User Objectives: With information on component 
life and effects of component degradation and failure, the next step is to optimize utiliza- 
tion of the engine system. From the end user perspective, cost needs to be considered. 
Extending the life of the engine at any cost does not optimize utilization from the end 
user perspective. All costs directly and indirectly related to the engine as a component of 
the end user's business system must be factored in. This means that costs related to 
downtime should influence the recommendations of a prognostic management system. 
The trade-off between delaying a repair to reduce cost versus increasing the risk of 
downtime is factored in. Optimizing maintenance scheduling is another part of the equa- 
tion. For example, an engine which is down for major repair which is expected to require 
a minor repair soon maybe should have the two repairs done at the same time. 

Quantities like the cost of downtime, the value of reliability, the value of fuel economy, 
the value of emissions can vary from one engine user to the next. The prognostic man- 
agement system must be able to take into account each user's priorities in making main- 
tenance recommendations. For example, users operating standby generators have much 
less concern for fuel economy compared to those running prime power generators. Reli- 
ability, on the other hand, is extremely important. Repairs which enhance fuel economy 
with little or no effect on reliability would have a lower weighting. Users operating gen- 
erator sets as main sources of power will want the prognosticator to tell them when fuel 
economy has degraded even slightly and what to do about it. It is important that the 
system be flexible and adaptable. 
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Clearly, factoring in all of these considerations is not a trivial problem. The fact that 
these constraints and data exist in several different domains (OEM data, engine data, 
customer business objectives, maintenance schedules, etc) further complicates the prob- 
lem. 

The Interface With the User: The prognostication and optimization process may generate 
information related to the likelihood of various failures at some future time frame. As 
such, this information is of minimal value to the end user. It must be translated into a 
form which can help decide things such as "when should the engine be overhauled?" and 
"what repairs need to be made at what time?" Maintenance recommendations should 
blend in with the user's complete equipment management system. Information should be 
provided at the equipment manager's request. The equipment manager should be able to 
query the system about equipment condition, needed repairs, downtime, etc., and get a 
clear picture he can understand. 

Feeding Back Equipment Operation Recommendations and Actions: The prognostic sys- 
tem not only helps maintain and repair an engine, it can also adapt how the engine is op- 
erated in order to better utilize it. One could modify engine operation so as to limit stress 
to a component with minimal life left which the user wants to last a certain length of 
time. The system could compensate for performance changes at the request of the user. 
It could prevent the operation of the engine in certain ways which are detrimental to long 
engine life when the user values engine life as a high priority and the engine is operated 
in a detrimental way frequently [5, 6]. 

TRENDING 
Trending is a somewhat heuristic prognostic method which is beginning to be used with 
diesel engines. One looks at trends in data from individual sensors over time, then makes 
decisions based on how things are changing relative to certain limits[7, 8]. This section 
discusses some of the issues around trending with engines. 

Blowby and Trending: Blowby is the combustion gases which leak by the piston rings, 
exhaust valve stems, and turbocharger bearings. As certain engine components wear 
(esp. rings and liners), blowby increases. While blowby is a good indicator of engine 
health, blowby in and of itself is not sufficient to recommend a specific course of action 
or estimate remaining life. High blowby can relate to the need to overhaul an engine; it 
can also indicate the need to address a turbocharger issue. Additional sensor or diagnos- 
tic information is necessary to assess engine and component health. Being able to make 
this assessment with the current suite of sensors and without extensive diagnostic analysis 
is important to making the system work cost effectively. 

Even having identified where the blowby is coming from, there is little quantitative in- 
formation available relating a particular blowby level to the need to perform a repair. 
Many blowby guidelines published by manufacturers say when blowby levels will po- 
tentially cause damage to the engine, not when levels indicate a problem needing repair. 
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From a predictive point of view, little work has been done to relate blowby over time to 
component deterioration. 

Blowby is a good example of the potential of trending data for diesel engines. Many 
other pieces of data offer similar potential in helping the operator manage his equipment. 
The same sort of research needs to go on with this data as well, making connections be- 
tween component degradation and failure and changes in parameters. 

Data gathering strategies for trending: Today, data can be gathered faster and in 
much greater amounts than it can be stored, managed, and processed. If we had unlimited 
memory and data storage, transmission, and handling capability, we could store all data 
continuously. This would give us a complete picture of the engine history and operation. 
That is not realistic today, nor will it be realistic any time in the near future. Therefore, 
one must be selective in the initial gathering of the data. Data may have to be sorted and 
compressed after being gathered. In this section we will discuss six possible ways to 
gather data for trending. They are: 

1. Continuous datalogging - very fast sampling 
2. Datalogging at rated power 
3. Datalogging with variable load/speed thresholds 
4. Datalogging over loadblocks 
5. Continuous datalogging - periodic sampling 
6. Other datalogging methods 

1. Continuous datalogging - very fast sampling: This is the ideal datalogging method 
mentioned above, where data is logged continuously regardless of operating condition. 
This means that during engine operation, data will be taken on a periodic basis at perhaps 
once per second. Data would be logged no matter how long or short the engine operated 
at a particular condition. 

The advantages of this method are that no matter where the engine operates, one will get 
data. One can do some things which one cannot do with some of the other methods. 
When looking at the data, one can determine whether the engine is at a steady-state or 
transient operating condition. One can also see exactly how the engine is being used. 
(Actually, to really see events like throttle snaps, one should sample at around 20 Hz to 
get an accurate picture of the event.) One can accurately make duty cycle calculations - 
(what percent of the time the engine spends in various operating areas on the torque- 
speed map). 

The disadvantage of this method, as mentioned before, is that it simply is not feasible. 
The rest of the data gathering methods are various ways to overcome this issue. 

2. Datalogging at rated power: Taking data just at rated power is appealing for a number 
of reasons. Much engine test data is generated at rated power. This makes it easy to 
compare actual engine performance with expected performance. The engine speed and 
torque are fairly high, resulting in generally high temperatures and pressures throughout 
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the engine. This improves the signal-to-noise ratio, making changes in data easier to de- 
tect. Variability is low because rated power is only one operating point, not a region. 

There are some drawbacks with datalogging at rated power. Not all applications always 
operate at rated power on a regular basis. This can be because the engine's load—a hy- 
drostatic pump, a torque converter, a transmission—is set up in such a way that the en- 
gine can never get to rated power. Or the operator may find that he never needs full 
power for the particular application, so he seldom runs up to rated. 

Another question is what constitutes rated power? Does the engine need to be within 1 % 
of rated power? Is 5% or 10% sufficiently close? Broadening the band around rated 
power increases the likelihood that data will be gathered and that there will be more of it. 
However, as the band broadens, the variability in sensor data increases. Trends are more 
difficult to pick out. 

There are some trends in engine parameters which may show up better at different op- 
erating conditions - perhaps low idle, high idle, or torque peak. Taking data at rated 
power may not capture information which would be useful for later analysis. 

Obtaining steady-state data - There is a trade-off between obtaining stable steady-state 
data and obtaining sufficient data. When taking data for trending purposes, one would 
generally want to be operating the engine at a steady-state condition. Some parameters 
like fuel pressure stabilize quickly. Temperatures often take longer because of lags both 
in the engine and in the sensors themselves. For example, exhaust temperature sensors 
can take 2 minutes to stabilize, and they still may continue to drift a few degrees for sev- 
eral minutes. The longer one waits, the more consistent the data will be. But if one 
waits too long, the engine may leave that particular operating point. Some applications, 
such as front end loaders, may seldom operate the engine at one torque-speed condition 
for even two minutes. 

3. Datalogging with variable load/speed thresholds: To get around the problem where not 
all applications operate regularly at rated, one could make the load and speed threshold 
above which data are logged calibratible. When the engine is installed or set up, the 
power and speed thresholds can be set to appropriate levels for the application. If a par- 
ticular application is limited to a speed below rated, then the speed threshold would then 
be set accordingly. 

This method suffers from the inconvenience added by having to uniquely calibrate load 
and speed thresholds for different applications. One could make the software find these 
thresholds adaptively. The software could look to see what is the highest speed and load 
at which the engine operates, and then adjust the thresholds accordingly. 

This method introduces much variability into the data. From application to application, 
the pressures, temperatures, and speeds will be different in both their mean and their de- 
viations. It will be difficult to set firm guidelines for expected values for all engine ap- 
plications, because of variation in the engine operating point. 
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4. Datalogging over loadblocks: Another datalogging method is based on putting data in 
loadblocks. This means that the torque-speed map is broken up into many blocks. If an 
engine never operates at rated, the neighboring blocks will likely have data which can be 
used for analysis. If a trending algorithm requires data at a certain load or speed, the al- 
gorithm can go to that block and use the data there. 

This algorithm can be implemented whereby the entire torque-speed map is used, or just 
portions of it. The difference between this method and continuous data logging is that 
the data would be taken only when the engine is at quasi-steady-state conditions. 

5. Continuous datalogging - periodic sampling: Rather than logging data every second or 
so, one could log data every minute, every 5 minutes, or every hour. The amount of data 
would go down by a couple orders of magnitude, simplifying data handling. 

Some information is lost in the process of reducing the sampling rate. One no longer has 
any idea if the engine is in a steady-state mode when a data point is taken. This will in- 
crease variability. 

6. Other datalogging methods: There are other combinations and permutations of the 
above methods which could be used. In addition, one could employ some other schemes: 
• Adaptively modify the datalogging scheme depending on how the engine is operated. 
• Attach information to the data taken at a particular instant noting how long it has been 
operating near a particular condition before the data was taken. 
• Record lots of data continuously, then search for certain predetermined operating 
conditions. For example, the datalogger may look for a throttle snap, steady-state opera- 
tion at rated, steady-state operation at idle, high idle operation, engine start-up, engine 
shut-down and so on. The datalogger will then save just these pieces of data, acting as a 
prefilter. The approach here is to save good data from just a few conditions. 

Engine modeling and trending: Engine models can be used to get around some of the 
problems in data gathering. Engine models can be used to 'normalize' data. Much of the 
manufacturer's engine data is taken at very controlled conditions. The data from engines 
in the field, for the most part, will almost never be taken at those same conditions. An 
engine model can be used to take the data from the field and extrapo- 
late/interpolate/convert the data to what they would be at some standard engine operating 
condition. 

An engine model also could be used to 'normalize' the trending data taken at a given 
speed and load for environmental changes. The engine operating conditions will vary 
from hour to hour, day to day, season to season, and so on. A model could be used to 
correct for changes in altitude, intake air temperature, and other critical environmental 
parameters. This should reduce variation in the data, making it easier to pick out the real 
trends in the data. 

118 



SUMMARY: This paper has identified many of the areas of research and development 
to bring prognostics to diesel engines. It has detailed the larger management system 
which includes prognostics. It is important to consider the end user's needs and require- 
ments as part of this system in order for prognostic technology to succeed. Trending, a 
first step towards developing prognostics, is starting to be used. Determining what data 
to gather and how to gather it becomes very important to making trending work. The 
next several years should see many of these ideas taking form as research continues. 
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Abstract: Pump cavitation can have devastating effects on the pump in which it occurs. 
High pressure hydraulic pumps, the type used to provide the power for heavy equipment 
and robots, can be completely destroyed if they are allowed to cavitate for even a few 
hours. Similar results are true for feedwater pumps in steam power applications and 
hydraulic power units for aircraft controls. While cavitation is obvious to any mechanic 
standing near a pump which is cavitating, it is difficult to diagnosis if the pump is being 
operated remotely or is just one piece of equipment among many. The goal of this work 
is to develop an on-line condition monitoring tool to detect the occurrence of cavitation in 
hydraulic pumps using expert system technology, and to communicate that condition to 
operators and management using an intelligent user interface. The method of cavitation 
detect presented here involves developing a linear discriminant function of five variables. 
These five variables are state variables which would normally be available in many 
applications, i.e., pressures, temperatures, and flow rate. This approach is shown to be 
successful from tests run on a hydraulic system. In addition, the use of on-line cavitation 
detection is presented in the context of it being only one of several system attributes 
monitored as part of an integrated real-time machine health assessment system (condition 
monitoring). The goal of the system is to provide on-line intelligent predictive 
maintenance capability thus saving time and money on mission critical systems. 

Keywords: Condition Monitoring; Pump Cavitation; Online Diagnosis; Expert Systems 

Background: Pump Cavitation is a significant problem. In hydraulic powered 
equipment, if the HPU (Hydraulic Power Unit) pump cavitates, for even a few hours, the 
pump will be destroyed and the system will have to be removed from service for repair. 
For mission critical equipment this can have important financial implications. 
While the effects of cavitation are well know, the actual behavior and its relationship to 
different pump types is less well understood. For example, Arnold (93) has characterized 
cavitation as being either suction cavitation or discharge cavitation. Suction cavitation is 
caused by high suction pressure (vacuum). Discharge cavitation occurs when the 
discharge head is too high. The cavitation takes place in the discharge area of the pump. 
Mackay (93) looked at vane pumps and categorized the failure modes into four 
conditions: cavitation, air entrainment, suction recirculation and discharge recirculation. 
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These differ in the location within the pump where they occur. In addition, the vibration 
induced by cavitation can cause secondary failures in seals and bearings. 

While these causes are still being investigated, the ability to detect cavitation is in little 
dispute. In the case of high pressure hydraulic pumps, the occurrence of cavitation is 
signaled by accompanying audible emissions which would be noticeable to even an 
untrained observer nearby, if the background noise level is not too high. 

However, for many systems, the goal is to have the equipment working remotely from 
human operators and thus there is a need for sensor based cavitation detection, and to 
have this capability on-line so that an operator can be informed of the occurrence via an 
alarm when it happens so that appropriate response measures can be taken. For example, 
cavitation is a major concern for those who maintain high performance aircraft (Wolf and 
Ferrara 94). 

Goals and Approach: 

The goals of this project are: 
1. To demonstrate the ability to monitor the activities of the pump of a Hydraulic 

Power Unit (HPU) on-line, using generally available sensor based data. 

2. To gain greater understanding of the relationships among pressure, temperature, 
and flow rate in the occurrence of cavitation in the HPU pump. 

3. To demonstrate the ability to use Artificial Intelligence (AI) technologies to infer 
system health state from this monitoring in real-time. 

The approach taken to providing on-line machine health condition monitoring here is 

Figure 1: SHARP System Architecture 
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called SHARP, System Health Assessment and Real-time Prediction. This technology is 
intended to be a valuable tool for those tasked with maintaining high cost equipment and 
machinery in a variety of industries. The goal of this technology is to provide on-line 
monitoring of system behavior (machine condition) and provide assessment of the 
operational condition of the equipment to the operator and management in real-time, i.e., 
assessment based upon current measurements as well as historic trending information. In 
addition, the long term goal is to provide management with predictions of the remaining 
useful life of the machine before maintenance, repair, and/or replacement activities are 
required (predictive maintenance). This will allow management to plan and prepare for 
the removal of expensive and critical equipment from service rather than being forced to 
react to an unscheduled outage, or to pull fully functional equipment from service for 
scheduled maintenance when it is not really necessary. 

System Architecture 

The general architecture of SHARP is shown in Figure 1. The key features include the 
fact that the monitoring system is seen as a distributed system, i.e., sensors are located on 
the HPU, data acquisition and preliminary data reduction / abstraction are executed by a 
local processor associated with the monitored system. The reduced data/information is 
communicated via Ethernet to a client computer which contains the information 
interpretation software and information storage as well as the user interface (MMI, man 
machine interface in some industries). 
In this work, pressure, temperature, and flow rate have been used as the sensor suite. 
While not used in this system as presented, accelerometers are also valuable sources of 
cavitation detection. 

Data Acquisition is conducted 
using 12 bit single ended A/D 
conversion using an Acromag 
9320 board. In SHARP, this data 
can be reduced and abstracted 
through a variety of techniques 
including Line Segment 
representation (King 95), Fast 
Fourier Transform, and simple 
classification. The resulting 
information is then shipped via 
Ethernet to the client computer. 
G2, a real-time expert system, 
obtains this information by using 
bridge processes written in C. 
The information is first archived 
for future reference before it is 
sent to routines which generate 
overall trending representations. 
Then either in the form of current 
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A hardware representation of the system arrangement is shown in Figure 2. While only 
one server (the VME based 68030) is shown, the design is intended to be general enough 
to allow for several local servers for different equipment involved in a system to be 
interconnected. 

To develop a detection system for cavitation in hydraulic pumps a hydraulic test bench 
has been constructed. The hardware schematic of this system is shown in Figure 3. 
Rather than have the load be implemented by an actuator, it is simulated by dropping the 
pressure across a load valve. The valve opening is adjusted to provide different load 
conditions.  The inlet fluid flow to the pump is altered by means of an additional valve. 

Table 1: Operational Parameter Matrix 

Figure 3: Hardware Schematic of Hydraulic Test Bench 

Motor Speed Load Pressure Supply Pressure 

[rpm] (Output Impedance) (Input Impedance) 

[kPa (gage)] [kPa (atmosphere)] 

750 0 101 

900 2000 85 

1050 4000 70 

1200 8000 55 

1350 12000 40 

1500 16000 30 
(or when cavitation first noted) 

1800 20000 
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Table 2: Test Parameter Matrix 

Control Parameters Measured Parameters  
»COMMAND FREQUENCY, F PUMP INPUT PRESSURE, Pi 
•PUMP INPUT VALVE POSITION, Ri PUMP OUTPUT PRESSURE, Po 
*PUMP OUTPUT VALVE POSITION, Ro     PUMP INPUT TEMPERATURE, Ti 

PUMP OUTPUT TEMPERATURE, To 
 PUMP OUTPUT VOLUME FLOW RATE, Q 

By restricting the flow from the reservoir to the pump inlet, cavitation can be induced in 
the pump. 

Experimental Setup: Inlet pressure, outlet pressure, inlet temperature, outlet 
temperature, and flow rate are all sensed. The temperature sensors are thermistors, the 
pressure sensors are diaphragm type with surface mounted strain gages, and the flow 
sensor is a turbine wheel with pick up. The signals were configured to be current based 
4-20 milli-amp output to aid in noise suppression. Filtering was required of all signals 
because of PWM generated noise from the motor controller. Sampling rates were set at 
one kilohertz, but were averaged (see below). Data are stored on the Force 30 CPU until 
requested by the bridge process running on the SGI. 

Test Procedure: The testing procedure involved the manipulation of three operator 
controlled variables: 1) command frequency (F) i.e., motor speed, 2) pump input 
hydraulic impedance (Ri) i.e., inlet valve setting, and 3) pump output hydraulic 
impedance (Ro), i.e., pump outlet valve setting. The operator-controlled variables were 
allowed to vary from minimum motor rotation (750 rpm), valves full open, to 100% 
(maximum motor rotation, 1800 rpm, valves closed), each in increments as shown in 
Table 1. For each of the resulting combinations of F, Ri, and Ro, a full set of SHARP 
attributes (Pi, Po, Ti, To, Q) were obtained in realtime and recorded. Observations by 
the operator were also recorded. The sequence was such that the supply pressure 
(vacuum) was the inner most loop and was varied with each data set taken. This was 
done to provide the best control over the cavitation state. The sequence was terminated 
whenever it was deemed that the cavitation state had been reached so as to minimize the 
actual number and duration of cavitation occurrences. "Hard" pump cavitation is easily 
identified acoustically. The matrix of operating points for the system are listed in Table 
2. Note that data were taken at actual system settings which were representative of all 
combinations of variables, i.e., motor speed was the only setting which was matched 
exactly with the proposed settings. In some cases, cavitation was reached prior to 
obtaining the minimum supply pressure setting, Ri, and as a result, less than the 294 
possible combinations were actually used. 
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Data   Gathering:      The 
data gathering process 
can be described as "For 
each speed, for each load 
pressure setting, for each 
inlet pressure setting, 
read all five sensors, two 
hundred fifty times." All 
measurements are 
assumed to be quasistatic, 
i.e., at each setting the 
system was allowed to 
stabilize prior to data 
gathering. At    each 
setting, the data 
collection routine 
gathered 250 samples of 
each variable. This was 
done to provide statistical 
analysis of the data. 
These data were then 
processed     to     provide 
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Figure 4: Test Parameter Results Matrix 

mean and standard deviation measures for each system setting. 

Averaging techniques:   Analysis was done after the testing to see what the minimum 
number of data samples necessary to obtain reasonable results for the mean and standard 
deviation would be.  The results of this investigation indicated that while the mean value 
could be safely estimated from a hundred data samples, the standard deviation would only 
come into agreement after two hundred samples (Smiley 95).  We have therefore set our 
sampling   limit  at  two   hundred 
samples   per   data   point   when 
gathering    system    state    data. 
While not discussed here, noise 
was a significant challenge to this 
project because the motor driver is 
a high amperage PWM controller. 
Significant work was required to 
shield, ground, and filter the input 
data signals so that quality data 
could be obtained (Muzal 96). 

RESULTS: 
To     display     the     space     of 
parameters investigated, a plot of 
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the resulting mean values for each 
of the three independently varied 
parameters is shown in Figure 4. 
The plots of averaged data shown 
in   Figures   5   &   6,   represent 
different views of the data. Figure 
5 is the plot of flow rate as a 
function  of inlet  pressure.   The 
shaded     square     data     points 
represent    the    system    settings 
which resulted in cavitation. This 
graph      clearly      shows      the 
relationship       between       inlet 
pressure and cavitation. 
However, one should note that in 
fact, cavitation occurs at different 
pressure settings depending on the other system setting, e.g., load pressure, temperature, 
etc.  Thus it is not, in general, possible to state that at a given inlet pressure, cavitation 
will commence. It is also obvious that cavitation will occur at different flow rates, even 
at relative high values. Figure 6 shows flow rate as a function of load pressure (output 
pressure).    This plot shows that cavitation can occur for any load and flow rate 
combination.   Thus no configuration or operation of the robot would be exempt from 
possible cavitation. 

Linear Discriminant Analysis 

Relationship of Supply Pressure and Pump Motor Speed at Cavitation 

As can be seen in Figure 7, as the rpm of the motor increases, the supply pressure at 
which cavitation occurs also goes up. Thus dynamic alarming is required for cavitation if 
a variable speed pump is used. Typically alarm limits are set statistically, and as a result 
they would not meet the need for condition 
monitoring   at   different   speeds.       For 
example, if a cavitation alarm were set to 
deal with motor speeds of 750 rpm, then 
the threshold might be a value of 40 kPa 
absolute.    This would be fine until the 
motor speed was changed to 1800 rpm, 
since at this new speed cavitation could 
occur at much higher pressures. 
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Discrimination of Cavitation State: In previous work, Hooley (95) had shown that the 
cavitation state could be discerned from the data of the five principle variables (Pi, Po, Ti, 
To, Q). While this was first achieved by training a neural network to assess cavitation 
state from data sets, the analysis demonstrated that in fact the states of cavitation and non- 
cavitation were linear separable. Since the states were linearly separable, an approach 
call the Fisher Linear Discriminate, FLD, can be applied to the hydraulic pump data to 
develop a criterion by which the state of the pump can be determined. This process was 
performed on the two data sets which were developed from our testing. The results of 
that process are plotted in Figure 8. One can explain the process of developing the FLD 
as the process of seeking to find a plane in five dimensional hyperspace (note the 
importance of each variable is individually weighed) which allows the "best" clustering 
of the cavitating and non-cavitating data examples. Once this plane has been found, all of 
the data is then collapsed onto this plane, and the resulting clusters are displayed. A line 
drawn on the plane represents the best line of separation between the cavitating and non- 
cavitating clusters, see Figure 8. The correlation for this discrimination was 0.71. 
Coefficients for the first discriminant are presented in Table 3. 
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Table 3: 
Linear 
Discriminant 
Coefficients 

Pin -0.02789 

Pout -0.00026 

Tin -1.60241 
Toul 1.65222 

Q -0.00247 

Using the "mean" criterion, i.e., finding the half way point 
between the two centroids of the two groups (non cavitation 
[o], and cavitation [+], the probability of committing a Type 
I error is 7% (predicting no cavitation, when in fact there is 
cavitation).   The probability of a Type II error (saying it is 
cavitation when is not) is 3%. By shifting the decision point 
toward the centroid of non-cavitation (the 'o's), we can 
improve the performance, i.e., Type I errors can be reduced 
to 4%, while Type II error will be increased to 10%, if the 
decision point is set at zero. Realizing the Type I errors here 
are the critical issue, a more conservative hypothesis could be used.   For example, to 
insure that all cavitation states are detected, a 18% probability would exist for a Type II 
failure.  That is, we would be sure to detect all cavitation (based upon this population), 
but would be announcing cavitation incorrectly for 18% of the non cavitation states. Our 
assumption at this point is that these cases (the 18% miss-classified) represent operating 
conditions which are "near" cavitation and as a result are not desirable.     Such 
assumptions need further study to verify if they are indeed correct. 

Conclusions and Cofnments 

1. The SHARP system has successfully demonstrated the ability to do on-line, 
realtime system health monitoring of a hydraulic pump. 

2. Cavitation for a swashblock piston pump has been characterized, and a technique 
which relies on the use of a linear discriminant analysis to detect cavitation have 
been presented. 

3. Trending studies would be useful to improve the sensitivity of this detection 
scheme. 

4. Sensor robustness could be the weakest link in the system, sensor failure would 
lead to a system with no detection capability and as a result the goal of on-line 
monitoring would be defeated. A study of sensor reliability is needed to 
understand the limitations of the whole system. 

5. The portability of this technology from one piece of equipment to another remains 
an issue. How specific are the performance characteristic of each pump? How 
much work is necessary to adapt our present findings to other equipment and 
other environments, such that SHARP can be installed on other equipment. 

6. Future work will look at a comparison of dynamic measurements, i.e., vibration 
monitoring, with quasistatic system parameters, i.e., pressure, temperature, and 
flow rate to develop an understanding of their cross correlation as well as 
ascertaining the potential for sensor fusion of these different measurement.. 
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QUANTITATIVE DETERMINATION OF THE THICKNESS VARIATION IN 
THIN SHELL STRUCTURES AND SENSING OF FAILURE POINTS 

Iouri Onichtchenko. George Dovgalenko, Anatoli Kniazkov, Greg Salamo 
226 Physics Bid, University of Arkansas, Fayetteville, AR 72701 

Abstract: In this paper we present a holographic technique which is used for the 
monitoring of thin cylindrical shell structures. The technique provides a quantitative 
measurement of the thickness of the thin wall structure and the variation in the thickness 
of structure. It also provides monitoring in changes in the thickness of the thin shell 
structure. Failure of the structure is shown to be correlated to the thinnest point in the 
structure. The holographic technique is based on taking and comparing two holograms of 
the structure each under different load conditions. For example, if structure is a tank 
holding corrosive material a hologram is first formed of the tank. A second hologram is 
than formed with the tank under increased (decreased) load. Comparison between the two 
hologram than leads to the quantitative measurement of the shell wall thickness as a 
function of position. The holographic system is based on a thermoplastic holographic 
camera and a simple HeNe laser. The system is portable and is attached to the structure 
during measurement. For the case of a cylindrical tank measurement of the wall thickness 
using the holographic technique comparison a conventional mechanical method agree to 
within 10%. Our data confirms that Mure of the structure occurs at the location at which 
the wall structure is the thinnest. As a result the instrument can be used to monitor wall 
thickness and identify expected Mure points in thin wall cylindrical, conical, spherical 
and another structures. 

Key  Words:   Holographic  interferometry;  shells structure;  diagnostics;  quantitative 
measurement; displacements; stresses; stress state 

INTRODUCTION:     The methods  of holographic   interferometry  present   wide 
opportunities for carrying out  non-destructive testing   of   the quality  of various 
constructions. There are some relatively easy routine applications in large corporation to 
control tires, composite helicopter blades, components of aircraft engines and  to study 
the vibration of structures to reduce noises [1,2,3,4]. The purpose of such holographic 
research consists in the detection of the location of defects in the material of construction. 
Usually in holographic nondestructive testing of real constructions the interpretation of 
interference patterns has a qualitative nature which consists of analysis of local features of 
interference pictures as the quantitative measurements of displacements in the real 
constructions have a large margin of error as the result of uncontrollable motion. The 
technique eliminates those problems and allows measurement of real constructions in field 
conditions. The results of the researches from published work on sample lindrical 
constructions are introduced below. 

MECHANICAL PART: If know by Timoshenko [7], solutions of the theory elasticity 
tasks, where the volumetric forces are constant, is leading et integration of differentiation 
equation as: 
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where: ct,ae,xa- radial, tangential and shift's stresses respectively, 

<p - function of stresses. 

Polar symmetric distribution of stresses (cp = cp(r)) is leading from eq (1) 

(2) 

d4cp    2  S>_J_ 9>    J_.^cp=0 

Sr4    r  a-3 a2   r3 a 
(3) 

The particular solutions eq (3) can described as: 

<p = Alnr + Br2lnr + Cr2 +D, 

f\ P» 

(4) 

Fig.l. Cylindrical tank with equable load 
From expression (4) for boundary condition (Fig.l) : or=a = -Pi;ar=h = -P0 can be 
described as the stress-strain state of cylindrical structure with internal load as: 

P0b
2(r2-a2)    P,a2(b2-r2) 

r2(a2-b2)       r2(a2-b2) 
(5) 

P0b
2(r2+a2)    P,a2(b2+r2) 

ae_   r2(a2-b2)       r2(a2-b2) 

Where: a,b - inside and outside radius respectively; 
r - variable parameter ( a < r < b); P, ,P0 - inside and outside pressure. 

Radial displacement w can be obtained from equation plane stress state [7] as: 

(6) 
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w 
;isE0 — <Te -vor (7) 

and it is described as: 

= 2P  b(b-h)2 

E'h(2b-h) 
(8) 

Where: h = b - a 

HOLOGRAPHIC PART: Holographic interferometry provides the means to detect the 
displacement produced by the stresses in materials. The reader is refereed to example 
[1], [5]. If the hologram of the surface is made under required load, then the hologram 
is exposed again or viewing under real-time conditions, the result is a pattern like shown 

in Fig.4. Each light or dark fringe represents contours of constant phase shifts. At a given 
point in material, the relationship between the phase shift and displacement is given by [6] 

KAf = U (9) 

where: k - number of interference fringe; K - sensitivity vector; X - wavelength; 
Ar- displacement vector. 
The sensitivity vector K is dependent on the illumination and viewing of the parameters 
of the experiment and is found as the vector difference of the respective propagation 
vector: 

K = p2 
(10) 

where: p i, P 2, - the propagation vectors defining the directions of the illumination end 

viewing respectively (Fig. 2). 

y 

/ 

Point -source 
of illumination 

Fig.2. Illumination and observation geometry 

Equation (9) can be denned in respect to the origin of the Cartesian X-Y-Z 
coordinate system as: 

Mu + Nv +Lw = Ak (11) 
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Where:  M = coscp0 sin90 -cos^ sin9,;N = sin(p0 sin0o -sin^ sin0,; 
L=cos0o-cos0, 

or: 
anu + ai2v + ai3w = kX (12) 

Where: 0,,02-angels between OZ-axis and of illumination and observation orts 
respectively; cp0,<p, - angels of the OX- axis to the projections of the illumination and 
observation orts on the XOY- coordinate plane; u, v, w - projections of displacement 
vector Ar on Cartesian X-Y-Z coordinate system respectively; an, a]2, a)3 - coefficients 
of optical schema are determined as: 

an = 
V(x-x0)

2+(y-y0)
2+(z-z0)

2     V(x~x>)2 + (y-y,)2 + (z~z,)2 

a.2 =   ■ y   y° -   . y'    y (13) 
V(x-x0)

2+(y-y0)
2+(z-z0)

2     ^(x-x,)2+(y-y,)2+(z-z,)2 

,   _ z-Zo Z,-Z an ■ 
V(x-x0)

2+(y-y0)
2+(z-z0)

2     V(x-X>)2 +(y-y.)2 + (z-z,)2 

Thereby  in order to completely  determine its unknown components u,v,w  from 
equations (12) an "ideal" system of three equations of the type (12) must be solved 
simultaneously.   Such equation can be generated using the observation for various 
directions. For the case of determination of displacement on the surface of cylindrical 
shell, the displacements are functions of load and thickness: 

u = f,(P,h); v = f2(P,h); w = f3(P,h) ( 14 ) 

where: P- internal pressure; h- thickness of shell. 
Using (14) equation (12) can be expressed as: 

a„ f,(P,h) + a« f2(P,h) + a13 f3(P,h) = kX ( 15 ) 

The equation (15) is describing the depends of interference patterns of the tested area 
from internal pressure and thickness of construction. From eq (15) quantity h can be 
determined if P=const., or quantity P (o-x(P),cy(P)> if h = const for each point of 
surface from one direction of illumination and observation. 
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DISPLACEMENT RELIEVED FROM THE DIFFERENT THICKNESS OF 
CYLINDRICAL HOLDING TANK WITH EQUABLE (HYDROSTATIC 
LOAD:   If P0 = 0 and the cylindrical shell has only internal load expression (5) and (6) for 

b = r (on the surface of the cylindrical shell) can be described as: 

2°2pi ,,*% 

In the case, when cylindrical shell was shut and consistent under action of the internal 
pressure displacement was expressed as: 

IP b(b-hf    vP  (2b-hf 
w = w, - w, = —^- ■ -rrr.—77 _ TTT • —77— \l') "2 E   h(2b-h)    2E       4h 

vP  (2b-hf     _,.   , 
Where: w, - is obtained from equation ( 8 ); w2 = -"rrr-—77 displacement from 

the load aboard cylindrical axis. 
In the case of maximum sensitivity of the holographic interferometer to out-plane 
displacements equation (15) considering (11) can be described as: 

«,3-£ 

2       .,f)U      U\2 

2b(b-hf    v(2b-h) 

h(2b-h) 8A 
■ kX ( 18 ) 

For inside pressure ( axis-semetric load) some points of surface having equal displacement 
are concurrent. Difference between displacement of those points is equal. For example: for 
cylindrical tanks there are points located on the circumferences of cross sections normal to 
the cylindrical axis. Considering those conditions from equation (15), can be described: 

«>;-«>„ = M0A (19) 

fl1
1
Jw-a,>0 = Aft (20) 

Subtraction eq (19) from eq (20) yields: 

AW = ^^X (21) 
«13 

where: Aw = w - wj,; al
n,a°n - coefficient researched points in/out zone of the feature 
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interference pattern;   w0 - displacement of points are locating out zone of the feature 

interference pattern;    w,w„ - displacement of points with/without availability of 
variations of thickness respectively;    Ak0, Ak - relative order of interference respectively; 
X - wavelength of the source. 
Substitution eq. (17) in deduction eqs (19) and (20) is giving equation of third power: 

h3+Bh2+Ch + D = 0 (22) 

Where: B=-(b2-6bv + 2H);   C= -(-2b + l2vb-4H) ;   D=b3^—^-); 

„     XE(Ak-M0)    2b(b-h0f    v(2b-h0)
2 

xl — ——i + — 
Pa], h0(2b-h0) 2h0 

From solution eq (22) can get quantity volume of the thickness of the separate site of 
of the shell in the case of closed cylindrical construction under efficient inside load. 
In the case of "opened" cylindrical constructions under efficient inside hydrostatic load 
the expression (22) can be described as equation of second power: 

h2+ph + q = 0 (23) 

2Pb\(2b~h0)a\3 Where: p = -2b;   a = — v 4     A(M - Ak0)Eh0(2b-h0) + 2Pb'a]3 

The radical of eq (22) can sense for it case describe as: 

h = b-W 2^0(2*-AK3 
\        X(Ak-Ak0)Eh0(2b-h0) + 2Pb3a\3 

(     ' 

Where: P - variation of the load for record of the objects interferogram. 

I11USTRAITVE EXAMPLE: In order to verify the ability of the holographic 
technique to determine of the vessel's thickness, a series of experiments were conducted 
using real cylindrical construction, and for each case the thickness of the wall was 
decreased in deferent locations. The large number of the cylindrical constructions were 
monitored, for vessels of different materials ( steel, aluminum ), geometrical parameters, 
and wall thickness.   The aim of the research was the following: 
a) determination of the location of zones with different thickness; b) determination of the 
thickness in each zone through holographic technique; c) comparison of holographical 
and mechanical methods of measurements. The results of only one of the experiments will 
be considered here for the purpose of illustrating the application of the theoretical 
approach derived in this paper. In Fig.3 is the steel cylindrical vessel which was monitored 
(E=30.0x 106psi;v = 0,3;b = 3.0in;h0 = 0.012in) 
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Fig.3. The photopicture of the steel's cylindrical vessel 

Fig.4. Interferogram visualisation decreased thickness zon in the wall of the cylindrical 
vessel 
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The experimental fringe pattern of detected thickness of the zone in the wall is presented 
on Fig.4.    In this case we applied the internal water loading. As a result    we see 
interference fringes between unloaded and loaded state of monitored object.   The results 
of measurement decreased thickness: 
(h) = 0.002954in - holographical measurement; 
(h) = 0.003000in - mechanical measurement. 

CONCLUSION: Experimental application of described holographic technique shows 
that it allows for monetoring real constructions. In our experiments inaccuracy of 
holographic method was < 10%. Noncontact holographic method is a large advantage 
of measurement. 
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SYSTEM FOR SHIPBOARD CHILLED WATER PLANTS 
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Abstract: This paper describes an autonomous system for diagnosing faults and 
predicting the remaining life of shipboard chilled water plant components. The goals of 
this system are to provide increased machinery diagnostic/prognostic capability at a 
time when available maintenance manpower is being reduced. The system will provide 
increased mission readiness and support maintenance scheduling by providing an 
accurate,    autonomous    assessment    of    machinery    condition. This    open 
diagnostic/prognostic system does not focus on a single condition based maintenance 
technology but is designed to combine multiple, diagnostic/prognostic approaches that 
will, individually, provide different information about the machinery's condition. This 
system is designed to blend multiple approaches and will also accept new technologies 
and algorithms as they are developed or become available. Sensor and sensor validation 
algorithms will be designed and chosen that provide reliability, redundancy and low 
cost. Local processors will be used to autonomously and continuously collect data and 
monitor the chilled water plant components. A centralized processing and data 
repository will also provide prognostic results to maintenance personnel. This paper will 
discuss the three sub-systems of the diagnostic/prognostic system: sensors, Data 
Concentrators (DCs) and the Prognostics/Diagnostic Monitoring Engine (PDME). 

Key Words: Chilled water plant; diagnostics; knowledge fusion; MEMS; prognostics; 
sensor fusion; vibration analysis 

INTRODUCTION Honeywell, in partnership with the Office of Naval Research 
(ONR), The Naval Research Laboratory (NRL), The Naval Surface Warfare Center 
(NSWC), PredictDLI, AlphaTech, Knowledge Partners of Minnesota, the Center for 
Integrated Diagnostics, and WM Engineering Ltd, is developing a distributed shipboard 
system to perform diagnostics and prognostics on rotating equipment (e.g. engines, 
purifiers, pumps, generators, chillers). The goal is to significantly impact the economics 
and efficiency of maintenance operations and logistics. Achieving this goal enables an 
increase in the overall readiness of the Navy's fleet, and at the same time allows 
operational man-power requirements to be reduced. This Condition Based Maintenance 
(CBM) system, called MPROS for Machinery Prognostics/Diagnostics System, consists 
of MEMS  and  conventional  sensors  on  the  machinery,  local  intelligent  signal 
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processing devices, called Data Concentrators (DCs), and a centrally located subsystem 
called the PDME, for Prognostics, Diagnostics, Monitoring Engine. MPROS augments 
periodical vibration analysis by collecting data continuously from vibration and other 
sensors, These data streams are integrated as necessary in the Data Concentrators with 
data fusion techniques. Knowledge fusion, a second level of integration, occurs in the 
PDME. At this level, the outputs of different diagnostic and prognostic reasoning 
mechanisms are fused to yield the best possible analysis. In this paper we discuss the 
algorithms and hardware required to support the system 

The objective of the Honeywell program is to develop an automated 
diagnostics/prognostics system that provides Navy personnel with a reliable and 
accurate means of making maintenance decisions based on the physical condition of 
components in shipboard machines. A suite of sensors, some based on MEMS (micro 
electro-mechanical systems) technology, monitor the behavior of each component and 
its immediate environment. Signals from these sensors are brought together in a Data 
Concentrator (DC), mounted near the machine, that interprets the signals and applies 
algorithms to the data to perform data reduction, diagnostics, and limited prognostics, 
and local display of machinery condition. The outputs of the DCs are transmitted to a 
prognostics computer which performs the necessary computations to analyze the many 
sets of reduced data, and determine a remaining life value for all of the machinery 
components being monitored. The prognostics for each component relies on the 
optimal combination of heuristic and physical models of the failure process. 

TECHNICAL APPROACH In this paper we define diagnosis as fault recognition and 
identification (i.e., the processes used to recognize that a symptom is indicative of an 
underlying machine fault and then determining what fault is causing the symptom). 
Prognosis, on the other hand, is the prediction of failure and is similar to diagnosis, but 
there are three differences: In diagnosis, there is a starting point (i.e., a symptom of the 
fault that triggers the activity). Prognosis is not triggered but rather is performed 
continuously or periodically for all equipment of interest. Prognosis supplies an 
estimate of when the device will fail. To predict failure, parameter values that are 
considered normal must be examined more closely for subtle variations and for 
relationships with other parameter values. Assessment of "normal values" becomes 
more constrained. 

Figure 1 shows a block diagram of the MPROS system, which consists of three 
physically separate subsystems: A suite of sensors, some of them MEMS-based, The 
Data Concentrators (DCs) that do intermediate processing local to the machinery, and 
The prognostic/diagnostic/monitoring engine (PDME). Two of these subsystems, the 
PDME and the DC, contain software. The sensors themselves supply digital or analog 
output that becomes the input to the DC. 
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It,  

Figure 1. MPROS System Architecture 

SENSORS MRPOS uses a mixture of existing and new sensors and sensing techniques 
to achieve the best prognostic/diagnostic results. The required sensor suite varies for 
different machinery types and configurations. The approach includes the use of proven 
existing sensor and signal processing techniques to guarantee a viable product, the 
development of an integrated MEMS system and the blending of multiple sensors via 
sensor fusion to provide a more complete answer than possible with a single sensing 
device. 

Sensors must be selected that most effectively interrogate the components for faults. 
The machinery must be instrumented with the optimal type, number, and mixture of 
new and existing sensors and sensing techniques. Our sensor approach is based on use 
of Commercial off the Shelf (COTS) sensors, as well as the development of new sensors 
for fault detection to meet the needs of the CBM system that cannot be met by 
conventional COTS sensors, using only those sensors that are necessary and sufficient, 
and using existing, installed sensors where possible. Parameters to be measured include 
machinery performance, physical positions of equipment, ambient environmental input 
factors, machinery generated parameters, fugitive emissions, structural failure 
mechanisms, interaction between machines, inputs to the machine such as fuel, water, 
lubricants, contaminants, and electrical power quality, and corrosion and fouling factors. 

THE DATA CONCENTRATORS Data Concentrators (DCs) are small, ragged 
devices that are installed near the machinery. They take as input raw sensor data, digital 
sensor data, or output from other DCs. Software resident on the DC includes State- 
Based Feature Recognition and neural network software for local diagnostics and 
prognostics, signal processing (e.g., wavelets and Fast Fourier Transforms (FFTs)), and 
data reduction. The output of the DCs is transmitted to the PDME and is available 
locally to provide an immediate warning indicator.    The DCs software can be 
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downloaded from the PDME, so that the behavior of its algorithms can adapt based on 
knowledge gained from other machinery, or so that data-acquisition and processing 
capabilities can be modified. A block diagram of the DC is shown in Figure 2. 

DATA CONCENTRATOR HARDWARE ARCHITECTURE The design of the 
acquisition system is based on the sensory inputs requirements for the specific 
machinery. A single DC is capable of simultaneously interfacing to multiple sensors 
and multiple sensor types. In addition a DC can monitor data parameters on more than 
one machine, or, alternatively, they can be "cascaded", i.e., one DC may monitor the 
outputs of two or more other DCs). This capability is required when local processing 
requires timely delivery of data from more than one machine. The alternative of routing 
raw data to PDME and back to one of the DCs is supported inthesystem but usually is 
too cumbersome. 
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Figure 2. Block diagram of data concentrator 

Acquisition requirements for a single DC may range from low-bandwidth, high- 
resolution strain gauge inputs to high-bandwidth acoustic emission measurements. 
The DC consists of three subsystems: Data acquisition system (including the sensor 
interface and digitization stages) Diagnostic processor (consisting of a DSP or 
microcontroller) Bus interface (comprising an interface to a portable debrief device 
such as a PC or Personal Digital Assistant (PDA) and an interface to electrical or optical 
data bus) Continuous acquisition and processing provide a series of signatures of the 
machinery's data parameters over the operational conditions of the equipment. 

Data are not retrieved at single-point instances in the machines life. The continuous 
monitoring approach provides a life-time environmental and trend analysis of the 
machinery to the prognostic system. DCs provide a path for total autonomy of the 
diagnostic/prognostic system, requiring no human involvement to manually collect and 
transport data. Sensor data bandwidth is decreased by orders of magnitude, decreasing 
prognostic algorithm and data transfer requirements. Raw, compressed, and processed 
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data are stored in non-volatile memory local to the DC.  The selection of the type and 
size of the local memory device is based on prognostic/diagnostic requirements. 

An additional important autonomy exhibited by the DC is the characteristic that if 
PDME the DC continues to perform in a robust way. In particular, local alerting is not 
interrupted. The DC hosts both diagnostic and statistical algorithms described below. It 
can dynamically receive and execute new algorithms downloaded from the PDME, as 
required. The DC includes two features to ensure that an accurate assessment of the 
equipment health is provided at an affordable level: it is capable of performing a 
complete diagnostic survey (built-in test or self-diagnostics) of itself, and machinery 
condition can be accessed through a local data port on the DC. This port can also be 
used in conjunction with a hand-held device, similar to a personal digital assistant. 

DC Software Architecture: The DC can host a set of algorithms consisting of data 
reduction and storage, signal processing (including both time-frequency and normalized 
vibration analysis), pattern recognition, data trending, and a limited form of prognostics 
and diagnostics. In addition, becausethealgorithms can perform more effectively with 
several coordinated sensor inputs rather than a single one, we have included the 
capability to fuse sensor inputs. Some of these algorithms are described here: 

Data Reduction and Storage:. Data is available to both the DC and the PDME for 
prognostic/diagnostic processing in both raw and reduced formats. Historical and 
trended data parameter values are maintained in the DC for retrieval by the PDME. 
Data is reduced and stored using a variety of compression and time-sampled methods 
including predictors, histograms, and circular buffers. 

Signal Processing Techniques: A variety of signal processing techniques are employed 
in the DC to provide inputs to the prognostic/diagnostic algorithms. Among these are 
wavelet transforms and FFTs. In general, these kinds of techniques are most useful for 
parameters with a high rate of change (e.g., vibration and acoustic emission signals). 
Lower frequency signals (many of which are constant) generally do not require signal 
processing techniques, but are instead fed directly into the prognostic and diagnostic 
algorithms. 

Sensor Fusion: Two primary sensor fusion methods are included in the architecture: 
SBFR and Hierarchical Neural Networks. Although both of these techniques take input 
data from multiple sensors, their capabilities extend well beyond sensor fusion. Both 
perform local diagnosis and prognosis and have the capability of informing the SMDE 
of anomalous behavior. They are described below. 
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State-Based Feature Recognition (SBFR): SBFR is a Honeywell-developed technique 
for the hierarchical recognition of temporally correlated features in multi-channel input. 
It consists of a set of several enhanced finite-state machines operating in parallel. Each 
state machine can transition based on sensor input, its own state, the state of another 
state machine, measured elapsed time, or any logical combination of these. This implies 
that systems based on SBFR can be built with a layered architecture, so that it is 
possible use them to draw complex conclusions, such as prognostic or diagnostic 
decisions. 

The implementation of the SBFR system is ideal for embedding into the DC. We have 
successfully applied SBFR-based diagnostic and prognostic modules to several 
problems and platforms, including valve degradation and failure prediction in the Space 
Shuttle's Orbital Maneuvering System, imminent seize-up in Electro-Mechanical 
Actuators through electrical current signature analysis and other parameters, and failure 
prediction in several subsystems (including Control Moment Gyro bearing failure) in 
the Space Station Freedom's Attitude Determination and Control System. 

SBFR embedded in the DC takes as input the raw sensor data and the output of other 
algorithms (e.g., DLI's vibration analysis and FFTs) and performs trending analysis, 
feature extraction, and some diagnostics and prognostics on this data. Local knowledge 
gained by these techniques is delivered to for further analysis and crew alerting. Local 
alerting (e.g., indicator lights) is also available. Under control of the System Executive 
running in the PDME, new finite-state machines may be downloaded into the smart 
sensor. This allows the behavior of the sensor to adapt to its data in appropriate ways. 

Hierarchical Neural Networks: Because of the nonlinear transfer function inherent in 
many machinery applications between vibration source point and the sensor location, 
which is usually located on the machinery housing, multiple sensors are often required 
to provide complete fault coverage. One natural way to take advantage of these 
multiple sensors is to improve the overall FDI (fault detection and isolation) through the 
use of hierarchical neural networks. Design of an appropriate hierarchical neural 
network to learn an appropriate decision-making strategy produces a more robust and 
overall higher performing FDI system when three or more sensor sites are used. This 
fusion strategy has been applied to space shuttle main engine high-pressure oxygen 
turbo pumps, CH-46 gearbox, Sikorsky S-61 and S-71 main transmissions. The results 
have consistently shown that implementing this type of sensor fusion results in higher 
performing systems. Clearly the outputs of such systems can be aggregated over time to 
achieve very high performing systems with extremely low levels of false alarms. 
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Other Prognostic and Diagnostic Algorithms: This list of potential DC-resident fusion 
software is not exhaustive. Thearchitecture allows for the inclusion of new and different 
techniques as they are required. 

THE PDME: The prognostic/diagnostic/monitoring engine (PDME) is a set of 
cooperating software modules. It can collect data, apply prognostics and diagnostics 
algorithms to the data, and provide its analyses, including warnings, incipient failure 
recognition, and machinery condition. Sensor and knowledge fusion are used to extract 
the best possible information from the data supplied. The PDME modules are shown in 
Figure 3 and described in detail in the following subsections. They include: 

The Object-Oriented Ship Model: The object-oriented ship model (OOSM) represents 
the ship's components and a number of relationships among them. It serves as the 
communications mechanism among the other modules and provides ship data to them. 

Knowledge Fusion: Honeywell has built a diagnostic/prognostic system that uses 
Dempster-Shafer rules of evidence to combine knowledge from a number of 
concurrently executing diagnostic and prognostic algorithms. We are using a similar 
system in the PDME to combine the outputs of other modules and to provide a pathway 
by which new modules can be inserted. Together with the SE and the OOSM, this 
system allows new methods to be added in a systematic way. 

Vibration-Based Prognostics Algorithms: Both a rule-based system and a neural 
network approach reside in the PDME, the former for steady-state analysis and the latter 
for transient analysis. 

State-Based Feature Recognition: SBFR is used both in the DCs and in the PDME. In 
the PDME, it combines data from individual machine sensors, the analysis performed 
by DCs, and ambient environmental conditions to draw diagnostic and prognostic 
conclusions. 

Historical Analysis: As the system runs, it automatically collects data relating 
symptoms to faults and augments existing fault models. This data is stored in the 
OOSM and used in diagnosis and prognosis. 

The System Executive: The SE coordinates the activities of the other modules as well 
as administers the knowledge fusion activity and the OOSM. 
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A   COMPLEMENTARY   SUITE   OF   DIAGNOSTIC   AND   PROGNOSTIC 
ALGORITHMS Shipboard machinery diagnostics/prognostics is a domain of 
considerable complexity. A variety of machine types must be considered: availability 
of fault data and fault models varies considerably, different sensor suites need to be 
handled, criticality of fault-free operation is a function of the machine and of the nature 
of the ship's operation, and so forth. The complexity of the domain argues strongly 
against single-technology solutions. No one approach can satisfactorily address the full 
variety of the problems and constraints. 

MPROS is a system incorporating several key diagnostic/prognostic approaches. These 
approaches have been selected to individually provide powerful techniques for handling 
specific maintenance problems and to collectively create a synergistic integration of 
methods that, in combination, address the full complexity of the shipboard condition- 
based maintenance domain. 

MACHINERY FAULT MODEL DEVELOPMENT Machinery fault models are 
based both on theoretical and empirical investigation. Theoretical models are derived 
from mathematical system models and lead to useful and accurate broad fault data 
definitions.   For example, the theoretical effect of misalignment across a mechanical 
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coupling can be modeled accurately knowing the stiffness of the coupling, the shafting, 
bearings, housings, and foundation. Additionally, changes in vibration patterns caused 
by imbalance are also predictable theoretically as are the vibration patterns exhibited by 
various faults occurring in rolling contact and journal bearings. 

In reality however, mechanical system nonlinearities due to friction, gaps, stiffness 
discontinuities, and damping all yield inaccuracies in theoretical predictions. This is 
largely because these qualities are difficult to model and small changes between the 
model and reality yield significant differences between predicted and actual system 
behavior. For imbalance, and misalignment, this inaccuracy is negligible for most 
cases, but it can be a dominant factor in some cases. For bearing problems, both rolling 
contact and journal, the nonlinearities contribute extensively to the pattern of vibration 
and yield significant variation in the vibration spectra exhibited as a fault progresses in 
severity. 

Empirical means of fault modeling bridge the gap between theoretical and actual fault 
indications. Vibration, temperature, and other measurements made prior to machinery 
breakdown and subsequent machinery repair feedback are an invaluable source of 
mechanical fault modeling. In these cases, the fault model is not a model at all, but is 
the actual machine with an actual fault. It serves as a model for similar faults as they 
occur in identical and other similar machines. Theoretical fault modeling demonstrates 
forms which the data should take when a given fault is present and empirical methods 
bridge the gap by demonstrating the unpredictable variations from theory which occur 
in reality. 
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Abstract 

A case study, obtained from McMahan Titanium 
Company in California, examines the failure of a 
pedal spindle for use on a standard Titanium alloy 
B265 grade 5. A stainless steel ring is press fit 
onto the spindle as a support for the bearings. 
The spindle is designed to hold the bearing 
required for the pedal itself. A plastic sleeve 
slides over the spindle to provide a threaded 
surface for the attachment of the pedal. A 
stainless steel race with ball bearings sets over 
the stainless steel ring already on the spindle. 
The bearing covers connections between the two 
sets of bearings and is kept in place with a small 
attachment. The whole assembly is kept in place 
when the pedal is attached. A problem occurred 
when the pedal spindle began to fail at the point 
where the stainless steel ring is attached. This 
failure was apparently a fast fracture of the 
solid titanium alloy shaft. The reason for the 
constant changes in diameter of the original 
design was to maintain a minimum weight for the 
spindle. A design change is suggested in this 
report along with an analysis of the material 
selection. 

Key Words: Modeling, Materials Selection, Ashby's 
Technique, fatigue analysis, stress concentration 
factors. 

Introduction 

This case study examines a bicycle pedal support 
with a high incidence of failure consistently at 
the same section.  The pedal spindle, machined 

151 



from bar stock Ti alloy B265 grade 5, Figures 1(a) 
and (b) to handle the bearing stresses from the 
ball bearings. During use, failure occurred at 
the sudden diameter change in the spindle from 
0.340 in. to 0.250 in. No appreciable fillet was 
machined into the corner created by the diameter 
change. A stress analysis was done on the 
section. 

STRESS ANALYSIS 

Assumptions in this stress analysis include a 
transverse force of 250 lbs. centered 0.3 in. from 
the location of fraction, fatigue is the worst 
case design consideration, stress concentrations 
affect the strength at the location of fracture, 
and loads are transmitted by the bearings. As a 
result, a free body diagram may developed as shown 
below in Figure 2: 

Apply equilibrium equations assuming counter- 
clockwise moments are positive: 

S Fy=0=-1251b-1251b+F 

F=2501b 
(1) 

£ M_=2501b(0.3")=75inch-lb 

Determine the maximum shear stress, T where: 

T=F 
A (2) 

where A=0.0491 in2, the cross-sectional area for 
the 0.25 inch diameter shaft. The shear stress is 
then 5092 psi.  The bending stress is then: 

o=  M.C=(75inch-lb)(0.125inch) 
Izz   7r(0.125inch)

4 (3) 
4 

0-=48,917  lbs 
inch2 
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where C is the radius of the shaft, Izz is the 
moment of inertia and a is the bending stress. 
The spindle is machined from a Ti alloy with 6% 
aluminum and 4% vanadium by weight. Yield and 
ultimate tensile strengths for this material are 
I40ksi and 150ksi, respectively, [1] . The 
endurance, Sc, is half the ultimate strength or 
Sc'=75ksi for 1 million cycles, [2]. 

To  determine  the  endurance  limit,  the 
endurance strength, Se, is scaled as follows, [2]: 

Se=KaKbKcKdKeS'cKR (4) 

where 

Ka=Surface Factor 

Kb=Size Factor 

Kc=Load Factor 

Kd=Temperature Factor 

Ke=Miscellaneous Factor 

Kr=Reliability Factor 

Factors Kc, Kd, and Ke where assumed to be 1. The 
surface of the spindle has a machined finish. For 
the material, Ka = aS^LT. a = 2.7, b = -0.265, 
then Ka = 0.716, [2]. The size factor, Kb = 
(d/0.3)"1133, d = 0.25in., then kb = 1.02, [2] . The 
reliability factor, KR, was based on a 99% 
reliability assumption, then KR = 0.814, [2] . The 
adjusted endurance strength after annealing is 
then: 

Se=(.716) (1.02) (1) (1) (1) (.814) (75,0001b/inch
2) 

=44,5861b/inch2 

(5) 

The stress concentration exists at the point of 
fracture (Figure lb) , where a very small fillet 
radius of about 0.007" exists. The diameter, D, 
of the shaft at the fracture point (Figure la and 
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lb) is 0.340". The diameter of the stepped down 
section of the shaft is 0.25". For ratios D/d = 
1.36 and r/d = 0.028, the stress concentration 
factor, IC,., is 2.42 [2] . For the alloy, the notch 
sensitivity factor, q, for r = 0.007", and an 
ultimate stress of 150ksi is 0.66. The adjusted 
stress concentration factor, KF is then, [2] 

K£=l+q(KT-l)=l+0.66(2.42-l)=1.937        (6) 

The stress concentration correction factor, Ka, is 
then: 

Kn= 1 =0.516 
K„ 

Thus the endurance strength, Sc, corrected for the 
stress concentration is then: 

Se=KsSc=23,0061b/inch
2 (8) 

Based upon the assumption and calculations 
presented previously, the part is not strong 
enough for the expected design conditions since 
the maximum applied stress of 49,418psi exceeds 
the corrected endurance strength of 23,006psi. In 
order for the design configuration to be 
sufficient, the ultimate tensile strength of the 
material must exceed 322,000psi. Alternatively, a 
reduction of the stress concentration may be 
achieved by requiring a larger fillet radius. If 
this radius is a minimum of 0.025 in, the stress 
concentration factor becomes 1.64, [2] and the 
stress concentration reduction factor becomes 
0.656.  The corrected endurance strength is then: 

Se=(0.656) (44,5861b/inch2)=29,248_J£_   (9) 
inch2 

This is still much less than the required strength 
of the spindle. In addition to the increase in 
the fillet radius of the spindle, polishing out 
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the machining marks would remove scratches.  As a 
result, Ka would be 0.875, [2] 

Se=(0.875/0.716) (29, 2481b/inch2) =35,7431b/inch2 

(10) 

This is still significantly lower than the 
required strength of 48,917psi. The remaining 
options would include the selection of a material 
with an ultimate strength of (48,917/35,743) 
(150,000psi) or 205,287psi. 

MATERIAL SELECTION 

The preliminary material search involved use of 
Cambridge Material Selector, [3], a computer 
program that determines which group of materials 
will fit a design and application given specific 
performance indices, C1# i=l,2,3,4,5. The 
following derived performance indices for a beam 
using Ashby's Technique, [3,4] were: 

2/3 

Ci= ay  ; Maximizes Strength/unit wexght 
~T 

C2= E
1/2 ; Maximizes Stiffness/unit weight 
P 

C3=tr{y
2^3; Maximizes Strength: Weight Index/cost 
PCR 

CJ=E
1/2,- Maximizes Stiffness: Weight Index/cost 
PCR 

C5=K
2/3,- Maximizes Fracture Toughness/Unit Weight 
P 

(11) 

where ay is the yield strength, p is the density of 
the material, E is the modulus of elasticity, CR is 
the relative cost, and K is the fracture 
toughness. 

The search was further limited to materials with 
an ultimate strength greater than 210ksi, (stage 
6) .  Given the performance indices and material 
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selection charts, see for example Figure 3, it was 
determined that titanium alloys, carbon fibers in 
epoxy, or carbon reinforced polymers passed all 
six stages and would best suit the spindle design. 
Since only a limited number of pedals would be 
produced, carbon fiber and carbon reinforced 
polymers will be disregarded for their high 
production costs. 

A titanium alloy with a suitable strength was 
found at Titanium Metals Corporation. The TIMET 
alloy Ti-l.5Al-4.5Fe-6.8Mo can have an ultimate 
strength higher than 220ksi with the proper heat 
treatment. The heat treatment consisted of 
solutionizing the TIMET alloy at ~ 735°C (1355°F) 
for 10 minutes and aging at ~ 510°C (950F) for 
eight hours. The ultimate strength, yield 
strength, total percent elongation and reduction 
in percent area of the alloy are ~ 222ksi, 215ksi, 
3%, and 15% respectively [5] . 

CONCLUDING REMARKS 

The failure of a pedal spindle used in bicycles 
was analyzed. A slight design modification was 
suggested to reduce the stress concentration 
factors. A material with a minimum of 205.2ksi in 
ultimate tensile strength was sought for. Ashby's 
technique of material selection was used. 
Material property performance indices were 
suggested for a beam that would maximize its 
specific strength, specific stiffness, specific 
fracture toughness and with minimum cost. 
Composites and Titanium alloys passed all stages 
of the performance indices, however composites 
were rejected due to their high production costs. 
Titanium manufactures were contacted and a 
specific titanium alloy was found, together with 
the design modifications, to apparently prevent 
the recurring failure. 
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Abstract: Though spring stress strain relationships are well understood, selecting an 
optimum spring configuration for a given space envelope is not always easy. It is greatly 
simplified once a designer can readily visualize the trade-offs between material properties 
and physical dimensions, for a given manner of loading. A graphical approach, described 
here for metal close-wound torsional helical springs, aids such visualization. 

Key Words:   Spring; torsional; graphical; design; optimization 

INTRODUCTION: Since a spring is often a lesser component in an overall design, the 
designer often wishes to constrain its size and end wire locations early in the design 
process. A graphical approach can help to quickly point to an optimum configuration 
knowing little more than a coil diameter, a spring length and a load or deflection. To 
effectively utilize this approach, a baseline design is selected from which alternate 
designs may be compared. It is also assumed that the needed spring supplies a minimum 
installed moment, MQ. The maximum operating moment will of course vary 
considerably from this value. 

Beyond the spring's configuration, the designer must judge the price/performance trade 
off being made when selecting the spring wire. Herein, material performance will be 
assessed based upon the maximum storable elastic energy per unit wire volume. 

In the method proposed here, these two items, material selection and physical 
configuration are performed in two separate steps. 

NOMENCLATURE: 

Variables: 
a - wire cross section axial length (parallel to spring axis) 
d = diameter 
k = stiffness 
/ = wire cross section transverse length (perpendicular to spring axis) 
A = constant, characteristic of wire shape 
C = Dav /d or Day/t 
D = coil diameter 
E = Young's modulus 

E = stored energy per unit volume of spring material uncorrected for curvature 
effects 

/ = second area moment 
Kß = bending stress factor to account for spring winding curvature 
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L = coil length 
LF = load factor (=l/SF) 
M = moment required to deflect the spring 
N = total number of coils, unadjusted 
N ' = number of coils, adjusted to account for constrained end wires 
S = failure stress 
SF = factor of safety 
T = angular deflection 
A = total angular deflection during operation, Tmax - Tmjn 

a = tensile or compressive stress 

Subscripts: 
0 — baseline design 
alt — alternating 
ov — average 
e — fatigue endurance 
/ — failure 
id — inside diameter 
mean — mean 
max — maximum 
min — minimum 
od — outside diameter 
op — operating 
rd — round cross section 
sq — square or rectangular cross section 
ult — ultimate 
y — yield 

MATERIAL SELECTION:   Neglecting coil curvature effects, a wire's stored elastic 
energy per unit volume at failure (circular wire cross section) is [1]: 

2 

E = —1— (round wire) (1) 
oE 

E for rectangular wire is one third higher.  Table I shows E for common iron, nickel 

and copper based spring wire alloys. By balancing E against material cost, the designer 
can select the best material for a considered application. 
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Table I 
Specific Energy Storage Capacity for Round Spring Wire 

Material 
E[2] 
Gpa 

(106psi) 
Mpa (ksi) 

E 
J/cm3 

(ft-lbf/in3) 
Carbon Steels: 
Music Wire 207 (30) 1662 (241) 1.67(20.2) 
Hard Drawn 207 (30) 1324 (192) 1.06(12.8) 
Oil Tempered 207 (30) 1344 (195) 1.09(13.2) 
Stainless Steels: 
302 193 (28) 1276(185)** 1.05(12.7) 
High Alloy Steels 
Chrome Silicon 207 (30) 1793 (260) 1.94(23.5) 
Chrome Vanadium 207 (30) 1517(220) 1.39(16.8) 
Copper-Based Alloys: 
Phosphor Bronze 103(15) 896 (130) 0.97(11.7) 
Beryllium Copper 128(18.5) 1172(170) 1.35(16.3) 
Spring Brass 110(16) 120 (827) 9.4 (0.78) 
Nickel-Based Alloys 

Inconel¥ 214(31) 1172(170) 0.80 (9.7) 

Inconel-X* 214(31) 1310(190) 1.00(12.1) 

Inconel-X£ 214(31) 1517 (220) 1.35(16.3) 

J for 04.88mm (0O.192in) wire — except as noted [3] 
** for 05.26mm (0O.2O7in) wire — except as noted [4] 
¥ Spring temper 
£ After aging 

SPRING PERFORMANCE RELATIONSHIPS: A torsionally loaded helical spring's 
stiffness is [5]: 

kJd,N) = 

kJa,t,N)- 

Ed1 

10.8M) 

Eat3 

6.6ND 

These two relationships can be simplified as follows: 

AEI 
k(I,N) = 

2ND 
(2) 

where A is 3.77 and 3.63 respectively for wire of round and rectangular cross sections. 
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The maximum stress is at the ID [6] [7]: 

M      (t/2) 
maxv '   ' 

a 
max I B 

or, expressed alternatively 

mayV    ' KD (3) 

a       = a   .   + CT     = 
M   +kA\t/2) 
— j KD (4) 

K, 

max       mm       op I IS 

where [8]: 

4C-1 
KBrd~ 4C-4 

4C_ 
Kßs9 "4C-3 

and: 

C=D     IdorD     It 
av av 

The deflection, 2" is simply equal to the spring moment divided by the stiffness: 

M 
T = T 

Often, the end wire angular location may be constrained. Given that iV equals the number 
of coils of an undeflected spring, to maintain a certain moment Mo at a constrained 
angular position, a small adjustment must be made to account for differences in preload 
deflection when comparing designs For a baseline design having No turns and minimum 
deflection To, the corrected N value is given by: 

N' = N0-T  .   +Tn   . (6) 
"      mm      Omm 

Expressions for k, Kß, Tand N' and a are summarized in Table II and Table III for round 
and rectangular wire. 

CYCLIC LOADING CONSIDERATIONS: The modified Goodman relation [9] is 
useful to assess failure limits for springs subject to cyclic loading: 

1        mean       alt 
SF      S u        S ult e 
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or expressed alternatively: 

(7) 
1      1 

2a   .   +a a  . 
mm      op "mm 

S u S 
ult e 

Eq. (7) can be used in place of Eqs. (3) or (4) when considering cyclically loaded springs. 

Se varies depending upon the material, but for most steels, it is roughly related as follows 
to tensile strength [10]: 

[0.504er a u < 200 ksi (1400 MPa) 
Se = [100 ksi (700 MPa)    <r ft > 200 ksi (1400 MPa) 

GENERATING THE PLOTS: Objective functions amax and LF are themselves 
functions of the wire cross section (a and t or d) and spring length, L. Given a baseline 
spring length LQ with No turns, we can generate two families of curves on a plot of wire 
size (a or d) vs. the relevant objective function. The first family of curves has the 
argument L in the objective function set equal to LQ plus or minus one or two turns of 
wire (e.g. L- LQ- 2a, LQ - a, LQ, LQ + & and LQ + 2a). The second family of curves has 
L set equal to the quantity NO' plus or minus several turns multiplied by the wire size: 
(e.g. L = (No- 2)a, (No - l)a, No a, (No + l)a, and (No + 2)a). The baseline stress or 
load factor and wire size can be found at the point where the L = Lo and L = Noa plots 
intersect (Fig. 1). Thus plotted, the designer can quickly find the wire size and coil count 
which minimize omax or LF. 

SUMMARY: By balancing the storable elastic energy per unit wire volume (material 
performance) for several spring materials against a material's value, a suitable spring 
material can be easily selected. 

Once selected, the plots described above can be generated and modified quickly and 
conveniently with the help of a computer graphing program. Once plotted, it takes only a 
quick look at the plot and a table showing standard spring wire sizes to then specify the 
best spring to accomplish the needed task. This same approach could be similarly applied 
to other spring types as well. 
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INFANT CRIB FAILURE ANALYSIS CASE STUDY 
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Abstract: The evaluation of infant cribs by the ASTM test protocol is enhanced by random 
vibration testing. This testing adds a quantitative component to the conventional go/no-go 
criteria and produces a hierarchy of weakest links. Furthermore, this failure analysis technique 
is shown to discriminate among subtle differences in the structural design of the cribs. 

Key Words: Crib; failure analysis; testing 

ACCIDENT DESCRIPTION: An infant crib was alleged to cause a child's death when 
the lower fasteners on the stationary side rail illustrated in Fig. la and Fig. lb became 
undone allowing an escape corridor to develop. The stationary side rail was against the 
wall and the child wedged his head between the mattress and the side rail causing his 
strangulation. It was proposed that the grommet nuts and screws were inadequately designed 
because they lacked a locking device and redundancy. The idea was the racking environment 
of the crib would loosen the unrestrained fasteners and allow them to dislodge. It was 
alleged by the child's father that one or both of the stationary side rail lower fasteners were 
missing and when the crib was subsequently located away from the wall, the side rail could 
swing open about the top fasteners in an unimpeded fashion. Furthermore, the child's father 
saw a hex nut and screw laying directly under the crib after the accident. However, the 
lower fasteners were not produced with the accident crib. 

ACCIDENT STATISTICS: According to a U.S. Consumer Product Safety Commission 
(CPSC) Special Report on Structural and Hardware Failure of Cribs [1], 167 incidents of 
failure of crib hardware or other structural components of cribs were reported to the CPSC 
for the period from January 1, 1980 through December 31,1983. After a detailed analysis, 
the CPSC categorized these 167 incidents by hazard pattern type as shown in Table 1. 
Additional incidents of a similar nature have been reported by the CPSC subsequent to this 
period. In response to the accident data collected by the CPSC, a new standard, ASTM 
F 1169-88 [2], was developed by the Juvenile Products Manufacturing Association (JPMA) 
and approved by a vote of the American Society for Testing and Materials (ASTM) members 
to establish test requirements to address failures associated with mattress support hardware, 
glued or bolted connections, dropside latches, and dislodgment of teething rails. This safety 
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Fig. la Infant Crib 
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Grommet Nut 

Fig. lb Infant Crib Fastener Detail 

Table 1 Incidents Related to Lack of Structural Integrity of Cribs, by Hazard Pattern 
Category and Severity of Accident (January 1, 1980 - December 31, 1983) 

Hazard Pattern Category Severity of Accidents 
Near-Miss Medically- Minor No 

TOTAL Deaths Entrapments Treated Injuries Injuries Injury 
TOTAL 167 34 22 7 47 57 

Mattress-Support Hardware Failure 32 2 11 _ 11 8 
Attachment Hardware Failure 18 5 4 2 7 
Structural/Material Failure 47 3 3 2 14 25 
Dropside Mechanism Failure 23 3 11 9 
Maintenance, Repair/Assembly 15 13 _ 2 
Portable Crib Failure 17 1 2 2 5 7 
Hardware Problem Unclear 15 10 2 2 1 

Source: U.S. Consumer Product Safety Commission, Directorate for Epidemeology. 
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Grommet Nut 

Fig. 2  ASTM Vertical Wedge Block Test Using 
Screw Only 

standard also addresses incidents 
associated with poor maintenance 
or assembly by specifying 
requirements for the contents of 
instructional literature that must 
accompany cribs. 

ASTM TESTING: 
Vertical Wedge Block Testing: 
Vertical wedge block testing 
originally developed for bunk beds 
was performed on an exemplar crib 
according to section 5 of ASTM F 
1427-92 Standard Consumer Safety 
Specification for Bunk Beds [3]. 
The specified wedge block was 
inserted tapered side downward into 
the gap between the interior crib 
stationary side rail structure and the 
edge of the mattress. A 200 N (45 
lb) force was gradually applied 
downward and was sustained for a 
period of one minute. This test 
protocol was conducted once 
utilizing the original grommet nut 
and screw combination, once with 
only the screw inserted in the top 
of the left bottom stationary side 
rail, and once with the grommet nut 
only inserted in the top of the left 
bottom stationary side rail. 

Performance requirements for the vertical wedge block testing are given by section 4 of 
ASTM F 1427-92 as follows [3]: "There shall be no gaps between the interior bed structure 
and the edges of the mattress and foundation that will permit complete passage of the wedge 
block." The wedge block did not completely pass between the crib stationary side rail 
structure and the mattress during any of the three trials. Figure 2 depicts the vertical wedge 
block test condition using only the screw with the grommet nut on the floor. It should be 
noted that the original grommet nut and screw design is redundant with respect to the 
orientation of the fastener. That is, using only a grommet nut on the top or only a screw on 
the top will lead to compliance with the ASTM vertical wedge block test. 

Vertical Impact Testing: Vertical impact testing was conducted on an exemplar crib 
according to the test methods specified in section 5 of ASTM F 1169-88 Standard 
Specification for Full Size Baby Crib [2]. A 343 mm (13.5 in.) diameter 20.4 kg (45 lb) 
weight was allowed to free fall 152 mm (6 in.) on to the upper surface of a foam pad at a rate 
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of 4 seconds per cycle as shown in Fig. 3. Five hundred cycles were conducted at the 
geometric center of the mattress area and 100 cycles were conducted at each of two diagonally 
opposite corners centered 230 mm (9 in.) from the crib sides forming the corner. The test 
protocol was carried out using the original grommet nut and screw combination and also 
using a hex nut and 1/4-20, 50.8 mm (2 in.) long replacement screw inserted in the left 
bottom stationary side rail. 

_—*-npl         __—- Counter 
-rjpppj. ._-— 

I                       \ 

^—■ Pneumatic 
• *              Cylinder 

^^^s= Travel Stops 

15.2 cm 
(6 in.)   -— ^— Magnet 

:J f 
i 

1 
1 

1 
1 

i 

i 
1 
1 

i 

1 i 
! : 

■■   ;*- 

I / J 
t 
I ' 

> i _/ / 

25.4 kg —f 
(45 lb) 

^ 34.3 cm ^ 
(13.5 in.) 

Wei Jht 

1                                 1 i                     i 

Fig. 3 ASTM Vertical Impact Test Set Up 

Performance requirements for the vertical impact testing are given by section 5.5 of ASTM 
F 1169-88 as follows [2]: "Components attached by screws shall not have separated by 
more than 0.04 in. (1 mm) upon completion of testing." The components attached by screws 
did not separate at all upon completion of the testing using the original or replacement 
hardware. Figure 4 depicts the condition of the original grommet nut and screw combination 
upon completion of the vertical impact testing. 

Stationary Side Cyclic and Static Testing: Stationary side cyclic and static testing was 
performed on an exemplar crib according to the protocol specified in section 6 of ASTM 
F 1169-88 [2]. For the cyclic test, an 11.3 kg (25 lb) weight was allowed to free fall 76 mm 
(3 in.) 50 times at a rate of 4 seconds per cycle such that it impacted upon a 9 mm (0.375 
in.) rubber pad located on the top surface of the bottom rail between two adjacent slats as 
near the center of the rail as possible as shown in Fig. 5. Upon completion of the cyclic test, 
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Fig. 4   Original Grommet Nut and Screw after 
ASTM Vertical Impact Test 

a static load of 45.4 kg (100 lb) was 
applied at the point of impact testing 
gradually within a period of 5 
seconds and maintained for an 
additional 30 seconds. The testing 
was first conducted using the original 
grommet nut and screw combination 
and then using a hex nut and 1/4-20, 
50.8 mm (2 in.) long replacement 
screw inserted in the left bottom 
stationary side rail. 

Crib side testing requirements are 
given by section 6.9 of ASTM 
F 1169-88 as follows [2]: 
"Components attached by screws 
shall not have separated by more 
than 0.04 in. (1 mm) upon 
completion of testing." The 
components attached by screws did 
not separate at all upon completion 

Counter 

fi 

Fig. 5   ASTM Stationary Side Cyclic Test Setup 
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Fig. 6 - Hex Nut and Replacement Screw after 
Stationary Side Cyclic and Static Testing 

of the testing using the original or 
replacement hardware. Figure 6 
shows the tightened status of the hex 
nut and replacement screw upon 
completion of the stationary side 
cyclic and static testing. 

SHAKE TABLE TESTING: Since 
the exemplar crib met the 
requirements of the ASTM test 
protocol, this suggests that the crib 
design was not defective. To 
challenge the notion that compliance 
with the ASTM standard establishes 
the product's safety, it was suggested 
that the ASTM loading environment 
was not sufficiently intense to 
simulate the reasonably foreseeable 
loading history. To rebut this attack, 
the failure analysis continued 
applying the strongest link principle 
approach with shake table testing [4]. 
According to the strongest link 
principle, if a challenged design 
feature on an exemplar is unaffected 
by a simulated or accelerated loading 
program which causes the exemplar 
to undergo changes which differ 
from the artifact, then failure of the 
artifact is not proximately caused by 
the challenged design feature. 

Description of Equipment: Figure 7 illustrates the shake table which consists of a platen 
which is vertically driven at three locations by independently controlled pneumatic cylinders 
with a maximum stroke of 20.3 cm (8 in.). The stroke time history of each cylinder is 
computer controlled leading to motions that involve vertical translation and rotations about 
two axes in a horizontal plane. The shake table does not produce rotation about a vertical 
axis or horizontal translations. The specifications for the shake table and its control system 
are described by Brickman and Barnett in the Strongest Link Principle [4]. 

Testing Protocol: An exemplar crib was mounted on the shake table at the four legs with an 
11.3 kg (25 lb) weight centered on the mattress to reflect the mass of the deceased infant. A 
severe shaking environment was developed which led to the failure and virtual destruction 
of the crib. This test protocol was conducted once using the original grommet nut and 
screw combination, once using a hex nut and 1/4-20, 50.8 mm (2 in.) long replacement 
screw inserted in the left bottom stationary side rail, and once using a competitor crib design. 
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Raten 

Fig. 7 Shake Table 
Test Results: 
Original Hardware: The following observations in sequential order were made during the 
shake table testing with the original hardware: 

l.The mattress support spring separated from the mattress spring hooks and fell to the 
floor. 

2. The drop side rail lowered. 

3. The short machine screw released the top left of the stationary side rail from the foot 
panel. 

4. The short machine screw released the right drop side rod from the foot panel. 

5. The original grommet nut and long machine screw fasteners on the bottom of the stationary 
side rail remained connected. 

The conditon of the crib with the original hardware at the conclusion of the shake table 
testing is depicted in Fig. 8. The numerical call outs shown in Fig. 8, Fig. 9, and Fig. 10 
correspond to the itemized test result descriptions given for the original hardware, replacement 
hardware, and competitor crib cases respectively. 

Replacement Hardware: Observations made in sequential order during the shake table 
testing with the replacement hardware are as follows: 

1. The mattress support spring separated from the mattress spring hooks and fell to the 
floor. 

2. The drop side rail lowered. 

3.The short machine screw released the right drop side rod from the foot panel. 
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Fig. 8 Exemplar Crib with Original Hardware 
after Shake Table Testing 

Fig. 9 Exemplar Crib with Replacement Hardware 
after Shake Table Testing 

6 8' 

Fig.10 Competitor Crib after Shake Table Testing 

4. The hex nut released from the 
replacement screw at the left bottom 
of the stationary side rail. 

5. The replacement screw came out 
of the left bottom stationary side rail 
and remained in the left top bracket. 

6. The original grommet nut and 
long machine screw fasteners on the 
right bottom stationary side rail 
remained connected. 

The condition of the crib with the 
replacement hardware at the 
conclusion of the shake table testing 
is shown in Fig. 9. 

Competitor Crib: The following 
observations in sequential order were 
made during the shake table testing 
of the competitor crib: 

1. The right rear mattress support 
separated from the headboard. 

2. The right top drop rail fastener 
failed. 

3. The bottom left stationary side rail 
separated from the footboard. 

4. The top right stationary side rail 
separated from the headboard. 

5. The left front mattress support 
separated from the footboard. 

6. The bottom left drop rail 
separated from the footboard. 

7. The headboard failed and 
separated. 

8. The bottom right stationary side 
rail separated from the headboard. 
9. The top left stationary side rail 
separated from the footboard and the 
stationary side rail released from the 
crib. 
The condition of the competitor crib 
at the conclusion of the shake table 
is depicted in Fig. 10. 
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WARNINGS AND INSTRUCTIONS: At the time of manufacture of the subject crib, 
CPSC Part 1508 - Requirements for Full-Size Baby Cribs [5] contained specifications for 
assembly instructions and warnings associated with cribs. In accordance with the CPSC 
requirements, the subject crib contained the following on-product warnings and instructions: 

1. Caution: Any mattress used in this crib must be at least 27-1/4 inches by 51-5/8 inches 
with a thickness not exceeding 6 inches. 

2. Children should not be allowed to climb on crib. 

In addition, the written instructions that accompanied the subject crib contained the following 
applicable warnings and instructions: 

1. For the safety of your child and your own piece of mind, be sure you follow the assembly 
instructions exactly. 

2. Lay out and check the parts you received with figure 1 and the following parts list. 

3. Attach the stationary side rail bottom to the top brackets above it with long screws and 
nuts. 

4. Check regularly to see that all screws are tight. 

5. If you need parts write to customer service. 

It should be noted that although the child's father never received the written instructions, he 
did not claim to have had any difficulty in assembling the subject crib. On the other hand, 
the child's father did not follow the warnings and instructions on the subject crib, allowing 
his other child to climb and jump on the crib and using a mattress which was smaller than 
the specified dimensions. 

In January of 1989, a new standard was published and designated as ASTM F 1169-88, 
Standard Specification for Full Size Baby Crib. Sections 10 and 11 of this standard contain 
additional labeling and instructional literature requirements to address incidents associated 
with poor maintenance or assembly reported in the field for all full size baby cribs [2]. In 
response to this new standard, the manufacturer of the subject crib updated its written 
instructions to include the warnings and instructions specified by ASTM. The pertinent 
additions are: 

1. Before each usage or assembly, inspect crib for damaged hardware, loose joints, missing 
parts or sharp edges. 

2. Do not use crib if any parts are missing or broken. Ask your dealer or write for replacement 
parts and instructional literature if needed. Do not substitute parts. 

CONCLUSIONS: The ASTM test requirements for the crib stationary side rail describe a 
go/no-go program [6] which gives information on the total behavior of the system, but 
provides no information about the weak links. In addition, the ASTM go/no-go criteria 
provide no quantitative information regarding the level by which a particular crib design 
exceeds the specified performance requirements. The accelerated loading program, executed 
through shake table testing, facilitates an ordering of weak links in the system. According 
to the strongest link principle, the challenged design feature cannot be a proximate cause of 
the subject crib failure if it is preceded by weak link failures not present on the artifact. 
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Furthermore, the random vibration method produced by the shake table testing reveals subtle 
differences among fasteners and distinguishes between proper and improper installation 
states such as the vertical orientation of a screw head. Because of available symmetry, 
comparisons can be made between hardware on the left and right sides of the stationary side 
rail, making it very clear which is better in a random vibration load environment. 

The results of the shake table testing on an exemplar crib indicate the virtual destruction of 
the crib with no concomitant loosening of the original stationary side rail lower fasteners. 
Loading which is sufficient to compromise the lower fasteners will result in the signature 
fractures experienced in the shake table testing program, but were absent in the artifact. 
This establishes that the original grommet nut and screw design was not a proximate cause 
of the subject accident. Alternative explanations may be failure to install the lower fasteners, 
improper tightening of the fasteners, utilization of loose replacement hardware, removal or 
loosening of the fasteners by unknown parties and the like. Shake table testing of the 
competitor crib revealed failure modes that were thought to be unachievable due to 
redundancy. Through the shake table testing, it was discovered that a single failure of the 
competitor crib can create an unsafe condition. 

The CPSC and ASTM standards have codified warnings and instructions for full size baby 
cribs. According to the principle of uniform safety [7], the resulting technology transfer 
will serve the general community of users who will be presented with the same information 
no matter which product is looked at. However, these warnings and instructions address 
general problems that may not necessarily be present on a given design. Therefore, a given 
crib may be mandated to convey warnings and instructions which imply a problem that 
does not exist. 

Considering the subject crib design, the original stationary side rail grommet nut and screw 
combination is the strongest link in the system and is capable of surviving a loading 
environment which completely destroyed a competitor crib. 
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Abstract: A meat packaging and processing company had a history of corrosion 
problems in their smoke house facility. The rate of corrosion significantly increased 
shortly after an exhaust ventilator was replaced with a smaller unit and the liquid smoke 
solution was changed. This study determined that the new liquid smoke solution was the 
cause of the increased corrosion rate. Several strategies for reducing the corrosion rate 
are recommended and evaluated. 

Key Words: Corrosion; galvanized steel; AISI 304 stainless steel; liquid smoke solution; 
meat packaging company. 

INTRODUCTION: A local meat packing and processing company has an elaborate 
layout for adding their famous "Hickory-smoke" flavor to their hot dogs. The process for 
adding this flavor is done in a facility called the smoke house. This facility had a history of 
corrosion problems. Recently, the corrosion rate increased significantly. This occurred 
shortly after the smoke house was put back in operation following a fire two years ago. 
After that fire, two changes were made, an exhaust ventilator was replaced (at a reduced 
size) and the liquid smoke solution was replaced. The corrosion problem was evident on 
the stainless steel panels and the galvanized steel chain. The stainless steel AISI 304 
panels are 3.5" x 2.5" with a 1/8" thickness and the galvanized steel chain is 3,000' long 
and 1/4" thick. The corrosion is taking place in the smoke house where a liquid smoke 
solution is sprayed onto the sausages, after they are cooked and chilled, to provide a 
smoke flavor to the meat. 

In zone 1 (Figure 1) stainless steel paneling is corroding rapidly and completely. This 
zone is at the end of the cooking area of the smoke house. In the same area, a stainless 
steel boh was noted to be corroding at an accelerated rate. In zone 2, there is a fan that 
creates a "humidity barrier" between the heating area and the cooling area. This fan had 
never experienced a high rate of corrosion in the past, and has now corroded completely 
such that it had to be replaced. The third area of corrosion is the galvanized steel chain 
that holds the sausages and takes them through the smoke house. The steel chain is 
corroding at a rate which is twice the rate prior to the accident. Finally, in the Brine Chill 
Area (zone 4), heat exchanger coils are experiencing corrosion. This had previously not 
been a problem. 
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INVESTIGATION: The investigation included site visits and laboratory experiments. 
Table 1 describes the temperature variation and cooking cycle time within the 
smokehouse, (Figure 1). 

Table 1. Temperature variation within the smoke house. 

Location Temperature 

Pre-Heat Area 155°F for 15 minutes 
Heating Area 1 175-190°F for 10 minutes 
Heating Area 2 180-190°F for 15 minutes with steam 

(added 55% humidity) 
Chill Area 1 40°F for 15 minutes 
Brine Chill Area 25°F for 10 minutes 
Chill Area 2 40°F for 1 minute 

Though the reduction in size of the exhaust ventilation was significant (~50%), it did not 
explain the corrosion of the brine chiller coils nor the galvanized steel chain. It appeared 
that the new liquid smoke solution was the more probable cause, such that some new 
element(s) had been introduced that caused the accelerated corrosion rate. 

Tests were performed on the galvanized steel chain Pieces of the chain were placed in 
bottles, one bottle contained the old liquid smoke solution, another the new liquid smoke 
solution and a third with no solution (Figure 2). The third bottle contained no solution to 
test for the possibility of stress corrosion based solely on temperature change. The 
experiment was set up to simulate the temperature conditions at the smoke house. Also, 
pieces of galvanized steel chain were placed in two beakers containing the solutions, these 
were not heated nor cooled. This was done in an effort to examine the effect of direct 
chemical attack. The three bottles were heated for 12 hours at 185°F and then cooled at 
28°F for another 12 hours. The experiment confirmed the initial hypothesis that some 
chemical(s) in the liquid smoke was responsible for causing the increased corrosion rate in 
the galvanized steel chain. 

The experiment revealed that the galvanized steel pieces that were not exposed to a 
temperature change had no signs of corrosion. The piece that was heated and cooled with 
no liquid smoke added also showed no signs of corrosion. The galvanized steel piece in 
the old solution had very little signs of corrosion, but the galvanized steel piece that was in 
the new solution was completely corroded (Figures 3-6). This confirmed that the problem 
lies in the new liquid smoke solution. Next, the same experiment was done with the AISI 
304 stainless steel. After one week of heating and cooling there were no signs of 
corrosion in the metal. Both liquid smokes were sent to a commercial laboratory* for 
analysis of pH and Chloride levels. The results are shown in Table 2 and they indicate no 
significant variations between both liquid smoke solutions. 
* BC Analytical, 801 Western Ave., Glendale, CA 91201 
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Table 2. Laboratory Results. 
Lab Results pH Chloride levels 

Old Solution: Z5 330mg/L 
New Solution: 2.6 290mg/L 

To more nearly duplicate the corrosion environment, it was suggested that the samples be 
exposed to the liquid smoke solutions in a vapor form [1]. The AISI304 and zinc 
galvanized steel samples were suspended in the glass containers above the smoke 
solutions, (Figure 7). After 72 hours of heating, both types of steel were examined. The 
results are shown in Table 3. 

Table 3. Corrosion of Steel Samples. 

Type of Steel Visual Corrosion 

Galvanized steel suspended above 
old liquid smoke solution: very little corrosion evident 
Galvanized steel suspended above 
new liquid smoke solution: complete corrosion 
AISI 304 suspended above old 
liquid smoke solution: no corrosion evident 
AISI 304 suspended above new 
liquid smoke solution: complete corrosion 

DESIGN SOLUTIONS: Based on the testing and analysis conducted, those methods for 
reducing the corrosion rate were suggested. 
Design Concept A REPLACE NEW LIQUID SMOKE WITH OLD LIQUID SMOKE. 
Definitely the simplest solution. Replace the new liquid smoke solution with the old 
solution. The change would be the least costly and have no change in the processing 
facility or operations. 
Design Concept B: REPLACE AISI 304 AND ZINC GALVANIZED CHAIN WITH 
ALTERNATIVE METALS. Galvanized steel chain is problematic. Typically, zinc is 
used as a corrosion inhibitor in aqueous solutions in the pH range of 6.5 to 12. Highly 
acidic environments will corrode zinc rapidly. This is the problem in the smokehouse 
where the pH of either liquid smoke is around 2.5. The temperature ranges of the 
smoking process also create a corrosion problem for zinc. The rate of corrosion in zinc is 
highly dependent upon the temperature of the environment, [2]. The operating range of 
temperatures during the smoking process ranges from 28°F to 190°F (-16°C to 74°C). 
The temperature ranges from 155°F to 190°F (55°C to 74°C) for more than half of the 
entire smoking process. This range of upper temperatures is within the range of increased 
corrosion for zinc in water, [2]. Furthermore, acidic organic compounds are known to 
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readily corrode zinc. Due to the environment in the smokehouse the zinc galvanized steel 
chain should be eliminated and replaced with a AISI316 stainless steel chain. With 
regards to the AISI 304 panel, this solution recommends its replacement with AISI 316 
stainless steel. AISI 304 stainless steel is susceptible to corrosion attack by organic acids, 
[3]. The presence of acetic, citric, formic or lactic acid in the liquid smoke would be 
damaging to the AISI 304 stainless steel. The addition of molybdenum to the stainless 
steel, as is the case in AISI 316, has a significant effect in reducing the corrosion effects 
due to various acids, [4,5]. As outlined earlier., the AISI 304 heat exchanger is exhibiting 
corrosion in the cold worked coiled section, but not in the straight section of the tubes. 
This seems to be a classic stress corrosion cell. The material in the cold worked section of 
the heat exchanger is in a higher state of stress and therefore has a lower activation energy 
to the onset of corrosion. This, coupled with a more corrosive Hquid smoke solution, 
appears to be the source of the corrosive attack. The corrosion rates increase with the 
increasing stress when AISI 304 is subjected to a chloride environment [6]. Increasing the 
content of Mo, Ni, and Cr in the alloy increases the life of the steel. Therefore, a material 
change to AISI 316 will improve corrosion resistance. 
Design Concept C: ADDITION OF A PASSIVATION LAYER TO THE STAINLESS 
STEEL. Another reason for the increased corrosion with no increase in chloride ion 
concentration could be the absence of certain beneficial anions. The pitting potential of 
stainless steel in chloride solutions has been observed to be reduced by the presence of 
these beneficial anions [6], SO/2. OH". CLOf. CrO/2. and NOV" all have corrosion 
inhibiting tendencies. The concentrations of various inhibiting anions could be tested for 
and may help slow the corrosion rate. These inhibitors work in many ways from stifling 
the anodic process to rendering the metal surface hydrophobic by adsorption of the 
inhibitor molecule. It is recommended by this solution that one of these inhibitors be 
utilized to create a passivation layer on top of the stainless steel. 

EVALUATION AND RANKING: The evaluation of testing and possible solutions 
indicates that the company's decision to change their liquid smoke solution was a poor 
one. The new design concepts were ranked based upon the following criteria: cost 
effectiveness and effective corrosion resistance. 

COST EFFECTIVENESS: The most cost effective solution presented was Design 
Concept A, all others required sizable financial investment. The company representatives 
could also subcontract a chemistry laboratory for a comprehensive analysis of the 
composition of both hquid smoke solutions and trace the undesirable elements) of the 
new Hquid smoke and, eventually, contact other suppliers to purchase a hquid smoke of a 
similar composition to the original Hquid smoke solution. 

EFFECTIVE CORROSION RESISTANCE: For this concept all solutions were very 
effective. Design Concept B seems to be the best. Design Concept C would require more 
testing to ensure it would work in the smokehouse environment and Concept A had a 
predictable outcome. With Concept A the corrosion would still occur, but at a much 
slower pace. 
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Figure 3: Galvanized Steel Chain Samples, from right to left: not exposed to liquid 
smoke solution, exposed to old liquid smoke solution and exposed to new 
liquid smoke solution. 
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Figure 4: Galvanized Steel Chain Sample, 8x magnification. 
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Figure 5: Galvanized Steel Chain Sample exposed to the old liquid smoke solution, 
8x magnification. 

Figure 6: Galvanized Steel Chain Sample exposed to the new liquid smoke solution, 
8x magnification. 
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OVERALL RANKING: 

1) Design Concept A - Change to previous liquid smoke solution. 
2) Design Concept B - Change the material to AISI316. 
3) Design Concept C - Add a passivation layer to the AISI 304. 

Each of the design solutions offers a viable solution to the problem. Each will solve the 
problem with respect to the criteria, with only the last option requiring more testing to 
ascertain feasibility. 

CONCLUSION: Extensive testing was done to conclusively determine the cause of the 
corrosion of the AISI 304 stainless and galvanized steels. Three design concepts were 
developed that are potential solutions to the current problems at the meat packaging 
company smokehouse. 
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STRESS ANALYSIS OF WELDMENTS BY PHOTOSTRESS 

Chia-Lung Chang and Ruey-Chung Lee 
Department of Mechanical Engineering 
National Yunlin Institute of Technology 

Toliu, Yunlin, 640 Taiwan 

Abstract: The purpose of this research is to study the strain distribution of the weldment 
under a uniaxially static tension load by the photoelastic method. The shielded metal arc 
welding ( SMAW ) was used in this research. Two types of materials, different 
combinations of weld metal and base metal, are studied. The models were cut from the 
weldment, perpendicularly to the weld joint. The elastic-plastic behavior of the weld metal, 
heat affected zone, and base metal can be observed by the fringe pattern of the photoelastic 
coating. The effects of residual stress on the variation of yielding strength at different 
locations are also studied. Compared the fringe patterns in models of weldment and plain 
base metal, the influence of the residual stress on the weldment can be detected. The failure 
manner of the weldment can be predicted by the principal stress direction on the coating and 
the location of the densest fringe orders. 

Key Words: Photoelastic method; stress analysis; weldment; failure manner 

INTRODUCTION: The mechanical characteristics of the weldment are usually 
determined by the tensile test. While the stress-strain diagram from the test only represents 
the gross behavior of the weldment, it does not count the material variations among the 
weld metal, base metal, and heat-affected zone. The chemical compositions and mechanical 
properties between weld metal and base metal are different. With the appliation of the heat, 
the mechanical properties of the weldment are changed by the welding. With the 
applications of strain gage, only localized strain along finite length can be measured. The 
photostress ( photoelastic coating ) method can be used to measure the full field strain 
distributions of the test specimens. Raghavendran and Fourney (1) used two-dimensional 
photoelastic analysis and two-dimensional finite element method to study the stress 
distribution across a butt-welded joint. Tsai and Park (2) utilized two-dimensional 
photoelastic method to determine the stress-intensity-factors of fillet-welded joint. Gambrell 
(3) and Gambrell and Kavikondala (4) used photoelastic coatings to determine the 
mechanical properties of aluminum welded joints. Fessler and Pappalettere (5) utilized 
photoelastic coatings to study the strain distribtuion of fillet-welded joint. In order to 
measure the full field elastic-plastic strain distribution of the butt-welded steel 
weldments(weld metal, base metal, and heat-affected zone), photoelastic method was 
applied to measure the mechanical behaviors in this paper. The correlation between the 
failure manner in uniaxial tension of the specimen and the fringe pattern observed in the 
photoelastic coating was also studied. 
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INSTRUMENTATION AND SPECIMENS:    The strain distributions of weldments in 

tension were measured by the fringe order read in the coatings bonded on the weldments. 

The relation between the shear strain in the coating and fringe order read can be expressed 

as follows: 

zx-zy=Nxf 

zx£y- principal strains in the coating 

N: fringe order 

/: fringe value, obtained from the calibration of coating 

Because the weld surface is irregular and contains many grooves, it is difficult to bond the 

coating. The weld joint was ground off flush with the base metal, then the liquid plastic, 

PS-8C, contoured on the surface of test part. The material properties of PS-8C are as 

follows: modulus E-350ksi, maximum elongation 3%. The cement, PC-8, was used to 

adhere the coating and the test part. The tardy compensation method was used to measure 

the point-to-point fringe order. All plastic, cement, and photostress equipment were 

obtained from Measurements Group, Inc., U.S.A. (6) 

The welding process of specimens was shielded metal arc welding(SMAW). The specimens 

were made to satisfy the welding qualifications of ASME requirements. The weldments 

were made that no defection was found by visual inspection. The welding data of specimens 

are shown in Table I. 

Table I Welding data of specimens 

welding process SMAW welding operation manual 

electrode E6010,E7010 SFANo. SFA5.1 

current type AC welding position IG 

welding pass 2 weld joint double v 

current 110A voltage 220V 

lG:l-flat position, G-butt-welded 

Two types of material combination were made to measure the strain distributions of 

specimens : type A weld, the yielding strength of base metal is close to that of electrode; 

type B weld, the yielding strength of electrode is greater than that of base metal. For type A 

weld, the base metal used was ASTM A515 carbon steel for pressure vessel plate, and the 
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electrode used was E6010. Type B weld, the base metal used was JIS SS41 structural steel, 

the electrode used was E7016. The mechanical properties of the base materials and 

electrodes used in specimens are showin in Table II. 

The specimens were made to satisfy the specification of AWS/AISI(7). The welding width 

of type A weld was about 10 mm, that of type B weld was about 20 mm. The shape of test 

specimen is shown in Fig. 1. The specimens were cut from a fabricated weldment, 300mm 

long and 250mm wide, perpendicularly to the weld joint. The ends of the weldment were 

discarded, because of the non-uniform material properties of the welds during welding. 

Table II Standard mechanical properties of the weld 

Yield point strength 
kg/mm2(N/mm2) 

Tesile strength 
kg/mm2(N/mm2) 

Elongation % 

ASTMA515 26.5(260) min. 49.5-63.2(485-620) 17 

JIS SS41 25 (245)min 41-52(401-509) 17 

E6010 34.6(339) 43(421) 22 

E7016 41.6(407) 50.5(495) 22 

-m- 
-4g§- -m-DEB" 

 r 

N7"~ 

419- 

Fig. 1 Tensile specimen unit:mm 
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RESULTS: 

Shear Strain Distributions: The locations of strain measured were taken 5 mm in 

increments from the centerline of specimens. The strain distributions of type A weld in 

uniaxial tension are shown in Fig.2. The heat-affected zone (HAZ) is a very thin zone near 

boundary of base metal and weld metal. It was identified as zone close to the above 

mentioned boundary. The base metal, HAZ, and weld metal were within elastic region 

before the load up to 5000kg. When the load increasing gradually above 5000kg, the weld 

metal exhibited significant plastic strain. The HAZ showed plastic strain when the load 

above 5500kg. For the base metal near the weld joint (10-15mm), it did show some plastic 

strain when the load above 5000kg. But for the base metal far from the centerline (15mm 

behind), the elastic behavior was not affected by the increasing load. The strain distribution 

of type B weld in uniaxial tension is shown in Fig. 3. The yielding strength of base metal for 

type B weld is smaller than that of weld metal. The base metal was easier to yield than weld 

metal. The strain of base metal increased rapidly after the load starting to yield. While the 

weld metal remained in elastic region. 

5000 

& 4000 

'I  3000 -*-weU(cenUifeie) 
-A-HAZ 
-*-A315b«emt4 |  2000 

1000 

-mld(cnta&K] 

i-HAZ 

Fig.4 Strain-load curves of type A weld       Fig.5 Strain-load curves of type B weld 

The strain-load curves of type A weld for weld metal, HAZ, and base metal are shown in 
Fig.4. The weld metal was identified as the zone at centerline (0 mm), HAZ the zone near 
5mm from the centerline, the boundary of weld metal and base metal, base metal the zone 
15mm from the centerline, the strain-load curves of various materials were plotted. For type 
A weld, the weld metal started to yield at load 4000kg (stress=33.33kg/mm2). From Table 
n, the yielding strength of the electrode for type A weld, E6010, is 34.6 kg/mm2. The 
residual stresses of the weld did have some effects on the yielding strength of the weld 
metal. The HAZ started to yield at load 4500kg (stress=37.49kg/mm2). The yielding 
strength of HAZ is higher than that of base metal. The effect of residual stresses on HAZ 
was more significant. The base metal was in eleastic regions for all loads. For the type B 
weld, the zone at centerline (0 mm) was taken as weld metal, the zone near 10 mm from the 
centerline, the boundary of weld metal and base metal, as HAZ; and the zone 25 mm from 
the centerline as base metal, the strain-load curves of various materials are shown in Fig. 5. 
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For the type B weld, the yielding strength of base metal was about sixty percents ofthat of 
weld metal. The base metal started to yield when the load reached 1500kg. Then the strain 
increased rapidly. Even the load reaching 3100kg, the weld metal did not exhibit much 
nonlinearity. The material properties of HAZ are affected by both base metal and weld 
metal. From the strain-load curves, the mechanical strength of HAZ is between base metal 
and weld metal. The zone of HAZ was very thin and iregular in shape, only approximate 
zone could be identified by photostress method. The comparison of strain distributions 
between weldments and the plain base metal is shown in Fig.6, type A weld vs. A515 base 
metal; and Fig.7, type B weld vs.SS41 base metal. The effects of residual stresses on the 
variations in mechanical properties between weldments and the plain base metal were very 
significant. 
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Fig.6 Comparison of strain distributions 
between type A weld and A515 base metal 

Fig.7 Comparison of strain distributions 
between type B weld and SS41 base metal 
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Residual Shear Strain: The strain left on the coating of weldments after load releasing is 

called residual strain. The fringe pattern of residual strain for type A weld when unloading 

from 4000kg is shown in Fig. 8. For the weld zone, 0-5mm from centerline, was fully 

yielded. The zone 5-10mm from the centerline, the material was partially yielded. For the 

base metal, 15mm from the centerline, it did not exhibit the residual strain. When unloading 

from 5000kg, the yielded zone increased rapidly, the plastic zone reached near 20 mm from 

the centerline. The residual strain for type A weld unloading-from 5000kg along the 

centerline is shown in Fig. 9 (b) The residual strain for type B weld along the centerline is 

shown in Fig. 10. The fringe pattern of residual strain for type B weld when unloading from 

3000kg is shown in Fig. 11(b) The coating of the weld exhibited more residual strain with 

unloading from higher load. 

Fracture Position: The position of fracture can be predicted by the fringe patter in the 

coating. The ductility of type A weld was low. The weld position to fracture can be 

predicted by the starting point of fringe in coating or the position with the densest fringe 

orders. For type A weld, both points were almost at the same position. The specimen for 

type A weld after fracture in tension is shown in Fig. 12. The elongation of base metal for 

type B weld was higher than that of the coating. The coating was failed before fracture of 

the weld. The position to fracture can only be predicted by the starting point of fringe in 

coating. The specicem for type B weld after fracture in tension is shown in Fig.13. For the 

observed specimens, the fracture position in tension were quite matched the starting point of 

fringe in coating and the direction of fracture section was consistent with the isoclinic fringe 

in coating at the predicted location. 
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Fig 11(a) fringe pattern in type B weld 
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Fig 12 type A specimen after fracture Fig 13 type B specimen after fracture 

CONCLUSIONS: The applications of photoelastic method to measure the point-to-point 

mechanical properties of weldments is very useful. It does not average the strain in finite 

length like strain gages and shows the strain distributions in full field for various parts of the 

weld. Compared the fringe patterns of weldments and plain base metal, the effects of 

welding process on the welds can easily be dectected. The positions of fracture in tension 

for two types of specimen can be predicted by the starting point of fringe in coating. 
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MECHANISM IN NONSYMMETRICALLY CONSTRAINED 
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Abstract: In this paper, the plane elasticity solution for the stresses and displacements 
in a multilayer laminated strip subjected to axially symmetric transverse load is developed 
including the edge effects due to end condition. The solution corresponds to the shear 
free end condition neglected in previous works based on enforced transverse displacement 
conditions at the strip ends. This feature of the solution allows the effects of transversely 
nonsymmetric end constraint on interlaminar shear deformation to be included in the anal- 
ysis. The resulting eigenfunctions satisfy the necessary equations of equilibrium, conditions 
of displacement compatibility, requirements on interlaminar stress and displacement con- 
tinuity, and shear traction free edge conditions. Convergence for enforced zero transverse 
slope at the strip ends can be established, as the eigenfunctions are orthogonal. Conse- 
quently, the solution is exact for the edge conditions corresponding to shear free guided 
ends. Numerical results are presented for several examples to examine the effects of trans- 
versely nonsymmetric end condition on interlaminar shear growth and shear transfer in the 
presence of interlayer shear slip. The interlaminar shear distributions indicate the impacts 
of the edge effect are particularly significant in thick laminates and are shown to be the 
dominant mechanism controlling shear transfer between the layers once interlayer shear slip 
has developed. In fact, these results indicate load transfer can be severely limited in thick 
laminates having transversely nonsymmetric boundary conditions when even moderate in- 
terlayer shear slip occurs. For certain laminate configurations, a radical departure from 
established solutions which neglect the edge effects can be seen. 

Key Words: Edge Effects; Interlayer Shear Slip; Shear Deformation; Shear Transfer; Thick 
Laminate; Transverse Loading 

1    Introduction 

One of the most severe problems associated with the use of laminated structures in me- 
chanical loading environments is the susceptibility to failure due to imperfect interfacial 
bonding resulting from bond joint compliance or loss of bond joint integrity. The effects of 
interfacial integrity on load transfer between the constituent laminae are well documented 
and can be the primary mechanism behind premature failure of these types of structures un- 
der mechanical loading. In addition, the problem may be compounded by the introduction 
of lateral surface supporting mechanisms which do not uniformly distribute loads across a 
section of the laminate. Trade studies to develop a satisfactory design for these types of 
mechanical environments have heretofore been rather limited due to the lack of accurate 
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analytical assessments for these interface and edge effects that can be catastrophic to the 
structure. The predominant amount of investigation for these types of mechanical loading 
problems has been restricted to detailed numerical finite element analyses that do not lend 
to rapid concurrent engineering design processes. No analytical solution has been avail- 
able to address the combined factors of edge effects and interfacial influence in laminates 
subjected to mechanical loads. 

Historically, the problem of stresses in mechanically loaded laminates has been addressed 
by formulating the edge conditions in terms of equipollent forces and moments with reliance 
on Saint-Venant's Principle to ensure satisfactory stress distributions away from the edges. 
This is the motivation for the thin assumption invoked in classical laminate theory. To 
address this difference in laminates which are not sufficiently thin enough to invoke this 
assumption, many investigators have included transverse shear deformation effects in an 
attempt to account for the stress distribution in the vicinity of the edges. One of the ear- 
liest of these is credited to Yu [19] and was based upon a piecewise linear assumption for 
displacement variation through the thickness. Other approximations by Yang et. al. [18], 
Whitney and Pagano [15], Reissner [9], and Whitney and Sun [17], to mention some, utilize 
variations on this same displacement approach. These types of "shear deformation" theo- 
ries lead to accurate deflections in bending problems but have been shown by Whitney [16] 
to provide no improvement in the stress field compared to classical plate theory near the 
boundary layer. Though each of these is different in the choice of displacement distribu- 
tion, all have discontinuous tractions across the laminae interfaces. Pagano [6] developed an 
exact elasticity solution to the problem of composite laminates in cylindrical bending, but 
the boundary conditions included a specified transverse displacement condition which elim- 
inated the incorporation of any transversely nonsymmetric edge effects. Later, Pagano [7] 
applied the variational theorem of Reissner [8] to address the free edge effects in the end 
problem of an infinitely long laminate by assuming linear stress variations through each 
layer. The solution satisfies interlaminar stress and displacement continuity requirements 
but addresses the end conditions on a "layer equilibrium" basis only. Hess [4] developed an 
elasticity solution to the edge effects for the end problem using a series of nonorthogonal 
Fadle-Papkovitsch eigenfunctions. The eigenfunctions are each a solution to the differential 
equations of compatibility and satisfy the traction-free boundary conditions on the lateral 
surfaces as well as interfacial continuity requirements. The solution is not exact as the end 
traction conditions are approximated using a least squares fit to the distribution. While 
approximations to the classical end problem having shear free edges are available, a lack of 
analytical solutions exists to address the edge effects in transverse load problems. 

In addition to the influence of edge condition on the structural performance of thick lam- 
inates, it is widely recognized that the interfacial condition plays a significant role in the 
load capability of the structure. Many investigators have developed approximate solutions 
accounting for nonrigid interfaces in laminated structures. Most of these are based upon 
a linear shear slip law applied to classical Bernoulli-Euler beam theory and do not include 
shear deformation effects. Among these are included the work of Goodman and Popkov [2], 
Goodman [3], Thompson et al. [12], and Vanderbilt et al. [14]. Toledano and Murakami [13] 
applied a linear shear slip law to a laminate theory accounting for interlaminar shear de- 
formation and interfacial shear stress continuity. However, the interlaminar shear stresses 
that governed the shear slip at the interface were not accurately predicted by the theory 
due to the low order of the assumed displacement field. Lu and Liu [5] later incorporated a 
linear shear slip law into a higher order shear deformation theory for laminated beams that 
satisfies interlaminar stress continuity. 
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In this paper, a solution for the deformation and stress state in a multilayer strip sub- 
jected to an arbitrary axially symmetric transverse surface load is developed. A departure 
from previous analyses involving a series expansion in the thickness coordinate resulting in 
a non orthogonal Fadle-Papkovitsch eigenfunction was taken. The present solution assumes 
a length coordinate expansion of the stresses and displacements, providing an exponential 
variation in the thickness coordinate direction. This results in an orthogonal series repre- 
sentation suitable for modeling arbitrarily symmetric transverse loads as well as the local 
end conditions. In addition, the approach allows satisfaction of all edge conditions solely 
with the eigenvalues and provides a system of 4k equations linear in the 4k coefficients nec- 
essary to satisfy the interface continuity requirements, k being the number of layers in the 
lamination. For a truncated finite series approximation of N terms, a set of N such linear 
systems must be solved for the entire solution. The displacement compatibility requirement, 
interlaminar displacement and stress continuity requirements, and shear traction free edge 
boundary conditions are then satisfied exactly. The edge traction and geometric conditions 
satisfied correspond to those of enforced zero transverse slope (.|| = 0) at the strip ends. 
The equilibrium requirement is satisfied to the exact extent that the finite Fourier series 
representation converges to the applied surface traction distributions. Thus, the solution is 
exact within plane elasticity theory for shear free guided ends. Bonding layers or "interlayer 
slip" zones can then be accounted for directly owing to the exact nature of the solution. 

2    Description of the Mathematical Model 

Consider an arbitrary multilayer laminated strip formed by creating a perfect bond between 
a number of rectangular, homogeneous, elastic strips of equal length /. It is desired to 
determine the stresses and deformations in the laminate for the case in which a transverse 
surface traction and equilibrating reaction are imposed on the structure while the ends 
remain free of shear traction. It is assumed that the applied surface traction is distributed 

IT 

x= -1/2 x= 1/2 

Figure 1: Laminated Strip Geometry 

symmetrically along the strip direction. The geometry considered is shown in Figure 1. In 
addition, it is required that the slope of the transverse displacement |^ at the ends of the 

strip remain zero. 
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3    Analysis 

3.1    Differential Equations of Compatibility and Equilibrium 

In the classical theory of elasticity, we are concerned with the determination of a stress 
or strain state in the interior of a body subject to a given state of stress or strain (or 
displacement) on the boundary of the body. The transversely loaded multilayer strip of 
different materials falls in this category due to the interlaminar shear transfer between the 
layers and the continuous displacement field through the laminate. Here we develop the 
governing differential equations for the complete solution of the generalized plane stress 
case. 

In the tensor notation, the following equilibrium equations: 

d a d2 

and strain displacement relations : 

-<Tij + Pßi = PM
U

> W 

0 
ox + d 

d 
OX 

+ d 

e- = 2(0^' + 0^") (2) 

remain valid for the plane stress problem. For isotropic materials, the constitutive relations 
for small strains can be described as follows: 

°ij = tekk&ii + Ifxeij (3) 

where e^k is the bulk dilatation, and A and \x are the Lame constants. For the homogeneous 
part of the solution, we reconsider the equilibrium requirement in Eq. 1 in the absence of 
body forces, dynamic effects, and temperature loading in unabridged notation: 

= 0 (4) 

= 0 (5) 

which suggests equilibrium can be satisfied with an Airy stress function solution ip defined 
by: 

02 

°xx = -Q^ (6) 

d2 

a" = ^ (7) 

"" = -tbl? (8) 

To ensure compatibility of the displacements associated with the stress function, we require: 

_0^_ _0^ d2 

dziexx+ dx2""'   dxdz6xz (J> 

which, upon substitution of Eq. 6 through Eq. 8 into the constitutive relations of Eq. 3 and 
evaluating for strain components e,j, we obtain in terms of the Airy stress function tp, the 
necessary requirement for the homogeneous part of the stress solution: 

W = 0 (10) 
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£ i2(Amnx
m+2zn + Bmnx

mzn+2 + Cmnx
mzn) (11) 

3.2    Eigenfunction Solutions 

The general solution for the homogeneous differential shown in Eq. 10 can be determined 
from a separation of variables approach to be: 

ip   =   [(ai + asz) cosh (Az) + (a2 + a6z) sinh (Az)] cos (As) + 

[(o3 + a7z) cosh (Az) + (04 + a8z) sinh (Az)) sin (\x) + 

[(as + ai3x) cosh (ßx) + (a10 + aux) sinh (/3a;)) cos (/3z) + 

[(an + a15x) cosh (ßx) + (a12 + aie^) sinh (ßx)) sin (/3z) + 

m=0 n=0 

For symmetric boundary conditions at the strip ends, however, we realize all nonsymmetric 
terms in x are necessarily zero. Therefore, we can reduce the stress function relation of 

Eq. 11 to: 

i/>   =    [fa + a5z) cosh (Az) + (a2 + a6z) sinh (Az)] cos (\x) + 

[(09 cosh (ßx) + aux sinh (ßx)] cos (ßz) + 

[(an cosh (ßx) + a16x sinh (ßx)] sin (ßz) + 

£(i4te*V + BonZn+2 + Co„2n) (12) 
n=0 

Now, two methods of expansion seem available, one in the thickness coordinate z, or the 
other along the strip in x. The conventional approaches have taken an expansion in the 
thickness coordinate resulting in a set of non orthogonal Fadle-Papkovitsch eigenfunctions. 
This approach results in an exponential variation of the solution along the strip direction 
and a set of non orthogonal eigenfunctions in the thickness coordinate that restrict this 
approach to those problems involving mechanical end loads or uniform temperature distri- 
butions. Since we are interested in nonuniform transverse load effects, here we take the 
latter approach and expand the solution as a function of the axial strip coordinate. Impos- 
ing the shear traction-free edge requirement, we have from the shear stress function relation 

of Eq. 8: 

sin (\1-) = 0 (13) 

or: „ 
A = A„ = — (14) 

providing, after appropriate elimination of non orthogonal series terms: 

00 

i>(x,z)   =    Y, {{(An + Cnz) cosh (\nz) + (Bn + Dnz) sinh (Anz)]} cos (\nx) + 

FoZ2 + F2z
2 + F3z

3 (15) 

where terms in (x2z) have been eliminated for satisfaction of the shear traction free edge 
conditions and all polynomial terms up to first order, being eliminated in the stress relations, 

are arbitrary and set to zero. 
The stresses resulting from Eq. 15 are formed from a symmetric set of orthogonal eigen- 

functions of the axial coordinate.  Consequently, any (symmetric) lateral surface traction 
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can be represented completely by the series of eigenfunctions to within a Fourier series 
constant. As a result all polynomial terms in Eq. 15 not related to transverse stress will be 
necessarily zero. For the resulting stresses in the layer, we can obtain with the appropriate 
substitutions and operations: 

axx   =   £j^[(^(An + CB*) + 2Z?B)cosh(^ 

(^(B„ + DB*) + 2CB)smh(2p)]} 

°»   =   2Fo-f:{[(^)2((AB + CB,)coSh(Hf,) + 

(5B + ^)sinh(^,))]}cos(^x) 

/2n7r 
IT 3 (16) 

(17) 

V" 2n7r \n        u f2n,r  \   ,   r.    •  i. f2n7T 
2-,~f~  ^ncosh I —- z 1 +DBsinh I ——. 

.    /2n7r    , 
sin y—r-x ) + 

£(?)' 
n=l ' 

(AB + CBz) sinh \—r-z) + 

(Bn +Dnz)coshl——z)   sinf—— x (18) 

and, for associated displacements, we can obtain (after a lengthy calculation): 

u   =    |£[((l + -)?f(^ + ^) + 2JD„)cosh(^)]sin(^) + 

IT |£[((l + ")?7[(BB + D„z) + 2CB)8inh(^. 
.    /2n?r 

sm I —^-a: (19) 

w0 -4Foi-|£j((1 + v)?f(>1- + c»z)-(1-'')ö-)8inh(T[a)] 
(2mr 

"VT 
/2n?r 

cos   ——-x 

I £ [((1 + "^(^ + A,*) - (1 - ,)CB) cosh (^*)] cos (^)     (20) 

The stresses and deformations of Eq. 16 through Eq. 20 comprise the exact solution for 
the plane elasticity problem having enforced zero transverse slope end conditions and shear 
traction free edges. 

4    Transverse Loading 

For the general laminate having an axially symmetric upper lateral surface traction P(x) 
representable in Fourier series form as: 

P{X) = P0+Y,Pn COS (Ä (21) 
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and having statically equivalent supports on either lateral surface locally distributed over 
the region £1 < \x\ < f2 with uniform pressure, we realize that for any symmetrically 
distributed transverse loading the support reaction can be represented in the form: 

R(x) = ± \P0 + g P0 ( ^ _ (i) (s,n (—) - sm (-^-)j } cos (—) (22) 

where positive sign applies for lower lateral surface reactions and negative sign applies to 
upper lateral surface reactions. 

'L 
tr 

J> fTTT TTT1 rT 

r^: 

Figure 2: Symmetric Transverse Load Distribution. 

To couple in the edge effects due to the transverse load distribution, an approach similar 
to that utilized by Swett and Shiflett [10], [11] for temperature loading is utilized here as well 
where the finite series representation of Eq. 21 must be taken in the limit as £ approaches | 
to include these terms in the homogeneous solution. Consequently, the associated Fourier 
series coefficients are given by the relations: 

Po = y(|   P(x)dx) 

P„ = y(/f P(z)cos(^p)<fe) 

(23) 

(24) 

where £ = (| - e) is the analysis region for the limit as c approaches zero as shown in 
Figure 2 and P(x) is the axially symmetric transverse load. 

5    Multilayer Laminate 

In this section we utilize the preceding stress and displacement results to develop the linear 
system of equations for a multilayered laminate of arbitrary number of layers k subjected to 
an axially symmetric transverse load distribution. The equations arise from the remaining 
interface continuity and loaded lateral surface boundary requirements. As an illustration of 
the method of application, we consider the case of transversely loaded upper lateral surface 
with statically equivalent lower surface reaction. 
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For the general laminate having transversely loaded lateral surfaces, we require equlib- 
rium of surface normal stresses satisfying the boundary equlibrium requirement: 

<T,'j Tlj = T, (25) 

where n,- is the jth component of the outward directed surface normal vector and T; is the 
component of the first order surface traction tensor parallel to the ith coordinate axis. 

For shear free lateral surfaces, letting the superscript W denote the coefficient of the \th 

laminae, we then have at the lower laminate surface: 

^ZZ     \Z\ ffit'i,1=0  =  R{*) 

Al1»    =    P„ 
1M6-6) \ 

.   ,2nn&        .   ,2n7r? 
sin (—|—) - sin ( •->)} 

°xz   lz1=0 =   0 

Similarly at the upper laminate surface: 

"   <zk=tk 

(AW + C^tk) cosh (^tk) + (flW + £><*>**) sinh (^.) 

„(*)l 

.  ,  /2n7T    \ 
sinh I —— tk 1 + 

0 

0 

(26) 

(27) 

(28) 

(29) 

At the laminae interfaces, we require continuity of peel and shear stresses for equilibr 
Therefore: 

Jzz  \zi=t. = <r<i+1'i 

4i+1)-[(4i) + cwi!)cosh(^,) + 

(B« + DW4.)sinhp^/)]    =   o (30) 

ITVK 

j(0 I 

'(A« + C<?)t,-)«nh(^,-) + 

=    <&»>l 

(BW + DWti)cosh(^,-)] + 

CW cosh (^,-)+DW sinh (^) - 

(^-B^ + d^)    =   0 (31) 

For interface displacement continuity: 

„(') I 
Zi = t, 

= „<■■+») I 
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i- ((1 + ,,)^(A« + C(?t,) + 2D«) cosh {^-t) + 

|; ((1 + *)^(B« + tifri) + 2C«) sinh {^fu 

-^-((1 + ,1+I)
?f4'+1) + 2D("+I))    =   0 (32) 

,.W I        .       =     „,(«+!) U+i=0 

i- ((1 + ,,)?f (A« + d%) - (1 - „,■)!>«) sinh (^) + 

| ((1 + ^ttP + DP*) - (1 - «)<#) cosh (?ft 

J-(il + ,t+1)
2-fB^-(l-,l+1)Cr^    =   0 (33) 

With (k — 1) laminae interfaces governed by Eqs. 30 through 33 and two free lateral 
surfaces governed by Eqs. 26 and 27 (bottom surface) and Eqs. 28 and 29 (top surface), 
we now have a system of Ak equations in the 4k unknowns An, Bn, Cn, and Dn for the 
laminate stresses azz, axz, and oxx. 

This completely defines the exact solution for the plane elastic problem of transverse 
loading on a laminated strip having enforced zero transverse slope at the strip ends and 
shear traction free edges. Quantitative results are presented in the following section. 
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6    Numerical Results 

6.1    Symmetric Three Layer Strip: Concentrated Center Load 

To investigate the effects of lateral-surface constraint on the stress distribution in thick 
laminated strips, here we consider a strictly symmetrical problem involving two layers com- 
prised of the same material joined with a thin compliant joint.    As material dissimilarity 

0    e 
0 u 

^^% 

• 
~~    I|.HH° 
  <|.W» 

<c) ■ 

S/) ■ 

^^''y 
< 

X • 

y          \ 
■   t'.[ 

*"■-•■—i.'.;-;..^ 

A.*"*-* 
**•«. 

y .;> 
^^^^     -'""      __,.   
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Transverse Shear Stress (KPa) Transverse Shear Slress (KPa) 

(a) (b) 

Figure 3: Interlaminar Shear Stress Distributions Through the Thickness of the Symmetric 
Strip at x = — | /, S=4: (a) Symmetric End Condition, (b) Nonsymmetric End Condition 

will affect load distribution, the two layers are assumed of the same material for this exam- 
ple to gain an accurate assessment of the effects of interlayer shear slip and edge condition 
on load distribution. A range of joint compliance is utilized to assess the trends and im- 
pacts of interlayer shear slip on practical design and analysis. We seek to determine the 
deformations and stress distribution due to a concentrated center load of the form: 

P(x) 
0 (\x\  >  7,) 

(1*1  <  V) 
(34) 

where Pmax corresponds to a 0.69 MPa (100 psi) pressure load applied over (|x| < rj). 
Reaction load is imposed as local transverse pressure at the ends of the strip on upper or 
lower surfaces of the form: 

R(x) 
0 

±Pm [h^J 
(M<ft) 
(ft < M < 6) 

(35) 

where ft = 0.90|, ft = 0.993^, and 77 = O.O255. The bonded strip is 10 mm (0.4 inch) 
in length and consists of two 1.25 mm (0.05 inch) layers joined with a 0.05 mm (0.002 
inch) interface joint. For strictly computational purposes, we utilize the following isotropic 
properties at the two layers: 

l-layer 

Player - 

= 172.3 GPa (25 MPsi) 
0.45 
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Figure 4: Inplane Normal Stress Distributions Through the Thickness of the Symmetric 
Strip at x = -\ I, S=4: (a) Symmetric End Condition, (b) Nonsymmetric End Condition 

The three layer strip described was analyzed by the analytical method described earlier in 
this paper. The nonsymmetric end condition with transverse reactions taken out on the 
lower lateral surface is compared to a strictly symmetric end condition having equivalent 
reactions taken out at both the upper and lower surfaces. A range of interface bond com- 
pliance is considered to evaluate the effects of interlayer shear slip on load redistribution. 
The results are shown in the form of a series of plots for stress distribution as a function 
of thickness coordinate {z/h). The interlaminar shear and transverse normal stress results 
of the present solution are shown in Figure 3 and Figure 5 for a range of interface bond 
compliance of (10~10 < 7/ < 10~7) where 77 denotes a measure of the relative interface bond 
compliance given by: 

tbond 
V    =     -F,  

^bond 

The inplane normal stress results of the present solution are shown in Figure 4 for the 
same range of interface bond compliances. The analytical results were calculated using 
FORTRAN with a finite series approximation of N = 45 terms required for convergence. 

Observation of the results for interlaminar shear distributions in Figure 3a indicates 
that for symmetric boundary conditions, the shear distribution remains symmetrical with 
both layers sharing shear load equally over the range of interlayer shear slip. The bending 
stress distributions of Figure 4a for symmetric boundary conditions indicate a slightly larger 
portion of the bending load taken by the upper layer as interlayer shear slip develops. For 
large interface compliance (77 = 10~7), about 25% larger peak bending stress is indicated in 
the top layer than the bottom layer. As the applied load remains the only nonsymmetric 
factor in the problem, this difference in bending load distribution between the two layers can 
be attributed to loading the upper surface with the concentrated center load in the presence 
of guided ends. Comparison of the nonsymmetric end condition results for interlaminar 
shear distributions in Figure 3b indicates virtually no difference in load distribution when 
compared with the symmetric boundary condition for rigid interfaces. However, a marked 
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Figure 5: Transverse Normal Stress Distributions Through the Thickness of the Symmetric 
Strip at x = -\ I, S=4: (a) Symmetric End Condition, (b) Nonsymmetric End Condition 

difference in the load distribution is observed between the two boundary conditions as shear 
slip develops at the interface. The results for the lower surface boundary condition indicate 
a significantly larger portion of the transverse shear load is carried in the bottom layer for 
this loading condition. For large interface compliance (7? = 10~7), over 250% larger peak 
interlaminar shear stress is indicated in the bottom layer than the top layer. The bending 
stress distributions of Figure 4b indicate similar results with about 60% larger peak bending 
stress occurring in the bottom layer. This difference between the two loading scenarios is 
significant as typical design and analysis approaches for most aerospace applications is based 
upon margins substantially less than this nonsymmetric boundary condition effect. 

Observation of the interlaminar shear distributions shown in Figure 6a as a function of 
strip axial coordinate indicates the existence of large stress concentrations near the lower 
surface reactions and the applied upper center load with minor stress concentrations due to 
the edge effect in the vicinity of the lower surface. The transverse normal stress distributions 
shown in Figure 6b indicate similar stress concentrations with magnitudes on the same 
order as peak bending stresses indicated in Figure 7. This indicates a significant state of 
biaxial stress exists around the applied load and reactions which, if neglected, could lead to 
unconservative designs in thick laminates. 

The existence of singular points as described by Lu and Liu [5] in which the inplane 
normal stress and interlaminar shear stress remain unchanged in the presence of interlayer 
shear slip is evident for the symmetric boundary condition case considered here. The loca- 
tions for the singular points are near 2 = h/6 and z = 5h/6 for inplane normal stress and 
near z = h/Z and z = 2h/3 for interlaminar shear stress. These singular point locations 
were reported by Lu and Liu [5] as well for simple supports with transverse displacement 
boundary conditions. For the nonsymmetric boundary condition, we realize only one sin- 
gular point for interlaminar shear stress near z = Zh/% and two singular points for inplane 
normal stress in the same vicinity as the symmetric boundary condition case. 
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Figure 6: Stress Distributions Along the Length of the Nonsymmetrically Constrained 
Three Layer Strip, Compliant Bond Interface with 7/ = 10"8: (a) Transverse-Shear Stress, 
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Figure 7: Inplane Normal Stress Distributions Along the Length of the Nonsymmetrically 
Constrained Three Layer Strip, Compliant Bond Interface with J? = 10~8 
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6.2    Arbitrary Five Layer Strip: Uniform Load 

To investigate the effects of lateral-surface constraint on the stress distribution in an ar- 
bitrary laminated strip, here we consider a problem representative of materials utilized in 
typical aerospace microelectronics applications. The lamination involves a silicon die ma- 
terial on a circuit board bonded to an aluminum heat sink, each joined with compliant 
bondlines. A range of joint compliance is utilized to assess the trends and impacts of inter- 
layer shear slip on load distribution corresponding to the use of very compliant "thermal" 
joints. We seek to determine the deformations and stress distribution due to a uniform load 
of the form: 

P{X): (36) 

where Pmax corresponds to a 0.69 MPa (100 psi) pressure load applied over (|a:| < &• 
Reaction load is imposed as local transverse pressure at the ends of the strip on upper or 
lower surfaces of the form: 

0 <*i) 
R{x) ~ { ±Pmax (gs)    (&<M<6) (37) 

where fi = 0.90^ and £2 = 0.996^. The lamination is 32.5 mm (1.28 inch) in length with 
0.0254 mm (0.001 inch) compliant bondlines and the following layer material properties: 

h = 2.032 mm 
t3 = 3.251 mm 
h = 2.844 mm 

#i = 68.95 GPa vx = 0.33 
E3 = 17.23 GPa u3 = 0.45 
E5 = 120.65 GPa   u5 = 0.28 

(38) 

Transverse Shear Stress (MPa) Transverse Shear Stress (MPa) 

(a) (b) 
Figure 8: Interlaminar Shear Stress Distributions Through the Thickness of the Arbitrary 
Strip at x = -| /, S=4: (a) Symmetric End Condition, (b) Nonsymmetric End Condition 

The five layer strip described was analyzed by the analytical method described earlier 
in this paper. The nonsymmetric end condition with transverse reactions taken out on the 
lower lateral surface is compared to a strictly symmetric end condition having equivalent 
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Figure 9: Inplane Normal Stress Distributions Through the Thickness of the Arbitrary Strip 
at x = -§ /, S=4: (a) Symmetric End Condition, (b) Nonsymmetric End Condition 

reactions taken out at both the upper and lower surfaces. A range of interface bond com- 
pliance is considered to evaluate the effects of interlayer shear slip on load redistribution. 
The results are shown in the form of a series of plots for stress distribution as a function 
of thickness coordinate (z/h). The interlaminar shear and transverse normal stress results 
of the present solution are shown in Figure 8 and Figure 10 for a range of interface bond 
compliance of (10-10 < i) < 1(T6). The inplane normal stress results of the present solution 
are shown in Figure 9 for the same range of interface bond compliances. The combination of 
uniformly applied load and multilayer geometry promoted slow convergence of the theoret- 
ical solution with a finite series approximation of N = 100 terms required for convergence 
in a Mathematica notebook numerical calculation. 

Observation of the results for interlaminar shear distributions in Figure 8a indicates 
that for symmetric boundary conditions, the shear distribution becomes concentrated in 
the higher stiffness silicon die as interlayer shear slip develops. The bending stress dis- 
tributions of Figure 9a for symmetric boundary conditions indicate a significantly larger 
portion of the bending load taken by the silicon die as well. For large interface compliance 
(jj _ 10"6), about 90% larger peak bending stress is indicated in the silicon due to inter- 
layer shear slip. Comparison with the nonsymmetric end condition results for interlaminar 
shear distributions in Figure 8b indicates that, similar to the previous symmetric laminate, 
negligible difference in load distribution exists between the symmetric and nonsymmetric 
boundary conditions for rigid interfaces. Also, as observed with the symmetric laminate, a 
marked difference in the load distribution is observed between the two boundary conditions 
as shear slip develops at the interface. As shear slip develops at the interfaces, the results 
indicate the load is redistributed to the alumninum heatsink due to the lower surface reac- 
tion. For large interface compliance (7/ = 10"6), over 60% larger peak interlaminar shear 
stress is indicated in the heatsink than the silicon die. The bending stress distributions 
of Figure 9b indicate similar results with more than twice the bending stress occurring in 
the heatsink than the silicon die. This indicates that a nonsymmetric type of attachment 
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Figure 10: Transverse Normal Stress Distributions Through the Thickness of the Arbitrary 
Strip at x = -| /, S=4: (a) Symmetric End Condition, (b) Nonsymmetric End Condition 

in this application would actually tend to reduce the stress in the silicon die significantly, 
particularly once interlayer shear slip develops. By necessity, these types of microelectronics 
applications typically utilize a nonsymmetric constraint on the heatsink. In addition to the 
packaging benefits of such a configuration, it appears to have intrinsic benefits relative to 
maintaining die integrity as well. 

Observation of the interlaminar shear distributions shown in Figure 11a as a function of 
strip axial coordinate indicates the existence of large stress concentrations near the lower 
surface reactions with minor stress concentrations due to the edge effect in the vicinity of 
the lower surface. The results of Figure lib indicate a similar result as with the symmetric 
lamination example with a significant stress concentration effect extending through half 
the heat sink thickness. These local stress concentrations are about 50% larger than the 
magnitudes indicated in Figure 8b away from the vicinity of the reactions. The transverse 
normal stress distributions shown in Figure lib indicate similar stress concentrations with 
magnitudes on the same order as peak bending stresses indicated in Figure 12. This indicates 
a significant state of biaxial stress exists around the reactions that could have an impact on 
design of these types of laminates. 

The existence of singular points as observed in the previous three layer symmetric ex- 
ample is evident for the symmetric boundary condition case considered here. The locations 
for the singular points are near z = A/10 and z = lh/% for inplane normal stress and near 
2 = hjh and z = 7/i/10 for interlaminar shear stress. For the nonsymmetric boundary con- 
dition, we realize only one singular point for interlaminar shear stress near z = h/5 and two 
singular points for inplane normal stress in the same vicinity as the symmetric boundary 
condition case. 
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7    Conclusion 

In conclusion, a solution has been developed for the plane elastic problem of an isotropic 
multilayered strip subjected to arbitrarily axial symmetric transverse loads with shear free 
ends. The solution does not exactly satisfy the free edge normal traction requirement since 
only resultant force is enforced to zero; however, the solution converges to the particular 
boundary conditions corresponding to those of enforced zero transverse edge slope. Conse- 
quently, the solution is exact for shear free guided ends. The resulting interlaminar stress 
distributions indicate the effects of nonsymmetric end condition can significantly affect load 
distribution between the constituent laminae when interlayer shear slip develops due to 
compliance in the bond joint or loss of bond integrity. These interlayer shear slip effects 
also may affect the load capacity of thick laminates to a much greater extent than indicated 
previously in the literature. In fact, the results indicate the impacts of nonsymmetric end 
constraint in shear slip susceptible designs can be the dominant mechanism limiting the 
load capability of the structure. However, the solution indicates that these effects can be 
utilized advantageously as design variables to actually protect fatigue sensitive layers from 
significant transverse load effects. 
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EFFECT OF STEADY-STATE OPERATING TEMPERATURE ON 
POWER CYCLING DURABILITY OF ELECTRONIC ASSEMBLIES 

.Tames M. Kallis and Michael D. Norris 
Hughes Aircraft Company 

P. 0. Box 902 
El Segundo, California 90245 

Abstract: Temperature (thermal) cycling is a major cause of failures of electronic systems. 
This paper discusses the effect of the steady-state operating temperature, as controlled by 
parameters such as the coolant inlet temperature, on the fatigue life of electronic 
assemblies subjected to thermal cycling resulting from off-on power cycling. The power 
cycling fatigue life depends on the steady-state operating temperature Ts, as well as on the 
temperature range AT in the thermal cycle. The power cycling durability of copper plated 
through holes in circuit boards is very sensitive to the steady-state PTH operating 
temperature, because the strain ranges are in the portion of the copper S-Nf (strain vs. 
number of cycles to failure) curve that is nearly horizontal. If the power is turned on at the 
same time the coolant flow is started, reducing the steady-state operating temperature can 
improve the durability. If the coolant is turned on for a substantial period before the power 
is turned on, reducing the coolant inlet temperature may degrade the durability for 

operation on hot days. 

Key Words:    Durability; electronic assemblies; power cycling; steady-state temperature 

INTRODUCTION: Temperature is a key contributor to failures of electronic equipment 

[1, Chapter 4]. Failures result from: 
• steady high temperature (hotter than normal room ambient temperature) 
• steady low temperature (colder than normal room ambient temperature) 
• temperature (thermal) cycling above and below ambient temperature. 

Usually electronic equipment operates at temperatures above normal room ambient (20 to 
25°C) and the focus is to keep the parts cool. The steady-state operating temperature Ts 

is controlled by a number of design parameters including, for actively cooled equipment, 
the coolant inlet temperature [1, Chapter 8]. 

However, the effect on reliability of the steady-state operating temperature is controversial 
(see Morris and Reilly [2] and the references cited therein). Some state that: 

• microelectronics reliability is independent of, or only weakly dependent on, the 
steady-state operating temperature Ts 

• the dominant temperature dependence is on the temperature range AT in a 
thermal cycle, which affects the number of thermal cycles to failure. 

©Copyright 1996 
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This paper shows that the fatigue life of electronic assemblies, subjected to thermal cycling 
resulting from ofF-on power cycling, depends on the steady-state operating temperature 
T,, as well as on the temperature range AT. The physical basis of the effect of the steady- 
state operating temperature on the power cycling durability of an assembly is described. 
The effect is illustrated by a thermal/structural/durability analysis of a representative 
electronic assembly. 

PHYSICAL BASIS: During its service life, the system is powered repeatedly after being 
"soaked" at the ambient temperature, Ta, and heats up to the steady-state operating 
temperature, Ts. Each off-on power cycle produces a thermal cycle which damages the 
equipment. The thermal cycling fatigue damage accumulates and eventually will cause 
fracture, which in turn will result in an open circuit. 

The steady-state operating temperature, Ts, affects the temperature range in each off-on 
power cycle. The strain range of the materials in the assembly, and thus the damage, 
increases with increasing temperature range. The number of cycles to failure, Nf, decreases 
with increasing strain range per cycle. 
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For actively cooled systems, 1) the power may be turned on at the same time the coolant 
flow is started or 2) the coolant may flow for a significant period before the power is 
turned on. In the first case, the equipment may heat up immediately when powered; in that 
case, the minimum temperature in the power cycle, Tra, is the ambient temperature, Ta. In 
the second case, the equipment temperature may approach the coolant inlet temperature 
prior to powering; on a hot day, Tm may be lower than Ta. See Fig. 1. 
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EXAMPLE - PLATED THROUGH HOLE: Plated through holes (PTHs) electrically 
connect different layers of a printed wiring board (PWB). An axisymmetric representation 
of a PTH is shown in Fig. 2. 

Figure 2. Cross-Section of a Plated Through Hole 
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PTH failures during thermal cycling are caused by mismatches in the coefficient of thermal 
expansion (CTE) between the copper in the PTH barrel and the PWB laminate materials. 
The PWB laminate materials (polyimide in this case) expand much more rapidly with 
increasing temperature than the PTH barrel copper. (See Fig. 3.) Typically, the 
temperature excursions are not large enough to cause failure in a single cycle. Instead, 
fatigue can cause crack initiation leading to one of the principal electrical failure modes of 
a PTH - an open circuit resulting from cracking around the circumference of the PTH 
barrel. These cracks are shown in Fig. 2. 

Analytical Approach: This section gives a brief overview of the approach used to 
evaluate the durability of a PTH. 

1. Thermal analysis: Perform detailed finite-difference analysis [1, Chapter 8] to 
predict the steady-state operating temperatures within the assembly as a function 
of coolant inlet temperature. The analysis predicted that: 

• the difference between the steady-state operating temperature of the PTHs 
(the peak temperature of the PWB surface), T„, and the coolant inlet 
temperature is 30°C 

• this difference is independent of the coolant inlet temperature. 
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2. Thermomechanical stress/strain analysis: Perform detailed thermomechanical 
finite element analysis (FEA) to predict the stresses and strains (elastic + plastic) in 
the PTH barrel copper as a function of temperature. All finite element models 
(FEM) are axisymmetric. Copper plasticity is represented by a bilinear kinematic- 
hardening stress-strain curve. The finite element model (FEM) accounts for the 
temperature dependence of the properties of copper and the PWB composite. The 
decrease of copper yield stress with increasing temperature is accounted for. Non- 
linear strains are calculated at each temperature in the thermal environment of the 
PTH. 

3. Fatigue analysis: Predict the thermal fatigue life for the PTH copper using using 
Engelmaier's modified CofEn-Manson approach, with the maximum equivalent 
non-linear strains calculated in step 2 as an input. Using Engelmaier's equation [3] 
(a modified Coffin-Manson approach), the number of cycles to failure expected for 
each exposure level is estimated. Then the fatigue life resulting from the 
combinations of individual thermal exposures within the environment is determined 
using the Palmgren-Miner linear damage accumulation methodology. 

Failure modes other than fatigue in the barrel, such as delamination of the PWB or 
debonding of the barrel and pad from the laminate, are not considered. 

Figure 3. Thermal Growth of Polyimide Resin and 
Electrodeposited Copper 
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Evaluation of Effect of Copper Plating Quality: Copper plating is assumed to be of 
high quality without defects that cause localized strain concentrations such as flaws, voids, 
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localized thickness variations, and lack of adhesion. Variations in plating quality are 
addressed by use of a quality factor, K,, discussed below. 

Copper quality is represented by K,, and attempts to account for defects in the plating such 
as flaws, voids, localized thickness variations, and lack of adhesion which induce strain 
concentrations. The factor 10/Kq functions as a strain multiplier: 

Sefiective / 6 — 10 / K, 

Although K, can range from 0 (infinitely poor plating quality) to 10 (perfect plating 
quality), it usually falls in the range of 5 to 10. For comparison, a value of K, = 7 results in 
43% higher strains than K, = 10. 

Fatigue Life Calculation: The maximum equivalent strains calculated in the FEA are 
used in Engelmaier's modified Coffin-Manson approach to predict fatigue life. Life for 
each thermal exposure is calculated using these strains in the equation below and solving 
iteratively. 

N/0'6 Df
075 + (Su / Ecu) [exp (Df) / 0.36]1 - As = 0 (1) 

where 
Nf = expected mean fatigue life N(50%), cycles to failure 
Df = fracture strain, fatigue ductility of barrel copper (baseline = 30%) 
Su = ultimate tensile strength of barrel copper (baseline = 40,000 psi) 
Ecll = copper modulus of elasticity 
As = total cyclic strain range = [ s(T,) - s (T2) | 
T, = first temperature of thermal exposure 
T2 = second temperature of thermal exposure 
X = 0.1785 log (105/Nf) 

The relationship of fatigue life and total cyclic strain range in Eq. 1 may be graphically 
displayed as shown in Fig. 4 for the baseline copper material properties. 
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Figure 4. Strain Range vs. Mean Cycles to Failure for 
Baseline Copper Property Values 
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Evaluation of the Effects of Multiple Exposures: Linear cumulative damage theories 
can be used to approximate the influence of multiple thermal exposure types. Eq. 2 is the 
Palmgren-Miner linear damage accumulation expression: 

D = Z N, 
(2) 

where 
i = exposure type number 
j = total number of exposure types 
D = damage value 
n; = cycles occurring in exposure i 
N; = life predicted for an exposure i 

The Palmgren-Miner theory is an accepted means of combining the effects of multiple 
fatigue exposures. The relation linearly sums the ratios of experienced cycles to predicted 
cycles to failure for each of the exposure types within a thermal environment. The 
cumulative total damage for the environment is then compared to an allowable damage 
value, usually 0.6 to 1.0. 

224 



Results: Calculations were performed for: 
• Minimum PTH temperatures, Tm, between -40°C and +40°C 
• Steady-state PTH operating temperatures, Ts, between 45°C and 85°C 
• coolant inlet temperatures of 15°C and 35°C, which correspond to Ts = 45°C and 

65°C, respectively. 
The results are shown in Table I and Figs. 5-8: predicted numbers of cycles to failure, Nf. 
(Note: For lifetimes and cycle rates of military and commercial systems, only values of Nf 
smaller than about 106 are significant. For example, ofF-on power cycling every hour for 
20 years would produce 2X105 cycles. Some of the values of Nf for this example are » 
106; however, they illustrate the trends.) Figs. 5 and 6 show Nf vs. Ts for Tm = -40 and 
25°C, respectively. Fig. 7 shows Nf vs. Tm for Ts = 45°C and 65°C. For the case in which 
the power is turned on at the same time the coolant flow is started and the system heats up 
immediately, Tm = Ta. Fig. 8 is the same as Fig. 7 for the limiting case in which the coolant 
is turned on for a substantial period, and the equipment temperature reaches the coolant 
inlet temperature, before the power is turned on. 

Table I. Example of Effects of Steady-State Operating Temperature on 
Thermal Cycling Fatigue of Plated Through Holes in Printed Wiring Boards 

Minimum Steady-State 
PTH PTH 

temperature, Operating 
Tm(°Q Temp., Ts (°C) 

Copper strain    Thermal cycles Ratio, 
range per to failure, N((Ts=450C) / 

cycle, Nf N,<Ts=650C) 

-40 

-40 

45 

65 

0.0076 

0.0084 

3.7X103 

2.7X103 

1.4 

10 

10 

45 

65 

0.0016 

0.0024 

3.4X107 

1.0X106 

34. 

40 

40 

45 

65 

0.0002 

0.0011 

2.5X1015 

1.9X109 

1,300,000. 
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Figure 5  Thermal Cycling Fatigue Life vs. Steady-State PTH Operating Temperature 
[PWB Soak Temperature (Minimum PTH Temperature) = -40"C] 

Figure 6  Thermal Cycling Fatigue Life vs. Steady-State PTH Operating Temperature 
[PWB Soak Temperature (Minimum PTH Temperature) = 25"C] 
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Figure 7 Thermal Cycling Fatigue Life vs. PWB Soak Temperature 
(Minimum PTH Temperature) 

Figure 8 Thermal Cycling Fatigue Life vs. Ambient Temperature for System that Turns 
on Coolant for Substantial Period before Turning Power On 
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CONCLUSIONS 

• If the power is turned on at the same time the coolant flow is started, reducing the 
steady-state operating temperature can improve the durability. 

• If the coolant is turned on for a substantial period before the power is turned on, 
reducing the coolant inlet temperature may degrade the durability for operation on hot 
days. For example, Fig. 8 shows that, for ambient temperatures higher than 33°C, the 
number of cycles to failure is smaller for a 15°C coolant than for a 35°C coolant. 

• The power cycling durability is very sensitive to the steady-state PTH operating 
temperature, because the strain ranges are in the portion of the copper S-Nf (strain vs. 
number of cycles to failure) curve that is nearly horizontal. For example, for an initial 
temperature of -20°C, a 20°C increase in the operating temperature (from 45°C to 
65°C) increases the strain by a a factor of 1.3 (from 0.0030 to 0.0038), which decreases 
the number of cycles to failure by a factor of 4 (from 2.3X105 to 5.6X104). 

ACKNOWLEDGEMENTS: Mark Hontz performed the thermal analysis for the 
example. David Sandkulla introduced to Hughes the approach to the thermomechanical 
stress/strain analysis and fatigue analysis used in the example. 
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Abstract: Long-period gratings are versatile optical fiber sensing elements that are 
simple and economical to fabricate and demodulate. Long-period gratings are periodic 
photoinduced structures in fiber cores that couple light from guided to cladding modes. 
This paper discusses the applications of these devices to strain measurements in high- 
performance materials and structures. Experimental results from a preliminary loading 
test carried out on rebar commonly used to reinforce civil structures are presented. The 
cross-sensitivity of long-period grating-based strain sensors to temperature is analyzed 
and two methods to overcome this limitation are presented. Furthermore, the application 
of such gratings to temperature measurements in the presence of actively varying axial 
strain is discussed. Preliminary results indicate that long-period gratings hold 
tremendous potential for health monitoring of advanced materials and structures. 

Key Words: Long-period gratings; optical fiber sensors; smart materials; smart 
structures; strain-insensitive gratings; temperature-insensitive gratings 

INTRODUCTION: In the past few years fiber optic techniques have emerged as viable 
alternatives to conventional sensors used to monitor structural health [1,2]. Fiber optic 
sensors are small in size, simple to multiplex and immune to electromagnetic 
interference. One common optical fiber sensor used extensively in different applications 
is the fiber Bragg grating [3]. Bragg gratings are typically formed by side-exposing a 
germanosilicate fiber to a spatially periodic intensity pattern of ultra-violet (UV) light [4]. 
The photosensitivity phenomenon modulates the refractive index of the fiber core and 
causes light at a particular wavelength to reflect back towards the optical source. This 
wavelength-selective nature of Bragg gratings is a function of the fiber parameters and 
the spatial period of the index of refraction modulation [3]. An external perturbation, 
such as axial strain, produces a change in the fiber properties and the grating period, and 
results in a displacement of the reflected wavelength. For a calibrated sensor, this 
spectral shift can be employed to measure the magnitude of the applied strain The 
advantage of using Bragg gratings is that a number of such devices can be wavelength- 
division multiplexed on a single fiber to yield a network of distributed sensors [5]. This 
reduces the cost per channel and results in real-time absolute measurements throughout 
the lifetime of the host material or structure. 

This paper introduces long-period grating sensors as effective tools to monitor the 
condition of civil structures. The differences between the operating mechanism, 
performance and fabrication of long-period and fiber Bragg gratings are explained'. 
Long-period gratings are demonstrated as versatile devices that can potentially be used 
for strain measurement in both surface-mounted and embedded configurations. 
Experimental results from a laboratory test on a mechanically loaded reinforcing-bar are 
presented to verify the strain sensing capability of long-period gratings. A major 
limitation of grating-based sensors is their cross-sensitivity to ambient temperature 
fluctuations. Two techniques for obtaining temperature-independent strain measurements 
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using long-period gratings are discussed. The first technique uses specially designed 
fibers to eliminate the temperature-sensitivity of long-period gratings. The second 
method uses the multiple bands of a grating to extract information about both strain and 
temperature changes. This simultaneous measurement scheme is extremely attractive for 
applications where both thermal and mechanical changes have to be monitored 
concurrently. A grating with a very small axial strain-induced shift is employed to 
measure temperature variations in the presence of actively varying strain. Finally, the 
advantages and limitations of long-period grating-based sensors are discussed. 

LONG-PERIOD GRATINGS: The differences between long-period and fiber Bragg 
gratings can be explained on the basis of the ß-plots of Figure 1. Such plots are used to 
represent the propagation constants (denoted by ß) of different modes in an optical fiber 
[6] The region with positive propagation constants (ß>0) corresponds to modes that 
propagate in the forward direction (from source to detector) while ß<0 includes all 
reverse- or backward-propagating modes. For power coupling to occur between two 
modes in a grating with period A, the modal propagation constants (denoted by ßx and ß2) 
should satisfy the phase-matching condition, 

ß,-ß2 = Äß=^, (1) 
A 

where Aß is the differential propagation constant. 
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Fig. 1. ß-plots for coupling in a (a) fiber Bragg grating and (b) long-period grating [6]. 
The difference in the grating periods arises from the distinct values of Aß in the two 
cases, ni and n2 are the refractive indices of the fiber core and cladding, respectively. 

For a fiber Bragg grating (see Figure 1(a)) light is coupled from the forward-propagating 
fundamental guided mode, with propagation constant ßi=ßoi, to the reverse-propagating 
guided mode, with propagation constant ß2=-ßoi- Such coupling between modes with a 
relatively large differential propagation constant results in requirements of grating 
periods of small magnitude (Equation (1)). Typical values of the periodicity of the 
refractive index modulation for short-period Bragg gratings are about 0.5 um. Since the 
propagation constants are strong functions of the operating wavelength, the coupling to 
the reverse-propagating guided mode is highly wavelength selective.   The reflected 
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wavelength depends on the grating period and the effective index of refraction of the 
guided mode. Any modulation of the period or effective index shifts the Bragg 
wavelength to a new value and this concept is commonly employed to implement strain 
and temperature sensors [3]. Bragg gratings are typically fabricated by impinging the 
periodic interference pattern of two UV beams, such as that from a phase mask, on the 
fiber core. 
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Fig. 2. Set up to fabricate long-period gratings using continuous-wave UV exposure 
from a frequency-doubled argon-ion laser. 

Long-period gratings [6] are also based on the fulfillment of the phase-matching 
condition between different modes in an optical fiber. As the name suggests, such 
devices have longer periods than their Bragg grating counterparts, typically of the order 
of hundreds of micrometers. This results in coupling of light from the fundamental 
guided mode (ßi=ßoi) to cladding modes propagating in the same direction, as depicted 
in Figure 1(b). For an unblazed grating, power is coupled to circularly-symmetric 
cladding modes of order m (ß2=ßm). Cladding modes result from the trapping of the 
power radiated by the core at the outer surface of the cladding. Each mode attenuates 
rapidly due to fiber bends and imperfections and hence produces a characteristic loss 
band in the grating transmission spectrum. Since the guided mode couples light to a 
number of cladding modes, the resultant spectrum consists of a series of resonance bands 
at wavelengths, 

x(m)= ^>)A (2) 

where 8n<™' denotes the difference between the effective index of the guided mode and 
that of the cladding mode of order m. External perturbations that change the differential 
effective index and/or the grating period serve to modulate the location of the resonance 
bands [7]. The shift in each resonance band due to the same magnitude of a given 
perturbation is distinct and this concept can hence be used to implement multi-parameter 
sensors. 

Long-period gratings are fabricated by exposing a hydrogen-sensitized germanosilicate 
fiber to continuous or pulsed UV light through an amplitude mask with rectangular 
transmittance function of appropriate period [6].   The set up for writing long-period 
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gratings using continuous-wave irradiation from a frequency-doubled argon-ion laser is 
shown in Figure 2. The UV beam is scanned along a given length of bare fiber using a 
lens and mirror combination mounted on a motorized translation stage. The exposure is 
continued until maximum power transfer occurs from the guided mode to a given 
cladding mode [6]. The use of different grating periods and beam translation speeds 
enables one to manipulate the spectral characteristics of long-period gratings. Since 
amplitude masks are inexpensive, long-period grating fabrication is a relatively 
economical process. Following UV exposure the gratings are annealed at 150 to 200 °C 
for 10 to 15 hours to outgas the residual hydrogen and remove the unstable UV-induced 
defects [8]. 

STRAIN SENSING USING LONG-PERIOD GRATINGS: This section discusses the 
strain sensing capability of long-period gratings. A grating was written in Corning SMF- 
28 fiber with a period A=280 um using the technique described in the previous section. 
The annealed grating was tested for its response to axial strain using LEDs as optical 
sources and an optical spectrum analyzer at the output end. Figure 3 shows the shift in 
two successive attenuation bands of the grating as a function of strain. The unperturbed 
bands were located at wavelengths 1607.9 nm (A) and 1332.9 nm (B) at room 
temperature. The wavelength shift coefficients of axial strain for the two bands were 
measured to be 19.4 nm/%e and 2.81 nm/%6, respectively. In comparison, the strain- 
induced shifts for Bragg gratings varies from 9 to 11 nm/%e. The large strain coefficients 
of particular bands of long-period gratings reinforce the potential of using such devices as 
effective strain measurement components. 

1000 2000 

Micro-strain 

3000 

Fig. 3. Strain-induced wavelength shift in two attenuation bands of a long-period grating 
with A=280 (im. The unperturbed location of band A is 1607.8 nm while that of band B 
is 1332.4 nm. 
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A long-period grating was attached to the outer surface of a reinforcing-bar (rebar) of 0.5 
inch diameter which was then clamped and loaded using an Instron 4468 load frame. An 
extensometer was collocated on the rebar specimen to obtain an independent strain 
measurement for the purpose of calibration and comparison. The load on the rebar was 
increased slowly until the extensometer measured a strain of 1000 ue. The shift in the 
loss band of the grating located at 1636.5 nm was found to be 1.62 nm for 1000 U£. 
Figure 5 (inset) depicts the transmission spectrum of the unperturbed grating and that at 
1000 ue. The load was then reduced to zero and the rebar sample was loaded in 
increments corresponding to 200 ue on the extensometer digital display. The load on the 
rebar and the maximum loss wavelength of the grating were recorded in each case. The 
shift in the resonance band from its unperturbed position was converted into strain using 
the pre-determined strain coefficient (16.2 nm/%e). Figure 4 shows the measured strain 
versus the applied load for this experiment. The rebar was loaded cyclically and 
consistent measurements were obtained for each run. A fiber Bragg grating adjacent to 
the long-period grating was similarly calibrated and tested and excellent correlation was 
obtained between the calculated strain and extensometer data. The strain rate for both the 
systems is limited by the time taken by the optical spectrum analyzer to complete one 
scan. This preliminary test reveals the feasibility of using long-period gratings for strain 
measurement in components and materials used to fabricate large civil structures. 
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Fig. 4. Measured strain as a function of the load on the reinforcing-bar. The circles are 
the data from the grating for increasing load while the squares are for decreasing load. 
The line represents the strain measurement using a co-located extensometer. The inset 
depicts the transmission spectrum of the grating for an unperturbed case (left) and for 
1000 UE (right). 
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TEMPERATURE-INDEPENDENT STRAIN MEASUREMENTS: In the previous 
section the strain sensing potential of long-period gratings was demonstrated. These 
experiments were carried out in a laboratory where the room temperature could be 
controlled to within a few degrees Celsius. In actual applications, the temperature in the 
sensing region could vary by several tens of degree Celsius. Thus the cross-sensitivity to 
temperature can severely limit the sensing capacity of long-period gratings [7]. For 
example, the average temperature-induced wavelength shifts for the two bands of the 
grating in Figure 3 were found to be 0.093 nm/°C (A) and 0.049 nm/°C (B). These 
coefficients are much larger than those of standard Bragg gratings (0.011 to 0.013 
nm/°C) and hence the thermal cross-sensitivity is a much bigger concern in long-period 
gratings. In this section two methods to obtain temperature-independent strain 
measurements are presented. 

The first technique employs temperature-insensitive long-period gratings recently 
proposed by Judkins et al. [9]. They divided the temperature-induced shift into a material 
contribution (change in the differential effective index) and a waveguide contribution 
(change in grating period) and designed a fiber which counterbalanced these two effects 
[9]. A grating written in the fiber with special refractive index profile (A=166 um) was 
tested for its response to temperature and axial strain. An average temperature coefficient 
of -0.25 nm/100 °C was obtained for this grating. The strain-induced shift for this grating 
was found to be -27.25 nm/%e indicating that such devices retain their strain 
measurement capability despite the reduced temperature sensitivity. To determine the 
temperature cross-sensitivity at different strain levels, the grating was strained to discrete 
values and then heated from 25 °C to 125 °C. The temperature coefficients at 500 UE and 
1000 ue are about -0.14 and -0.11 nm/100 °C, respectively. Thus such gratings have 
almost negligible cross-sensitivity to temperature at different magnitudes of axial strain. 

The second method to obtain accurate strain measurements in the presence of ambient 
temperature fluctuations uses the differential modulation of the attenuation bands of a 
long-period grating. As shown in Figure 2 the strain response of a band is a function of 
the order of the corresponding cladding mode. If a grating is perturbed by a strain Ae and 
temperature AT the wavelength shift in any two resonance bands can be used to separate 
the two perturbations. For example, if A and B are the temperature and strain 
coefficients of one band and C and D that of the other band, we obtain, 

AX, =AAT + BAe, (3) 
and, 

AX2 = CAT + DAe. (4) 

where, Ak\ and AX2 are the cumulative shift due to strain and temperature in the 
unperturbed bands located at %i and X2, respectively. A typical calibration process 
involves determining the values of the parameters A, B, C and D by independently 
subjecting the grating to axial strain and temperature. During the actual experiment both 
strain and temperature are applied simultaneously and the pair of equations (3) and (4) is 
solved to obtain the unknowns, Ae and AT. It is found that cross-sensitivities and non- 
linearities make A,B,C and D functions of Ae and AT and hence result in two higher order 
simultaneous equations. These equations may be solved using an appropriate 
mathematical software on a personal computer. 

To verify the validity of this scheme the grating in SMF-28 fiber (A=280 um) was first 
calibrated and then heated to discrete temperatures. At these temperatures, the grating 
was strained and the shift in the two resonance bands was acquired by a personal 
computer interfaced to the optical spectrum analyzer. The two simultaneous equations 
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were then solved and values of Ae and AT were obtained. Figure 5 shows the comparison 
between the actual and calculated values of strain and temperature for this grating. The 
strain was measured from 0 to 2000 ue with a maximum error of 38 ue while the largest 
error in temperature was 0.83 °C for a range from 23 °C to 55°C. Thus this technique is 
attractive for applications where both strain and temperature have to be monitored 
concurrently. The use of a single sensor for strain and temperature measurements 
reduces the cost of installation and maintenance. The limitation of this scheme is that at 
present it can only be used for static or quasi-static measurements due to the time taken 
by the spectrum analyzer to complete two scans per sensing cycle. This drawback may 
be overcome by using spectrum analyzers with higher scanning rates or by employing 
modified demodulation schemes. 
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Fig. 5. Actual data (unfilled symbols) and calculated values (filled symbols) for 
simultaneous strain and temperature measurement using a long-period grating. The 
grating was heated to discrete temperatures and then axially strained. 

STRAIN-INDEPENDENT TEMPERATURE MEASUREMENTS: In some health 
monitoring applications, it is necessary to measure the temperature in the presence of 
mechanical changes such as strain. Although both strain and temperature can be 
determined concurrently using the technique described in the previous section, the 
development of fiber optic sensors that are immune to axial strain but sensitive to 
temperature variations can significantly simplify the system operation. Experimental 
results for measuring temperature using a long-period grating that has a negligibly small 
strain coefficient are presented. 
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Fig. 6. Temporal variation of temperature (top) and strain (bottom) acting on the grating 
in Flexcor fiber. The symbols in the top plot represent the temperature measured by 
employing the calibrated grating. 

An overcoupled long-period grating with A=340 um was fabricated in Corning 1060 nm 
Flexcor fiber and tested for its strain response. The resonance band at 1257.9 nm was 
found to have a very small strain coefficient of -0.4 nm/%e at room temperature. A linear 
curve fit to the temperature-induced wavelength shift yielded a coefficient of 4.33 
nm/100°C for this loss band. To test the temperature measurement capability of this 
grating, it was heated to 140 °C and then cooled slowly, as shown in Figure 6. The axial 
strain on the grating was varied concurrently between 0 and 2100 ue in discrete steps of 
210 ne. The finite strain coefficient of the grating was neglected for temperature 
measurement calculations. To test the versatility of the system, the grating was heated 
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twice during the cooling cycle (Figure 6). The average temperature measurement 
resolution of the system was found to be 0.8 °C while the maximum error in a calculated 
value was 2.2 °C over a 110 °C range. The error can be reduced by fabricating gratings 
with periods that result in bands with identically zero strain-induced shifts. This test 
suggests that such "strain-insensitive" long-period gratings can be employed to track the 
ambient temperature in the presence of random axial strain. Additionally, such gratings 
can be used to extend the temperature dynamic range [10] in the simultaneous 
measurement system discussed in the previous section. 

DISCUSSION: Long-period gratings are versatile components that can be used for 
single- or multi-parameter measurements. These gratings are simple and economical to 
fabricate and can be implemented with simple demodulation schemes. For example the 
LED source at the input can be replaced with a laser diode centered at a wavelength that 
undergoes an intensity change on being subjected to the desired perturbation [7]. At the 
output a photodetector can be used to obtain the magnitude of the intensity modulation 
and hence the value of the applied perturbation. This intensity-based system is expected 
to be sensitive to bends in the fiber and fluctuations in the source and hence a reference 
signal might be needed to reduce these undesired effects. 

Due to their wavelength selectivity long-period gratings can be multiplexed to produce a 
series of point sensors on a large structure. The wavelength-division multiplexing of 
these sensors is limited by the broad spectral width of the resonance bands and possible 
cross-talk between the multitude of bands of different gratings. The grating bandwidth 
can be manipulated by varying its length and peak UV refractive index modulation in the 
core while the wavelength separation between the bands can be controlled by using 
appropriate grating periods [6]. A number of sensors can also be time-division 
multiplexed by using the simple demodulation technique described above in conjunction 
with additional optical components. 

The attachment of long-period gratings to structures can be done using techniques similar 
to those used for fiber Bragg gratings. Although the band-sensitivity of long-period 
gratings is a critical issue, for most practical applications the sensing region can be 
expected to be straight during the measurement process. As described earlier, the cross- 
sensitivity to temperature changes can be overcome using specially designed fiber or by 
employing the differential shift of two resonance bands of the same grating. Long-period 
gratings have previously been demonstrated for detecting corrosion in metals [11]. Other 
applications to "smart" materials and structures are presently under investigation. 

CONCLUSIONS: Long-period gratings are promising candidates for providing 
information about the health of high-performance materials and structures. Preliminary 
results from strain tests on such devices and their application to loading tests on a 
reinforcing-bar were presented. Methods to overcome the thermal cross-sensitivity of the 
strain sensors were discussed. Such techniques would enable the use of long-period 
gratings in applications where ambient temperature fluctuations significantly influence 
the employment of other strain sensors. Issues such as sensor demodulation and 
multiplexing were also addressed briefly. In summary, long-period gratings provide 
novel methods to measure in-situ the condition of civil structures and hold potential as 
powerful tools for reducing maintenance expenses and for preventing structural failures. 
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Abstract:   Epoch Engineering, Inc. (EEI) has developed the Robust Laser 
Interferometer (RLI) which is able to make high quality vibration measurements across 
a wide bandwidth and with a great dynamic range, continuously.  Overall, the RLI is 
able to measure vibrations of .1Ä (peak to peak) in the presence of vibrations of .lm 
(peak to peak).  Bandwidth extends from fractional Hertz to 64 KHz and can be 
increased to 256 KHz.  In this paper, EEI describes its successful effort to measure the 
vibrations of two helicopter (SH-60 and H-53E) main gearboxes undergoing full power 
testing on test stands.  These measurements are compared to simultaneous 
accelerometer system measurements. The RLI measured vibrations in a line-of-sight, 
non-contact fashion with several advantages over the accelerometer system. These 
include: 

(1) Selected measurement locations independent of mechanical attachment 
points; 
(2) Improved low frequency (<50 Hz) performance, including a noise floor up 
to 50 dB lower than the accelerometer system at low frequencies, revealing low 
frequency vibrations of known mechanical origin not revealed by the 
accelerometer system; 
(3) Extended high frequency performance, from 8 KHz to 64 KHz, without 
mounted resonance or other difficulty; and 
(4) Demonstrated dynamic range greater than 150 dB (acceleration.) 

Key Words:  Condition assessment; Helicopter vibration measurement; Low 
frequency vibration measurement; Machinery diagnostics 

Introduction:  In this paper, Epoch Engineering Inc. (EEI) describes its successful 
Phase I Small Business Innovation Research (SBIR) effort to measure the vibrations of 
two helicopter main gearboxes undergoing full power testing on the test stand at the 
Naval Aviation Depot, North Island Detachment, Pensacola, FL. These measurements 
were made using EEI's own, newly developed, Robust Laser Interferometer (RLI) and, 
in most cases, compares these measurements to accelerometer system measurements 
taken at the same locations, often simultaneously. In this effort, the RLI demonstrated 
the ability to measure vibrations in a line-of-sight, non-contact fashion with several 
distinct advantages over the accelerometer system.  These include: 

1. At frequencies where the accelerometer system is well suited and 
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provides reliable measurements, in this case from approximately 50 Hz 
to 8 KHz, the RLI non-contact readings and the accelerometer readings 
matched extremely well. 

2. At lower frequencies, in this case below approximately 50 Hz and 
especially below 10 Hz, where the accelerometer system is limited in its 
ability to provide a true measure of acceleration, the RLI measurements 
reveal a number of vibrations that correspond to known excitation 
frequencies originating within the machinery and that were not detected 
by the accelerometer system.  The difference in the noise floor of the 
accelerometer system and the RLI at frequencies below 10 Hz 
approaches 50 dB in acceleration. 

3. At higher frequencies, in this case from 8 KHz to 64 KHz, the RLI 
provided measurements that are faithful to the vibration of the structure. 
There is no indication of mounted resonance or other contact mounting 
problem. 

Discussion:  The two helicopter main gearboxes upon which measurements were taken 
were the SH-60 and the H-53E.  The SH-60 was tested during an "A" test after the 
completion of overhaul and test points included all tested power levels.  Measurements 
were taken on the gearcase near the port and starboard engine inputs and near the 
center of the gearcase between the two engine inputs.  A similar set of measurements 
at similar test conditions was conducted on the H-53E main gearbox.  Additional test 
points in the vicinity of the accessory gearbox were also taken in the H-53 data set. 
Data was typically taken in both one second and sixteen second sample times. 

EEI found that its RLI system makes non-contact vibration readings of helicopter 
gearboxes that are comparable to accelerometer readings in the worst case and 
considerably better than accelerometer readings in some frequency ranges of interest. 
The ability to measure vibrations of known mechanical origin within the gearboxes in 
frequency ranges where accelerometer measurements are not reliable has been 
demonstrated. 

In order to understand the objective of this measurement effort it is necessary to 
understand that a conventional (accelerometer based) vibration measurement system 
functions within several limitations.  Setting aside mounting and attachment issues, the 
accelerometer based system begins with a mass mounted on a transducing element. 
Simplistically, the mass tends to remain stationary due to its inertia while the 
accelerometer casing vibrates around it, and the transducing element produces the 
signal.  This transduction has a measured non-linearity over a specific frequency 
range.  This non-linearity is generally specified as 1% and exists over a range from 
low frequency, often 10 Hz or lower, to a frequency that approaches some fraction of 
the mounted resonance of the device.  This range is often referred to as the linear 
range of the accelerometer. This low voltage output, 99% faithful to the input within 
the specified limits of the device, is then pre-amplified and sent to an Analog-to- 
Digital Converter (A->D) and to a data logger.  Pre-amplifiers generally do not 
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contribute additional artifacts. The A->D is selected to be large enough to preserve 
the signal.  Often, at this stage, filtering is used in order to limit the logged signal to 
frequencies where the measurement system is considered "linear." 

Reconsidering, however, all artifacts of the 1% non-linearity of the accelerometer are 
included in the accelerometer signal output. These artifacts may have been generated 
by effects that are outside the "linear" frequency range of the accelerometer, but when 
the artifacts themselves occur at frequencies where the accelerometer is considered 
"linear," the artifacts are carried along as true vibrations. 

The investigation attempted to demonstrate that the non-linearity of a quality 
accelerometer, properly installed and operated, on a machine with a complex and high- 
amplitude vibration pattern, limited the ability of the system to accurately report 
vibration levels which were of true mechanical origin within the machine and which 
could be accurately reported by the Robust Laser Interferometer. The principal 
differentiating factor is the relatively low (.01% - .001%) non-linearity of the RLI. 

Accelerometer specifications: 

Specifications Model Units 

Dynamic 
Sensitivity, ±5%, 25°C 
Acceleration 
Amplitude Nonlinearity 
Frequency Response: 

±5% 
±10% 
±3 dB 

Resonance Frequency, mounted, 
nominal 
Transverse Sensitivity, maximum 

10 
500 
1% 

3.0 - 10,000 Hz 
2.0 - 12,000 Hz 
1.0 - 15,000 Hz 

32 KHz 

5% of axial 

mV/g 
g peak 

Electrical: Power Requirement: 
Voltage Source 
Current Regulating Diode 

Electrical Noise, equiv. g, 
nominal: 

Broadband  2.5 Hz to 25 KHz 
Spectral   10 Hz 

100 Hz 
1,000 Hz 
10,000 Hz 

18 - 30 VDC 
2 - 10 mA 

100 
12 
3.0 
1.0 
0.6 

U3 
Jig//Hz 
lig//Hz 
Hg//Hz 
Jig//Hz 

Robust Laser Interferometer Specifications: 

Input Channel: 
1. Single input channel provides continuous measurement bandwidth from pure 
displacement (direct current or D.C.) to 128 KHz. 
2. Measures either displacement or velocity (selectable).  (Velocity is 
differentiated with respect to time to provide acceleration.) 
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3.  Provides high dynamic range. For velocity or displacement measurement 
equivalent to 24 bit A to D conversion. Demonstrated continuous dynamic range 
greater than 150 dB. 

Digital Signal Processing: 

1. Digital conversion of signal greater than 50 bits. 
2. 133 MHz processing clock. 
3. Continuous data acquisition up to 128 KHz (dependent upon required data 
processing.) 
4. Time series data sampling rates to 256 KHz (with 1 Hz resolution1.) 
5. Spectral data to 128 KHz (1 Hz resolution) a maximum resolution of 1/32 Hz 
(to 8 KHz). 

Sensor Non-Linearity:  The output of a contact sensor mounted on a vibrating object 
provides an output signal that approximates the input forces.  In the sense that the 
response curve of even the best contact sensor (in this case used normally to mean 
accelerometer or velocimeter) is not a straight line but typically has some curvature 
and deviates from a straight line no more (in amplitude) than 1 percent, these sensors 
are said to have a non-linearity that is less than 1 percent. 

The force input to the sensor is itself often non-linear in that the physical item being 
measured, especially if it is of complex mechanical construction and has many 
vibration sources at different frequencies, is excited at both the fundamental 
frequencies of the noise sources but also at frequencies caused by the inter-modulation 
of these driving frequencies.  One well-recognized appearance of these inter- 
modulation frequencies are "sidebands," which occur typically when a low frequency 
and higher frequency signal intermodulate and the intermodulations are most easily 
recognized by their close spacing around the higher frequency signal.  Consider a 
simple case for a non-linear measurement system, such as a forcing function F, where: 

F = FjSin ((j\t)  + F2sin ( u,f ) 

where F; and F2 are the amplitudes of two sinusoidal forces at frequencies CO; and 
(Oj. A linear system would yield amplitude measurements only at ^ and f2, that is 
where (»,=271^ and co2=2jtf2, but the non-linear system reports amplitudes at the 

1.  The RLI is currently configured to provide up to 1 Hz resolution for time series data at bandwidth of 
256 KHz.  This capability can be adjusted to, for example, provide 512 KHz bandwidth at 2 Hz 
resolution, or 128 KHz bandwidth at 1/2 Hz resolution.  The resolution can be as fine as 1/32 Hz, 
resulting in bandwidth of 8 KHz.  For spectral data, the bandwidth is halved, so spectral data to a 
bandwidth of 128 KHz, with 1 Hz resolution, is possible.  Similar proportions for other resolutions as 
above apply.  For example, a 32 second data acquisition time could be used to provide 1/32 Hz 
resolution for a bandwidth to 4 KHz in order to provide high resolution spectral data. 
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following frequencies:2 

fu   2fv   3/l>   fl>   2/2,   3/2>   /l+/2'   /1-/2' 

2/i+/2,   -2/i+/2> /i+2/2,  and ft-2f2 (see   footnote      2). 

These additional products are intermodulation distortion products, or untrue artifacts of 
the sensor, and do not represent true vibrations of mechanical origin.  There are three 
aspects of this result to consider: 

a. The intermodulation products created by the mechanical system, such as sidebands 
or other modulations, are true vibrations (at the input to the sensor); and therefore, 
represent the conditions and effects of the mechanical systems. 

b. The non-linearities of the sensor create additional products, called intermodulation 
distortion products, that add to the true intermodulation products and create the 
appearance of other intermodulation products that were not present in the 
mechanical system.  These products are artifacts of the sensor system non-linearity. 

c. The highlighted difference frequencies mentioned above provide insight into the 
customary low frequency limitation of accelerometer systems.  When measuring a 
complex mechanical component with many driving frequencies, there are many 
intermodulation distortion products.  The additive products tend to spread out in 
the spectrum while the difference products tend to collect at the lower frequencies. 
This collection of the difference products is increased because the negative 
components are also reported as positive components of the same magnitude 
(referring to the footnote discussion).  The collection of these products creates an 
apparent noise floor that is higher than the true noise floor of the machinery, 
especially at the lower frequencies.  If a certain low frequency is strongly 
represented as a true mechanical intermodulation product of higher frequencies, 
such as the previously mentioned sideband of a running speed around a gear mesh 
frequency, then the sensor system over-reports the amplitude at the lower 
frequency (that is, in the example used, between the gear mesh frequency and the 
sideband) due to the sensor system's creation of the intermodulation distortion 
products.  In this sense, when measuring vibrations of a complex mechanical 
system with many driving frequencies, there is some point in the spectrum plot 
below which the amplitudes reported by a system of even 1 percent non-linearity 
should not be trusted even if their amplitude is above the apparent noise floor. 
The true driving amplitude at that frequency is likely to be lower and is being 
over-reported because of the intermodulation distortion products of the sensor 
system. 

2.  The difference frequencies (those with minus signs) are of special interest, since cos(-cot)=cos(tot) 
and sin(-(Bt)=-sin(cot), the term -cot can be expressed as +cot (i.e. F,-2F2 is equivalent to 2F2-F,.)  This 
means that those frequencies created by the difference of two closely spaced driving frequencies have an 
even greater tendency to collect in the low frequency region. 
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Additional Factors Affecting Measurements: 

Transverse Sensitivity - No measurements were made to attempt to determine the 
impact of the accelerometer system transverse sensitivity.  The accelerometers used 
have a reported transverse sensitivity of 5 percent.  The RLI, when interrogating a 
surface that is planar from a perpendicular situation, has a very small transverse 
sensitivity.  It is considered likely, but not demonstrated in this effort, that some of the 
difference in performance at lower frequencies between the accelerometers and the 
RLI is as a result of transverse sensitivity. 

Noise Floor and Signal-to-Noise Ratio (SNR) - The noise floor of any measurement 
system using an Analog to Digital (A->D) converter is limited by the number of bits 
in the converter.  In this sense, an A—»D converter of 12 bits is able to record a 
dynamic range of 20 log (2121) dB = 66 dB  (one bit being reserved for the + or - 
sign.)  Similarly, a 16 bit converter can record signals that differ in amplitude by 90 
dB.  This is one fashion in which the dynamic range of most accelerometer system are 
limited, but it is not a functional limitation for most accelerometer systems because 
their linearity (as developed in earlier discussions) is so limiting that additional A->D 
converter size does not help the overall system performance.  In the case of the 
acceleration measurements made here, the accelerometers were used with a 16 bit 
A-»D converter and crisp digital filtering.  In this sense, all attempts were made to 
make accelerometer systems perform as well as they could. 

The RLI, because of the large inherent dynamic range (the RLI has demonstrated the 
ability to measure vibrations differing in amplitude from .1 meters (four inches) to 
.00000000001 meters (.1Ä) peak-to-peak, simultaneously) is afforded a larger A->D 
converter.  EEI, in discussions with helicopter-experienced instrumentation engineers, 
had been warned to be prepared for acceleration levels up to 1000 g's.  While no 
levels higher than a few hundred g's were experienced, the system was configured to 
be able to handle 1000 g's (+ 60 dB) while still providing measurement capability to 
below .000001 g (- 120 dB).  At very low frequencies (< 2 Hz), noise floors as low as 
.000001 g (-120 dB) were seen on both the SH-60 and the H-53E gearboxes. 

Measurement Results (SH-60 Main Gearbox) 

The presented measurement set for this condition, included as Figure 1, shows the 16- 
second sample time measurements of the accelerometer above the simultaneous 
measurement of the RLI.  In the interest of brevity, these plots are only shown to 96 
Hz, which also displays the range where the RLI measurements have a substantially 
lower noise floor than the accelerometer measurements. The first seven harmonics of 
the main rotor rotational speed (4.29 Hz) are clearly present in the RLI signal. 
Below, in tabular format are selected peaks that appeared at least 58 percent of the 
time.  The RLI table shows the first (4.29 Hz), second (8.60 Hz), third (12.90 Hz), 
fourth (17.20 Hz), fifth (21.50 Hz), and sixth (25.79 Hz) harmonics of main rotor 
rotational vibration, along with other identifiable signals such as the Main Bevel Gear 
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rotational (20.09 Hz).  Referring back to the earlier discussion concerning the reason 
that a non-linear measurement system will over-report the acceleration amplitudes of 
frequencies that occur often as sidebands and intermodulation products in a complex 
mechanical system, this phenomenon is noted here.  The two-times rotor rotational 
signal at 8.60 Hz is reported at -50.63 dB by the accelerometer but at -63.48 dB by 
the RLI.  This difference means that more than eighty percent of the energy in the 
signal reported by the accelerometer is sensor system artifact.  A similar 9 dB 
difference is seen at five-times rotor rotational. 

Mechanical Origin of Signal Accelerometer 
Amplitude 

RLI 
Amplitude 

1 X Main Rotor Rotational (4.30 Hz) not seen -69.70 dB 

2 X Main Rotor Rotational (8.60 Hz) -50.63 dB -63.48 dB 

3 X Main Rotor Rotational (12.88 Hz) not seen -63.45 dB 

4 X Main Rotor Rotational (17.19 Hz) not seen -59.78 dB 

Main Bevel Gear Rotational (20.09 Hz) not seen -61.13 dB 

5 X Main Rotor Rotational (21.48 Hz) -44.54 dB -53.41 dB 

6 X Main Rotor Rotational (25.78 Hz) not seen -56.54 dB 

Main Pinion Rotational (95.70 Hz) -28.03 dB -28.39 dB 

Hydraulic Pump Rotational (119.65 Hz) -33.45 dB -34.40 dB 

Input Pinion Rotational (348.00 Hz) 1.27 dB .46 dB 

Planet Gear Mesh (979.62 Hz) 4.90 dB 5.29 dB 

TTO Bevel Gear Mesh (1,507.27 Hz) 5.92 dB 4.97 dB 

Main Bevel Gear Mesh (2,009.69 Hz) 9.90 dB 7.49 dB 

Input Pinion Gear Mesh (7,656.00 Hz) 8.38 dB 11.19 dB 

Measurement Results (H-53E Main Gearbox) 

Similar to the SH-60 Main Gearbox data set presented above, the H-53E data is 
presented in figure 2 which shows the 16-second sample time measurements of the 
accelerometer above the simultaneous measurement of the RLI.  In the interest of 
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brevity, these plots are only shown to 96 Hz, which also displays the range where the 
RLI measurements have a substantially lower noise floor than the accelerometer 
measurements. Most of the first ten harmonics of the main rotor rotational speed 
(2.98 Hz) are clearly present in the RLI signal.  Additional low frequency vibrations 
are also identifiable in the RLI measurements. 

The next data presentation for this test condition and location is the table of 
frequencies and amplitudes that had substantial signal-to-noise ratio and that appeared 
at least 58 percent of the time.  The RLI table shows the first (2.98 Hz), second 
(5.96), third (8.94 Hz), and seventh (20.91 Hz) harmonics are reported.  In addition, 
the second sun gear rotational (7.7 Hz), second planet rotational (16.22 Hz) and Main 
Bevel Rotational (29.39 Hz) are reported.   

Mechanical Origin of Vibration 

Main Rotor Rotational (2.98 Hz) 

2 X Main Rotor Rotational (5.96 Hz) 

Second Sun Gear Rotational (7.07 Hz) 

3 X Main Rotor Rotational (8.94 Hz) 

Second Planetary Rotational (16.22 Hz) 

7 X Main Rotor Rotational (20.91 Hz) 

First Planetary Rotational (23.89 Hz) 

Main Bevel Rotational (29.39 Hz) 

#2 Input Bull Gear (77.56 Hz) 

Accelerometer 
Measurement 

not seen 

not seen 

not seen 

not seen 

not seen 

not seen 

not seen 

-37.12 dB 

-23.11 dB 

RLI 
Measurement 

-67.00 dB 

-75.93 dB 

-76.89 dB 

-72.02 dB 

-66.97 dB 

-51.85 dB 

-68.69 dB 

-41.32 dB 

-27.02 dB 

Conclusion:  The RLI system makes non-contact vibration measurements of helicopter 
gearboxes that are comparable to accelerometer readings in the worst case and 
considerably better than accelerometer readings in some frequency ranges of interest. 
The ability to measure vibrations of known mechanical origin within the gearboxes in 
frequency ranges where accelerometer measurements do not provide measurement 
capability has been demonstrated. 
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Figure 1A.  SH-60 Main Gearbox Accelerometer Spectrum 
(0 to 96 Hz at 1/16 Hz resolution) 
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Figure 2A.  H-53E Main Gearbox Accelerometer Spectrum 
(0 to 96 Hz at 1/16 Hz resolution) 

Frequency (Hz) 

Figure 2B.  H-53E Main Gearbox RLI Spectrum 
(0 to 96 Hz at 1/16 Hz resolution) 

48 
Frequency (Hz) 
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A PROGNOSTIC MONITOR FOR MICROELECTRONICS SYSTEMS 
RELIABILITY 

Wilmar W, Sifre, Steven L. Drager and Martin J. Walter 
Rome Laboratory/ERDD 

525 Brooks Rd. 
Rome, NY 13441-4505 

Abstract: An innovative use of test structures for increasing the maintainability, 
reliability and availability of electronic systems is presented. The proposed use scenario 
provides insight into the real-time status of the reliability of the microelectronic 
components of the system through a prognostic reliability monitoring vehicle. 
Specifically, this technique provides the user with a library of prognostic cells and a test 
methodology which may be utilized to predict an impending operational failure of 
electronic components, modules, and systems due to the failure mechanisms of hot carrier 
degradation and oxide breakdown. 

Key Words: Hot carrier degradation; microelectronics; oxide breakdown; prognostics; 
reliability 

Introduction: The ability to identify components, modules and subsystems which are 
likely to fail will significantly enhance the availability of the system. This identification 
may lead to the replacement of the most vulnerable systems with systems that are sure to 
survive. This means that critical systems will function properly throughout their service, 
therefore reducing unscheduled maintenance. This is of particular interest to the Air 
Force and DoD where electronic systems such as, radar, and jammers are critical to the 
survival of the aircrew and aircraft in combat situations. 

Prognostic knowledge reduces the overall maintenance costs by moving from a preventive 
to a predictive maintenance scheme. The work presented here describes an approach 
which provides the necessary insight into the real-time status of the reliability of the 
electronic components, modules and subsystems. This approach utilizes the new idea of 
reliability prognostic monitor cells and standard boundary scan found in many current 
electronic systems. 

The reliability prognostic monitor cells are designed to be self contained predictors of 
impending circuit failure [1,2]. In this paper two such monitors are described, one for hot 
carrier degradation and another for oxide breakdown (also known as Time Dependent 
Dielectric Breakdown, TDDB). This paper also addresses how these prognostic cells can 
be integrated with the IEEE 1149.1 Standard Test Access Port and Boundary Scan 
Architecture and possible application scenarios for an electronic system. 

The prognostic cell capability is based on a library of monitor cells which have been 
designed to provide the diagnostic foundation for monitoring and assessing the reliability 
degradation experienced by the Application Specific Integrated Circuits (ASICs). Each of 
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the prognostic reliability monitor cells in the library has been designed to be capable of 
performing accelerated reliability tests, similar to those conducted at the wafer level for 
process monitoring. The prognostic monitors employ accelerated stress conditions to 
increase their rate of degradation as compared to the degradation of the functional circuit 
components. This acceleration provides assurance that the monitor will fail before the 
functional circuit. Including the monitors as part of the integrated circuit makes certain 
that the environmental conditions experienced by the integrated circuit (including 
fabrication, packaging, burn-in and operational conditions) are experienced by the monitor 
as well. This assures that variations in temperature and voltage for the monitor and the 
functional circuit elements will be the same. This is important as traditional methods of 
lifetime prediction are based on the conditions experienced by the integrated circuit up to 
insertion into a system. The proposed techniques take into consideration any impact the 
operating environment may have on reducing the lifetime of the integrated circuits. 

Incorporating the prognostic cells on-chip produces several requirements which are: the 
size of the prognostic monitors and any associated circuitry must be as small as possible; 
the power consumption of the monitor circuits must be minimal so as not to impact the 
operation of the integrated circuit; and the available power to the prognostic circuitry is 
limited to the integrated circuit supply voltage. With these requirements in mind, the cells 
were designed so that each monitor cell is composed of three sections: circuitry which 
introduces a stress to a test structure, a test structure which is under stress, and circuitry 
to monitor the degradation which has occurred. This configuration provides real-time 
degradation information to the system maintainer for use in proactive maintenance, as 
opposed to predicted lifetime values used for preventive maintenance. This methodology 
also provides the unique capability to reveal any impact to the system reliability resulting 
from changes due to the thermal, mechanical and electrical stresses which the system is 
subjected to during assembly, integration and operation. 

Prognostic Theory: The theory behind the operation of the prognostic cells may best be 
shown through the example of oxide breakdown. Figure 1 depicts the expected oxide 
lifetimes at varying electric fields for an intrinsic (diamond points) and a defective (square 
points) oxide. As may be noted from this figure, for a given electric field, the defective 
oxide will reach failure before that of the intrinsic oxide. For example, at a 5.0 volt supply 
voltage (line A in Figure 1), a lOnm oxide experiences a field of 5MV/cm. At this field, 
the intrinsic oxide has a lifetime around 6.24E+21 seconds, while the defective oxide has 
an expected lifetime of 6.24E+15 seconds. One may also see from this chart that an 
increase in the field across the oxide reduces the expected lifetime of the oxide whether it 
is intrinsic or defective. Based on this theory, if the prognostic monitors are placed at a 
higher operating field than the oxides of the functional circuitry on the chip, one may 
expect to see failure of the monitor cell before the actual integrated circuit in which the 
prognostic monitor resides. 
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Figure 1. Prognostic Theory. 

For example, an oxide prognostic monitor operating at a 9.0 volt supply voltage (point B 
in figure 1) and having a lOnm oxide thickness would be stressed at 9.0MV/cm. The 
intrinsic life ofthat oxide would be 2.76E+09 seconds, while the defective lifetime of that 
oxide would only be 2.76E+03 seconds. Both of the oxide lifetimes for this higher supply 
voltage are lower than the expected oxide lifetimes for the functional circuitry operating at 
a 5 volt supply voltage. Thus, even for the worst case scenario, that is where the 
prognostic cell oxide is intrinsic and the oxides of the functional circuitry are defective, the 
prognostic monitor will fail earlier than the functional oxides. 

Prognostic Cells: Figure 2 shows a block diagram of the prognostic monitor cells and 
the test methodology proposed by this research. By incorporating the prognostic cells 
into the IEEE Boundary Scan Test Access Port (TAP), the maintainer is provided with an 
easy means by which to read the status of the cells. The major components of this 
methodology are shown in the block diagram. They are the standard Test Access Port 
controller, the test circuitry for the prognostic cells, the static and dynamic hot earner 
prognostic cell blocks and the oxide breakdown prognostic cell block. 

TAP 

\     ' 1 
< ' < ' ' ' 

Static HC Oxide Breakdown Dynamic HC 

Figure 2. Prognostic Cell Functional Diagram. 
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The TAP controller integrates the prognostic process with a system level maintenance 
test bus. It provides the maintainer with a means to assess the current state of electronic 
circuit reliability. A methodology to assess the state of the prognostic cells through the 
TAP has been developed and simulated. This methodology provides an easy way for the 
prognostic circuitry to reside along with the functional circuitry without interfering with 
the normal circuit operation. 

The Oxide Breakdown Cell is shown in Figure 3. This circuit is composed of a gated 
clock buffer (transistors PI, P2, P3, P4, Nl, N2 and N3), a well bias generator 
(transistors P5, N4 and N5), and gate oxide failure detector (transistor P6, P7, N6, N7 and 
N8). 

VDD.' O- 
Enab!e_bar f_^> 

Syscltt [> 

VSSlO" 

O tddb_out 

Figure 3. Oxide Breakdown Cell. 

The clock buffer connects the gate of transistor P5 alternately between the power rail and 
ground. When the clock buffer is in the low state, the channel of P5 is charged to a 
voltage one N-channel threshold below the power rail. The well bias generator circuitry 
transfers charge from the power rail to the well, which causes the well potential to 
increase beyond the power rail potential. When the clock buffer is switched to a high 
state, the channel charge on P5 is driven into the well through the source/drain junctions. 
The charge injected into the well is shared with the gate oxide capacitor formed by N5. 
The P5 gate oxide is also being stressed, but at the clock duty cycle. As the clock driver 
switches alternately high and low, the potential on the well and the gate of N5 rises. 
Simulation results show that the well potential rises to about 9.0 volts within 100 lis, see 
Figure 4a. This voltage limit is determined by the threshold of N4, P5 and the forward 
junction drop of the source/drain of P5. The maximum well bias will be determined by 
the final manufactured threshold of the N-channel and P-channel transistors. 

Enable_bar is an active low signal that enables the well pump circuitry and disables the 
output sensing. P3 serves as an N-well isolator (P3 and P6 share the same well, which is 
isolated from the pumped well) so that the charge pumped well can be disconnected from 
the power supply rail during failure testing. Finally, Sysclk is the pulse clock source 
which may be almost any frequency on the order of 5.0 MHz or greater.  The clock can 
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be derived from an existing ASIC clock source or it can be supplied by a ring oscillator 
contained within the prognostic cells. 

To test the state of the cell, Enablebar is set to a logic high value. This disconnects P4 
from the power rail and the charged well slowly discharges through the reversed biased 
well junction, the source drain junctions and through the Fowler-Nordheim current in the 
gate oxide. Gate oxide failure for transistors N5 and P5 is detected via transistor P6. This 
is accomplished by connecting P6 in the following manner: the gate is connected to the 
pumped n-well, the source to the supply voltage and the drain to the sensing circuitry. 
As long as the test capacitors (N5 and P5) have no significant leakage, then P6 will not 
conduct, because the gate-source potential is greater than zero. If the gate oxide in either 
N5 or P5 has a breakdown, then the P6 drain voltage will be dragged to a potential that is 
determined by the threshold of N4 plus a forward diode drop. The result is that P6 will 
turn ON causing TDDBOUT to go high when the gate voltage drops a threshold below 
the 5.0 volt rail. Currently, there is no way to distinguish between a failure in N5 or P5. 

Since there are several normal leakage paths in this circuit, the charge condition of the well 
is a dynamic state when the clock driver is disabled. In order to obtain an accurate 
assessment of the condition of the gate oxides under test, it is necessary to time the 
testing of the output properly. If the output is monitored too quickly after disabling the 
clock driver, it may be possible to overlook a gate oxide failure that is high resistance on 
the order of 500KQ. On the other hand, a long delay may lead to erroneously assigning 
failure to a good test structure. An assumption was made that there will be very few 
cases where a failed gate oxide will exhibit a leakage resistance greater than about 500KQ. 
This was used as a basis for determining the minimum measurement delay for detecting a 
high resistance oxide failure. 

Simulations were run to determine whether a minimum delay time is required to guarantee 
that the "leaky" capacitor case is detectable. These simulations indicate that a minimum 
delay should be in the range of 50|i.s to unambiguously detect this case. In addition, it is 
necessary to recognize that the well bias will decay when the clock driver is disabled 
during testing. In order that a good gate oxide capacitor not be logged as defective, it is 
necessary to restrict measurement delay time to less than 1.0ms. This avoids junction 
leakage and subthreshold leakage caused bias discharge. 

This circuit has been simulated, as shown in Figure 4. The cell was subjected to stress 
during the intervals between 0 to 25 |xs and 50 to 75 |is while the oxide integrity was 
evaluated during 25 to 50 |is and 75 to 100 (is. The simulations of failed oxides were 
performed using a 500KQ resistor to short the oxide under stress to ground, while the 
simulations of good oxides have no resistor in place. Figure 4a shows the oxide 
prognostic monitor simulation results when the oxide is intact. The well bias approaches 
9.0 volts, while the output voltage remains at logic high. Figure 4b displays the 
simulation results for the case of a failed or leaky oxide. The well bias is seen to decay 
during the early portion of the test cycle and the output voltage pulses high for the early 
part of the test cycle, but is low during the time that the output voltage will be evaluated. 
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From this SPICE output, one may easily see that the operation of the oxide breakdown 
prognostic cell provides distinctive output for both the good and bad oxide. 

-Well Bias Output Voltage 
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Figure 4. Oxide Breakdown Cell Operation. 4a. The left picture shows a good oxide. 4b. 
The right picture shows a shorted oxide. 

The Dynamic Hot Carrier Cell is composed of two identical voltage controlled oscillators, 
as seen in Figure 5. In the proposed configuration, one oscillator is running whenever 
power is applied to the circuit. This oscillator is the device under test for this monitor, as 
its transistors experience degradation conditions whenever the IC is powered. The second 
oscillator is used as a baseline for the degradation, meaning that it is only turned on during 
a measurement cycle. Hot carrier degradation is characterized by a decrease in the 
mobility and an increase in the threshold voltage of the nmos transistors. As a result, the 
rise, fall and delay times of the voltage controlled oscillator are increased. This increase in 
the delay time is directly observed as a decrease in the oscillator frequency. The amount 
of degradation which has occurred may be assessed by comparing the frequency of 
oscillation of the two oscillators. 

VDD.'O" 

Osc_«nöb!e O 

Vo.c r> 

vss.'O- 

E>Vout 

Figure 5. Voltage Controlled Oscillator. 
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The Static Hot Carrier Cell is shown in Figure 6. The primary goal in this design was the 
ability to resolve relative differences in the saturation current between a test and reference 
transistor. The design is composed of a differential amplifier with one transistor under 
stress (DUT) and a second transistor unstressed (REF). The stress of this prognostic cell 
is performed under worst case hot carrier bias (Vds=Vdd, Vgs=Vds/2, Vs=0, Vsub=0). 
This cell will monitor changes in the mobility which are detected by a change in the drain 
current. The drain current is amplified by the differential amplifier and then fed into a 
current controlled oscillator. As in the dynamic hot carrier cell, degradation is assessed by 
comparing the frequency of oscillation between the DUT and REF transistors. 

VDD!<3" 

Bypass ß—^dF       f^-IF      ri 

Bias_3v \y 

DUT_su  [> 

vssiO 

REF_out 

D DJT_out 

<Q REF_su 

Figure 6. Static Hot Carrier Cell. 

Even though every effort was made to produce identical transistors for both DUT and 
REF, it must be recognized that there will be some differences between them due to 
process variations. It must also be recognized that the measurement cycle results in a 
small amount of hot carrier degradation to the transistors. However, both of the 
transistors will be exposed to identical amounts of degradation. Therefore, because of the 
process variations as well as the small degradation incurred during measurement, it is 
important to make an initial current measurement on both transistors before any stress is 
applied. Finally, in order to compensate for the possible existence of mobile ions the gate 
bias, Bias_3v, remains applied to the reference transistor during the stress cycles on the 
test transistor. Any threshold changes due to mobile ions will then effect both transistors 
in the same way. 

The test transistors are indicated in Figure 6 as Nl (DUT) and N3 (REF) and are 
interdigitated pairs of transistors. Interdigitated layout is used in all parts of this design 
where it is desirable to have good matched characteristics between the stressed transistor 
and the unstressed transistor as well as their respective current monitoring circuits. A 
similar interdigitated structure is used for the current mirrors which are used for the 
current measuring circuits. P2 and P3 form the current mirror for the DUT, while P4 and 
P5 form the current mirror for the REF. The sources of each of these transistors connect 
to the drain of a disconnect transistor (N2, for DUT, and N4 for REF). This provides a 
means for interrupting the current flow. Finally, PI is used to bypass the current mirror 
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in the drain of the stressed transistor during the stress cycles by placing the signal Bypass 
at ground. 

Stress is applied to only the DUT transistor by placing the control ports Bypass and 
REFsu to ground and the control port DUTsu to the supply voltage. The gate bias for 
both transistors is set to Vdd/2 for stress. Measurement of the drain current of the test 
transistors is accomplished by setting control ports Bypass, DUTsu and REFsu to the 
supply voltage. The gate bias remains set to Vdd/2 because it does not matter what the 
gate bias is for measurement of the drain current provided that the gate bias is greater than 
the threshold voltage. The drain current measurement is performed by alternately 
connecting REFout and DUTout to the current controlled oscillator. 
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Figure 7. Static Hot Carrier Cell Simulations. 

Figure 7 depicts the SPICE simulation results from the static hot carrier cell. This figure 
shows the output of the current controlled oscillator for both the DUT and REF 
transistors. One may see that the DUT transistor has a lower frequency than the REF 
transistor, thus showing hot carrier degradation has occurred. The simulations were 
performed using a degraded SPICE model for the DUT transistor. The SPICE model 
parameters were obtained from measurements on both hot carrier stressed and unstressed 
N-channel transistors. 

Applications of Prognostic Techniques: This work has demonstrated that a diagnostic 
capability will be provided to the system maintainer by having the prognostic monitor 
cell design included in the ANSI/IEEE Standard 1149.1 internal scan control chain. This 
will provide a common built-in-test architecture to enable the tracking of end of life failure 
mechanisms such as oxide breakdown and hot carrier degradation. When these prognostic 
reliability cells are added into ASIC systems, visibility into the physical environment and 
access to the reliability characteristics of the host system are established. 

In the field, prognostic monitors provide a vehicle for assuring that systems used for 
highly critical applications are not going to fail.  Using the Boundary Scan Test Access 
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Port, the system maintainer is able to query the state of the prognostic monitor, 
determining the likelihood that the functional blocks of the circuit will continue to 
function and allow for mission success. 

Another plausible scenario for use of these prognostic cells is the evaluation of new 
circuit packaging schemes. In this scope simple specialized reliability test chips would be 
created and packaged for monitoring and evaluating the new packaging environments. The 
results would provide the manufacturer with feedback on the reliability implications of 
the proposed packages and system designers with knowledge useful before committing 
the design to fabrication. 

Conclusions: The use of prognostic techniques will improve the ease of use of reliable 
electronic systems; reduce the cost associated with the extended use of systems; and 
reduce the effects of electronic failure on operational performance. Through predictive 
maintenance, costs are reduced while the availability, reliability and maintainability of the 
systems are increased. Finally, the maintainer is provided with a prognostic capability, 
through the use of a maintenance test bus, which will provide a go/no go status on the 
state of the reliability of the microelectronics in the system. 

This paper has described prognostic reliability monitor cells for oxide breakdown and hot 
carrier degradation as well as a measurement methodology for these failure mechanisms. 
Prototype prognostic monitor cells for oxide breakdown and hot carrier degradation (both 
static and dynamic) have been designed and simulated. Extensive SPICE simulations 
demonstrating cell functionality and the ability to monitor degradation have been 
performed. This implementation should allow for the measurement of frequencies up to 
100MHz with 16-bit resolution. 

This work is still in its infancy. The prognostic cell performance must be verified by 
incorporation into an ASIC design. An in-house Arithmetic Logic Unit (ALU) design has 
been chosen for this next step. Once fabricated, the ASIC will be placed on an 
operational test and the prognostic cell information correlated to the ASIC failures. The 
testing will provide feedback on the appropriate degradation threshold and define the 
relationship between the degradation or failure of the prognostic monitors and the 
functional circuitry. 
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HIGHLY EFFECTIVE REAL TIME ADAPTIVE HOLOGRAPHIC 
INTERFEROMETRY AND APPLICATION TO NONDESTRUCTIVE 

TESTING IN MACHINERY 
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Abstract: This paper provides a overview of developments and progress in 
interferometric monitoring of diffusely reflective objects and potential applications to 
machinery. An assessment is made of current interferometric capabilities in monitoring 
of vibration modes, residual stress, and defects. The new highly effective dynamic 
hologram technique of adaptive interferometry monitoring of diffusely reflective objects 
are described. Application of this method for the visualization of displacements by 
vibration of diffusely reflecting object has been performed. Potential application of this 
technique to measure the residual stress in a welded joint and defect monitoring is 
discussed. 

Key Words: adaptive interferometry of diffusely reflective objects; defects? high 
interference contrast; non contact monitoring in real-time displacements, residual stress. 

INTRODUCTION: Application of real time interferometry to nondestructive testing of 
machinery is one of the challenging problem of contemporary engineering. The basic 
principle of interferometric methods is based on non-contact sensing of displacements 
which leads to visualization of defects vibration modes and stress. In machinery almost 
all monitored objects have diffusely reflective surfaces (non mirror-like). Unfortunately a 
small interference contrast of diffusely reflected objects using contemporary hologram 
interferometry technique inhibits applications of these methods to nondestructive testing 
problems of machinery. The most contemporary potentially powerful method of electro- 
optic holography, also known as electronic holography EH, is the method based on recent 
advances in hologram interferometry, speckle metrology, and computer technology is not 
applicable in real time to vibrating object measurements when object vibrates and moves 
simultaneously or vibration modes fluctuate in time. In an ideal vibrating case (no object 
movements and no fluctuations in time) EH method based on capture of series of 
interferograms using CCD camera , computer storage and decoding after some delay 
time. Unfortunately EH method produced low contrast interferogram of diffusely 
reflected objects (Fig. 1). For these objects however the interferograms need to be seen in 
real time with high contrast. The real time objects monitoring which based on surface 
displacements measurements under high energy influence such as laser shout, ballistic 
problem in military etc. needs reliable non-contact real time metrology. To our 
knowledge no such systems for diffusely reflected objects monitoring exist. The new 
technique of highly effective dynamic grating has been proposed for read and readout of 
highly contrast adaptive holographic interferogram of diffusely reflective objects in real 
time. The advantage of this technique is that it provides continuous, high contrast 
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Fig. 1. Typical electronic holography fringe pattern of diffusely reflected object. 

Fig. 2 Anisotropie selfdiffraction of reflection type grating 
A - grating space, In - nondiffracted intensity beam, Id - diffracted 
intensity beam, a and b - vector amplitudes of initial optical  I waves. 
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diffusely reflective objects monitoring in real-time and has potential to be a portable 
device. This technique uses low power He-Ne laser and a photorefractive storage crystal. 
This leads to reliable and cost effective solution for nondestructive monitoring of 
machinery. Application of this method for the visualization of displacements by vibration 
of a diffusely reflecting object has been performed. Some observation on technological 
gaps and problems to be solved such as measurement the residual stress in welded joint 
and defects monitoring in metal are discussed. 

REGISTRATION SENSOR PHILOSOPHIES: The ideal optic registration element 
ORE for real time adaptive interferometry should have high diffraction efficiency, high 
ratio Isignai/Inoisc (high interference contrast), high resolution, low time response, high 
photosensitivity, no pretreatment before writing, erasing, reading, storage; unlimited 
number of cycles without optical degradation, easy to operate, small size, reliable in 
harmful environmental condition, low cost. 
In the last two decades the progress in optical engineering was achieved in research and 
development of new optical materials for ORE based on reversible (reusable) 
photorefractive crystals and polymers [1]. Unfortunately industrial applications of these 
materials have been inhibited because non-fulfillment of ideal requirements listed above. 
The most sensitive photorefractive crystals sillenite family have 10"3 J/cm2 holographic 
sensitivity compared with silverhalide photomaterials1 and smallest response time 
among all photorefractivity but unfortunately have small diffraction efficiency in the 
range of 0.1% - 1% [1], [2], [3]. In practical using it causes application of high electrical 
fields (6.000-10.000 V/cm), decreasing the ratio ISignai/Inoise, creates optical damages in 
crystal. This is impractical for optical devices developments [4] and dramatically inhibits 
applications of ORE for noncontact monitoring. The highest diffraction efficiency 
photorefractive crystals such as LiNb03, BaTi03 have long response time, and small 
holographic sensitivity. It causes application to long time storage and does not applicable 
to on line monitoring. The shortest response time bacteriorhodopsine polymer films have 
small diffraction efficiency in the range of 1 % - 6 % [5], The thermoplastic materials 
needs pretreatment like as heating, electrical field application (kilovolts) and have small 
number of cycles [6]. All these materials have small space resolution which causes a 
small contrast in interferogram of diffusely reflective objects. One can see these 
materials can not fulfill to ideal ORE requirements and not reliable for development of 
optical devices for real-time adaptive interferometry of diffusely reflective objects. The 
aim of this paper is to develop and design a reliable ORE usable for optical applications. 

THEORY: Using tensor-vector algorithm [6] in geometry of two counterpropagated 
waves Fig.2 for photorefractive crystals symmetry 23 (BSO, BGO, BTO) amplitude of 
reflected wave is: 

a(zo) = [Ma° + (Maa
0Mbb

0*)no3zokoFRMbb
0]exp(ik0n0z0) (1) 

where: 
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-are optical activity matrices (2) 

R=r14 (3) 

a , b - are initial amplitudes of optical waves, (p = Grio Zoko/2 -is optical activity rotation 
angle, G=G0I - is gyration pseudotensor, I - is unit matrix, G0- is gyration parameter, 
n0=(s )' - is crystal refraction index, z0- is crystal thickness, k0=2it/\0 - is vacuum wave 
number, X0 - is vacuum wave length, 

-10   0 

0     1    0 

0 0 0 

R- is tensor of linear electrooptic effect in crystallographic axes(l 10),(110),(100), 
F= Ed(l + Ed/Eq)I0, Ed= 2nKT/Ae - is diffuse field in crystal, K- is Bolzman's constant, T 
- is temperature, e - is electron charge, Eq = 2eNA A/er - is space charge field, NA - is 
trap density in the crystal volume ^ - is static dielectric permittivity, I0 =[Maa

0]2 + 
[Mbb

0]2 -is counterpropagated waves intensity. When grating are formed by orthogonal 
waves a0 = (ah0 ,0), b° = (0,b2,0) 
parameter Maa° Mbb°* * 0 in equation (1) and vector outgoing wave is: 

a(zo) = aL + a NL (4) 

where aL = Maa exp(ikonoZo) - is nondiffracted vector component of outgoing wave, 
3NL = [(Maa°Mbb°*)ßMbb°] exp(ikonoZo) is diffracted component of outgoing wave, In = 
(aLaL*) is intensity of nondiffracted wave, Id = (ama^,*) is intensity of diffracted wave, 
where ß = rnr^'koZoF. Analyzing (1) and (2) one can obtain aL ± a^ That means that 
polarization transformation of initial linear polarization waves is present. In this case the 
intensities of outgoing waves are: 

Ia(zo) = a(zo) a*(zo) = |a°|2(l + [ß |b°|2sin2cp]2) 

Ib(0) = b(0) b*(0) = |b°|2(l - [ß|a°|2sin2(p]2) 
(5) 

If we introduce the diffraction efficiency as: u = (| a(zo)[2 - |a°|2) |b°| "2 

we can obtain 

H = (ß|bTsin2(p)2|a0|2|b°r2 (6) 
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EXPERIMENT: 
Set up of experiment is presented on Fig.3. Using equation (2) for amplitude a(zo) wave 
coming through linear polarizer P(a): 

aout = P(a)a(zo) (7) 

where      P(a) = T (a) P(0) T(a)"1 , P(0) - is matrix of linear non- ideal polarizer 

P(0) = 
K, 0 0 
0 K2 0 
0 0 0 

(8) 

where K,andK2  are major transmitting axis coefficients, T (a) is rotated matrix 

T(o) = 
cosa -sina 0 
sina cosa 0 

0 0 1 
(9) 

Matrix P(a) is calculated as 

P(cO 

K!COS2a + K2 sin2a 

(K| -K2) sina cosa 

0 

(K, -K2) sina cosa 

K| sin2a +K2cos2a 

Matrix P(a) can be presented   as P(<t>) = Pi+P2 

where   a= $ + n/2 is optimized parameter 

Pi = 

sin2<|> - sin(j)cos(|) 0 

sin<|> cos(|) cos2<|) 0 

0 0 0 

K, 

(10) 

(11) 
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5 

Fig. 3. Sketch of the experimental set-up of adaptive interferometer. 
1- CW He-Ne laser; 2, 11- mirrors; 3 - semitransparent mirror; 4 - beam 
expander; 5 - diffusely reflected vibrated surface (loudspeaker);6 -electric 
generator; 7, 12- lenses; 8,  10,   13- polarizers;   14 - CCD camera; 
15 - computer 
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and 

Using (11) we have 

COS2(j) sin<() cosij) 0 

p2 = sin<j) cos<() sin2(j) 0 

0 0 0 

Pi Ma a(zo) = 0 and 

„sc=P2 VIa a(zo) = a. K2(cos(|), sin<t>, 0) 

K, (12) 

(13) 

Equation (11) describes the nondiffracted optical vector to be transmitted through 
nonideal polarizer and is called as noise optical vector. Diffracted vector signal can be 
calculated as 

(14) acif = P(«j>) (M^Hb^K'zokoFRMbb0 

Using (13) and (14) we find out that adif 1 a„, 
Taking into account that aout = adif + anoisc 

and 

lout (3dif + anoisc) (a^f + »noise)* ~ Isignal +Inoisc 

where Isignal - adlf adir* and  Inolsc= anolsc anoisc* 
The ratio Isignai/InoiSC is: 

Isignal/Inoise =   ( ß|b°|2Sin2(f> K,/K2 )2 

(15) 

(16) 

Using perfect polarization calcite prism ( Kj/K2)
2 = 106 we can increase the ratio 

Isignai/Inoise (16). This ratio can be optimized at 2cp = n/2. The rotating angle (p depends 
on product of specific optical activity p and crystal thickness z0 

<P = PZo 

where p = Gn0
3ko/2. In our experiment for BTO crystal it gives Zo = 7.5 mm at X = 

0.632|um, and z0= 4mm at X = 0.514 jum. For BSO crystal it gives ZQ = 1.28 mm at X = 
0.514 |im. The diffraction efficiency parameter \x (6) depends dramatically on trapped 
density centers NA (Fig.4). In experiment we have = 67 % for doped and radiated BTO 
crystal. Using Fig.4 we can estimate NA = 5.2* 1016 cm"3. This crystal provides good 
quality interferogram of diffusely reflected vibrated membrane (Fig.5). A high contrast of 
interferogram is presented on Fig.6. Interference contrast m of this image in row # 539 is 
0.973, where m= (Imax- Imin) (In „)" 
Proposed adaptive holographic interferometer is able dramatically increase   the ratio 
■^signal'^noise of interferogram Fig. 1 which was made using EH technique 
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Fig.5. Adaptive real time interferogram of diffusely reflected vibrated membrane 

00        1000 

Fig.6. Intensity distribution of row # 539 of interferogram on Fig. 5. 
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CONCLUSION: 
A high effective adaptive grating based on doped and radiated BTO crystal has been 
made. The high interference contrast of image allows to monitor the displacements of 
diffusely reflected object such as loudspeaker membrane in the real time. Method has 
good potential applications for defect monitoring and residual stress testing in machinery 
on line and can be portable and low cost. The advantage of proposed method in 
comparison with EH monitoring of diffusely reflective objects has been demonstrated. 
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HIGH RELIABILITY ACCELEROMETERS FOR USE IN SHIPBOARD 
CONDITION ASSESSMENT SYSTEMS 

Richard M. Barrett, Jr. 
Wilcoxon Research, Incorporated 

21FirstfieldRoad 
Gaithersburg, MD 20878 

Abstract: The Pentagon has required that US Naval fleet operation and maintenance be 
reduced 40% relative to 1992 expenditures. This directive has initiated a reevaluation of 
condition assessment technology purchased Navy sea systems. Commercial-off-the-shelf 
(COTS) equipment is envisioned to reduce costs and leverage the latest industrial 
technology for military purposes. However, Navy condition assessment programs must 
review the lessons learned in the industrial sector with respect to accelerometer system 
reliability. The paper below describes accelerometer data quality, reliability and 
survivability considerations. Mechanical and electrical environmental effects are 
described with respect to sensor performance. Cabling and mounting issues are discussed 
as part of the total accelerometer system. 

Key Words: Accelerometer; accelerometer cabling; accelerometer mounting; 
commercial-off-the-shelf (COTS); condition assessment; piezoelectric sensor; vibration 
analysis 

Introduction: Condition assessment programs are being integrated into maritime fleets 
worldwide. These programs use vibration systems to determine mechanical condition of 
shipboard machinery, protect equipment from catastrophic damage, and provide 
diagnostic information for operation and machinery improvement. This technology has 
been proven to increase machine reliability, vessel safety and lower operational costs. 

A key element of any vibration based condition assessment program is the piezoelectric 
accelerometer. The piezoelectric accelerometer, a device born from early navy test and 
detection programs, is meeting the new application challenges on the modern fleet. These 
challenges include high temperatures, steam, electromagnetic interference, physical abuse 
and cost containment. When selecting shipboard accelerometers data quality, reliability, 
and long-term survival are paramount to an effective assessment program. 

In the past custom accelerometers were designed for multi-general purpose ship-board 
applications. This was in response to specific military test requirements and vendor 
driven performance specifications. The result has dramatically increased costs relative to 
commercial products of similar design and construction. The military now realizes that in 
many applications COTS (commercial-off-the-shelf) technology can now be leveraged to 
provide a viable solution at much lower prices. With respect to accelerometers, the 
military can now take advantage of the lessons learned by manufacturers of industrial 
sensors systems. 
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Vibration System Reliability and Data Quality: Vibration system performance 
depends directly on the reliability and data quality provided by the vibration sensor and 
signal transmission system. Naval vessels, like most industrial plants, use permanent 
accelerometers in critical and dangerous areas. The balance of measurements are usually 
taken with portable equipment. Portable measurements can compromise high frequency 
data quality due to sensor mounting limitations. 

Data quality on the balance of ship systems machinery is being improved through the use 
of sensors specifically designed for portable measurements and permanent installations of 
lower cost COTS sensors. Data quality is also improved by preventing environmental 
effects from interfering with the output signal. These effects include electromagnetic 
interference, thermal transients, mechanical strains, and distortion from high frequency 
mechanical noise. 

Reliability depends on the sensor linearity, operational performance and stability. Long- 
term survival of the sensor is directly related to its insusceptibility to both mechanical and 
electrical failure. Mechanically rugged sensors must withstand chemicals, salt spray, 
excessive shock and the physical abuse common on shipboard equipment. Electrically 
robust sensors are required to survive EMI pulses, high temperatures, and thermal 
cycling. 

Sensor system design and selection has traditionally been based on satisfying ambient 
performance specifications and meeting installed cost targets. However, experience has 
shown that the physical environment of the application can be the primary determinant of 
long-term system performance and cost effectiveness. Sensors and connection systems 
are in direct contact with the machine environment. If the materials and construction used 
in the system cannot withstand the environment they will fail. Sensor system failure will 
result in costly replacement and reinstallation. Indeed, almost one-third of the investment 
of a permanently installed vibration system, commercial or military, is allocated to 
installation labor. It is a matter of simple economics to calculate the cost a "free" 
warranty replacement adds to the present cost of a sensing channel. 

Similarly, the electronics contained with-in the sensor must also withstand the 
environment. The primary detrimental effects on electronics are high temperatures and 
electromagnetic events. These factors may cause signal degradation long before failure. 
Poor data quality can increase costs due to unnecessary analysis and rework. Of course 
the most significant impact to overall cost would be the failure to provide warning of a 
developing fault. Losses in terms of both machinery repair costs and personnel safety 
can easily dwarf the investment of the entire vibration system. 
The only way to avoid these catastrophic costs is to do the job right the first time. 
Therefore it is essential that the system be chosen for long-term environmental survival. 

272 



Sensor Survival in Harsh Ship-board Environments: Steam turbine, gas turbine, 
diesel engine, lubrication and bilge systems all require accelerometer installations built to 
survive. Installation considerations include component selection, location and cable 
routing, and system expandability. Material considerations for sensor housings, cabling 
and connectors are high temperatures, steam, harsh chemicals, lubrication fluids and salt 
water. 

Steam can cause overheating, sealing problems and induce signal overload. High 
temperatures can significantly shorten the life of electronic circuitry and place constraints 
on material selection. Harsh chemicals such as cleaning agents can attack many 
materials. Salt water can produce severe corrosion on many metals including some 
stainless steals. Ship-board sensors require advanced materials and sealing technology. 

Environmentally Rugged Sensor Systems: Materials and Construction: Application 
differences coupled with instrumentation needs may require the use of a variety of 
sensors. However, some design factors are common among sensors throughout many 
environments. Proper material selection is critical to prevent component degradation. 
Additionally, design construction can positively effect issues such as long-term sealing, 
ease of installation and removal during machine repair. 

Sensor Housings: Materials and Sealing 

Sensor housings enclose the sensing element and protect the internal electronics. These 
enclosures are directly exposed to the worst parts of the machine and must be carefully 
selected. Type 316L stainless steel provides superior corrosion resistance and has 
excellent weldability. Originally developed to resist sulfurous acid compounds in sulfite 
pulp mills, it has become standard for high corrosion environments."1 Other steels such 
as Type 303 have exhibited pitting corrosion in salt water environments. 

The seals used on the sensor enclosure are absolutely critical. Naval accelerometers 
require the same sealing and environmental control technology as aerospace electronic 
hardware. Hermetic seals are required to prevent both liquid and gas entry into the sensor 
and degradation of the environment manufactured into the sensor. Effective seals are 
critical to resist entry of lubricating fluids and water. Retention of the "internal 
environment" of low humidity inert gases is critical for high temperature survival in 
steam areas. 

The military restricts the classification of hermeticity to metal-to-metal and glass-to-metal 
fusion seals. Welded steel housings and glass sealed connectors provide the sealing levels 
required for hermeticity. Epoxy and "0"ring seals are improving but cannot be termed 
hermetic. We recommend that the level of hermeticity be tested on each sensor using 
helium leak testing. Such testing prevents invisible weld cracks and connector leaks from 
compromising reliability. No industry standard for sensor leak rates has been written, 
however Wilcoxon uses 10"8 cc/sec of helium as an internal quality assurance 
requirement. 
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Connector Configuration: In harsh environments, cables are the first item to be damaged 
by fire and other operational hazards. Therefore hermetic connector designs are usually 
preferred over integral cables. The use of a connector ensures sensor integrity even if the 
cable is destroyed. It is also easier and far more cost effective to replace a damaged cable 
(or sensor) than a sensor with an integral cable. Modularity lowers vibration system 
maintenance costs. 

Connectors may be located on the top of the sensor (top-connector) or on the side (side- 
connector). Side-connector sensors generally have a lower profile. This can increase 
reliability reducing the amount of physical damage to which the connector is physically 
exposed. Many designs also use a captive bolt through 
the center of the sensor for ease of mounting and radial 
connector orientation. 

Low profile sensors are also recommended in areas 
where a top-connector would interfere with machine 
access during maintenance and cleaning. This prevents 
service personnel from having to remove the sensor 
(best case) or "cut" their way through cable (worst 
case!). The bolt-through design offers the additional 
advantage of allowing the cable to be easily oriented 
along the bearing. After the cable is positioned in the 
desired direction the captive bolt locks it in place. This 
makes a "cleaner" installation without the use of 
mounting shims or multiple hole mounting bases. Top 
exiting sensors are usually less expensive and can be 
used in areas that are not as confining. 

Figure 1: Wilcoxon 786A 
top-exiting and 78/'A bolt- 
thru style Accelerometers 

Sealed Mating Connectors: Sealed (Splash-proof) connectors were originally designed to 
overcome long-term integral cable sealing failures discovered in the paper industry. 
These connectors use "0"ring and other compression seals to prevent fluid from entering 
into the connector interface. Non-dielectric silicone grease is applied to both the sensor 
and mating connector during assembly to fill voids and prevent any vapor pressure from 
developing. Some designs can be used in submerged locations. 

274 



f 
Ol 

Figure 2: An older Wilcoxon 793S and a modern 797 with R6SL sealed 
connector 

Sealed Connector and Cable Materials: The materials used on sealed connectors and 
cables must withstand high temperatures, humidity and a variety of process chemicals. 
Flouropolymer based insulator materials such as Teflon®, Tefzel®, and Viton   are 
recommended for these harsh industrial applications. Other cable materials such as 
polyurethane, polyethylene, nylons and neoprene have exhibited many problems in hot 
humid environments. 

Flouropolymers are highly resistant to most non-flouridic chemicals and provide 
unparalleled temperature capabilities. Their abrasion resistance and durability are also 
excellent. Teflon grades are the most common can be used in applications as high as 250 

°C (480 °F). Tefzel is similar in composition and exhibits excellent radiation resistance 
in nuclear applications. Viton is an elastomeric flouropolymer used for "O" rings and 
sealed cable boots. 

Cable Design: Shielded-twisted-pair cables are the most common in vibration monitoring 
systems. They consist of a twisted-pair surrounded by a braided and/or foil shield. 
Signals are carried on the twisted pair and isolated from the electrical shield. The 
combined outer braid and conductor twist greatly attenuates electrical and magnetic 
interference signals. Shielded-twisted-pair cables readily mate with terminal blocks 
commonly found on most junction box and other signal interfaces. It is also important 
that stranded conductors should be used. Excessive vibration can fatigue solid core wire 
until failure. 

Environmentally Rugged Sensor Systems: Sensor Electronics: Innovations in the 
design of COTS industrial accelerometer amplifiers have been driven primarily by the 
needs of the paper industry. Many of these developments were intended to increase 
reliability in this demanding environment. In general sensors designed for paper or steel 
roll process measurements will be more than adequate for ship-board measurements. 
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Long-term Temperature Survival: High temperatures can greatly reduce the life of 
electronic circuitry. Newer generations of amplifier designs, such as the Wilcoxon 

FireFET9 series, are specifically designed for long-term use at high temperature. Use of 
such technology can be critical at some gas and steam turbine locations. 

Amplifier Protection Circuitry: Survival in harsh environments requires a variety of 
protection circuit to be built into the sensor amplifier. Electrostatic discharge protection 
is the most critical near arc producing machinery and weld operations. Transient voltage 
suppressers prevent catastrophic or incremental amplifier damage due to most 
electrostatic discharge (ESD) events. 

Reverse-Wire protection is recommended in multipoint installations where miswiring can 
be a problem. This protection circuit prevents damage if the cable leads are reversed. 
Sensors without protection usually fail and are non-repairable. Overcurrent protection is 
also available on many sensors. This circuit prevents damage if too much current is 
applied to the sensor. Fortunately, most vibration monitors provide standard-current- 
powering (SCP) and limit the current to the sensor. 

Finally, overload protection is necessary to both improve signal quality and prevent 
amplifier failure from excessive shock. The feature is required for all accelerometers 
located near steam leaks, cavitating pumps and high-speed gear boxes. The noise 
generated by such machinery can contain tremendous amounts of high frequency energy. 
This energy once detected by an 
accelerometer can easily exceed the 
amplitude measurement range of 
the sensor. Over-excitation o 
produces intermodulation I 
(washover) distortion and causes |j 
false low frequency readings. Very      S 
large "ski-slopes" usually dominate 
the spectrum of an overloaded 
accelerometer. Overload protection 
circuits filter very high frequency 
signals before they can affect the Figure 3 - Large "ski slope " response produced 
amplifier. All PiezoFET® by a ^ mV/g accelerometer on a cavitating 
amplifiers contain this circuitry.[2] PumP rSe "ski sl°Pe " response produced by a 

100 mV/g accelerometer on a cavitating pump 

Environmentally Rugged Installation - Sensor Mounting: Mounting is critical for 
both data quality and long-term system integrity. In harsh environments finding the 
proper sensor location and achieving mount quality can be a difficult task. Mounting 
location and position of the sensor will depend on the machine construction (e.g. type of 
bearing) and data requirements. Installation technique can be effected by the work 
environment and location access. 
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The mounting location in harsh environments should follow normal practices common to 
the industry. For example, on heavily loaded bearings the sensor should be located in the 
load zone.   However, high temperatures, chemical spray and other factors can greatly 
complicate the installation. Sensor mounting locations should be carefully planned 
before installation. 

Stud mounting: Stud mounts maximize the sensor response and are the best long-term 
installation choice. However it is critical that proper mounting technique is used. Proper 
techniques maximize data quality and reduces the chance that a sensor will be knocked 
into the machine. Stud mounting requires that the machine location be spot-faced, drilled 
and tapped. Installation tools are available that can both face and drill in one operation. 
The use of such tools will insure that the drill hole is perfectly perpendicular to the spot 
face created by the end mill. The cutting tool should be made of a high speed steel for 
long term survivability and re-sharpening capabilities. Avoid carbide tipped tools which 
often crack when the rotating end mill makes contact with the machine surface 

When attaching the sensor apply a thin layer of Loctite Depend® epoxy between the 
machine surface and the accelerometer. Loctite Depend is a "no mix adhesive" that 
utilizes a spray activator. Torquing the accelerometer will force the adhesive into any 
surface imperfections and out from around the base of the accelerometer. Acting as both a 
"coupling agent" and a thread lock, the adhesive improve high frequency data and mount 
security.[31 

Use of Magnetic and Adhesive Mounting Pads: Magnetic pads provide a location for use 
with flat magnets commonly used in Navy portable measurements. Adhesive pads allow 
sensors to be permanently mounted in locations that cannot be drilled and tapped. One 
side of the pad is grooved or abraded for adhesion to the machine. The other side is flat 
for a magnet or contains a tapped hole/integral stud for direct coupling to the sensor. 

Adhesive pads are used successfully in the harshest environments. However, the surface 
must be properly prepared to increase adhesion. Generally this means the mounting 
surface must be flat, abraded, and clean of oil and debris.[4]  The proper adhesive must 
also be selected to ensure environmental survival. Lord Chemical Versilock®406 has 
proven very successful. It has been used in the paper industry for many years and shows 
remarkable resistance to chemical and thermal degradation.ISI 

Environmentally Rugged Installation - Cable Routing: Intelligent cable installation 
can improve system reliability and ease operational maintenance. Cables should be routed 
to minimize electrical interference and reduce the possibility of physical damage. One 
way to decrease physical damage and improve plant safety is to leave machine entry ways 
uncongested. The use of low-profile sensors encourage a "cleaner" installation by 
allowing the cable to be routed closely along the bearing housing. 
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Teflon cables are very durable and can be routed with tie wraps along oil lines, railings, 
and other support structures. Tie wrap installations are easier to retrofit and trouble-shoot 
than conduit. When using tie wraps, Tefzel is recommended. Although nylon tie wraps 
are less expensive, they exhibit severe degradation in some applications. Finally, do not 
tie wrap to power lines! Route cables away from high voltage lines and motors to reduce 
signal interference. When necessary, cross high voltage lines at right angles. 

Conduit is required in some locations, however, the added cable protection does not 
always justify the expense. If conduit is used it must be properly installed and 
maintained. Poor conduit runs can easily provide a water line directly into a termination 
and other electrical boxes. Cable and conduit should enter the bottom of electrical 
enclosures to prevent water from being piped into the box. 

Conclusion: COTS technology suitable for ship-system condition assessment 
installations must be acquired based on many years of harsh environmental experience. 
Growth of maritime accelerometer installations will further highlight the importance of 
data quality, reliability, and long-term sensor survival. 

The ship-board environmental requirements are the primary determinant for sensor 
selection and reliability. Use of flouropolymer cables and 316L stainless steel sensor 
housings are recommended to resist sea water, corrosive chemicals, lubricants and 
survive higher temperature machinery. Submerged and lubrication intensive sensor 
locations also require expert sealing technology to prevent fluid entry into the sensor. 
Indeed, survival in the some ship-system environments requires the same level of sealing 
and quality assurance techniques as the latest orbital electronics technology. 

Finally, sensor location and cable routing can make the difference between a reliable 
program and continuing problems. Use of low profile sensors to clear machinery entry 
areas will reduce sensor damage during maintenance. Smart cable routing will ease 
maintenance and improve signal quality. 

[1] "Carpenter Stainless Steels", Carpenter Technology Corporation, 1987, p.45 
[2] Barrett, Richard M. "Low Frequency Machinery Monitoring: Measurement 

Considerations", P/PM Technology , 12/93, pp. 23-31. 
[3] "Accelerometer Installations in Extreme Industrial Environments" Richard Barrett, 
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[4] "Model 793 Industrial Piezoceramic Accelerometer Installation and Operation Guide" 
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[[5] Versilok® modified structural adhesive, Lord Corporation, Industrial Adhesive 

Division, Eire, PA 
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OPTICAL FIBER SENSORS FOR STRAIN MEASUREMENT IN HIGH-PRESSURE 
AIR COMPRESSOR BOLTS 
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Abstract: Optical fiber sensors have found numerous applications in industrial, 
military and commercial sectors in the last two decades. We discuss the principle of 
operation of two basic types of fiber optic sensors for on-line strain measurements. 
Interferometric and grating-based sensors are evaluated on the basis of simplicity of 
fabrication, signal processing techniques, strain resolution and cross-sensitivity to 
temperature fluctuations. Extrinsic and intrinsic Fabry-Perot interferometers and Bragg 
and long-period gratings are investigated to determine their feasibility for potential 
strain measurement in high-pressure air compressor bolts. 

Key Words: Gratings; Interferometers; Optical fiber sensors; Strain measurements. 

Introduction: Strain measurements using optical fiber sensors in both embedded and 
surface-mounted configurations have been reported by researchers in the past [1,2,3]. 
Fiber optic sensors are small in size, immune to electromagnetic interference and can 
be easily integrated with existing optical fiber communication links. Such sensors can 
typically be easily multiplexed, resulting in distributed networks that can be used for 
health monitoring of integrated, high-performance materials and structures. Optical 
fiber sensors for strain measurements should possess certain important characteristics. 
These sensors should either be insensitive to ambient fluctuations in temperature and 
pressure, or should have demodulation techniques that compensate for changes in the 
output signal due to the undesired perturbations. The sensor signal should itself be 
simple and easy to demodulate. Nonlinearities in the output demand expensive 
decoding procedures or require pre-calibrating the sensor. The sensor should ideally 
provide an absolute and real-time strain measurement in a form that can be easily 
processed. For environments where large strain magnitudes are expected, the sensor 
should have a large dynamic range while at the same time maintaining the desired 
sensitivity. 

We discuss the operation of interferometric and grating-based optical fiber sensors for 
strain measurements. Extrinsic and intrinsic Fabry-Perot interferometers and Bragg and 
long-period gratings are investigated to determine their feasibility for potential strain 
measurement in high-pressure air compressor bolts.  Each of the four sensor types is 
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first detailed individually. Particular attention is paid to the operating principle, sensor 
fabrication, strain sensitivity and dynamic range, cross-sensitivity to temperature and 
transverse strain components, and signal demodulation techniques. This performance 
comparison is then used to down-select sensors for final tests. 

Extrinsic Fabry-Perot Interferometric Sensor: The extrinsic Fabry-Perot 
interferometric (EFPI) sensor, proposed by Murphy et al., is one of the most popular 
fiber optic sensors used for applications in health monitoring of smart materials and 
structures [3]. As the name suggests the EFPI is an interferometric sensor in which the 
detected intensity is modulated by the parameter under measurement. The simplest 
configuration of an EFPI is shown in Fig. 1. 
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Fig. 1. The extrinsic Fabry-Perot interferometric (EFPI) sensing system. 

The EFPI system consists of a single mode laser diode that illuminates a Fabry-Perot 
cavity through a fused biconical tapered coupler. The cavity is formed between an 
input single mode fiber and a reflecting single mode or multimode fiber. Since the 
cavity is external to the lead-in/lead-out fiber the EFPI sensor is independent of ambient 
temperature fluctuations and transverse strain. The input fiber and the reflecting fiber 
are aligned by using a hollow core silica fiber. For uncoated fiber ends, a 4% Fresnel 
reflection results at both ends of the cavity. The first reflection, Ri, called the reference 
reflection, is independent of the applied perturbation. The second reflection, R2, termed 
the sensing reflection, is dependent on the length of the cavity, d, which in turn is 
modulated by the applied perturbation. These two reflections interfere (provided 
2d<Lc, the laser diode's coherence length) and the intensity I at the detector varies as a 
function of the cavity length, 

I = I0cos(4£d), (1) 
I 

where, Io is the maximum value of the output intensity and X is the laser diode center 
wavelength. 
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DISPLACEMENT 

Fig. 2. The EFPI transfer function curve. 

The typical EFPI transfer function curve is shown in Fig. 2. Small perturbations that 
result in operation around the quiescent-point or Q-point of the sensor lead to a linear 
variation in output intensity. A fringe in the output signal is defined as the change in 
intensity from a maximum to a maximum or from a minimum to a minimum. Each 
fringe corresponds to a change in the cavity length by one half of the operating 
wavelength, X. The change in the cavity length, Ad, is then employed to calculate the 
strain using the expression, 

.Ad 
L (2) 

where, L is defined as the gage-length of the sensor and is typically the distance 
between two points where the input and reflecting fibers are bonded to the hollow-core 
fiber. 

The EFPI sensor has been extensively used for measuring fatigue loading on F-15 
aircraft wings, detection of crack formation and propagation in civil structures and cure 
and lifetime monitoring in concrete and composite specimens [1,2]. The temperature- 
insensitivity of this sensor makes it attractive for a large number of applications. The 
EFPI sensor is capable of measuring sub-angstrom displacements with strain resolution 
better than 1 HE and a dynamic range greater than 10,000 ue. Although the change in 
output intensity of the EFPI is non-linear corresponding to the magnitude of the 
parameter being measured, for small perturbations its operation can be limited to that 
around the Q-point of the transfer function curve. Moreover, the large bandwidth 
available with this sensor simplifies the measurement of highly cyclical strain. The 
EFPI sensor is capable of providing single-ended operation and is hence suitable for 
applications where access to the test area is limited. The sensor requires simple and 
inexpensive fabrication equipment and an assembly time of less than 10 minutes. 
Additionally, since the cavity is external to the fibers, transverse strain components that 
tend to influence intrinsic sensors through the Poisson's effect have negligible effect on 
the EFPI sensor output [4]. The sensitivity to only axial strain and insensitivity to input 
polarization state have made the EFPI sensor the most preferred fiber optic sensor for 
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embedded applications. Thus overall the EFPI sensing system is very well suited to 
measurement of small magnitudes of cyclical strain. 

Intrinsic Fabry-Perot Interferometric Sensor: The intrinsic Fabry-Perot 
interferometric (IFPI) sensor is similar in operation to its extrinsic counterpart but 
significant differences exist in configurations of the two sensors [5]. A laser diode is 
used as the optical source to one of the input arms of a bi-directional 2x2 coupler. The 
Fabry-Perot cavity is formed by fusing a small length of a single mode fiber to one of 
the output legs of the coupler. The reference and sensing reflections interfere at the 
detector face to provide a sinusoidal intensity variation. The cavity can also be 
obtained by introducing two Fresnel reflectors along the length of a single fiber. Since 
the cavity is formed within an optical fiber, changes in the refractive index of the fiber 
due to the applied perturbation can significantly alter the phase of the sensing signal. 
Thus the intrinsic cavity results in the sensor being sensitive to ambient temperature 
fluctuations and all six states of strain. 

The IFPI sensor, like all other interferometric signals has a non-linear output that 
complicates the measurement of large magnitude strain. This can again be overcome 
by operating the sensor in the linear regime around the Q-point of the sinusoidal 
transfer function curve. The main limitation of the IFPI strain sensor is that the 
photoelastic effect-induced change in index of refraction results in a non-linear 
relationship between the applied perturbation and the change in cavity length. In fact 
for most IFPI sensors the change in propagation constant of the fundamental mode 
dominates the change in cavity length. Thus IFPIs are highly susceptible to 
temperature changes and transverse strain components [4]. In embedded applications 
the sensitivity to all six strain state can result in erroneous outputs. The fabrication 
process of an IFPI strain sensor is more complicated than that of the EFPI sensor since 
the sensing cavity has to be formed within the optical fiber by some special procedure. 
The strain resolution of the IFPIs is also expected to be around 1 UE with an operating 
range greater than 10,000 UE. IFPI sensor also suffer from drift in the output signal due 
to variations in the polarization state of the input light. 

Thus the preliminary analysis shows that the extrinsic version of the Fabry-Perot 
optical fiber sensor seems to have an overall advantage over its intrinsic version. The 
extrinsic sensor has negligible cross-sensitivity to temperature and transverse strain. 
Although the strain sensitivity, dynamic range and bandwidth of the two sensors are 
comparable, the IFPIs can be expensive and cumbersome to fabricate due to the 
intrinsic nature of the sensing cavity. 

The extrinsic and intrinsic Fabry-Perot interferometric sensors possess non-linear 
sinusoidal outputs that complicate the signal processing at the detection end. Although 
intensity-based sensors have a simple output variation, they suffer from limited 
sensitivity to strain or other perturbations of interest. Grating-based sensors [6] have 
recently become popular as transducers that provide wavelength-encoded output signals 
that can typically be easily demodulated to derive information about the perturbation 
under investigation. We first discuss the basic operating mechanism, advantages and 
drawbacks of the Bragg grating sensing technology. These sensors are then compared 
to the recently developed long-period gratings [7] in terms of fabrication process, cross- 
sensitivity to other parameters and simplicity of signal demodulation. 

Fiber Bragg Grating Sensor: Fiber Bragg gratings are based on the photosensitiyity 
of germanosilicate fiber core to intense ultra-violet light. A refractive index modulation 
of the core causes light at a particular wavelength to be reflected back. Bragg gratings 
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are based on the phase-matching condition between spatial modes propagating in 
optical fibers, 

Aß = 2s., (3) 
A 

where, Aß is the difference in the propagation constants of the two modes involved in 
mode coupling (both assumed to travel in the same direction). 

Aß = 2n/A con 
ß = ~ -r-V 

0 n,^_   ß01n-<° 
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(b) 
Fi8- 3-P^Pi.5tion of mode coupling in (a) Bragg gratings and, (b) long-period gratings. 

The differential propagation constant, Aß, determines the grating periodicity. 

Fiber Bragg gratings (FBGs) involve the coupling of the forward-propagating LP0i 
mode to the reverse-propagating LP0i mode [8]. To satisfy the phase-matching 
condition, 

, . A.B = 2Aneff, (4) 
where, XB is termed the Bragg wavelength and n,,ff is the effective index of the 
fundamental mode. Bragg wavelength is the wavelength at which the forward- 
propagating LPQI mode couples to the reverse-propagating LP01 mode. This coupling 
is wavelength dependent since the propagation constants of the two modes are a 
function of the wavelength. Hence, if a FBG is interrogated by a broadband optical 
source, the wavelength at which phase-matching occurs is reflected back This 
wavelength is a function of the grating periodicity (A) and the effective index (neff) of 
the fundamental mode (Eq. (4)). Since strain and temperature effects can modulate 
both these parameters, the Bragg wavelength shifts with these external perturbations 
This spectral shift is utilized to fabricate FBGs for sensing applications. 

Fig. 3 (a) shows the mode coupling mechanism in fiber Bragg gratings using the ß-plot 
Since the difference in propagation constants (Aß) between the modes involved in 
coupling is large, we see from Eq. (4) that only a small value of periodicity, A is 
needed to induce this mode coupling. Typically for telecommunication applications the 
value of XB is around 1.5 um. From Eq. (4), A is determined to be 0.5 um (for neff=l 5) 
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Due to the small periodicities (of the order of 1 um) FBGs are classified as short-period 
gratings. 

From Eq. (4) we see that a change in the value of neff and/or A can cause the Bragg 
wavelength, X, to shift. This fractional change in the resonance wavelength, AWX, is 
given by the expression, 

AÄ. = AA+Aneff (5) 
A.      A      "eff 

where, AA/A and Aneff /neff are the fractional changes in the periodicity and the effective 
index respectively. The relative magnitudes of the two changes depend on the type ot 
perturbation the grating is subjected to, and for most applications the ettect due to 
change in effective index is the "dominating mechanism. 

Any axial strain, E, applied to the grating changes the periodicity and the effective 
index and results in a shift in the Bragg wavelength, given by, 

1M. = XAA+J_ Aneff (6) 
1 e A e netf e 

The first term on the right-hand side is unity, while the second term has its origin in the 
photoelastic effect. An axial strain on the fiber serves to change the refractive index ot 
both the core and the cladding. At 1550 and 1300 nm the shifts in the resonance 
wavelength are 11 nm/%e and 9 nm/%E, respectively. With temperature a FBG at 15(H) 
nm shifts by 1.3 nm for every 100 °C rise in temperature. 

A major limitation of Bragg grating sensors is the complex and expensive fabrication 
technique. Although side-writing is commonly being used to manufacture these 
gratings the requirement of expensive phase masks increases the cost ot the sensing 
system.' In the interferometric technique, stability of the set up is a critical tactor to 
obtain high quality gratings. 

The second major drawback of Bragg gratings is their limited spectral shift with strain 
and temperature. The limited wavelength shift demands high-resolution spectrum 
analyzers to monitor the grating spectrum. Kersey et al, have proposed an unbalanced 
Mach-Zender interferometer to detect the perturbation-induced wavelength statt m. 
Two unequal arms of the Mach-Zender interferometer are excited by the backreflection 
from a Bragg grating sensor element. Any change in the input optical wavelength 
modulates the phase difference between the two arms and results in a time-varying 
sinusoidal intensity at the output. This interference signal can be related to the statt in 
the Bragg peak and hence, the magnitude of the perturbation can be obtained the 
unbalanced interferometers are also susceptible to external perturbations and hence 
need to be isolated from the parameter under investigation. Moreover, the non-linear 
output might require fringe counting equipment which can be complex and expensive. 
Additionally, a change in the perturbation polarity at the maxima or minima ot the 
transfer function curve will not be detected by this demodulation scheme. To overcome 
this limitation two unbalanced interferometers might have to be employed for dynamic 
measurements. 

The cross-sensitivity to temperature fluctuations leads to erroneous strain 
measurements in applications where the ambient temperature has a temporal variation. 
So a reference grating that measures the temperature change has to be utilized to 
compensate for the output of the strain sensor.   Recently, temperature-independent 
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sensing has been demonstrated using chirped gratings written in tapered optical fibers 
[10]. 
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Fig. 4. Set up to fabricate long-period gratings using an amplitude mask. 
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Fig. 5. Transmission spectrum of a long-period grating written in Corning FLEXCOR 
fiber with period, A=198 urn. The discrete, spiky loss bands conespond to the coupling 

of the fundamental guided mode to discrete cladding modes. 

Long-Period Grating Sensor: For conventional fiber Bragg gratings the coupling of 
the forward propagating LPoi mode occurs to the reverse propagating LPoi mode (ß=- 
ßoi). Since, Aß is large in this case (Figure 3 (b)), the grating periodicity is small, 
typically of the order of one micrometer. Unblazed long-period gratings couple the 
fundamental mode to the discrete and circularly-symmetric, forward-propagating 
cladding modes (ß=ßn), resulting in smaller values of Aß (Figure 3 (b)) and hence 
periodicities ranging in hundreds of micrometers [10]. The cladding modes attenuate 
rapidly as they propagate along the length of the fiber due to the lossy cladding-coating 
interface and bends in the fiber. Since Aß is discrete and a function of the wavelength, 
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this coupling to the cladding modes is highly selective, leading to a wavelength- 
dependent loss. As a result, any modulation of die core and cladding guiding properties 
modifies the spectral response of long-period gratings, and this phenomenon can be 
utilized for sensing purposes. Moreover, since the cladding modes interact with the 
fiber jacket or any other material surrounding the cladding, changes in the properties of 
these ambient materials can also be detected. 
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Fig. 6. Shift in the highest order resonance band with strain for a long-period grating 
written in fiber D (circles). Also depicted is the shift for a conventional Bragg grating 

(dashed line). 

To fabricate long-period gratings hydrogen-loaded (3.4 moIe%), germanosilicate fibers 
are exposed to 248 nm UV radiation form a KrF excimer laser, through a chrome-plated 
amplitude mask possessing a periodic rectangular transmittance function. Fig. 4 shows 
the set up used to fabricate the gratings. The laser was pulsed at 20 Hz with a 8 ns 
pulse duration. The typical writing times for an energy of 100 mJ/cm2/pulse and a 2.5 
cm exposed length vary between six to fifteen minutes for different fibers. Fig. 5 
depicts the typical transmittance of a grating. Various attenuation bands correspond to 
coupling to discrete cladding modes of different orders. A number of gratings can be 
fabricated at the same time by placing more than one fiber behind the amplitude mask. 
Moreover, the stability requirements during the writing process are not so severe as 
those for short-period Bragg gratings. 

For coupling to the highest-order cladding-mode, the maximum isolation (loss in 
transmission intensity) is typically in the 5 to 20 dB range on wavelengths depending 
on fiber parameters, duration of UV exposure and mask periodicity. The desired 
fundamental coupling wavelength can easily be varied by using an inexpensive 
amplitude masks of different periodicities. The insertion loss, polarization-mode 
dispersion, backreflection, and polarization-dependent loss of a typical grating are 0.2 
dB, 0.01 ps, -80 dB, and 0.02 dB, respectively [7]. The negligible polarization 
sensitivity and backreflection of these devices eliminates the need for expensive 
polarizers and isolators. 
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The strain sensitivity of a grating written in Flexcor fiber fibers was determined by 
axially straining the gratings between two longitudinally separated translation stages. 
The shift in the peak loss wavelength as a function of the applied strain is depicted in 
Fig. 6 along with that for a Bragg grating (about 8.3 nm/%e at 1250 nm). Fiber D has 
ß=15.2 nm/%E which gives it a strain coefficient that is slightly less than twice that of a 
Bragg grating at the same wavelength. The strain resolution of this fiber for a 0.1 nm 
detectable wavelength shift is 65.75 UE. The temperature coefficient for a grating 
written in Flexcor fiber is 0.111 nm/°C which is almost an order of magnitude higher 
than that of a Bragg grating. This implies that a larger cross-sensitivity to temperature 
is expected for long-period gratings while measuring strain. Also long-period gratings 
are extremely sensitive to bends in the fiber and hence the device has to be kept straight 
during the measurement process. The effect of transverse strain components on the 
grating spectrum is presently under investigation. 
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Fig. 7 The change in the grating transmission at 1317 nm as a function of strain for 
three different trials. 

The demodulation scheme of a sensor determines the overall simplicity and sensitivity 
of the sensing system. Short-period Bragg grating sensors were shown to possess 
signal processing techniques that are complex and expensive to implement. We now 
present a simple demodulation method to extract information from long-period 
gratings. The wide bandwidth of the resonance bands enables the wavelength shift due 
to the external perturbation to be converted into an intensity variation that can be easily 
detected. For a grating with Xp=1306 nm, a laser diode centered at 1317 nm was used 
as optical source and the change in transmitted intensity was monitored as a function of 
applied strain. The transmitted intensity is plotted in Fig. 7 for three different trials. 
The repeatability of the experiment demonstrates the feasibility of using this simple 
scheme to utilize the high sensitivity of long-period gratings. 

Conclusions: We have compared the performance of four different fiber optic sensors 
for strain measurements. While the two interferometric sensors possess high resolution, 
their non-linear output require complex signal processing. The extrinsic version of the 
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fiber Fabry-Perot interferometric sensor has advantages over its intrinsic counterpart 
due to smaller cross-sensitivity to temperature and transverse strain. The grating-based 
sensors offer multiplexing capabilities which brings down the cost per strain channel. 
Long-period grating sensors offer simpler demodulation methods and inexpensive 
fabrication. Bragg grating strain sensors provide smaller cross-sensitivity to 
temperature and bends during strain measurement. 

Based on the above comparison EFPI and Bragg grating sensors promise the most 
favorable performance for strain measurements in environments with temperature 
fluctuations. Future work would focus on developing attachment techniques to mount 
these sensors on air compressor components and testing them under cyclical loading on 
mechanical load frames. 
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REAL TIME INTERFEROMETRIC ANALYSIS OF STRAINED 
SILICONE FILM 
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G. J. Salamo 
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Abstract: Time-dependent stress change in thin Si02 films on Si substrate was 
investigated after deposition using high stability portable holographic interferometer. In 
parallel, measurement was done in a Tencor stress measurement system. A stress 
relaxation phenomenon in this film thickness of 0.5 urn on Si wafer has been observed. 
The spiral anisotropy of w displacement component have been discovered. Model for 
explanation of this phenomena has been proposed. The advantages of the proposed 
measured technique and results are discussed. 

Key Words: anisotropy, films, interferometry, portability, stress relaxation. 

INTRODUCTION: The measurement of stress in thin films is crucial to the successful 
fabrication of microelectronic elements, masks for X-ray lithography, etc. Distortion due 
to stress can render a mask unusable if the stress is not minimized. The local stress in 
thin film for example Si02 on Si substrate can made damage in electronic microchips. 
The ability to accurately measure stress is required of course, before it can be controlled. 
Thin films deposited on hot substrates get a resultant stress in the film because of the 
difference in the thermal expansion coefficients of the film and the substrate. The 
deposited films will have another component of stress depending on the film 
microstructure and type and concentration of incorporated impurities. Traditionally 
bending plate deflection technique is used for thin film stress measurement where 
change in bow of the substrate due to deposited film is measured. Tencor FLX2320 
system uses dual wavelength laser deflection technique. Unfortunately this device 
provides measurements only for good reflecting surfaces. For diffusely reflected surfaces 
such as Si02 the amount of reflected light is not enough for stress measurements. It 
provides only average stress measurement. This excludes information concerning of 
local stress distribution on the surface which is important for optimization of deposition 
condition and quality test. This device needs recalibration in time, is expensive, not 
portable, operates in quasi-real time. 
The challenge of thin film fabrication technology is stress measurement [l]using a 
portable, economical real-time technique which allows measurements of local stress on 
2-D map surface. We demonstrate a prototype of interferometer which satisfies condition 
listed above. 

EXPERIMENT A prototype of the device for stress testing of thin film is presented on 
Fig. 1. Using a single-beam construction of interferometer and a reversible thermoplastic 
camera which is fixed on a rigid frame, we can eliminate a vibroprotection system 
[2].Under this condition it is possible to create high stable real-time interferometer for 
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Fig. 1. Prototype device for real time stress testing of thin films. 
1- laser (He-Ne), 2- lens, 3 - spherical mirror, 4 - mirror, 5 - testing zone, 
6 - thermoplastic camera, 7, 8, 9 - adjustable supports, 10 - table surface, 
11 - high voltage supply, 12- rigid frame 
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testing long time stress relaxation processes and displacement component of surface 
which depends on stress: 

G = 2Weh2/(l-v)6a2t (1) 

where E is Young's module, v is Poisson's ratio., W is substrate displacement, t- is the 
film thickness, h-is substrate thickness. The diffracted efficiency of thermoplastic film 
is 17 % using 20 mW CW He-Ne laser. The construction on Fig.l is extremely time 
stable and allows to provide long time dependent measurements with accuracy of order 
of X/2 , where A. is laser wavelength. The surface movements of the displacement vector 
L(U,V,W) in the direction R(X,Y,Z) are related to the phase change <|> as [3]: 

<|> = nn = KXU + KyV+ KZW (2) 

where n is fringe number of interferogram, U,V,W - are Cartesian components of the 
displacement vector, Kx, Ky,, K, - are Cartesian components of sensitivity vector K. With 
this notation, dark fringes are produced for n = 1, 3, 5,... and light fringes for n = 0,2,4... 
One can construct interferometric set up sensitive only to W component displacement. 
In this case K = (0,0,KZ). Using (1) and (2) we can compute stress a. In our experiments 
parameter h was 360 \im. Using Tencor FL.X2320 system we can calibrate the initial 
stress as a reference value at our experiments. One fringe is equal to 4.5 MPa. Fig. 2 and 
Fig.3 present time-dependent stress measurements. We discovered the relaxation process 
in time for 0.5 um Si02 film deposited on Si wafer. For wafer with bad flat surface (flat 
deviation of order of 5 urn) spiral anisotropy displacement (SAD) Wmax has been 
discovered (Fig.4.) For wafer with good flat surface (flat deviation of order of 0.8 um) 
the spiral anisotropy displacement W ^^ did not observed. 
MODEL: For explanation of this phenomenon we suggested that SAD depends on local 
displacement caused by nonuniform distribution of stress on the film surface. 
Large nonuniform stress causes large SAD. Our method allows to visualize 2-D zones of 
SAD on the surface film and evaluate Wmax. On Fig.6 one can see a large nonsymmetry 
of Wmax for wafer with big flat deviation and small one of Wmax Fig. 5 for wafer with 
small flat deviation. This test was performed on cut wafers after deposition. 

CONCLUSION: A portable, cost effective system for visualization of local non-uniform 
stress of diffusely reflective surface has been created. The phenomenon of stress 
relaxation in 0.5 urn thick film of Si02 deposited on 360um Si wafer has been observed. 
The spiral anisotropy displacement of Wmax has been discovered. The model for 
explanation of this phenomenon is proposed. Application of this result for quality test of 
deposited thin films is presented. 
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Fig. 4. Spiral anisotropy of maximum w displacement in 0.5 um thick film in polar axes. 
1-15 minutes after deposition, 7 - two weeks after deposition. 
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Fig.5. Four parallel independent interferogram of 0.5 um Si02 film on Si surface with flat 
deviation of order of + 0.8(j.m. 
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Fig. 6. Four parallel independent interferogram of 0.5 um Si02 film on Si surface with 

flat deviation of order of ± 5^m. 
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Fig. 7 The interferogram of final phase of spiral anisotropy of Wraax in 0.5nm Si02 film 
with large flat deviation ± 5 urn 
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Abstract: Autoregressive (AR) and autoregressive moving-average (ARMA) modeling 
have been applied to the modeling of machinery signals in the past. However, to 
adequately model the signals large model orders have been used due to the presence of 
intermodulation and other sources of noise. We have developed a new approach for 
machinery fault classification through AR modeling followed by dimension reduction, 
utilizing techniques prevalent in the statistics and pattern recognition communities. The 
goal is to enhance those features of the AR-coefficient vector that contribute the most to 
the classification of faults. We describe the details of our hybrid approach and illustrate it 
by analyzing the Westland helicopter transmission vibration signal data set. The data 
consist of 8 accelerometer signals for each of 68 no-fault and seeded-fault runs on the aft 
transmission of a CH-46E helicopter. We first show that each data channel exhibits 
stationarity, which permits us to split each file into multiple 1-second segments for 
processing. This reduces processing time and provides for additional training data, 
allowing us to obtain statistically significant results. Classification performance is very 
dependent on the accelerometer used for generating features; as expected, the 
accelerometer closest to the faulty component provides the most information about the 
fault. We then compare the effect of different dimension-reduction techniques on fault 
classification. We show that for higher-order AR vectors all the dimension reduction 
techniques give comparable results. But, for lower-order AR vectors non-parametric 
methods result in greater fault separability at the cost of greater computation. Finally, we 
suggest a fault classification method suitable for real-time operation where low order AR 
modeling is followed by dimension reduction and non-parametric classification. Here, 
each part is a linear operation, and therefore, can be combined into a single linear 
operation, thereby saving greatly in complexity. These results should further the 
performance of CBM systems and bring us closer to adequately addressing prognostics 
for complex machinery. 
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Introduction: 

Condition-based maintenance (CBM) of mechanical systems requires the knowledge of 
impending fault conditions some time before they become catastrophic. Then 
maintenance actions can be performed to remove the faulty components. The goal of a 
CBM system is to monitor the operation of a complex mechanical equipment and provide 
the operator with an accurate assessment of the system's current health (state), and, if 
possible a prediction of the remaining useful life of the equipment [5, 7]. Successful 
CBM systems would employ improved robust sensors, real-time techniques for 
processing sensor data, fusion techniques for combining resulting refined information and 
micro and macro level models, and automated reasoning techniques to interpret the 
results of the previous analysis in the context of the operational environment and the task 
goals. CBM represents a migration from the traditional maintenance approaches where 
maintenance is either restorative, i.e. performed after a failure occurs, or schedule-based, 
i.e. performed after pre-determined intervals, which are typically based on worst-case 
mortality statistics [7]. Though the traditional approaches usually avoid catastrophic 
failure, they lead to unnecessary downtime, and either unacceptable risk (with restorative 
maintenance) or inefficient utilization of resources (with schedule-based maintenance). 

Crucial to CBM is the ability to monitor the machine's condition and accurately assess 
fault conditions. This requires monitoring of the machine's vibration, acoustic emission, 
temperature, and pressure, etc. However, to prevent information overload it is important 
that the sensor data be presented in a more refined and concise manner. This can be 
accomplished by sensor data fusion to remove redundant information and to combine 
imprecise information, in order to obtain accurate and concise information. This is 
possible because different sensors provide information about different aspects of a 
complex system and data fusion utilizes the most reliable information from each sensor to 
provide more accurate information about the complex system than is possible to obtain 
with any one sensor [6]. Of course, the better the indications of fault conditions the more 
successful would the results of maintenance be. The are of automated reasoning for CBM 
has also been receiving increasing attention recently [3-5]. 

At the Pennsylvania State University a number of experiments are being conducted to 
develop techniques to diagnose and predict fault conditions for mechanical systems [5, 7]. 
In this paper we show how the use of autoregressive modeling followed by dimension 
reduction results in improved fault classification. In the next section, we provide some 
background on autoregressive modeling of sensor signals. Then, the new approach for 
fault classification is presented and illustrated with the use of Westland Helicopters CH- 
46E helicopter aft transmission vibration data. (The data can be explored over the web at 
http://wisdom.arl.psu.edu) We conclude with a summary and brief description of further 
research directions. 
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Background: 

Autoregressive (AR) and autoregressive moving-average (ARMA) modeling have been 
applied to the modeling of machinery signals and other almost periodic signals with 
reasonable success. However, to adequately model the signals large model orders have 
been used due to the presence of intermodulation and other sources of noise [1]. The goal 
is to model a time-series signal x(t) such as one shown in Figure 1 using an 
autoregressive model: 

y(t) = aiy(t-l) + a2y(t-l)+- ■+any(t- 1) 

so that the error e(t) = x(t) - y(t) is minimized according to some performance metric; a 
commonly used metric is the minimum mean square of the difference. For details on how 
to obtain the AR coefficients see [8, Ch. 1-2] or a book on time-series modeling. The 
main difference among the various techniques is due to the way the original and the 
modeled time-series are compared. One way to consider the above equation is as a one- 
step ahead predictor (in that case the past samples of the y are replaced with the samples 
of x), and then the minimization criterion is the prediction error. 
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Figure 1. Example of a time-series signal to be modeled. 

When using this approach, we must select the model order n, then use some technique to 
estimate the model parameters, and finally validate the model. Usually, the model order is 
chosen using engineering judgment and some experimentation. One of main applications 
for AR modeling is in spectral estimation where it is necessary to estimate the shape of 
the spectrum of the signal and, in particular, to estimate the frequencies present in the 
signal. Then validation would mean that the frequencies have been estimated correctly 
within some tolerance. For the present application validation of a model meant correct 
classification in the parameter feature space. 

Modeling of the time-series is like compression since usually the number of signal 
samples is much larger than the number of parameters. Therefore, for automatic fault 
classification it is preferable to use the AR parameters. However, typically to get a good 
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match between the signal and the model or to obtain a good spectral estimate a large 
model order is necessary. For example, the number of parameters is typically more than 
twice the number of frequencies present in the signal. For classification, it is not 
necessary to represent all the features of the signal; rather, it is necessary to correctly 
estimate those features that help in distinguishing among the different signal types. 

A variety of techniques can be applied for classification, such as nearest neighbor 
techniques, or Fisher's linear discriminant method, etc. [2]. The representation of a signal 
or its model fixes the space in which the signal is represented as a point. The goal of 
pattern classification is to distinguish among the different points arising from the 
different types of signals. The points in feature space can be separated with boundaries 
often called discriminants. If the signals can be represented in a lower dimensional space 
without compromising classification, then the complexity of those boundaries is usually 
simpler. Dimension reduction usually identifies the principal components of the feature 
vectors. This also provides further compression without loss of classification performance 
but leads to simpler classifiers. 

Fault Classification with Reduced Dimension AR Parameters: 

We have developed a new approach for machinery fault classification through AR 
modeling followed by dimension reduction, utilizing techniques prevalent in the statistics 
and pattern recognition areas. The goal is to enhance those features of the AR-coefficient 
vector that contribute the most to the classification of faults. We describe the details of 
our hybrid approach and illustrate it by analyzing the Westland helicopter transmission 
vibration signal data set. The data consist of 8 accelerometer signals for each of 68 no- 
fault and seeded-fault runs on the aft transmission of a CH-46E helicopter. The data are 
highly oversampled (Figure 1 & Figure 2) and exhibit stationarity (Figure 3), which 
permits us to split each data file into multiple 1-second segments and decimate the data. 
This reduces processing time and provides for additional training data, allowing us to 
obtain statistically significant results. Here, the fault numbers refer to the following fault 
conditions: input pinion bearing corrosion (3), spiral bevel input pinion spalling (4), 
helical input pinion chipping (5), helical idler gear crack (6), collector gear crack (7), 
quill shaft crack (8), no defect (9). Accelerometer number 3 (aft side of mix box) was 
used for most of these results. 

Processing Flow of the New Hybrid Approach: 
Before presenting the results of the new approach we will describe the steps that are 
performed. The processing flow is shown in Figure 4. Notch filtering removes the 
dominant mesh frequencies to allow for better modeling of the other features present in 
the time series. We used the System Identification toolbox of MATLAB to perform the 
AR modeling. There are many dimension reduction techniques available and we selected 
the Fisher's feature selection method and a non-parametric method that were available in 
the SEPARAT toolbox, a MATLAB-based collection of mostly statistical pattern 
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Figure 2: Power Spectrum of an accelerometer time series in an input bearing corrosion run. 
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Figure 3: Spectrogram during the same run as in Figure 2. 

classification techniques that was developed at the Penn State Applied Research 
Laboratory. Also used from SEPARAT were the pattern classification techniques, viz., 
the Fisher's Linear Discriminant and the k Nearest Neighbor (k-NN) methods. Typically, 
we developed an AR model of order 50 or 20 or 30 and then reduced the dimension down 
to 2. This dramatic reduction in features is possible since our only goal is to be able to 
distinguish among the different types of time series. 
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Figure 4. Processing flow for the novel fault classification approach. 

Results of Data Analysis: 
We will demonstrate our findings with the use of a separability measure. Briefly, a 
separability measure is formed to quantify the ease with which the patterns or points from 
different classes (or categories) can be distinguished. The Kolmogorov-Smirnoff (K-S) 
and Fisher's separability measures are often used for this purpose [2] and are available in 
SEPARAT toolbox. We chose to use the K-S measure since it allowed us to better 
characterize the different approaches and their relative advantages. The results are 
displayed as m x m matrices (where m is the number of classes or faults) in which the 
intensity of the element z(I,J) shows the separability measure between classes / and J. 
The lighter the color the higher the separability. It is important to note also the scale on 
these matrices which varies very greatly from technique to technique. 

Classification performance is very dependent on the accelerometer used for generating 
features; as expected, the accelerometer closest to the faulty component provides the most 
information about the fault. This result is shown in Figure 5. 
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Figure 5. Separability results for 50-AR model reduced to 2-feautre space via 
Fisher's method: (a) Accelerometer 1 and (b) Accelerometer 3. 

Based on the test rig schematic and on initial exploration we selected Accelerometer 3 
(aft side of mix box) for most of our remaining analysis. Direct AR modeling of the 
signals requires high-order models due to the presence of many mesh frequencies and 
corruptive noise. However, such high-order models contain redundant information which 
does not help in fault classification and, in fact, leads to unreasonable training data size 
requirements, that are both cumbersome and expensive. Consequently, the AR coefficient 
feature vectors without post-processing result in poor separability in feature space. This is 
demonstrated by Figure 6 where Fisher's reduction is used for dimension in Figure 6 (b). 
In Figure 7, we show that it is important to model with high enough model order. 
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Figure 6. Clusters for (a) 50-coefficient and (b) 2-feature vectors. 
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(no dimension reduction performed). 

We compared the effect of different dimension-reduction techniques on fault 
classification. We show that for higher-order AR vectors all the dimension reduction 
techniques give comparable results. But, for lower-order AR vectors non-parametric 
methods result in greater fault separability at the cost of greater computation. It must be 
pointed out that the reduction is not simply sorting coefficients by their significance to 
classification and then retaining the top two or three. Rather, the reduction, in the case of 
the Fisher method, performs a rotation of the model space in order to find the principal 
components of the model space. The other reduction technique employs a non-linear 
algorithm to perform the same operation. An added benefit being accrued from this 
research is a better understanding of the manifestation of fault modes and the way they 
exhibit themselves in observable signals. The results of the comparison using various 
combinations of reduction and classification techniques are shown in Table 1 where the 
classification performance is provided. 

Finally, In Figure ? we have shown the classification boundaries that result from using 
the Fisher's feature reduction and Fisher's discriminant mehhod on 50-AR coefficient 
vectors derived from the original time series. It is quite clear that there is excellent 
separation in the clusters, which is the reason behind the perfect classification 
performance. For testing purposes we separated the data files into two roughly equal sets 
(about 300 data files each) and used one set for training and the other for testing. 
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Table 1. Classification Results with Various Reduction & Classification Techniques. 

Technique % Correct 
50-AR/FR/FD 100 % 

50-AR/FR/2-NN 100 % 
50-AR/NLR/2-NN 100 % 

50-AR/X/FD 94% 
50-AR/X/2-NN 92% 
20-AR/X/FD 40% 
20-AR/FR/FD 58% 

20-AR/X/2-NN 26% 
20-AR/FR/2-NN 38% 

Notes: AR = Autoregressive; FR = Fisher Reduction; NLR = Non Linear Reduction; X = 
No Reduction; 2-NN = Two nearest neighbor classification; FD = Fisher 
Discriminant Classification. 
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Figure 8. Classification Boundaries for 50-AR features reduced to 2-feature vectors 
with Fisher reduction and using Fisher Discriminants. 

Conclusions and Future Research: 

We have described a new approach for efficient and high performance fault classification 
using standard AR modeling followed by dimension reduction. The signal is first 
modeled with a 50-coefficient AR model, then the dimension is reduced to 2, and the 
feature vectors are classified in 2-feature space. This approach results in reduced 
complexity classifiers, reduced training data requirements, and greater understanding of 
the operation of the fault classification process. This observation and the fact that the 
resulting classifiers all involve linear operations should make this technique very suitable 
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for real-time applications. We utilize various dimension reduction and linear and 
nonlinear classifier methods. The approach achieves near perfect classification 
performance in blind testing. The data used were collected by Westland Helicopters on 
the aft transmission of the CH-46E helicopter. Most pattern recognition algorithms (even 
the linear ones) could perform the classification with an accuracy of greater than 90%. 

In closing, several areas of future research are identified that are relevant to the areas of 
CBM and fault monitoring/tracking: neural network based classification, nonlinear 
regression modeling techniques, the implication of the transformations on the utility of 
the sources of information, and various other extension and outgrowth areas. 
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Abstract: A model-based experimental method for tracking parameter drift in non- 
linear dynamical systems is described. Local linear tracking models are constructed 
using data sampled over a fast time scale. These models are used to analyze data from 
systems with parameters which evolve over a slow time scale according to a "hidden" 
rate law. The method is applied to a numerical study of a nonlinear electrical circuit 
with a variable resistance as the drifting parameter. The mean-square tracking model 
prediction error is shown to follow successfully both ramped and sinusoidal parame- 
ter variations, suggesting that, at least in the cases studied, the method provides an 
invertible mapping between the parameter space and the observable space. Thus it 
should be possible to extract rate information about hidden drift, a requirement for 
true prediction. 

Key Words: Condition monitoring; dynamical system; model-based; parameter 
drift; prediction. 

INTRODUCTION: In this paper, a model-based method for tracking parameters 
which are drifting due to some "hidden" rate law is described. The aim is to develop 
a method which is capable of monitoring hidden processes such as those which are 
typical in many dynamical systems with evolving damage. In general, damage pro- 
cesses are hidden from the observer. Worse, an appropriate damage state variable is 
usually not known. However, one can observe the performance of the machinery or 
electronic equipment, since one can measure physical quantities such as temperature, 
displacement, velocity, force, voltage, etc. This paper demonstrates that it is possible 
to track the state of a hidden process by analyzing the available observable quantities, 
even when direct access to the drifting parameters is not available. 

The method discussed here is suitable for monitoring systems for which the hidden 
processes evolve on a much slower time scale than the observable dynamics. This 
assumption of time-scale separation may not always be appropriate, but it can be 
expected to hold in a wide variety of applications. For example, fatigue damage in a 
structure might accumulate over thousands of hours of operation, but the vibrational 
response of the structure can be characterized and considered to be approximately 
stationary over a time scale of seconds or minutes. If "damage" is interpreted broadly 
to include any unwanted change in system properties, the same can be said of the 
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gradual drifting out of alignment of components in a mechanical or electromechani- 
cal system over time as the result of ambient vibrations. Finally, electronic systems 
which operate in the kilohertz or higher range but in which, e.g., contact resistances 
or supply voltages gradually change over the course of months or years, fall into the 
same category. 

The idea of using model-based techniques to identify certain irregularities in dy- 
namical systems is certainly not new. Fault diagnosis in dynamical systems has been 
studied by many researchers (see, for example, [1], and the references therein). Failure 
detection and isolation (FDI) theory is one approach which has received considerable 
attention, with application, for example, to the detection of sensor failure [2]. The 
FDI method uses a known relationship between the inputs and the outputs of a system 
to anticipate the system response for any given input. Any change in the system will 
produce a discrepancy between actual and FDI predicted output values. The main 
disadvantage of this theory is that it requires an analytical system model (i.e. known 
relationship between input and output). Unfortunately, in many cases the analytical 
system model is unknown, or is hard to determine, especially for nonlinear systems [3]. 

Given that most damage or wear processes are fundamentally nonlinear, an approach 
that can accomodate nonlinearity in the underlying system is desirable. It is well 
known that many essential characteristics of nonlinear dynamical systems can be 
extracted from even a single scalar time series using delay coordinate embedding 
[4, 5, 6, 7, 8]. State-space modeling techniques based on delay coordinate embedding 
do not require knowledge of governing equations, and are solely based on topologically 
invariant features of the underlying systems. While a great amount of work has been 
done in the area of nonlinear predictive models constructed from data (as summa- 
rized, e.g. in [9, 10]), there has been a heavy emphasis on studying the fundamental 
features of chaotic systems, which is not our concern here. In this paper it is shown 
that even the simplest class of such models (those which are locally linear) capture 
enough information from underlying dynamics to make it possible to track changes 
in hidden parameters. 

DESCRIPTION OF METHOD:    We consider hierarchical systems of the form: 

x = f(x,/M), (la) 

ß = eg(x,ß,t) (lb) 

where x is the observable state vector, and ß is the drifting parameter, here assumed 
to be a scalar and "hidden" (i.e. not directly observable). The rate constant e is 
assumed small (i.e. e < 1). The vector field f can be thought of as approximately 
governing the dynamics of the observable state x, however the subsystem (la) is non- 
stationary on the slow time scale t = 0(l/e) due to the hidden rate law (lb). Note 
that when e = 0, the parameter ß is fixed, and thus acts as a true parameter in (la). 
The system thus possesses two distinct time scales. Therefore, during data acquisition 
at the fast time scale t = 0(1) the parameter ß may be treated as approximately con- 
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stant, and tracking models may be constructed that describe the subsystem (la) at 
an fixed value of ß. In this way, a sequence of tracking models can be obtained that, 
as is demonstrated below, can be used to monitor variations in ß over slow time scales. 

Tracking is accomplished using local linear models computed from short time duration 
samples of fast time data (that is, data sampled at the time scale of 0(1)). The 
first step in the process is to perform a delay coordinate embedding (or "time delay 
reconstruction") of the original time series data. Given an original scalar time series 
{x(n)}n=1, where M is the total number of data points in the sample, one creates 
d-dimensional column vectors y(n) of the form: 

yT(n) = (xi(n), x2(n),... , xd(n)) (2) 

where Xk(n) = x(n+ (k — l)r), d is the embedding dimension, and T is the time delay. 
A suitable time delay can be obtained by finding the first minimum of the average 
mutual information [11], and the method of false nearest neighbors can be used to 
determine the minimum required embedding dimension [12]. 

Working in the global reconstructed phase space of the dynamical system, local models 
which show how neighborhoods about each data point are mapped forward in time 
can be estimated. The simplest such model is the local linear model relating the state 
at time n,  y(n) to the state y(n + 1) at time n + 1: 

y(n + 1) = Any(n) + a„ = Bny(n), (3) 

where the model parameter matrix An and parameter vector an are determined by 
regression at each point in the data set, and where 

y(n) = [yT(n),lf,   and   B„ = [A,a,] = [%]. (4) 

Basing our model on N nearest neighbors (yr(k), r = 1,...,N) of the point of 
interest (y(fc)) we can determine the optimum model parameters by minimizing 

N N      d      / d+l \ 2 

M=Eiyr(fc+1)-B*yr(fc)i2 = EEUn(fc+1)-E6-^w   •    (5) 
r=\ T=1 n=l   \ m=\ / 

Varying ß with respect to each ft£? (with k fixed) we obtain 

N N   d+1 

£ y;(k + 1) »J(A) = £ E b^&ik) %{k). (6) 
r=l r=l m=l 

It is then easy to show that, 

Bk=Yk+lYl(YkYiy\ (7) 
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where 

Y, = [y\k) y2(fc) ... yN(k) ]  ,    Y* = [f(k) f(k) ... yN(k)} . (8) 

In utilizing the above formulas to construct the tracking models, the k-d tree algo- 
rithm [13, 14] is used to reduce the calculation time required for finding the nearest 
neighbors about each point. Although it is outside of the scope of this paper, we 
remark that state-space models similar to those described above can be enhanced 
perform various filtering operations, such as cleaning noise-corrupted signals [7, 8]. 

The main assumption in using models such as that defined by equation (3) to track pa- 
rameter drift is that models based on reconstructed phase space data capture enough 
information about the underlying system at the moment of data acquisition to pro- 
vide a sort of "snap shot" of the system. By comparing the model performance, as 
measured with some suitable metric, for models estimated from data sets collected at 
different times, one can attempt to observe changes in the system over the slow time 
scale 0(l/e). For this paper, the root mean square (RMS) single step prediction error 
ei was used as the tracking model performance metric. In other words, ex serves as 
a drift observable. 

APPLICATION TO A NONLINEAR CIRCUIT: The method described in 
the previous section was applied in numerical experiments conducted with a model 
of a nonlinear circuit due to Matsumoto and co-workers [15, 16]. The circuit is easily 
implemented in hardware, exhibits a wide range of periodic and chaotic behaviors, 
and is modeled with reasonable accuracy by a well-understood system of differential 
equations. It is thus well-suited to combined experimental, analytical, and numerical 
studies. 

As shown in [15, 16], the circuit can be described by the following dimensionless 
system of equations: 

x = a (y - h (x)), 

y =x -y + z, (9) 

z = - ßy, 

where the state variables (x,y,z) represent voltages and the parameter ß represents 
a resistor that controls the behavior of the system. The piecewise linear function h(x) 
is a nonlinear resistance that has the form 

h(x) = mx x + (m0 - mi) (\x + 1| - \x - 1|) /2 (10) 

for constants m0 and mi. To the original system (9), we add a rate law that causes 
a drift in the control resistor ß, with the general form: 

ß = ef(x,y,z,ß,t). (11) 
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Following Matsumoto [15], we set a = 7, m0 = -1/7, and mi = 2/7. The system 
is known to be chaotic for ß 6 [6.5,10.5]: after obtaining a bifurcation diagram 
numerically, the range ß £ [ 9.2,9.3 ] was chosen for further numerical study. A 
small range was selected deliberately so that the power spectra and probability den- 
sity functions for the steady state response of the system did not display substantial 
change while ß was varied from 9.2 to 9.3. 

Three separate simulations were carried out corresponding to three different choices 
for the rate law (11). In all three cases, the local linear model was constructed 
for ß = 9.2, and then the RMS single step prediction error ei for the model was 
computed using data obtained for values of ß throughout the interval. In the first 
case, equation (11) is just 

ß = 0 (12) 

and thus ß is constant. This case serves as a control since ß is strictly constant during 
the data acquisition phase of the simulations. The second case used equation (11) in 
the form 

ß = €. (13) 

The form of rate law in equation (13) corresponds to a ramped parameter drift ß = 
et + ßo over the slow time scale. The third and final case studied took the rate (11) 
with the form 

ß = eB sin(et), (14) 

which, of course, corresponds to a cosinusoidal variation in ß. 

For the fixed ß simulation corresponding to the rate law (12), 21 equally-spaced val- 
ues of ß in the interval [9.2,9.3] were selected as ßm = 9.2 + 0.005 m for (m = 
0,... , 20). For each ßm the system (9) was run to steady state using a variable 
step size Runge-Kutta algorithm starting from the initial conditions [0.01,0.01,0.01 ]. 
Then data sets of 80,000 points were collected at a sample rate of 10 (samples)/(time 
unit). For reference, the power spectral density was approximately 90dB down from 
its peak value at a frequency on the order of 1 (in dimensionless frequency units). 
Thus, our data was sampled in excess of 5 times that required by the Nyquist criterion. 

For the ramped case of equation (13) the simulation started by running to steady 
state with the initial value of ß = 9.2. Then the simulation continued using equa- 
tions (9) and (13). Again 80,000 data points were collected at a sample rate of 10 
starting at the same 21 ßm used for the fixed ß case; however, in this case ß continued 
to drift throughout the data acquisition phase. The parameter e = 6.1881 x 10-9 was 
chosen so that the total data collection time (8,000 time units) was l/100th of the 
time between ßm's. 
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Fig. 1: Raw plots of RMS single step error ei vs. ß for (top) the constant ß case 
(equation 12); and (bottom) the ramped case (equation 13). Error bars were ob- 
tained by computing ei for 10 different input data sets. The dashed line represents a 
quadratic fit. 

For the cycled parameter "drift" simulation corresponding to (14), the procedure 
followed closely that used for the ramped case. The amplitude was set to B = 0.05 
to cover the same range of ß used for the other cases. Hence, data was collected 
starting at each ßm = 9.25 - 0.05 cos (2 7r m / 20) for (m = 0,... , 20). The rate 
constant was set to e = 3.8881 x 10~7 so that, as in the ramped case, the ratio 
between the data acquisition time starting at a given ßm and the waiting time between 
successive ßm's was 1/100. 

Average mutual information and false nearest neighbors algorithms showed that a 
delay parameter r of 7 or 8 with an embedding dimension d of 4 would give sat- 
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Fig. 2: Tracking results using the calibrated ei vs. ß curves from : (top) static case; 
and (bottom) ramped case. Note that the horizontal "time" axis corresponds to the 
data set number for the fixed ß case, whereas it represents a true continuous time in 
the ramped case. 

isfactory results for phase space reconstruction based on one of the state variables. 
In particular, only the state variable x was used for state space reconstruction and 
modeling using equation (3). The local linear model was constructed based on the 
first 214 data points of the first scalar data set (i.e. starting with ß = 9.2). The model 
was then applied as a predictor to all 21 data sets in each simulation. Each data set 
was divided into 10 different 213 point data subsets, and simulations were performed 
on each subset. The mean value of the RMS predictor error ei was computed over 
the 10 subsets, along with standard deviations of the mean to be used as an estimate 
of the expected fluctuation in t\. 
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Fig. 3: Tracking results using the calibrated ex vs. ß curves from Fig. 1 applied to 
the cosinusoidal ß variation (equation 14): (top) calibration with static result; and 
(bottom) calibration with ramped result. For both calibrations, the drift observable 
ei tracks ß to within experimental fluctuations. 

RESULTS: Plots of raw (unsealed) results showing ex vs. ß are presented in Fig. 1 
for the fixed and ramped cases. Examination of the figures indicates that there is 
a nonlinear characteristic relating the drift observable ex and ß. Note that, in both 
cases, as ß -> 9.2, ex does not go to zero but rather goes to the residual predictor 
error of the model generated with the original ß = 9.2 data set. 

Using the raw data, a polynomial fit was used calibrate the drift observable eY to 
the known range of ß: a quadratic polynomial was found to fit the results to within 
experimental error. The results of transforming the raw data in Fig. 1 using the 
resulting fits are shown in Fig. 2. The observable ex tracks ß to within experimental 
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fluctuations for both the static control case and with the ramp drift. 

A similar calibration to that used for Fig. 2 could be carried out with the cosinusoidal 
drift (equation (14)), however a more interesting idea is to use the calibration from 
one simulation to attempt tracking with the data from a completely different simula- 
tion. In Fig. 3 , the results of using calibrations obtained with the fixed and ramped 
simulations to track the cosinusoidal drift case are shown. This provides a check of 
the internal consistency of the results, and suggests that the mapping d (ß) from 
the parameter space to the observable space does not depend strongly on the specific 
form of the drift, a result which would be important in applications. 

DISCUSSION AND CONCLUSIONS: Using a nonlinear model constructed 
from data for a system at some initial time, we have shown that the RMS single step 
predictor error ex serves as a drift observable: that is, it can be used to track slow 
changes in a hidden parameter. For sufficiently slow drift, it was demonstrated that 
tracking models constructed over sufficiently short times are not adversely affected 
by the nonstationarity present during data acquisition. By successfully tracking both 
ramped and cosinusoidal parameter variations, it was shown that, at least for the 
conditions of the numerical experiments, the mapping between the drift observable 
and the hidden parameter is 1-1 (invertible). Thus, using this technique it should be 
possible, at least in principle, to extract rate information about the drift, a necessary 
requirement for true prediction of system parameter changes. 

Several different experimental applications of the method are currently underway. In 
particular, a hardware implementation of the system studied here has been built with 
a digitally-controlled resistor. Issues which will be explored in future work include: 
the effect of time scale separation on performance (in the case studied here, a 1:100 
separation was imposed); the rate at which the tracking model needs to be updated; 
and noise tolerance. 
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The Algebraic Determination of Current 
Components in Induction Motor Driven Machinery 
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Abstract- This paper derives expressions for and discusses the three phase current 
components, in the frequency domain, in an induction motor which drives a 
mechanical load. The expressions presented illustrate the dependence of the various 
current components on the dynamics of the rotor (angular acceleration, velocity, and 
position), on the motor electrical parameters, and on the mechanical load parameters. 

The mechanical loads imposed on the motor include harmonics of the mechanical load 
torque. Thus the perturbations of the currents, in the frequency domain, are linked to 
perturbations of the harmonic components in the imposed load function. 

The basis for the derivations are the motor equations of Stanley and Kliman. It is 
assumed that the dynamics of the motor rotor are available through direct 
measurement. Using experimental measurements and simulations, the algebraic 
relationships are confirmed. 

The utility of the relationships derived herein is that one may appropriately choose a 
set of motor parameters responsive to specific variations of mechanical parameters in 
the detected current components. Further, one may easily identify both those current 
components which are responsive to changes in mechanical parameters and those 
which are not responsive. Thus in the area of mechanical diagnostics using motor 
currents and parameters, one may design and utilize a system with quantitative 
expectations. 

Key Words: AC motor; current perturbations; induction motor; phase currents. 

Introduction: Many of the failures of electric induction motor driven rotating 
machinery are due to the applied mechanical loads. These failures impose upon the 
rotor a torque signature in the time and frequency domains that is different from that 
observed in normal (failure-free) operation. 

Common ways to measure these torques are by attaching strain gages to the shaft or by 
inserting a special section of shafting which acts as a transducer. This type of shafting 
is usually expensive and more often not possible to use. If an easily implemented 
method were available to monitor the mechanical load (or torque) over a period of 
time, such things as piston, bearing, and pump impeller wear (among others) could be 
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detected before a total failure occurred. 

In this paper, the mechanical loads imposed are pure torque harmonics which 
simulate loads imposed on the driving electric motor with a direct dependence on the 
position, velocity, and acceleration of the reciprocating element. Thus the 
perturbations of the phase currents are dependent on the perturbations of the load 
parameters in the machine. 

It is the purpose of this paper to identify these perturbations and to quantify the load 
parameters through identification of explicit algebraic expressions for the phase 
currents and the load torque. Accomplishment of this requires sensing the phase 
currents and voltages of the motor, as well as the position, velocity, and acceleration 
of the rotor. The rotor dynamics are assumed to be available through direct 
measurement. This paper presents expressions for the three phase current 
components, in the frequency domain, of an induction motor which drives a time 
varying mechanical load. 

Induction Machine Equations: The following section is presented as a review of the 
three phase machine equations, based on the work of H. C. Stanley[l], P.C. Krause 
and C.H. Thomas[2], and the work of G. Kliman[3]. 

In the 1930's, Stanley demonstrated that all induction machines can be analyzed by 
an equivalent two phase machine model by transforming the rotor variables to a 
reference frame fixed to the stator. In 1965, however, P.C. Krause and C.H. 
Thomas noted that all real transformations used in the analysis of induction 
machines can be described by one general transformation of variables. The 
reference frame associated with this general transformation of variables is known as 
an arbitrary reference frame. It is this reference frame on which Kliman bases his 
observations. 

Kliman has demonstrated that the steady state electromagnetic torque of an induction 
motor can be calculated from knowledge of the terminal voltages, currents, and 
stator resistance [1]. Kliman has shown that the electromagnetic torque produced by 
an induction machine, for constant loading, may be calculated from: 

Tm= \pim [..•*,] = \p Cv^r • A] <*> 
where,        p = number of pole pairs, 

i, = stator current, 
and \T/4 = stator flux. 

Note that Equation (1) depends only on stator quantities. The equivalent two phase 
current components iH and i^ can be measured using non-contacting current sensors 
whereas the stator flux linkages, and are derived quantities. Kliman has shown that 
the stator flux linkages are derived from the stator voltages as follows: 
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J n 

(2) 

where, v, =   stator voltage, 
R, = stator resistance, 

and /,   =   stator current. 

The equivalent two phase voltages and currents in terms of a three phase induction 
machine are as follows: 

v„i=va (3) 

Vy[v^ (4) 

*=?ft-y (6> 
Note that the subscript (s) denotes stator, (a,b,c) denotes three phase quantities, and 
(d,q) denotes the equivalent two phase quantities. 

Basis tor Load Parameter Identification: By combining the electromagnetic torque 
demonstrated by Kliman with a rotary system's differential equation of motion, 
Equation (7), the load torque can be defined. More specifically, various load 
parameters can be identified. 

je+<7e+üre=rem-T£(XMJ 
(7) 

where,        /    = total rotary inertia of system, 
C   = total rotary damping of system, 
K   = total rotary stiffness of system, 
9  = rotor angular acceleration, 
9   = rotor angular velocity, 
9   = rotor angular position, 
Tm = electromagnetic torque, 

and TLoad= Load torque applied to rotor. 

Assuming that damping and stiffness effects associated with the rotor are negligible, 
equation 7 reduces to equation 8. 

JQ =rem-rIoad (8) 

Combining Equation (1) with Equations (2) and (8) in the frequency domain, 
expressions for the stator currents in terms of motor quantities and load torque are 
formulated. This task was accomplished in the symbolic manipulation package 
DERIVE[4].    The results of the manipulations required to reduce the set of 
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simultaneous differential equations was protracted and Equation (9) shows a 
truncated sample of the results for one of the phase currents: 

li = 12090*pi*(90420849552384000000000000*(l/S)**2*omega*(5 
34251 *S + 34313448*pi)*(SQRT(3)*S + omega)* *2 +15475200000 
000*SQRT(3)*(1/S)*(7790602560000*SQRT(3)*((l5.8/(60*2*pi))** 
2*S + 15.8/(60*2*pi)*(17.04)-!/(l/(15.8/(60*2*pi)) + l/(17.57/(60*2*pi) (9) 

29297442918400*pi* *4*S* *4 +1826714438406400000000000000 
*S* *2*(0.5*FLT/S)**2 + 234649522015334400000000000000* pi* 
S*(0.5*FLT/S)* *2 + 75354413673517056000 
00000000000*pi* *2*(0.5*FLT/S)* *2))) 

Note that Equation (9) contains motor constants which are defined below substituted 
in the symbolic expression. This was done to reduce the apparent size and 
complexity of the resulting expression. 

Simulating a Load Torque: The expressions for the stator currents contain a simple 
variable which defines the load torque in the frequency domain. To illustrate the 
effects of mechanical load variation, the examples below show the results of 
Equation (9) with constant loads and harmonic loads comprised of various frequency 
components. These loads were imposed upon a commodity 1/2 horsepower Baldor 
3 phase induction motor with the following characteristics: 

Primary reactance 15.80 Ohms 
Secondary reactance 17.57 Ohms 
Primary resistance 17.04 Ohms 
Secondary resistance 12.31 Ohms 
Magnetizing reactance 183.80 Ohms 
Rotor inertia .90631E-2 Kg-m2 

Poles 8 
Phase voltage 120.9 Volts 
Torque, full load 4.188 N-m 

Effects of Load Parameters on Phase Currents: Figure 1 shows, in the frequency 
domain, the current spectrum derived from Equation (9) for the motor above when a 
constant 75% of the full-load torque is imposed upon the rotor. It should be noted 
that the magnitudes of the phase currents have been confirmed through time 
simulation of the Stanley equations and conversion of the time solutions into the 
frequency domain. 

This spectrum, for the constant torque loading, show the expected broad-band 
characteristic with the magnitude of the current being dependent upon that of the 
imposed constant load. 

Figure 2 illustrates the phase current spectrum when the imposed load torque is a 
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Figure 1:      Fourier Transform of Phase Current with Constant 3/4 Full Load 
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single harmonic (of magnitude 1/2 FLT) at 42 Hz. The expected side band 
characteristic is displayed. The magnitude of the side bands is derivable from that 
magnitude of the imposed harmonic load. 

When the imposed load includes a series of harmonics (in this case at 42 Hz, 84 Hz, 
and 126 Hz), additional side bands to the 60 Hz forcing frequency are created as 
shown in Figure 3. As before, the magnitude of the side band current components 
are derivable from those magnitudes of the original Ti^Jw) input into Equation (9). 

1.8E-02 - 

1.6E-02 

1.4E-02 

1    1.2E-02 < 
■§    1.0E-02 
3 

a   8.0E-03 
E 
<    6.0E-03 

4.0E-03 

2.0E-03 

0.0E+00 11 II 1 II II II 1 II HI 1 l" 111 lllllllllllllllllllllll 

Frequency (Hz) 

Figure 3:       Fourier Transform of Phase Current with Constant 1/2 Full Load 
Torque Applied at 42, 84, and 126 Hz Applied 

Closure: The authors have demonstrated herein that one, using a two axis model 
of the three phase induction motor, may derive an algebraic relationship, in the 
frequency domain, for the three phase stator currents. This relationship, while 
complex and of considerable size, reflects the behavior of motor/load combination as 
determined through time simulations of the same two axis model. 

With the algebraic frequency domain relationship, one may explore the sensitivity of 
the phase currents and the Tm to the motor parameters and to parameters which 
describe the load. Further, one may choose motor and load parameters to enhance the 
sensitivity of the phase currents and Tm to perturbations of the load parameters. It is 
envisioned that a Rayleigh-Ritz solution procedure may be employed to clearly define 
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both motor and load parameters for maximum sensitivity of the currents, and thus the 
detection of variations in load. 

It is the variations of these load parameters which are indicative of the health of the 
driven machine. Thus further exploitation of the method presented herein will 
quantitatively enhance the evaluation of machine health and the diagnostics and 
prognostics of motor driven machinery. 
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MAIN PROPULSION REDUCTION GEAR CASE STUDY 
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253 Winslow Way West 
Bainbridge Island, WA 98110 

Abstract: A main propulsion reduction gear in a military ship exhibited no audible or 
outward signs of a mechanical problem. An Expert System automated diagnostic program 
was used for routine testing. Vibration spectral data indicated amplitudes at specific 
frequencies that were low compared to vibration levels for most other machines, but high 
relative to normal for this case. Routine monitoring with the deployed Expert System 
provided early detection and diagnosis, and tracked the degradation until corrective action 
was required. Subsequent inspection of the gearbox revealed a condition that warranted 
immediate correction to avoid extreme costs. This paper describes the method used to 
detect the fault, the inspection results, and the benefits derived from such an approach. 

Key Words:     Case; diagnostic; gears; predictive; vibration 

INTRODUCTION: For more than 25 years, the Navy has utilized vibration analysis in 
planning maintenance for rotating machinery aboard all of the US Navy aircraft carriers. 
The program makes extensive use of vibration data periodically measured on 
approximately 400 machines per ship. The surveys are conducted approximately 6 months 
prior to an overhaul period for quality assurance. Digital data collectors and PC based 
software are used with an Expert System for automated diagnosis. The ship also uses 
vibration testing on a periodic basis, usually quarterly, to assess machine condition for on- 
going condition based maintenance. 

In late 1991, a survey aboard one of these ships revealed an intermediate shafting problem 
based on vibration peaks at one and two times intermediate shaft rotational rate frequency. 
There was no unusual sound emanating from the gearbox. The amplitudes of the peaks 
were not very high in absolute terms, approximately the same amplitudes as often 
measured for the bull gear mesh frequency. However, they greatly exceeded the 
corresponding baseline values. Also, trending of the vibration data from 1991 to 1996 
revealed a degrading condition. The existence of this abnormal vibration over a wide area 
of locations indicated an intermediate shaft alignment problem rather than a more localized 
bearing problem. In 1996, an inspection of the gears showed only minor gear tooth wear, 
however, a subsequent dye check indicated very poor gear tooth contact. Appropriate 
repairs were made. . Subsequent vibration test data showed the unit to be in good 
condition. By correcting the problem before significant gear tooth wear developed, 
catastrophic failure and a very costly gear set replacement was avoided. 

MACHINE TEST PARAMETERS AND FORCING FREQUENCES: Vibration 
measurement and data processing are accomplished using a portable digital data collector 

327 



in conjunction with PC based automated diagnostic software. The data collector is 
activated by scanning a bar code for each measurement location. The data are measured 
using a triaxial array of accelerometers. Data are sampled and processed within the data 
collector using an 800-line FFT (Fast Fourier Transform) for each of the three axes in two 
frequency ranges. Data are downloaded to a PC and then processed automatically. The 
first step in the process is to order normalize the frequency spectra with respect to the 
rotating speed of a designated reference shaft. In this case, the order normalized spectra 
produce frequency scales of 0-5 and 0-100 times Low Pressure Turbine shaft rotational 
rate. The data are then screened for significant spectral peaks and faults by the logic based 
Expert System to produce a machine condition report. 

Figure 1 illustrates the internal schematic of the gearbox, a locked train double nested gear 
set. There are four test measurement locations located at mid-height of the reduction gear 
casing at each of the four corners. The three axes are designated Axial (A), Radial (R) 
and Tangential (T) relative to the rotating shaft. The measurement locations are 
designated numerically as 1 and 2 forward and aft on the HP Turbine side and 3 and 4 
forward and aft on the LP Turbine side. The data shown later will refer to these numbered 
locations. Finally, in order to provide for consistent test conditions, a nominal test speed 
of 110 main propeller shaft RPM has been established. 

FIGURE 1 
VIBRATION TEST & ANALYSIS GUIDE SCHEMATIC 

The forcing frequencies generated by this gearbox are easily calculated in terms of the gear 
tooth counts. For example, the LP Turbine side high speed pinion has 63 teeth driving a 
gear with 142 teeth on the intermediate shaft. Therefore, the intermediate shaft rotational 
rate is equal to 63 / 142 = 0.444 times LP Turbine rotational rate. It will appear on an 
order normalized spectrum at 0.444 orders on the low frequency range graph. 
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BASELINE DATA: Figure 2 is the baseline spectra for this model of reduction gear 
for one measurement location (No. 3). It includes the low frequency range (0-5 times LP 
Turbine rotational rate) spectra for each of the three axes. The high frequency range (0- 
100 times rotational rate) spectra are not included here. The bottom line on each plot is 
the computed average amplitude for each spectral line of data. The middle line on each 
plot is average plus one standard deviation (average plus sigma) and the top line is average 
plus two times standard deviation (average plus two sigma). 

The amplitude scale is logarithmic and is presented in units of Velocity deciBel (VdB). 
For those of you who think in linear units, 105 VdB is approximately equal to 0.1 
inch/second pk. A 6 dB difference is equivalent to a linear factor of 2. Similarly, 12 dB is 
a factor of 4, 20 dB is a factor of 10 and 26 dB is a factor of 20. For example, 105 VdB 
(0.1 in/sec) is ten times as high an amplitude as 85 VdB (0.01 in/sec). These relationships 
will be brought to light for this case later. 

The average baseline spectra were constructed from 24 tests for a variety of identical units 
that were determined via review to be in good condition. The maximum average plus one 
sigma vibration amplitude for the entire unit is 92 VdB (0.022 in/sec pk) at the bull gear 
mesh frequency (location 1, radial axis). Thus this gearbox, which is the size of a living 
room, is inherently a very quiet machine. 

VIBRATION ANALYSIS CRITERIA: With vibration analysis in general, it is 
apparent that the frequency of vibration is usually a good indicator of the source of the 
vibration. The source then leads to determining which type of mechanical fault is in 
evidence. The debate more often surrounds the question of what amplitudes are 
considered to be excessive and the severity of the apparent faults. By establishing average 
baseline spectra for a specific machine type, we are allowing the machine itself, and many 
others identical to it, to determine what amplitudes are allowable. Statistically average 
plus sigma amplitudes represent approximately the 85th percentile. Of the 24 past sets of 
test data in the average spectra, therefore, one can expect that 20 of the 24 amplitudes at a 
particular frequency, location and axis were below the average plus one sigma value. As a 
human analyst and in designing the Expert System, one has to allow for judgment in 
empirically using this average plus one sigma criterion. If the vibration amplitude at a 
specific frequency such as a gear mesh exceeds the average plus sigma amplitude, there 
should not be the automatic assumption that there is a mechanical fault. One looks at the 
overall picture. By how much does an individual spectral peak exceed the criterion? How 
many different peaks support the diagnosis and in what pattern ? How high are the 
absolute amplitudes ? Years of experience reviewing data for various machine types, 
compounded with a certain amount of actual machine condition feedback, has provided 
the basis for determining when a fault diagnosis should be revealed and at which points the 
fault severity should be increased from slight to moderate to serious to extreme. Typically 
vibration used to support a diagnosis must meet an absolute amplitude requirement and 
exceed average plus one sigma by at least a few dB to be cited in a diagnostic report even 
to a slight degree of severity. 
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HPA «! AU3013A 

FIGURE 2 
AVERAGE SPECTRUM - LOW RANGE 
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TEST DATA AND RESULTS: Figures 3 is the actual low frequency range data for 
this unit measured in June 1995. For each spectral plot, the current test spectrum is 
superimposed on the appropriate average plus one sigma spectrum for this specific 
machine type. As with the average spectra in Figure 2, the data shown here are only for 
measurement location No. 3. Note that almost the entire range of each spectrum appears 
to be quite "normal". Significant exceptions are the spectral peaks at one and especially 
two times intermediate shaft rotational rate (lxl and 2x1). 

Figure 4 is called a screening table and is a tool used for manual analysis and review of test 
data. Without going into detail, it is sufficient here to state that it is a tabular summary of 
significant spectral peaks for the given machine test. Included are the vibration amplitudes 
(in VdB), their dB change from previous, and their variation in dB from average plus one 
sigma. These values are presented for ten specified frequencies, including lxl (one times 
intermediate shaft rotational rate) and 2x1. Note that the 2x1 vibration levels throughout 
the four locations and three axes are generally 20 to 26 dB above average plus one sigma 
values. This translates to a linear ratio of 10 to 20 times greater than our criteria. 
Furthermore, the table shows that there was a significant increase in amplitudes from the 
previous survey. The capability to trend fault severity over time was used to assess the 
rate of degradation. Similarly, the lxl levels are generally 12 to 20 dB above average plus 
one sigma, or 4 to 10 times greater than our criteria. 

Figure 5 is the diagnostic report automatically produced by the Expert System used 
aboard these vessels. The first analysis conclusion drawn is obvious due to the very large 
exceedances of average plus sigma at lxl and 2x1. There is a rather serious mechanical 
problem somehow related to the intermediate shafts. The next observation is that the 
abnormal amplitudes are fairly equally distributed among the four corners of the gearbox 
casing. A dominance of the amplitudes and/or exceedances of average at one 
measurement location would indicate a localized intermediate shaft bearing problem. The 
equal distribution of the vibration suggests either a major shafting alignment problem or 
structural resonance. Also, the 2x1 frequency (1925 CPM) turned out to be the maximum 
vibration amplitude measured at the HP Turbine, the LP Turbine and the Attached Lube 
Oil Pump. A subsequent speed runup test performed by the shipyard showed that the lxl 
and 2x1 vibration increased with increasing shaft speed, thus ruling out a resonance 
problem. The final analysis, based solely on vibration spectra, was that there was a serious 
to extreme intermediate shaft misalignment. The recommendation was to open and 
inspect the gearbox to check the alignment. 
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MNREDGR# 
Acquired: 06-21-1995 02:23:37 Speed:  IXL-2187RPM (1XS- III RPM)     Avgs. -24 

CLASS D, MANDATORY: CHECK INTERMEDIATE SHAFT FOR IMPROPER 
ALIGNMENT AND BEARING CLEARANCES 

Maximum Level is:          103 (+25) VdB [3T] at 2.00x1 

EXTREME  INTERMEDIATE SHAFTING PROBLEM 
is indicated by              95 (+20) VdB [lR]at 1.00x1 

96 (+21) VdB [IT] at 1.00x1 
86 (+17) VdB [1A] at 2.00x1 
93 (+25) VdB [1RJ at 2.00x1 

102 (+27) VdB [IT] at 2.00x1 
94 (+22) VdB [2R]at 1.00x1 
91 (+16) VdB [2T]at 1.00x1 
84 (+13) VdB [2A] at 2.00x1 
89 (+21) VdB [2R] at 2.00x1 

101 (+25) VdB [2T] at 2.00x1 
92 (+19) VdB [3R]at 1.00x1 
97 (+21) VdB [3T]at 1.00x1 
93 (+22) VdB [3A] at 2.00x1 
96 (+23) VdB [3R] at 2.00x1 

103 (+25) VdB [3TJ at 2.00x1 
92 (+19) VdB [4R]at 1.00x1 
92 (+17) VdB [4T]at 1.00x1 
94 (+22) VdB [4A] at 2.00x1 
98 (+30) VdB [4R] at 2.00x1 
99 (+26) VdB [4T] at 2.00x1 
81 (+14) VdB [4A] at 4.00x1 
81 (+21) VdB [4A] at 5.00x1 

FIGURE 5 
DIAGNOSTIC REPORT 

With the abnormal vibration levels cited in the report, one might guess that the problem 
would have been noticeable to an observer on site. Keep in mind that the amplitudes cited 
here are not very high in absolute terms compared to those generated by many other 
machines in the space, even those that are in good mechanical condition. When standing 
next to the reduction gear, one is enveloped by a loud symphony of machine noise and the 
shaking of deck plates. There was no noticeable problem detected merely listening to the 
reduction gear or feeling the casing. 

INSPECTION RESULTS AND SUBSEQUENT REPADIS: Following the June 
1995 vibration test, the gearbox inspection was conducted in two phases. The first phase 
was an in-port visual inspection of the gear teeth and casing to observe overall condition. 
The result was that the gear teeth and casing were in relatively good condition, although 
minor tooth wear was becoming evident. The second phase consisted of a tooth contact 
check. This procedure involves covering the gears with red dye while in-port. Then the 
machine is operated under normal loading conditions. A subsequent inspection of the 
teeth reveals tooth contact patterns using the dye. In some cases, the results showed as 
little as 5 per cent contact area. Figure 6 is an illustration of the tooth contact pattern. 
This investigation confirmed the vibration analysis of severe intermediate shaft 
misalignment. 
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UPPER 

LOWER 
AFT FWD 

Areas not shaded represent areas of contact on the gear tooth faces. 

FIGURE 6 
TOOTH CONTACT 

As a result of the vibration test and inspections, the following repairs were accomplished: 

1. The high speed flexible couplings between the turbine and reduction gear were 
disassembled, cleaned, and inspected with respect to dental tooth contact and axial 
float. The same procedure was performed for the intermediate shaft flexible couplings. 

2. All journal bearings on the high speed and intermediate shafts were inspected and 
scraped as required to improve the tooth contact patterns. Worn bearings were re- 
babbitted. 

3. The gear train timing was adjusted to eliminate the lag of the second reduction pinion. 
4. A final tooth contact check was conducted to ensure that the intermediate shaft 

alignment had been corrected. 

POST REPAIR VIBRATION TEST: There was a routine 360 machine MCA 
(Machinery Condition Analysis) survey conducted following the shipyard repair period. 
Figure 7 is an excerpt from the screening table for the vibration data measured for this 
Main Reduction Gear during the survey. Results show that the repairs were quite 
successful, lxl and 2x1 vibration amplitudes, in particular, all decreased to levels at or 
below average plus one sigma. There are no mechanical faults indicated. 
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PKP LVL 
VdB AT SPECIFIED ORDERS 

0.44 
1X1 

0.89 
2X1 

1A CUR 
C-P 
C-A 

62 
-13 
0 

69 
-17 
0 

1R CUR 
C-P 
C-A 

79 
-16 
4 

63 
-30 
-5 

IT CUR 
C-P 
C-A 

79 
-17 
4 

62 
-40 
-13 

2A CUR 
C-P 
C-A 

64 
-11 

1 

71 
-13 
0 

2R CUR 
C-P 
C-A 

79 
-15 
7 

66 
-23 
-2 

2T CUR 
C-P 
C-A 

79 
-12 
4 

70 
-31 
-6 

PKP LVL 
VdB AT SPECIFIED ORDERS 

0.44 
1X1 

0.89 
2X1 

3A CUR 
C-P 
C-A 

62 
-3 
-1 

71 
-22 
0 

3R CUR 
C-P 
C-A 

68 
-24 
-5 

67 
-29 
-6 

3T CUR 
C-P 
C-A 

76 
-21 
0 

65 
-38 
-13 

4A CUR 
C-P 
C-A 

59 
-13 
-3 

69 
-25 
-3 

4R CUR 
C-P 
C-A 

65 
-27 
-8 

64 
-34 
-4 

4T CUR 
C-P 
C-A 

75 
-17 
0 

67 
-32 
-6 

FIGURE 7 
POST REPAIR SCREENING TABLE (EXCERPT) 

CONCLUSIONS: 
history: 

Some important points and lessons can be learned from this case 

1. Using narrowband FFT average baseline data for a specific machine type is an 
excellent criterion for assessing vibration amplitudes and fault severity. General alarm 
limits or broadband vibrations readings are often insufficient or useless. 

2. Using the predictive maintenance philosophy of periodic testing of the machinery 
allows for the detection of faults when mere observations do not. Periodic testing 
also allows for trending of faults so that repairs can be planned for a more convenient 
time. 

3. The correcting of mechanical problems before much more costly and irreversible 
damage occurs will save both money and operations in the future. 
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OPTIMIZING RELIABILITY, MAINTAINABILITY AND 
COST FOR SHIPBOARD SYSTEMS 

John A. Latimer . William C. Momberger, Nathan Johnson, Jr. 
Science Applications International Corporation 

3045 Technology Parkway 
Orlando, Florida 32826 

Abstract: At present, shipboard system reliability is maintained by periodically 
refurbishing systems at considerable cost per ship. This paper recognizes the need for 
periodically refurbishing shipboard systems to sustain high reliability, and recommends a 
Weibull-based analytical procedure for adjusting refurbish interval, and thereby 
optimizing shipboard system reliability, maintainability and cost, Cosby & Johnson[l]. 
The analytical techniques offered in this paper exploits the multi-distribution capability of 
the Weibull distribution, Johnson[2] to analyze actual shipboard system performance data 
and from these data, determine the actual reliability of the shipboard system, the 
maintenance cost to sustain that reliability, and the cost associated with the maintenance 
efforts. To improve existing procedures for on-board equipment maintenance and 
logistics support, the Navy developed its Maintenance and Materiel Management System 
(3-M System) during the 1960s, DiStefano[3]. Although the 3-M System provides a 
maintenance history on all ship system equipment; e.g., main propulsion, electrical 
generation and distribution and auxiliary machinery, the potential of this database for 
maintenance cost savings and spare parts allocation have not been exploited to its full 
potential. The Weibull-based technique that is being proposed for analyzing the 3-M 
System database is capable of establishing cost effective refurbish intervals, providing the 
number of shipboard system failures to be expected over refurbish intervals as well as the 
associated maintenance cost to affect repairs of failed shipboard systems that occur within 
refurbish intervals. 

Key Words: Analyzing; cost; database: Kolmogorov-Smirnov; logistics support; 
maintenance: shipboard; Weibull; 3-M system. 

INTRODUCTION: The U. S Navy experiences logistics problems in their attempt to 
maintain vital equipment on-board active ships in a high state of readiness. The Navy 
must provide adequate spares on-board each ship and to this end have developed its 
Maintenance and Materiel Management System (3-M System) to capture equipment 
maintenance support data, cost of this support, and provisions for data on which to base 
improvements in equipment design and spare parts support, DiStefano[3]. This paper 
proposes to employ a Weibull-based technique to analyze the raw data obtained from the 
U. S Navy's 3-M System for all shipboard systems and equipment. The technique will be 
demonstrated by employing a single shipboard system, such as turbines, pumps or valves, 
to provide a complete estimate of the reliability and maintenance requirements for the life 
of a particular class of ship. This analysis technique requires that failure time data on each 
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pertinent shipboard system be extracted from the Maintenance and Materiel Management 
System. If predictions are to be meaningful this failure time information must be 
annotated to show that a failure occurred while steaming or in port. 

ANALYSIS: Inasmuch as mechanical parts do not in general fail in accordance with 
exponential theory, the Weibull distribution is employed to analyze the data trend arising 
from observing 100 sea-valves for a period of 40 months. Within the 40 months, three 
sea-valve failures were observed: (1) one sea-valve failure after 18 months of service, one 
sea-valve failure after 27 months of service and one sea-valve failure after 40 months of 
service, for a total of three sea-valve failures out of a sample of 100 sea-valves (Table I). 
Weibull analysis of these three sea-valve failures produced a Shape parameter of ß = 
1.390302 and a characteristic life parameter whose value is T| = 476.84 months 
(Appendix A). 

Table I 
Observed Shipboard Sea-valve Failures 

Usage Interval 
(Months) 

Observed 
Valve Failures 

Cumulative 
Valve Failures 

Predicted 
Valve Failures 

18 
27 
40 

1 
1 
1 

1 
2 
3 

1.051(1) 
1.838(2) 
3.151(3) 

An analysis of these data indicate that the average sea-valve failure rate, measured over 
40 service months, is .79714 x 10"3/month with a corresponding Mean-Time-Between- 
Corrective Maintenance (MTBCM) of 1254.5 months. The Kolmogorov-Smirnov (K-S) 
confidence bounds (±do) express the probability that the actual shipboard system 
performance and cost parameter will lie in within the range of values provided (Table II). 
That is, the probability is equal to "Pa", that the K-S confidence bounds will contain the 
actual performance value; i.e., failure, and associated cost for the shipboard system 
assessed. The K-S goodness of fit test is preferred over the traditional Chi-squared (%2) 
goodness of fit test because of its capacity for detecting smaller deviations than the Chi- 
square test is capable of detecting; in addition, the K-S test is not burdened by the 
restriction that the raw data be cellularized with at least five data points per cell as is the 
Chi-square test, Massey[4]. 
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Table II 
Spare Valve Spare Parts for the Next 10 Years 

age Interval 90% Lower Average 90% Upper 
(Months) Failure Failure Failure 

Estimate Estimate Estimate 
12 0.0 0.23(00) 12.43(12) 
18 0.0 0.60(01) 12.80(13) 
24 0.0 1.05(01) 13.25(13) 
30 0.0 1.56(02) 13.76(14) 
36 0.0 2.11(02) 14.31(14) 
42 0.0 2.72(03) 14.92(15) 
48 0.0 3.35(03) 15.55(16) 
54 0.0 4.03(04) 16.23(16) 
60 0.0 4.72(05) 16.92(17) 
66 0.0 5.45(05) 17.65(18) 
72 0.0 6.20(06) 18.40(18) 
78 0.0 6.96(07) 19.16(19) 
84 0.0 7.75(08) 19.95(20) 
90 0.0 8.56(09) 20.76(20) 
96 0.0 9.38(09) 21.58(21) 
102 0.0 10.21(10) 22.41(22) 
108 0.0 11.06(11) 23.26(23) 

Using the performance parameters derived from the first three data points, the predicted 
spare parts requirement at a ninety percent K-S confidence, Massey[4] for a single ship 
(housing 100 sea-valves) for the next 108 months (two 54-month refurbish intervals) are 
listed in Table II. 

Table II indicates that for a refurbish interval of five years (60 months) we can expect an 
average of five (4.72) sea-valve failures and as much as seventeen (16.92) sea-valves to 
require replacement or servicing within a five year period. Over the life (10 years) of a 
ship, we expect an average of thirteen (13) sea-valve failures, and as much as twenty-five 
(25) sea-valves to require replacement over the ten-year period at ninety percent 
confidence (±d.io). 

SHIPBOARD SEA-VALVE RELIABILITY, MAINTENANCE AND COST: Based 
on the sea-valve empirical data in Table I, there is a reliability of .97 that the sea-valves 
will survive a 54-month refurbish interval with schedule inspection intervals every 18 
months. Schedule maintenance implies an interval within which an inspection is made 
and failed sea-valves replaced or refurbished as needed. At the end of 54 months of 
service, all 100 sea-valves are refurbished or replaced, regardless of sea-valve condition. 
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If the scheduled maintenance (inspection) interval is doubled, an increase from 18 to 36 
months, with the entire sea-valve complement refurbished or replaced after 108 months 
of service, we can expect a sea-valve reliability of .90. 

Assumptions 

(A) Sea-valves Materials =     $350.00/valve 
(B) Labor Rate =    $56.25 per hour 
(C) Sea-valve Replacement Rate =     15 man days 

18 Month Inspection Intervals with a Refurbish Interval of 54 Months: With 18 
month inspection intervals, we can expect an average of a four (4.04) sea-valve 
replacements (failures) over a schedule sea-valve refurbish interval of 54 months. After 
each 54-month service period, the entire sea-valve complement is refurbished. The total 
cost of refurbishing all 100 sea-valves every 54 months of service is determined as 
follows: 

Days required for sea-valve refurbishing =    104 valves x 15 man days/valve 
= 1560 man days 

Total labor cost =   ($450.00/man day) (1575 man days) 
= $708,750.00 

Total cost of sea-valves materials 
(105) ($350.00) =   $ 36,750.00 

Cost per 54-month refurbish intervals =   $745,500.00 

Over a 9 year service period (108 months .approximately two refurbish intervals), we can 
expect ten (10) sea-valve corrective maintenance actions/ replacements (failures). 

Days required for sea-valve refurbishing =   210 valves x 15 man days/valve 
= 3150 man days 

Total labor cost =   ($450.00/man day) (3150 man days) 
= $1,417,500.00 

Total cost of sea-valves materials 
(210) ($350.00) =   $    73,500.00 

Total cost over 10 service years 
(108 months) per ship =   $ 1,491,000.00 

36 Month Inspection Intervals with a Refurbish Interval of 108 Months:   If the 
inspection intervals are increased to 36 months, a sea-valve reliability of .90 [Rsea-vaive 
(T=108 mo.) =. 90] can be sustained. With 36-month inspection intervals, we can expect 
approximately eleven (11.06) sea-valve maintenance actions (failures) over a scheduled 
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sea-valve refurbish interval of 108 months.    The total cost of refurbishing sea-valves 
every 108 months of service is determined by 
Days required for sea-valve refurbishing =   (111 valves) (15 man days/valve) 

= 1665 man days 
Total labor cost =   ($450.00/man day) (1665 man days) 

= $749,250.00 
Total cost of sea-valves materials 

(111) ($350.00) =   $38,850.00 
Total cost over 10 service years 

108 months) per ship =   $788,100.00 

The cost differential between the 54-month refurbish interval and 108-month refurbish 
interval is $702,900 per ship. In order to maintain a sea-valve reliability of .97 with a 
refurbish interval of 54 months, the cost per reliability increment is $100,414.29. 

The total cost of maintaining a sea-valve reliability of .97 over a nine year period (with 
18 month inspection intervals ) for 100 ships is (100 x $1,491,000.00) $149,100,000.00. 
The total cost to maintain a sea-valve reliability of .90 over a nine year period (with 36- 
month inspection intervals) for 100 ships is (100 x $788,100.00) $78,810,000. The cost 
savings realized by extending the refurbish intervals is $77,319,000.00 for 100 ships. 

CONCLUSION: The expected number of sea-valve failures for two refurbish intervals 
of 54 months (9-year operating period) is 2 x (4.03) = 8.06 (8). The expected number of 
failures for a single refurbish interval of 108 months is 1 x 11.06 (11). The 18-month 
inspection intervals with a 54-month refurbish interval is costing $702,900.00 
(approximately $234,300.00 per failed sea-valve) per ship to avoid three additional sea- 
valve failures over the life of a ship. 

RECOMMENDATION: Change the inspection intervals from 18 to 36 months and the 
sea-valve refurbish interval from 54 to 108 months and realize a cost-savings in sea-valve 
maintenance of $702,900.00 per ship. These results are obtained without significant sea- 
valve reliability degradation (R (T = 18 months) = .97 Versus R (T = 36 months) = .90). 

341 



References 

[1] Cosby, C.S.P. and Nathan Johnson, Jr., "Reliability Apportionment and Cost," 
SOLE Proceedings, 10th International Logistics Symposium, Lake Buena Vista, 
FL.1975. 

[2] Johnson, Nathan Jr., "On Optimizing Maintainability," Microelectronics and 
Reliability, Proceedings 1977 Canadian SRE Reliability Symposium, Ottawa, 
Ontario, Canada, 1977. 

[3] DiStefano, Renato, "Development of Ship Equipment Maintenance History," 
1987 Proceedings, Annual Reliability and Maintainability Symposium, 
Philadelphia, PA, 1987, p268. 

[4] Massey, F. J., "The Kolmogorov-Smirnov Test for Goodness of Fit," Journal of 
the American Statistical Association, No.42, 1951. 

Bibliography 

[1] Ellis, Karan E. and Gregory J. Gibson, "Trend Analysis of Repair Times," IEEE 
Proceedings, Annual Reliability and Maintainability Symposium, Orlando, FL, 
1991, p85. 

[2] Epstein, Benjamin, "Tests for the Validity of the Assumption that the Underlying 
Distribution of Life is Exponential, Part I," Technometrics, Vol. 2, No. l.,1960. 

[3] Epstein, Benjamin," Tests for the Validity of the Assumption that the Underlying 
Distribution of Life is Exponential, Part U," Technometrics, Vol. 2, No. 2.,1960. 

[4] Johnson, Nathan Jr. and Cosby, C.S.P., "A General Distributional Approach to 
Reliability Predictions," SOLE Proceedings, 11th International Logistics 
Symposium, Philadelphia, 1976. 

[5] Weibull, W., "A Statistical distribution function of Wide Applicability," Journal 
of Applied Mechanics, Vol. 8,1951. 

342 



APPENDIX A 

SEA-VALVE RELIABILITY: SHIPBOARD 

12/16/1996 

WEIBULL FAILURE ANALYSIS FOR THE FIRST 3 FAILURE POINTS 

WE1BULL PARAMETER ETA = .47684E+03 MO. 
WEIBULL PARAMETER BETA = 1.390302 

AVERAGE FAILURE RATE =   .79714E-03/MO.; MTBF= .12545E+04MO. 

CORRELATION COEF =   .990246; COEF. OF DETERMINATION =   .980588 

90% KOLMOGOROV-SMIRNOV (K-S) CONFIDENCE 
BOUNDS/ESTIMATES 

** UPPER FAILURE =.11183E-02 /MO.; LOWER MTBF=   .89420E+03 MO. 
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FAILURE EXPECTATION FOR    120.00 MO. OF SERVICE 

USAGE 90 % LOWER FAILURE     AVERAGE FAILURE 
INTERVAL(MO.) Expectation Expectation 

90 < . UPPER FAILURE 
Expectation 

12.00 
18.00 
24.00 
30.00 
36.00 
42.00 
48.00 
54.00 
60.00 
66.00 
72.00 
78.00 
84.00 
90.00 
96.00 
102.00 
108.00 
114.00 
120.00 

.00 .23 

.00 .60 

.00 1.05 

.00 1.56 

.00 2.11 

.00 2.72 

.00 3.35 

.00 4.03 

.00 4.72 

.00 5.45 

.00 6.20 

.00 6.96 

.00 7.75 

.00 8.56 

.00 9.38 

.00 10.21 

.00 11.06 

.00 11.91 

.58 12.78 

12.43 
12.80 
13.25 
13.76 
14.31 
14.92 
15.55 
16.23 
16.92 
17.65 
18.40 
19.16 
19.95 
20.76 
21.58 
22.41 
23.26 
24.11 
24.98 
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Preemptive Maintenance and Intrinsic Health Monitoring 

Donald K. Hoth, Dayton T. Brown, Inc., 555 Church Street, Bohemia, NY 11716 

Abstract 

In military terminology, a preemptive operation is the action of striking your enemy before 
he has the chance to strike you. In the support and maintenance of shipboard machinery 
and equipment, preemptive maintenance will provide ships' personnel with the ability to 
act on potential machine failure and repair/replacement situations before shutdown and 
operational crisis can occur. A Preemptive Maintenance system combines the concepts 
of equipment Intrinsic Health Monitoring (IHM) (a form of condition monitoring) and 
Predictive Maintenance (PDM) in a manner which produces optimum efficiency in 
equipment functional operation as well as optimizing logistics in support of operations. 

The integration of this kind of an equipment "health" status system within the framework 
of functional performance will provide a ship's "equipment situation report" with fewer 
manhours spent in equipment surveillance and will provide greater assurance of continued 
faultless machinery operation. The great benefit of an IHM system as applied to ship 
operation is the system console presentation that continued "fail-free" operation can be 
expected over a future demand period. (The assurance of planned operations without 
interruption.) In addition, remote observation of impending problems at a central 
maintenance support facility can assist in the diagnosis of the problem and the most 
efficient corrective action. 

Introduction 

We assemble equipment into functional sets in order to accomplish specific tasks. The 
design of these equipment sets supports or creates a process which implements an 
operational need. Our first concern is correct operation. Our second concern is process 
protection to ensure that operation will continue as needed. Equipment maintenance is our 
method of process protection and our method of implementation of maintenance 
determines our state of readiness and a major portion of our operation and support costs. 

Maintenance Concepts 

Predictive maintenance the newest concept has grown rapidly because of compelling 
economic factors. Traditionally, the maintenance of industrial equipment was performed 
in one of two ways: run-to-failure, or preventive maintenance. The run-to-failure approach 
can result in accidents (poor safety) as well as producing long costly equipment down 
time. It is also totally undesirable in situations where process interruption leads to 
coincidental damage or prolonged performance curtailment. Preventive maintenance 
requires an equipment supervisor or process manager to make some conservative 
assumptions as to when failure is likely to occur and then to maintain the equipment and 
provide replacement accordingly. Since machines in predictve and preventive programs 
are actually maintained, repaired, or replaced before such actions are really necessary, this 

345 



type of maintenance can be costly and still fail to catch latent (factory errors) or induced 
(installation misalignments) failures. 

Predictive maintenance presently relies on expert knowledge of specific equipments 
(derived through testing and historical data) and periodic inspections which include oil 
samples and vibration analysis/monitoring in order to track equipment deterioration. 
Vibration analysis/monitoring has been performed with portable data collectors (PDCs). 
Analysis is performed either within the device or in post-time at a central processing 
computer. These hand held PDC devices contain a probe which is placed against a 
machine and held there for a few seconds to measure vibration amplitudes. The frequency 
of monitoring may be daily, monthly, or even on a quarter yearly basis. PDCs have several 
drawbacks. They are labor intensive, their diagnostic capability is limited and they capture 
only a brief snapshot of an equipment signature. (PDC do not usually take into account 
variable loading conditions.) Environmental conditions, such as temperature or physical 
accessibility can affect both the frequency and accuracy of the readings. Finally, their 
accuracy is dependent on the skill level of the individual technician. 

Preemptive Maintenance 

A typical Preemptive Maintenance system consists of a remote central operation site and 
a number of monitored facilities. The system will operate as shown in the functional 
diagram of Figure 1. The central site computer, video display and data printer serve as the 
IHMS central data collection equipment. Additional software programs are used for 
maintenance/repair decisions, failure cause analysis and report generation. The central 
operation site is also used to store the historical data generated by the Intrinsic Health 
Monitoring System, the diagnostic predictive maintenance data and the preventive 
maintenance schedules for each local equipment site in the system. Thus, the central site 
operational staff can observe the equipment status of an unlimited number of remotely 
located facilities, command centralized assets and coordinate the maintenance and 
operational activities in an efficient manner. The key to this ability is the IHMS telephone 
communications and command capability. This communication link allows a great degree 
of management participation and flexibility in operational process protection. 

The system approach of Preemptive Maintenance is to use the IHMS data as an early 
warning system. Various predictive techniques can then be employed to determine the 
cause of the impending problem and identification of best corrective action can be 
determined by a data search in the central workstation computer through equipment 
historical data/available assets log. Directed maintenance can then be dispatched on a 
scheduled and prioritized basis. 

IHM Concept 

Operating equipment and entire machine processes (larger configurations of operating 
equipment) generate a set of intrinsic physical signatures which are products of, and 
subsidiary to, their primary performance characteristics. These signatures are 
nonfunctional parametrics which are consistent and reliable indicators of "normal" 
operation. Careful perception and analysis of these physical parameters can confirm 
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equipment and/or process operational status (normal/not normal) and neutral processing 
of the parametric data can provide indications of future failure or impending out-of- 
tolerance performance of the operational equipment. (Small perceptible changes in 
vibration, mechanical stress, or temperature levels will be precursors to failure events.) 

IHM System Operation - Monitor Mode 

An IHM system effectively combines the IHM concept (for determining whether the 
observed equipment is operating within its "norms") and the necessary remote data 
gathering capability required to perform PDM when the equipment is "out of norm". The 
typical IHM system would be configured as shown in Figure 2. It consists of a central 
workstation and variable number of IHMU local stations. The IHM units (IHMU) are the 
primary data gathering elements in the system. Each IHMU gathers data via its sensor 
complement and transmits this data to the system central workstation. The data is 
gathered periodically (typically 10-15 minute intervals). The IHMU also processes the 
periodic data readings (PDR) and performs an appraisal of the equipment status 
(normal/not normal) and transmits this status or condition evaluation at hourly intervals. 
These hourly condition evaluations (HCE) are formed in the IHMU which is an Intelligent, 
P.C. based, local processor and no further processing is required at the central 
workstation. The central workstation maintains two data bases: one for the equipment 
status displays (the HCE data); the second is the PDR (for analysis, when necessary, by 
expert knowledge predictive maintenance techniques). 

As shown in Figure 3, the operating subsystem equipment chosen for display is a typical 
conventional steam turbine propulsion plant. Figure 4 is the typical subsystem status 
display which shows the condition/status (in color) and the IHMU analysis of future 
condition (in the form of a probability of failure or a failure potential index [FPI]). 

The central workstation can also save the "normal" data sets and specific failure patterns 
in order to build a library on particular equipments for comparison with future data from 
other similar/identical equipments. This comparison capability allows the system operator 
to detect new equipment (repairs/replacements) misalignments or improper installations 
and to possibly detect/diagnose the recurrence of previously noted failures. 

Figure 5 is a typical IHM FPI printout produced during a test run in which a motor-pump 
was induced to fail (the pump impeller was caused to erode by the introduction of a 
caustic element into the water flow). As the readings show, it took 5 days for the pump 
to fail (loss of pressure and flow which could not be restored by valve control or motor 
effort). The IHMS detected the probable failure 168 hours prior to failure and indicated 
definite future failure 120 hours before the loss of operational performance. 

In the past two (2) years IHMS has produced 7 to 19 day warnings in six (6) different 
industrial trials which encompassed 40,000 hours of operation. 
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IHM System Operation - Learn Mode 

In order for the IHMS to monitor norms and detect significant deviations from normal, an 
initial "learning" period is performed. The IHMU takes data on the operating equipment 
and forms statistical norms for each sensor and for several frequency bands of vibration. 

(The exact number of bands is variable/setable for each IHMU.) The data intervals are 
identical to the periodic data intervals in monitor mode. During learn mode, the only data 
transmitted to the central workstation is a Normal Condition Confidence Level (NCCL) 
which is calculated by the IHMU and is a figure of merit on the degree of stability of the 
PDR data being observed. If, after a 6-12 hour learning period the NCCL indicates stability, 
the IHMU is placed in monitor mode and the preemptive maintenance operation proceeds. 
If the NCCL indicates that the learn mode data is not sufficiently stable, the choice and 
location of the system sensors must be checked and the potential of a preexisting fault 
investigated. 

IHMU Design 

The IHMU incorporates a modular open architecture which allows the unit to be 
configured with a variable set of sensors and sensor processor capability. Typically, an 
IHMU will consist of a set of specific function printed circuit boards which provide 
programmable functions such as band pass filtering, programmable gain amplification, 
sensor signal conditioning and A/D conversion of sensor data. A typical IHMU 
configuration is shown in Figure 6. The IHMU software, as previously described, has two 
operating modes and the following detail characteristics: 

Monitor Mode 

In normal mode operations, the operating software will operate as a "ring" commutator. 
It will provide continuous data collection from the sensor analog/digital converter channels 
on a cyclical basis and transmit this data to the neural processors within the cycle. The 
collect and transmit cycles will be repetitive, timed, and controlled. The normal mode 
operating software will also collect trend data from the neural processors and store this 
data in the IHMU memory. As data is collected from the neural processors, it will be 
examined and an equipment "health" status will be determined. Significant event 
occurrences and averaged health status data will be stored in the system's status display 
buffer registers in order to allow operator observation of system trends and events. 

Learning Mods 

When the system is placed in the learning mode, the operating software will perform in 
an identical manner to normal mode operations, except that the software will not store 
or examine the neural processor outputs. The system will examine vibration sensor 
bandwidth data and calculate the frequency bands of significance. The significant 
frequencies and energy content will be stored for normal mode operation. The temperature 
and operating load sensors will be used to adjust or compensate the vibration readings. 
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Communication Periods 

The operating software communication will be controlled by two system counters: the 
sensor scan counter and the data collect counter. The sensor scan counter (I counter) will 
control the rate/time period of the sensor scan cycle. The data collect counter (D counter) 
will control the rate/time period of the neural data collection and storage. Both counters 
are software adjustable. The operating system software flow chart is shown on Figure 7. 

Conclusions 

A preemptive maintenance program will provide shipboard operations with a better system 
for assuring continued operational performance and a better appraisal of planned operating 
period capability. Ship and shore maintenance personnel will be capable of predicting 
0 & S requirements on a "need" basis rather than on a costly preventive basis. The 
specific operational benefits will be: 

a. Early warning of impending equipment breakdown or out-of-tolerance performance 
(operations protection). 

b. A real-time, local picture of equipment "norms" in regard to equipment maintenance 
decisions. 

c. Equipment/operational trend analysis (long term; short term) for optimal equipment life 
and reduced system stress/system failure. 

d. Remote real-time observation of local equipment conditions. 
e. Early disclosure of poor installation, poor repair or defects in newly installed equipment 

(comparison of historical data for similar equipment). 

Specific benefits to maintenance and support will be: 

a. Reduced 0 & S, based on condition-based predictive maintenance and overhaul. 
b. Standardized record-keeping with quality data, and easy accessibility. 

The need to streamline organizations raises the need for the generation of maintenance 
management software where machinery condition data is stored and 
repair/replace/reinspection decisions are evaluated. Installation of local- and wide-area 
networks further supports this trend towards information sharing. The total benefit of 
preemptive maintenance is in improved anticipation of maintenance needs and greater 
confidence in operational status (present and future). 
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Abstract: A new method is developed in this paper to design structures with system 
reliability constraints. In this method, the g-functions instead of the reliability functions 
are approximated around the current design and their corresponding MPPs (most 
probable points) with respect to both the design and random variables. Design variables 
that are parameters of a random variable are separated from the random variable through 
a simple transformation. The probability of failure of a structural system is computed 
using an efficient importance sampling technique that approximates each limit states 
using a quadratic polynomial with adaptive curvature and position. This system 
reliability analysis method provides both the accuracy and efficiency needed for the 
purpose of probabilistic design. A cantilever beam subjected to lateral and vertical 
random loading is designed using the conventional and the proposed method against 
excessive lateral and vertical deflection and yielding. The proposed method is five times 
more efficient than the conventional approach. At the optimal design not all the failure 
modes are equally important. Therefore, it is important to consider the multiple failure 
modes as a system not individually during design. 

INTRODUCTION: Reliability-based design has the potential of striking an optimal 
balance between the requirements for reliability and economics, as such it is superior to 
deterministic design which cannot properly treat the inherent uncertainties involved in 
every aspect of the life span of a structure, from design to demolition. Yet, reliability- 
based design still remains in the limbo of research and development after many years of 
study. One of the main obstacles that is preventing reliability-based design methodology 
from being widely used in engineering design practice is its consumption on computing 
resources. 

Before we introduce new and more efficient methods, let us first review the conventional 
way of solving reliability-based design problems. A probabilistic design problem can be 
formulated in a variety of ways depending on what are treated as objectives, what as 
constraints and if there are more than one constraints. A popular formula is given below: 

Minimize: Total Cost 

Sub. to: P/ = Pr[Ug,<0]<limit (1) 

where g,'s are the limit state functions and define failure when g, < 0 and safety when g, > 
0.   P, is the structural probability of failure, and the reliability of the structure, R = 1 -Pf. 
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Total cost is the sum of initial design cost, construction cost, maintenance cost, failure cost, 
etc. 

Pf can be computed with a number of reliability analysis methods, which all involve 
repeated calculations of the response functions (g). For any given design, D, Pf assumes a 
single value. Therefore, Pf is just a regular deterministic function of D. Consequently, 
Problem (1) can be solved using any standard deterministic optimization algorithms such 
as SLP (sequential linear programming) [1]. We will call this approach the conventional 
approach. Since most non-Monte Carlo methods requires the location of the most 
probable point (MPP) or design point on a limit state surface, reliability analysis is of 
iterative nature [2]. Consequently, the conventional reliability-based design methods 
require nested loops, the inner loop computing the reliability and the outer loop updating 
the design. When the computation of a response function involves complex finite 
element models, as it often does in the real world structural engineering problems, the 
demand on computer time to accomplish reliability-based design optimization using 
conventional approach can be forbidding. This problem becomes even more pronounced 
when more the one correlated failure modes are involved. 

As a result, how to improve the efficiency of probabilistic design optimization has been a 
constant focus of research [3-6]. Almost all the promising new methods involve using 
approximate reliability function {R = 1 - Pf). There are basically two ways to 
approximate the reliability function. The conventional way is to approximate the 
reliability function directly, e.g., linear expansion of Pf with respect to design variables. 
The problem with this approach is that it is very costly to obtain the expansion, since 
every perturbation to a design variable demands a full reliability computation. An 
alternative is to approximate the g-functions with simpler closed form expressions, and 
then compute Pf using the simplified g-functions. This approach falls into the category of 
approximating a response function (Pf) through the use of intermediate response functions 
Co- 

in most real world structures, more than one failure modes are present. The design 
usually requires that the system reliability be above a certain level. Because of the 
difficulties involved in system reliability evaluation, for many years, system reliability 
constraints in a design optimization problem are converted to single mode constraints by 
(1) treating each mode individually through assigning an common, or rather arbitrary, 
limit on the occurrence of each mode [3,7], and (2) using a simple first-order bounds on 
system reliability that essentially neglects the correlation among the failure modes [4]. 
With the availability of more efficient system reliability analysis methods and more 
powerful computers, such simplification is no longer a necessity. 

In this paper, a new reliability-based design methodology that uses adaptive approximate 
g-functions developed by Wang et al., [5] is extended to design optimization problems 
with system reliability requirement. The structural system reliability is computed using a 
curvature based importance sample technique [8] that can provide accurate estimation of 
system reliability efficiently.   A simple cantilever beam subjected to both lateral and 
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vertical random loading is designed against excessive deflections and yielding using the 
proposed and the conventional approach. Since by far the most time consuming part in a 
probabilistic design optimization process is structural re-analyses for most structural 
engineering problems, the number of structural analyses necessary to complete the 
optimization is used as a criterion to compare the efficiency of the proposed approach and 
the conventional approach. 

THE DESIGN METHOD: The procedure of the proposed approach is given in Fig. 1. 
Some of the distinct characters of the proposed method are: 

(1) the g-functions rather than the reliability function (R = 1 - Pj) are approximated, 
(2) the g-functions are expanded with respect to both the design variables and the random 

variables, 
(3) the g-functions are expanded not about the mean values but about the current MPPs that 

changes from iteration to iteration, and 
(4) the random variables and design variables are separated. For example, if the mean and 

variance of a random variable, X, are design variables, a new random variable, Y, with 
zero mean and unity variance can be defined by the well know transformation 

y=*^ (2) 
a 

where jJ. and crare the mean and standard deviation of X, respectively 

Initial design & Mean Values 

-> 

Probabilistic analysis for MPPs 

Replacing g's with simper expressions around 
the current design and MPP 

I 
Solve the design problem using the 

approximate g's 

Figure 1. Procedure of the proposed method 
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Since the approximate g-functions are explicit functions of the random variables and the 
design variables, the system probability of failure can be computed with these approximate 
g's during a design iteration without having to performing exact structural re-analysis. As a 
result, structural reliability computation using the exact g-functions needs to be done only 
once per design iteration to obtain the current MPP in the proposed method. In contract, 
during each iteration in the conventional approach, reliability needs to be computed many 
times using the exact g-functions either to obtained the approximate reliability function or 
to perform line search. For methods that expand g-functions with respect to only the 
random variables, new expansions are needed whenever a trial design is attempted. 

Many different ways exist to approximate the g-functions. The one that linearizes the g- 
functions about the current design and MPP is termed SLg (Sequential Linearization of g- 
function) [5]. Higher order approximation using information from the previous design 
points may improve converge rate in some cases, but SLg will be used in this study. 

SYSTEM RELIABILITY EVALUATION: There are many methods for system 
reliability evaluation. The authors believe that methods that mixes the analytical 
determination of the MPPs and the importance sampling concepts hold the promise to 
deliver both the needed efficiency and accuracy for reliability-based design. One such 
method, termed curvature-based adaptive importance sampling (AIS2), is developed by 
Wu [8] and implemented into the NESSUS probabilistic analysis code developed at the 
Southwest Research Institute. In this method, the MPP of every failure mode is first 
located through an analytical search procedure in the u-space (the space spanned by 
independent standard normal random variables). A quadratic polynomial is formulated 
around each of the MPP to approximate the exact failure surface, without using the 
second order derivatives. Samples are then taken around the MPPs. It is possible that the 
failure region defined by these quadratic polynomials do not cover the entire failure 
region. The curvature and position of these polynomials are therefore adjusted during the 
computation using information from the previous samples to make sure that the entire 
failure region is covered. The concept of this method is illustrated in Fig. 2. This method 
is used in this study to evaluate the system probability of failure. 

Adjust curvature to cover (g < 0) 
(Add samples in the 

increased space) 
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Figure 2. A curvature-based importance sampling technique for system reliability 
estimation 

DESIGN OF A CANTILEVER BEAM: Consider a cantilever beam subjected to both 
lateral and vertical loading (Fig. 3). 

L=100" Py 

h U*-Px 

g\ = ■-05- 
4PXU 

Evr'h 

82 = 05 
4PyL

3 

Ewh3 

Random Variables (units: psi): 
Px - N(500, 100) Py - N(1000, 100) 
Op - LN(40000, 2000) E - LN(3xl07, 1.5xl06) 

Figure 3. Beam Under Vertical and Lateral Bending 

Three possible failure modes are considered here, failure due to excessive lateral and 
vertical deflections and due to yielding. The limit state functions are, respectively, 

(3) 

(4) 

83 = R-(-^hPx+-^jPy) (5) 
w h        wn 

where the 0.5 is the limit for lateral and vertical deflection in inches. 

The goal of the design is to reduce the weight/cross sectional area of the beam while 
keeping the probability of failure below 0.00135 (reliability index above 3). This design 
requirement can be expressed in terms of the mathematical programming language as: 

Minimize:       Obj = wh 

S.t.: P[gi<0Ug2^0Ug3^0]^000135 (6) 
2<w<6       2<h<6 

The problem is first solved using the proposed method. The deterministic minimization 
using the approximate g-functions is carried out using the popular DOT (Design 
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Optimization Tools) program [9] with the SLP algorithm. Design iteration starts at a 
conservative design (w = 5, h = 5). The optimum design obtained is (w* = 3.70", h* = 
4.62") with a corresponding cross sectional area 17.07 in2. To check whether the result is 
the true optimum, a contour plot for the probability of failure and the objective is drawn 
(Fig. 4), which confirms that the algorithm indeed yields the true optimum. The minor 
wiggles in the probability contour is because the number of samples used in evaluating 
system reliability is small. 

Figure 4. Contours for Pf and Objective 

The same problem is solved using the conventional approach, i.e., treating the reliability 
constraints as a regular constraint in a deterministic optimization problem. The SLP 
technique in the DOT program is used to carried out the minimization process. It takes 5 
iterations and a total of 31 reliability computations for the iterations to converge to the 
same results as obtained by the proposed method in 3 iteration. 
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To compare the efficiency of the two methods, we need to know the number of exact g- 
function calculations for each reliability analysis. It is difficult to predict accurately how 
many exact g-function calculations are needed for each reliability analysis because the 
number of iterations needed to locate the MPPs and the number of samples needed to 
estimate the system reliability may vary from design to design. To give a lower bound 
estimate for this number, let us make the following assumptions: 

(1) No exact g-function calculation is needed once the MPPs are obtained which is 
true only when the failure region defined by the initial quadratic approximate g- 
functions covers the entire true failure region. 

(2) In average, 2 iterations are needed to locate the MPP for a failure mode using a 
first order approach (FORM, AMV+, etc.) 

Then, the number of g-function calculations for each reliability analysis is 2 (iterations) x 
3 (failure modes) x [4 (random variables) + 1] = 30. The number, 30 is a very 
conservative estimate, i.e., in general, more g-function calculations are needed for one 
reliability analysis. 

If we use this rough estimate, the total number of structural analysis needed to accomplish 
the design using the conventional approach is 31 x 30 = 930. In contrast it takes 3 
iterations for the proposed method to converge. In each iteration, one reliability analysis 
to obtain the MPPs and 7 x 3 exact g-function calculations to expand the g's are needed 
adding up to a total of 3 x ( 30 + 3 x 7 ) = 151, which is 5 times more efficient than the 
conventional approach. Of course, the efficiency of the conventional method may be 
different if a Afferent computer program and minimization techniques are used 
However, DOT program is a good optimization code and the SLP method is among the 
most efficient optimization techniques. Therefore, the authors are confident that the 
efficiency of the conventional method obtain here using DOT and SLP is representative. 

The beam is also designed by considering each individual failure mode alone   The results 
are listed in Table I. 

Table I: Design considering different limit state functions 

Modes gl only g2 only g3 only gl Ug2 gl Ug2 Ug3 
w 4.80 2.00 2.72 3.70 3.70 
h 2.00 5.65 3.51 4.62 4.62 

Obj 9.60 11.30 9.55 17.07 17.07 
Pf 0.00135 0.00135 0.00135 Pf= 0.00135 

Pf 1=0.000286 
Pf 2=0.00111 

Pf= 0.00135 
Pf 1=0.000286 
Pf 2=0.00111 
Pf 3=0.00000 
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It can be seen from Table I that the system failure probability is not evenly distributed to 
each failure mode, and it is greater than all the modal failure probabilities. Therefore, 
design by imposing probability limits only on individual modes may not yield desirable 
system reliability. For this specific problem, the vertical deflection limit state is most 
dominating, and the yielding failure mode has a probability of occurrence of zero which 
means that it is not affecting the design. Design considers only gl and g2 yields the same 
results as that when all three failure modes are considered. 

Summary and Closing Remarks: A new reliability-based design approach that applies 
for both component and system reliability problems is proposed in this paper   The g- 
functions are used as intermediate response functions in the approximation of the system 
reliability function.    Random variables and design variables are separated through a 
simple transformation, and each g-function is approximated around the current design 
point and its current most probable points (MPP) with respect both the design variables 
and the random variables.    New design is then obtained using the approximate g- 
functions   This procedure is repeated until convergence of design is achieved or a 
satisfactory design is obtained.    The structural system reliability is estimated using an 
efficient importance sampling technique that uses approximate quadratic g-functions with 
adaptive curvatures and positions.   The efficiency and effectiveness of this method is 
demonstrated by designing a cantilever beam under lateral and vertical random loading 
against three failure modes:  excessive lateral and vertical deflection and yielding.  The 
same beam is also designed using the conventional approach, which requires 5 times 
more structural analysis than the proposed method. The results also show that different 
failure mode has different probability of occurrence at the optimal design. It is therefore 
important to consider a problem with multiple failure modes as a system problem and not 
as a problem with many independent and equally import failure modes. 
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Abstract: Fatigue life determination asks for a fine definition of load spectra applied to 
parts of vehicles. Significant load spectra must be defined from experimental data. Global 
shapes of loading distribution curves are obtained from Gram-Charlier-Edgeworth 
mathematical developments. Further considering the physical aspect of material fatigue 
behaviour, a local definition of extreme loading is introduced. Then, frequency analyses are 
linked to the distribution of amplitudes. 200 practical recordings were analysed. Equivalent 
load spectra are compared to S-N curves and correlation between real loading of vehicle 
parts in service and laboratory test loading are obtained. 

Key Words: Signal treatment, Fatigue Analysis, Correlation Procedures, 

INTRODUCTION: To day, fatigue tests on vehicles always take a big place in prototype 
qualifications. Those tests are necessary to adapt vehicle, performances to customers 
requirements. Market studies and behaviour analysis of users define how vehicles are used 
in various environments. Tests were performed on vehicles which were driven on different 
test tracks [11,12]. Each track is subdivided proving ground sections whose critical aspects 
constitute severity indexes (gravely ground, pothole section, concrete bumps, Belgian 
blocks section, etc..) [3]. Tests procedures done on a reduced distance should be able to 
reproduce real use of vehicles. It is wellknown that several runs on each section are needed 
to ensure a good reproducibility of tests. However, number of runs has to be limited 
because of cost limitations and test data storage conditions. Consequently, a minimum of 
runs and accurate length of tracks must be defined. 
Load spectra derived from classical statistics analysis of test recordings are often 
multimodal. Hence, each track must be analysed section by section. Indeed, each section 
gives its own random and frequency characteristics. This study deals with the analysis of 
random loading applied to mechanical parts of vehicles. Statistical approach and 
morphology of signals will be considered. Usually, signal treatments are based on 
numerical counting (overcrossing level, rain flow counting, etc..) and each counting 
technic presents a particular treatment. In this paper, signals are considered from a 
statistical points of view. Global shapes of signal distributions will be defined as well as 
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the local characteristics of the signals. The study goes on a better identification of 
measured signals with a non-gaussian approach. Further, severity modes of test track will 
be analysed and risk of overtaking stops for mechanical parts will be linked to the running 
distance. Correlation's based on mechanical loading between test tracks and test sections 
give a better classification of test roads. This is done in relation to severity characteristics 
of the test tracks transmitted to parts of vehicles. Severity indexes will be defined. 
Moreover, a method will be proposed to make extrapolation of fatigue life of mechanical 
parts from section-track test mileage to a real customer use that corresponds to a long 
length in kilometres. 

MODELIZATION OF STATISTICS DISTRIBUTIONS: As the approach is based on 
probability of signal amplitude overcrossings, elementary statistics becomes no longer 
convenient. A more accurate mathematical approach must fit the different curves of load 
spectra. Spectrum momentum's of second, third and fourth order are thus introduced. The 
skewness factor ß] represents asymmetry while the kurtosis ß2 corresponds to the flattening 
of the curve. The momentum's uk are calculated from a set of x< values obtained at times tj 

and the average value x. The table I shows eight values obtained on four mechanical parts 
for two test sections. Note that the measurement were made with mechanical or physical 
limits (rubber stops at the suspension displacements,...). The two parameters a, b give the 
limits. Remember that a gaussian distribution gives ß^O.O and ß2=3, the results are far 
from these classical values. 
Amplitude variations of signals measured on mechanical parts correspond to the dynamic 
response of the vehicle submitted to excitations given during tests along tracks. Small 
fluctuations cannot be distinguished from global distributions while they also contribute to 
the fatigue behaviour. Thus, it becomes necessary to study more precisely the global and 
the local distribution of the random signal amplitudes. 

Load A (mm) B(mm) C(mdaN) D (ms') 
a -100 -100 -400 -50 
b 100 100 400 50 

Section GT BR GT BR GT BR GT BR 
mm -93 -79 -42 -72 -410 -274 -98 -72 
max 97 63 56 71 503 367 117 95 

X 
-0.4 1.15 -1.4 0.43 2 2.7 0.0 0.00 

a 21 16.0 8 18.0 91 78.0 9.8 10. 
ßl 0.367 0.087 -0.08 0.244 0.03 0.757 0.22 0.063 

ß2 4 4 5 4.12 4.4 4.11 12 6.00 

A : Displacement of right front suspension, 
B : Displacement of left front suspension, 
C : Torque on front antiroll bar, 
D : Vertical acceleration of rear axle, 
GT: Gravely track, 
BR: Bad road conditions. 

Table I: Values of statistics parameters. 
a = lower limit, 
b = higher limit; 

X : Average value, 
a: Standard deviation; 
min : Minimum; max : Maximum; 
ßi skewness; fa kurtosis 

Model of global statistics distribution:   The serial development of Gram-Charlier and 
Edgeworth [4] allows to define a probability density function g(x) as follow: 
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;(x) = exp 
JX Kj{(-D)J/j!}a(x) 
j=l     l ' 

D=d/dx, a(x) : Gauss law, 
kj: cumulative terms (k3= (P.)   ,k4=pr3)  (1) 

The curve fitting is obtained through the adequation test %2. In this way, frequency 
diagrams are replaced by mathematical laws (Fig. 1). The visualisation corresponds to the 
displacements of the right front suspension for two conditions of use (GT: gravely track, 
BR : bad road conditions). 

28.93 

22.9 

-100.-80. -#>. -40 20.   40.   60.   80.   100. 
-100«!   -60   -40   -20 20   40 8Q   100 

GT : Gravely Track BR: Bad Road conditions 
Fig. 1: Frequency diagrams and density probability functions 

(A : displacements of the right front suspension) 

Model for local statistics distributions:   Four cases of extreme values can be observed 
during amplitude variations of signals (Fig. 2): 
- maximum positive value with a preceding positive gradient (peak > 0) 
- minimum negative value with a preceding negative gradient (valley < 0) 
- maximum negative value with a preceding positive gradient (peak < 0) 
- minimum positive value with a preceding negative gradient (valley > 0) 

_       Peak > 0 _      Valley > 0 
Signal 

amplitude 

time 

Peak < 0 

Fig. 2: Definition of four modes for extreme values of the signals. 

Four statistic samples can be obtained as well as four Weibull distributions whose shape 
factors are estimated from the studied samples [5]. Weibull parameters are connected to the 
studied phenomena: 
- gap (d) defines the threshold of amplitude when the phenomenon appears, 
- shape factor (ß) shows the density of amplitude occurrences, 
- scale parameter (r|) indicates the extended area of the distribution. 
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The probability density function f(x) and the cumulative distribution function F(x) are 

defined: fx(x) = I(i^)ß-1 eXp(-(—)ß) ; Fx(x) = l-exp(-(—)P)    (2) 
n     n ri n 

In the same time, an amplitude rate can be defined specially when the sample at large 
amplitudes is small (Fig. 3). X(x)=fx(x)/(1-Fx(x),  (3)_ 

Load distribution function '       Load distribution function 

A     Positive valleys 

\>r        Positive peals 

Positive peaks 

j    \   /      .'      Airfiütude rate 

/\\y V*"" 
V        \.            Amplitude '         ^ "\^          Amplitude 

' 
Fig. 3 : Visualisation of local distribution function and amplitude rate 

Risk Coefficient and Severity Coefficient: The measurements give obviously a sample 
among all the loading. Consequently, the observed extreme values are only the realisation 
of random variables. Thus a zoom of the ends of the global distribution (Fig. 4) allows to 
introduce theoretical models (4) for laws corresponding to the minimum and maximum 
[10]: 

law for minimum: Fmin(x)=l-[1-Fx(x)]n 

fmin(x)=DFlnin(x) 
law for maximum Fmax(x)=[Fx(x)]n     (4) 

fmax(x)=DFmax(x) 
F : cumulative distribution function; Fu(u)=Proba(U<u); 

n: sample; f: probability density function; D=d/dx 

Fig. 4: Zoom at the ends of the amplitude distribution and risk coefficient visualisation 

A Risk Coefficient (RC) of overcrossing of a given damaging amplitude (a or b) is then 
obtained with the area under the curve. The same analysis can be performed with the local 
distribution and a Severity Coefficient (SC) is then introduced (Fig. 5). The table II sums 
up the numerical values for the four loading and the two sections. Note that the risk 
coefficients are practically equal to zero while the severity coefficients show significant 
differences. Those results point out the possibility to evaluate the performance of one 
section and to make comparisons among sections [6]. 
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SC(V<0) SC(P<0) SC(V>0) SC(P>0) 

Figure 5: Density probability functions at the ends of local distributions 
and severity coefficient visualisation 

RC Minimum Maximum SC V<0 P<0|V>0|P>0 V<0|P<0|V>0|P>0 
Section GT BR GT BR Section GT BR 

A 0.054 0.0 0.075 0.0 A 0.135 0.025 0.398 0.714 0.054 0.02 0.0 0.0 
B 0.0 0.0 0.0 0.0 B 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
C 0.0 0.0 0.0 0.0 C 0.271 0.023 0.04 0.21 0.0 0.04 0.064 0.15 
D 0.0 0.0 0.0 0..0 D 0.633 0.371 0.233 0.681 0.0 0.233 0.0 0.02 

Table II: Risk and Severity Coefficients 

IMPROVED AMPLITUDE SPECTRA FOR FATIGUE DETERMINATION: 
Frequency approach for counting the amplitudes : The probability to overcross an 
amplitude level depends on the actual gradient of the signal. In the same way the 
probability to found an extreme value depends on the actual radius of curvature of the 
signal. The coupling between amplitude event and signal shape is made with the help of 
first and second derivative of the signal. 
The probability to overcross an intermediate level of amplitude is first considered. This is 
done for different classes of amplitudes (horizontal bands on the figure 6). Two different 
signals with the same number of events per class give two levels of severity. An improved 
counting is proposed in order to obtain the frequency of occurrence for each amplitude 
class and taking into account the average value of the slope of the signal for the considered 
class. It is based on a theoretical development of overcrossing level [7, 9,1, 2] 

Class of 
am plitudes 

Fig. 6 : Two different signals for the same amplitude counting 
Ac Ac a ; a +   

2 2 
Na(ck) = gx(a)-E    |x'|/x€ 

No(4) = gx(0).E{|x'|/xe[-^.;^il 

(5) 

(6) 
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Where 
Nx: improved counting of amplitude overcrossing for one class of amplitude with an 
average amplitude (x), 
gx(a): the Gram-Charlier-Edgeworth probability density function, 
E{.} : mean value function, ck : keme class; Ac : width of one class, 

The formula (5) defines a number of amplitude overcrossing for one class of amplitude. 
The formula results in the weighting of the likely number obtained from statistics analysis 
by the average value of the signal gradient. 
In the same way, the probability to reach an extreme value fM(a) da can be defined in the 
amplitude window a<x(t)<a+doc. This distribution depends on the distribution gxxx-(u,v,w) 
that links the signal (x) and their two first derivatives. Theoretical developments can be 
made [9] but a first approximation gxxV = gx. * gxx. corresponds to a nil correlation between 
the signal and the first derivative. Thus, a bivariable Pearson-Sagrista distribution [8] is 

written : gxx'^w) = k^2 +a"2 +2buw+cw2)nExp(--(au2 +2buw+cw2)) (7) 

andk = Vac-b2/"eh   l2  June-u/2du 

This function gives with its momentum when n=2 the function of the signal and of the 
second derivative., fM(«) becomes : 

fM(°0 = 
'ng e 

-x2/2 

V(x')V2n 

1 + I 

'»-«ng 

^)x4 +( 
O-'ng 

1-1 
-)x" 

31 ng 

ng V^If 

I2   x2 
, 'ngx  

„        2(l-lL) 
rX + 8Ve      v       ng/ + 

'ng 

V^J 
,x(x4+4)^erf( 

Ingx 

(8) 

^(l-ijg) 

With a=V(x), b=V(x'), C=V(x"), x=(a-x)/(V(x))1/2, and h=0 

The figure 7 shows the influence of the signal irregularity factor Ing on the distribution of 
extreme values. 

*M (e. neg.) lM (e. pos.) 
'M (e. neg.) M  (e. pos.) 

-Z0-1B-I6-M- -B -8 -4 -2   0    2    4    e 

Amplitude 
B    10  12   11   IS  IB so 

-ZO-IB-IB-14 -«-2   0    2 

Amplitude 

Fig. 7 : Non gaussian distribution of extreme values (fM(a)) 
(Sagrista model n=2, e.= extreme, neg.=negative, pos.=positive) 

in relation with irregularity factor 
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The set of curves corresponds respectively to positive and negative extreme values. A low 
irregularity factor corresponds to a random signal with both a lot of intermediate 
fluctuations between two consecutive extreme values and a lot of intermediate average 
values. In the opposite case, a large irregularity factor corresponds to one average value 
and a lot of variations of extreme values. 
Here also, the weighting of the probability density function of the extreme values, is 
obtained with the average value of signal curvature for each class of amplitudes : 

(9) Ne(ck) = fM(a).E   |x"|/x' = 0xe 
Ac Ac 

a ; a +  
2 2 

Where : Ne: improved counting of extreme values for one class of amplitude, 
fM(a) : the extreme value probability density function, E{.) : mean value function, 
ck : kerae class; Ac : width of one class, 

-+"N(a) -.-Initial distribution -+-N(„) -.-Initial distribution 

\     . / 
 ■+* 

'fi \\ * 
'1     + tt\ 
If           i 

MHH^ ■    ■■ ■  

A m plitu de 
Amplitude 

a) GT b) CB 
Fig. 8 : Improved counting results for amplitude overcrossing 

(Gravely Track, Concrete Bump) 

-•-N,...,(a) -+-N,.p„(a) -N...„(a) -+-N,.p„(a) 

 /SnJ&gJ-i-*^***'^ H i 
Amplitude 

a)GT(I„g=0.08) 
Amplitude 

b)CB(I„g = 0.6) 
Fig. 9: Improved counting results for extreme values of the signal 

(Gravely Track, Concrete Bumps) 

Variations of average slopes and curvatures for signals obtained on GT and BR tracks are 
small as only one frequency of mechanical excitations occurs. Consequently, small 
changes appear on the improved counting curves (Fig. 8a and Fig. 9a). However, other 
tracks can give large differences. For example, a concrete bumps track produces large 
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values of average signal slopes for the intermediate class of amplitudes. Particularity for 
the negative amplitudes, the initial distribution (Fig. 8b.) presents a plateau (circle zone on 
the figure). A part of the signal variations is close to sinusoidal variations. Slopes become 
larger for the intermediate amplitude values and consequently the real number of amplitude 

overcrossing must be increased. 
Further, signal curvatures are seen larger at higher amplitudes and improved counting is 
more effective in this case. Finally a small Ing gives two closeness curves while a large Ing 

produces different curves. 

Definition of improved spectra: Measurements on mechanical parts give specific 
information depending on both on the dynamic mechanical behaviour and road excitations. 
Consequently, a fine observation of each part of signals allow to introduce specific separate 
effects. Now from a statistical point of view, combination of these effects with give 
improved spectra. 
Remember that a classical spectra of loads is obtained with specific counting methods [13, 
14]. Results are largely dependent on the specific assumptions of the counting methods. A 
random variable Xdass and achievements of this variable x^t,) are considered. For example 
in the case of amplitude overcrossing, the frequency diagram represents the numbers of 
amplitude overcrossing predefined amplitude level. Thus, a classical probability function is 
obtained Proba(Xdass<x). In this study, signal variations are followed step by step during 
time rather than to get a sightseeing view of the overall signal. Consequently, a new 
probability function is obtained through a combination of classical and local probability 
functions: Proba(Xdass<x); Proba(Xmax<x), Proba(Xmin<x); Proba(X/s,ope>0<x), 
Proba(X/slope<0<x), Proba(X/curvature<0<x) et Proba(X/curvature>0). If independance of the 
previous random variables is assumed, improved spectra can be introduced. The first global 
improved spectrum (GIS) concerns 6 specific spectra : 
- Gram-Charlier-Edgeworth probability density function (n*gx(x)), 
- the law of minimum (n*fmln(x) and the law of maximum (n*fmax(x)), 
- improved counting of amplitude overcrossing (Not), 
- two improved counting of extreme values (Ne). 

GISLe(a) = -[(agx(a)) + (afmin(a)) + (afmax(a)) + Na +Ne.neg.(a) + Nepos.(a)] (10) 

n = scale of the sample; Le = Length of a tested track (km); neg. = negative; pos. = positive 

The second spectrum is concerned with eight local aspects of signal and is called local 
improved spectrum (LIS): 

USLe(a) = — Lev g 

nv<0-fv<0(a)+VO-Wa)+nv>0-fv>o(a)+np>0 xfp>o(a) + 

nv<0- fnmv<n(a)+np<0-fmax.p<0^+nv>0- fnmv>o(a)+np>0-fnHx.p>o(a) 

nv<0= scale of the sample for the negative valleys; 
nv>0= scale of the sample for the positive valleys; 
np<0= scale of the sample for the negative peaks; 
np>0= scale of the sample for the positive peaks. 
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GIS for GT GIS for BR 

LIS for GT LISforBR 

Fig. 10 : Global and local improved spectra (A displacement of right front suspension). 

The figure 10 shows that GIS and LIS distributions can get different shapes and the 
probability of overcrossing maximum amplitudes is larger for the Gravely Track case. 
The previous spectra are defined from test tracks and obviously are used to define fatigue 
life of vehicles working during a long length in kilometres. Consequently, the previous 
spectra must be weighting with a proportionality factor between the large number of 
kilometres K for customers, and the small numbers considered during tests Le : 

GISK(<x) = — GISLe(a) 
Le 

LISK(a) = —LISLe(a) 
Le 

(12) 

SYNTHESIS AND CONCLUSION: Improved spectra can be compared to typical S-N* 
curves and classical damage calculation can be achieved. In this study, a theoretical S-N* 

model was considered N* * |a|p where p=5. The classical Palmgren-Miner cumulative 

damage summation was also considered 
- for the GIS d(SAGLe; a) = SAGLe(a)/ N*(a) 
- for the LIS d(SALLe; a) = SALu(a)/ N*(a) 

where N*(a) corresponds to the number of cycles given by the S-N* curve at the a 
amplitude. 
Consequently, the summation of the elementary damage d gives a pseudo-damage D. The 
results are gathered in the table HI for two tracks. 

Damage Gravely track (GT) Bad Road (BR) Ratio = GT/BR 

GIS 

A 0,1239 0,0306 4 
B 0,001145 0,0004 3 
C 0,0622 0,02586 2 
D 0,00064 0,0006 1 

LIS 

A 17,2e-4 U2E-03 2 
B 7,76E-05 8,15E-05 1 
C 3,82E-04 2,23E-04 2 
D 1.83E-04 1.73E-04 1 

Tableau III: Pseudo-damage values calculated from global and local improved spectra 
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Note that the damages calculated with rain-flow counting and overcrossing level methods 
gave ratios practically equal to 1. Note also that experimental evidence from test results 
rates the GT section, more damaging than the BR section. In the table III the ratio GT/BR 
for the four mechanical parts is often larger than one. From a global point of view in a first 
approach, the numerical results show that a mean coefficient of 2 can be deduced: a test 
performed on gravely track is twice as sever as test on bad roads. Obviously, better 
definitions of test severity will be introduced for particular mechanical parts. 
In conclusion, fatigue life determination is based on the knowledge of both material 
constitutive laws and loading spectra. The material studies have received large parts of 
efforts but comparatively the efforts allocated to actual loading determinations stay small. 
Numerical approaches of dynamic responses of mechanical systems can be achieved now. 
However, it requires a lot of computing times and the entries of calculations are not 
wellknown. Consequently, experimental approaches are always in practice. The study 
presented in this paper dealed with the understanding of loading signals applied on 
mechanical parts in respect to intrinsic material fatigue life behavior. Shape indexes of the 
global loading distributions become no longer sufficient to take into account all the 
intermediate loading. Moreover as the number of loading controls the fatigue damage 
cumulating, the frequency character of loading signals was introduced through slopes and 
curvatures of signals. In this way, global and local improved spectra are introduced to give 
a better description of the mechanical part loading. 
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Abstract: The differences in fatigue crack propagation behavior in 7075-T6 aluminum alloy 
between specimens damaged by corrosion and those in a baseline (noncorroded) condition are 
examined using a statistical hypothesis test. Middle tension plate specimens were corroded on one 
side in the laboratory and subjected to constant load amplitude (AT-increasing) tests in dry and moist 
air environments. The results show that there is a statistically-significant increase in fatigue crack 
growth rates in the corroded material for stress intensity values based on nominal thickness. When 
the specimen thicknesses were reduced to account for corrosion material loss, the difference 
disappeared in most of the instances examined here. In one case, the thickness correction was found 
to predict fatigue crack growth rates that were slower in the corroded material. This anomalous 
result suggests that full thickness corrections may not be appropriate at higher stress intensity ranges. 

Key Words: Corrosion fatigue; Damage tolerance; Fatigue crack propagation; Prior corrosion; 
Structural integrity 

Introduction: In fracture mechanics-based structural durability analysis, one of the important 
material response parameters is the fatigue crack growth rate (FCGR), characterized by da/dN versus 
AK data. Here a is the crack length, N is the number of load cycles and AK is the stress intensity 
factor range for the load cycle. Although the fatigue crack growth rate data for a material can be 
presented in the form of an empirical equation (e.g., the Paris equation), it is typically given 
graphically. As with other types of fatigue data, crack growth experiments display considerable 
scatter. Usually the variability in FCGR data is viewed as a nuisance and little account is taken of 
it. Attempts have been made, however, at incorporating the variability into probabilistic crack 
growth models. Specifically, Virkler, et al. [20] and Ghonem and Dore [8] developed experimental 
data that clearly illustrates the crack growth rate variability and scatter. Recent analyses by Yang and 
Manning [21] and Maymon [12] illustrate current developments in stochastic crack growth analysis. 
The data scatter also becomes of great interest, however, when one is faced with the task of 
comparing two sets of FCGR data to detect whether they are substantially equal or not. Such an 
analysis is particularly important when differences in cracking behavior are anticipated due to 
experimental treatments such as surface condition, environment and stress ratio. 

The analysis developed here has come about within the context of the U.S. Air Force Aging Aircraft 
program. The USAF's fleet of cargo and tanker aircraft are being operated well beyond their original 
design life and structural damage mechanisms that were not considered in the design process, 
specifically corrosion, are becoming of increasing interest in assessing the continued durability of 
these aircraft. It is now well-known that the average ages of commercial and military aircraft fleets 
are increasing, prompting an intense examination of the tradeoffs between economic efficiency and 
airworthiness. As the fleets age, corrosion damage and its impact on airframe durability become of 
particular concern. As Schutz noted [19], fatigue strength and corrosion parameters combine in a 
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synergistic manner that has not yet been completely described. The technical challenges facing 
operators of aging aircraft came into sharp focus in April 1988 when Aloha Airlines Flight 243 
experienced a catastrophic failure of the forward fuselage. Although the cause of the Aloha 
structural failure was formally given as multiple site damage, there was a component of corrosion 
damage involved. Corrosion-induced aircraft accidents have occurred throughout the history of 
aviation. Campbell and Lahey [1] reported that, since 1927, there had been over 60 accidents 
worldwide at least partly attributable to corrosion damage. In a more recent study, Hoeppner, et al. 
[10] update Campbell's statistics, reporting that since 1975 there have been nearly 700 domestic 
incidents and accidents in which corrosion was at least a contributing factor. 

Hendricks [9] estimated the cost of a major commercial aircraft overhaul at $2-20 million. 
Compared with the approximately $50-100 million required for a new aircraft, the economic 
incentive for operating older planes is apparent. For operators of large fleets, however, the economic 
burden of keeping aging aircraft operational is becoming prohibitive. In 1994, a U.S. Air Force 
study showed that the maintenance costs of repairing corrosion damage alone had reached the $1-3 
billion per year level [2]. Since the Aloha accident, the issues involved in operating aging aircraft 
fleets have received increased attention from agencies such as the U.S. Air Force, U.S. Navy, 
National Aeronautics and Space Administration and Federal Aviation Administration. It is important 
to realize that corrosion damage, one of the primary sources of aircraft structural degradation, is not 
accounted for in the design structural analysis, and thus in the inspection intervals, of any major 
aircraft system. 

The U.S. Air Force's fleet of nearly 700 C/KC-135 tanker aircraft, first designed in the mid-1950's, 
now has an average age of more than 30 years with none newer than 24 years old [2]. By virtue of 
its vintage, the C/KC-135 was designed before the damage tolerant design philosophy was mandated 
for all USAF aircraft and therefore, does not include features such as crack arresters commonly 
found in more recent designs. Corrosion of the aluminum fuselage panels and wing skins has been 
observed with increasing regularity, particularly in lap joints and around fastener holes. In fact, 
corrosion has proven to be an insidious enemy, often found only after disassembly of the structure, 
despite the use of nondestructive inspection systems. These tendencies are observed not only in the 
C/KC-135 fleet, but in other aging weapons systems as well. Because of the prohibitive cost to 
replace the fleet, these aircraft are considered a national asset and, as such, will be expected to serve 
well into the next century [11]. In fact, it is anticipated that the C/KC-135's will be one of the last 
of the current USAF transport platforms to be retired. Because there is no plan to replace these 
aircraft in the near future, the effect of corrosion on structural integrity must be quantified and 
incorporated into the fleet maintenance procedures. 

Regarding corrosion, the relevant characteristic of the operation of such aircraft is that they spend 
most of their time outdoors on the ground and only a few hundred hours per year in flight. 
Therefore, unlike the classical case of corrosion fatigue, where corrosion and fatigue processes 
evolve concurrently, to a first approximation the corrosion and fatigue damage processes can be 
assumed to be uncoupled in the case of military transport aircraft. Only recently have fracture 
mechanics-based experiments designed to quantify the fatigue response of corroded metal begun to 
appear. Chubb, et al. [3,4,5] examined the effect of exfoliation corrosion on the fatigue crack growth 
rates of 2024-T351 and 7178-T6 alloys. Chubb's data indicates that at low AK\eve\s, the corroded 
material experienced crack accelerations of up to five times over noncorroded material. Scheuring 
and Grandt [17,18] used 2024-T3, 7075-T6 and 7178-T6 materials taken from retired C/KC-135 
aircraft corroded in service. Scheuring notes that the lightly corroded material shows little difference 
in crack growth behavior compared to noncorroded material. Their data also shows that the 
acceleration in crack growth tends to diminish as the stress ratio R increases. While these two 
research teams report valuable, although limited, results, the conclusions drawn are based on 
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qualitative comparison of the data. Lacking a statistical analysis, it is difficult to separate the effects 
of the test parameters such as corrosion damage level, stress ratio and test environment. 

Because of the lack of a suitable body of fatigue data on aluminum alloys damaged by prior 
corrosion, a material characterization program was begun by the USAF to develop some basic fatigue 
crack growth rate data on specimens with laboratory-grown corrosion damage. The goal of the 
program was to compare the crack growth behavior of corrosion-damaged material with the baseline, 
noncorroded material. From that data, conclusions would be drawn about the impact of corrosion 
damage on fatigue performance; subsequent policy decisions regarding continued airworthiness and 
any necessary modifications to inspection intervals and procedures would then be based on a suitably 
large body of experimental data. 

The statistical analysis reported here was conceived to examine two issues relating to the fatigue 
cracking behavior of metal damaged by prior corrosion. First, the existence of any corrosion-based 
crack acceleration had not previously been addressed rigorously. As noted above, Chubb, et al. 
[3,4,5] reported crack accelerations of up to five times in corroded material. On the other hand, 
Scheuring and Grandt [18] observed little or no differences in the da/dN versus AK data for "lightly" 
corroded material. It is important to note that both of these conclusions were drawn without resorting 
to statistical analysis and, rather, were based on visual observation of the data. Given the potential 
economic and safety ramifications of an incorrect assessment of the relative performance of baseline 
and corroded material, such subjective analysis is inadequate. The second issue of interest is whether 
or not modeling the corrosion damage as simply a thickness loss from the specimen is sufficient to 
describe any differences in crack growth rates; this hypothesis was initially proposed by Doerfler, 
et al. [6]. If a significant difference persists after the thickness correction, one might be alerted to 
the presence of a secondary process effecting crack growth rates, perhaps acting on a microstructural 
scale. Again relying on a subjective assessment, Scheming and Grandt reported that correcting their 
AK values for measured thickness loss did not alter the conclusion that there was no effect due to 
corrosion. In cases such as these, a statistical analysis of the data will allow us to address these 
questions in a rigorous way, avoiding the subjective nature of visual data inspection. 

In this paper we describe a statistical analysis that has been used to address the equality of two or 
more fatigue crack growth rate experiments. We begin with the body of FCGR da/dN vs. AK data 
segregated into two groups: the baseline group (i.e., specimens without the experimental treatment 
of interest) and the specimens subjected to the experimental treatment. Next, for each experiment, 
a curve is fit through the FCGR data using a polynomial kernel. Using the curve fits, we can then 
estimate the value of da/dNat any value of AK of interest for each experiment and compute the mean 
value of each of the two groups. A Student t-test is used to test the null hypothesis that the mean 
da/dN for each of the two groups is equal. If we are led to reject the null hypothesis, we then 
conclude that the experimental treatment has an effect on the fatigue cracking behavior of that 
material. Examples are given illustrating the analysis for aluminum alloy specimens damaged by 
prior corrosion compared to specimens without corrosion. 

Experimental Data: In order to motivate and illustrate the comparative statistical analysis, we will 
use a series of test data developed in the USAF Round-Robin Corrosion Fatigue Program. The round 
robin test program was implemented to explore the effect of prior corrosion on fatigue behavior of 
representative aircraft aluminum alloys by comparing fatigue crack growth rates in corroded and the 
baseline (noncorroded) specimens, ^-increasing fatigue crack growth rate tests were conducted 
according to ASTM E 647 on samples of 7075-T6 aluminum harvested from retired USAF KC-135 
aircraft. All specimens were 1.75 inches wide and 0.062 inches thick (nominally) in the center- 
cracked plate configuration with EDM crack starter notches. In one half of the specimen population, 
corrosion was induced on one side of the specimen by exposing them to an ASTM Bl 17 3.5% NaCl 
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fog solution until the damage was deemed to be "severe"; no other a priori assessment of the 
corrosion damage was made. The other half of the specimen population remained in an as-delivered 
(i.e., baseline or noncorroded) condition. In addition to the material condition (baseline vs. 
corroded), the additional experimental parameters stress ratio (R = 0.05, R = 0.50) and humidity (< 
15% R.H., > 85% R.H.) were considered. The test matrix illustrating the multiple replicate full 
factorial design used in the testing is given in Table 1. In what follows, a test series will be 
considered to be all of the specimens exposed to a given stress ratio-humidity combination. The 
round robin testing was conducted in five different laboratories, both within and outside the Air 
Force. Originally, the intent of the test program was to test six replicates of each test series, but 
organizational difficulties prevented more than four corroded specimens from being tested in any of 
the conditions. 

In all cases, crack lengths were measured using optical microscopes on micrometer slides. The 
recorded a versus Ndata were processed into da/dNvs. AK using secant interpolation and the stress 
intensity solution for the ASTM middle tension specimen 

AP 
AK = 

Tta       ita 
sec  (1) 

B    \2W 2 

In this expression AP is the cycling load range, B is the specimen thickness, Wis the specimen width, 
and a= a/W. Any data points that exceeded the ASTM-specified maximum plastic zone size were 
removed from further analysis as invalid. 

Since the appearance of the Paris expression summarizing crack growth rates [14] 

daldN = CAKm (2) 

it has been traditional to show these data on logarithmic coordinates. Therefore, we will use the data 
in log da/dN - log AK form. For the four experimental test series, the crack growth rate data are 
shown in Figures 1-4. All of the data here is based on using the actual specimen thicknesses making 
no deduction for corrosion-induced material loss. In this program, two test conditions contributed 
to the relatively narrow data domain. First, the scope of the data was restricted at low AK levels by 
not being from decreasing K tests. Also, the relatively narrow test specimens could not develop long 
enough cracks to result in high AKs before reaching the plastic zone size limits of LEFM, thus data 
at high AK levels have been restricted. In Figures 1-4, there is certainly the appearance of crack 
acceleration due to prior corrosion, particularly at lower AK levels. It is interesting to note that the 
baseline and corroded data seem to coincide at the highest AK levels reached during testing. 
Although it has not been examined rigorously, this effect is presumably due to the overriding 
influence of the crack tip driving force as the crack nears instability. The question remains, however, 
as to whether the corroded material behavior is really different from the baseline, or are the observed 
differences simply due to experimental data scatter. In the analysis that follows, we develop and 
demonstrate a statistical hypothesis test that addresses this concern. 

Statistical Analysis: In curve fitting equations of the form^ = mx + b (e.g., the Paris equation in 
logarithmic coordinates), the statistics of the fitting parameters m and b can be computed for each 
data set [7]. A Student Mest can then be run to identify presumably equal data sets. Such an analysis 
would, in this case, give only a "global" determination in that the overall equivalence throughout the 
relevant AK range is tested. Our goal was to implement a "local" analysis capable of identifying AK 
ranges where the FCGR's were equal. Thus, the polynomial-based global-local method described 
here, using a "global" curve fit to make "local" estimates, was found to be suitable for our purposes. 

The first step in the statistical analysis is to summarize each experimental data set (the crack length 
versus cycles data for an individual specimen) by a curve fit of the FCGR data. By establishing a 
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curve fit for each experiment, we can then interpolate between data points and estimate da/dN at 
convenient values of AK, rather than at the actual values which will not coincide in every experiment. 
There have been many different models used to describe this type of data, ranging from the simple 
original Paris equation, to nonlinear models such as the hyperbolic sine model [13] given by 

log daldN = C, sinh [C2 (log AK + C3)] + C4 (3) 

the Weibull model [15] 
.\1 

daldN = e + (v + e) 

and a three-parameter reciprocal relationship [16] 

1       _      Ai 

-hi i - M 
KL 

daldN       (Ajr>"' (Atf)"!      (*e(l  "*))' 

(4) 

(5) 

In this study, however, we have restricted our attention to a simple fourth-order polynomial model, 

given by 
log daldN = *0 + *,(logAK) + *2(logA£)2 + *3(logAiQ3 + *4(logAJT)4 (6) 

This equation form does a good job of capturing the sigmoidal shape of the FCGR data (something 
the log-linear Paris equation cannot do) and has the computational advantage of being a linear 
regression calculation, as opposed to the more problematic nonlinear regression required for 
relationships such as Equations (3 and 5). It should be noted, that Equation (6) is not being 
recommended as a model for general description of FCGR data; it is used here because we have 
found that it does a satisfactory job of describing fatigue crack growth experimental data. Other 
expressions have been shown to be superior for recovering crack lengths by integration [e.g., 13], 
but that was not the goal of this investigation. To illustrate the adequacy of the quartic polynomial 
for describing da/dN versus /MT data, the average coefficients of determination for each of the four 
test series are summarized in Table 2. These values indicate that the model is a reasonable reflection 
of the data in the intervals where the data exist. Whereas the curve fits can be expected to provide 
good interpolation between data points, they clearly cannot be used to extrapolate beyond the domain 
of the data. 

For this analysis, the quartic curve fits were used to estimate the da/dN values for each experiment 
(specimen) at 4A:= 2, 4, 6, ... 20 ksiVinch. Because the starting stress intensity range was 3-5 
ksiVinch in these experiments, the AK = 2 ksiVinch values were not used in the statistical analysis. 
Recall also, that at the higher granges, the data was censored to remove points representing invalid 
plastic zone sizes according to ASTM E 647. With two experimental data sets (baseline and 
corroded) established at a given value of AK, the issue of whether the data sets can be assumed 
equivalent, i.e., representative of a single population, can be addressed. The following statistical 
hypothesis has been posed: 

HO: At the a = 0.01 significance level, the mean baseline material da/dN is equal to the corroded 
material mean da/dN at a given AK 

To explore this question, an unpaired Student «-test was run on each AK group. If the null hypothesis 
was rejected based on the data, we concluded that there was a statistically-significant difference 
between the baseline and corroded material crack growth rates. In the event that we fail to reject the 
null hypothesis, we must accept the possibility that there is no difference. 
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Analysis Results: For purposes of the statistical analysis, the four test series summarized in Table 
1 were considered separately; no attempt was made at comparing differences due to stress ratio or 
relative humidity. In Table 3, the ranges of AKwz listed where statistically-significant differences 
in the crack growth rates were observed. Consulting Figures 1-4, we can see that the regions of 
statistically-significant difference can be easily correlated to differences in the plotted data. Also, 
comparing Figures 1-4 and Table 3, we see that the tendency for differences in da/dNXo disappear 
at higher AK levels is confirmed by the statistical analysis. Therefore, based on the original 
specimen thickness, we conclude that these data show a statistically-significant difference between 
baseline and corroded material, primarily at low to moderate AK levels. 

It was noted above that a second reason for developing and implementing the current statistical 
analysis of FCGR data was to address the validity of modeling corrosion as mechanical damage. 
Doerfler, et al. [6] originally proposed this simplification without supporting data. Scheuring and 
Grandt [18], based on a subjective analysis, concluded that, for "light" corrosion, differences in 
FCGR were accounted for by making an appropriate thickness correction. To explore this issue 
further, another set of statistical analysis runs were made on the 7075-T6 data. A post fracture 
microscopic examination of the two shortest-life specimens revealed that, on the fracture surface, 
the thickness lost to corrosion was between 12% and 16% of the nominal thickness. These thickness 
reduction figures represent average values on the specimen cross section. More detailed analysis 
may be able to give more localized thickness data, thus allowing improved estimates of the 
instantaneous value of AK at various crack positions, but it is felt that this added sophistication will 
not affect the engineering accuracy of the material characterization. Using the 16% thickness 
reduction figure as representative (and recalling that such values were not available for all the 
specimens), each specimen thickness was reduced by 16% and modified AK's were computed for 
each data point. The resulting da/dN versus AKsse plotted in Figures 5-8. In the Figures, it can be 
seen that the corroded material data now lies on top of the baseline data throughout a much larger 
range of AK. In fact, as Table 2 shows, the regions of statistically-significant differences for the 
reduced thickness case effectively disappear. The exception to this trend is in the R = 0.05, < 15% 
R.H. data set, where the corroded material data are seen to lie below the baseline data. In this case, 
the thickness correction has resulted in corroded material FCGR's that, as shown in Table 2, are 
significantly slower than the baseline material. This result is unexpected and is probably not correct 
physically. Under no circumstances would we expect corrosion damage to retard crack growth. This 
test series suggests that the thickness correction should be fully applied at higher AK levels. In spite 
of this unusual occurrence, the other test series are found to confirm the assumption that thickness 
corrections are sufficient to explain FCGR increases in the presence of corrosion damage. 

Conclusions: The statistical analysis presented here has been shown to be useful in assessing the 
equality of fatigue crack growth rate data. It was implemented to determine whether the 
experimental treatment of corrosion damage was causing significantly increased crack growth rates 
over a baseline (noncorroded) material. Analysis of experimental data on aluminum alloy 7075-T6 
revealed that, using the nominal specimen thicknesses, the corroded material had accelerated crack 
growth rates, especially at low AK levels. At high levels, the baseline and corroded data tended to 
coincide. When the corroded specimens were corrected for a 16% corrosion-induced thickness loss, 
the crack growth rates were found to be statistically equivalent over much wider AK ranges. This 
finding represents the first objective evidence that corrosion damage can be modeled as simply a 
thickness loss. 
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Table 1: Test Matrix for 7075-T6 Material Showing Number of Specimen Replications 

Material 
Condition 

R = 0.05 R = 0.50 

< 15% R.H. > 85% R.H. <15%R.H. > 85% R.H. 

Baseline 6 specimens 6 6 6 

Corroded 4 4 4 4 

Table 2: Mean Coefficients of Determination From Quartic Curve Fits oida/dNvs. AK Data 

Mean Coefficient of Determination, r1 

Test Series Baseline No Thickness Com 16% Thickness Corr. 

Ä = 0.05,<15%R.H. 0.9900 0.9355 0.9355 

R = 0.05, > 85% R.H. 0.9781 0.9637 0.9637 

i? = 0.50,<15%R.H. 0.9772 0.9714 0.9719 

R = 0.50, > 85% R.H. 0.9806 0.9620 0.9612 

Table 3: Range of Statistically-Significant Differences in da/dNvs. AK: 7075-T6 

AK Range of Statistically-Significant Difference 
( ksiVinch) 

Experiment No thickness correction 16% thickness correction 

R = 0.05, < 15% R.H. 6-8 14-18 

R = 0.05, > 85% R.H. 6-12 6' 

R = 0.50, < 15% R.H. 4-12 - 

R = 0.50, > 85% R.H. 4-8 - 

' At AK - 6 ksi Vin, significance was found when /-test was run with at failed equal variance test 
(p=0.0465) 
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PROBABILISTIC LIFE ASSESSMENTS OF ARBITRARY SHAPED SCARRED 
BOILER TUBES 

K. Zarrabi 
School of Mechanical and Manufacturing 

The University of New South Wales 
Sydney 2052, Australia 

H.Zhang 
School of Mechanical and Manufacturing 

The University of New South Wales 
Sydney 2052, Australia 

Abstract: This paper describes a practical algorithm and demonstrates its use for 
probability life analysis of boiler tubes based on the Monte Carlo simulation and Weibull 
analysis. The tube can have arbitrary shaped scars, gouges, or localised damages with 
variable rate for loss of its wall thickness. To the authors' knowledge this is for the first 
time that such an algorithm has been developed. The algorithm has been coded in a 
computer program coined AUSI-TL1 using an object oriented paradigm. 

Key Words: Arbitrary shaped scars; AUSI-TL1; boiler tube; Monte Carlo simulation; 
probability of failure; Weibull probability analysis. 

INTRODUCTION: The need for a reliable boiler tube life assessment has very well been 
identified in the power, refinery, and chemical processing industries. The function of a 
fossil-fuelled boiler is to increase the internal (thermal) energy of water and in doing so 
converts water to superheater steam. The major part of the added internal energy is 
converted into mechanical work by the steam turbine. The turbine normally runs a 
generator whose function is to convert the mechanical work into electrical energy. Boiler 
tubes act as heat exchangers. Hot water or steam runs inside (water or steam side) of a 
typical boiler tube whereas corrosive and erosive combustion gases flow over its outside 
surface (fire side). As a result, a boiler tube is continually damaged, gouged and scarred 
while the tube material is subjected to non-linear creep and plastic deformations. Figure 1 
depicts part of a scarred tube schematically. The source of the scarring may include 
erosion from ash left over from local combustion, thermal oxidation and spalling, steam 
washes from nearby failed tubes, and nicks and gouges resulting from improper 
maintenance practices. What ever the source of damage, it is a complex problem that has 
not been solved precisely to date. One of the limiting factor in assessing a boiler tube life is 
lack of pertinent loading histories and material properties; we shall talk further about this 
problem later. 
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In absence of the precise calculations for the tube life, the plant engineer either replaces 
the damaged tubes prematurely to avoid tube failures, or tolerates the boiler shut-down 
because of tube failures. Both of these circumstances cause considerable electricity and 
financial losses and they are not satisfactory. 

Because of its importance to the industrial steam generators, organisations such as Ontario 
Hydro in Canada, the old CEGB in UK, Babcock & Wilcox, APTECH, and EPRI in USA 
as well as the authors in Australia have spent considerable research efforts and developed 
computer programs that provide estimates of a boiler tube life; see for example: Simonen 
and Jaske [1], Viswanathan, et al. [2], and Zarrabi [3] [4]. Other computer codes that may 
be mentioned includes: NOTTS by Babcock & Wilcox, TUBECALC by Power House 
Analytical, and TUBEPRO by Structural Integrity Assoc, all in USA; there are several 
other proprietary codes. The main limitation of these codes is that they assume the worn 
or gouged area extends over the entire tube surfaces and ignore the fact that, normally, a 
tube is scarred or worn in a localised manner. The lack of recognition of the localised 
nature of the tube damages, usually leads to an overly conservative estimate of a boiler 
tube life. Also, the above codes normally assume a constant thinning rate for tube wall- 
thickness. In practice, a tube might be subjected to rapid wall-thickness loss for a period of 
time. To stop the tube thickness loss, the tube may then be shielded and therefore reduces 
its thickness loss to almost nil over its remaining life. Therefore, it is important that a 
computer code for the tube life assessment to allow for a variable thinning rate. To 
minimise conservatism, the authors have recently developed a computer program coined 
AUSI-TL1 that estimates the life of a boiler tube containing a scar (Zarrabi and Zhang [5] 
[6]). The shape and extent of the scar are arbitrary; and this is for the first time to the 
authors' knowledge that such a computer code has been developed. The other advantage 
of the AUSI-TL1 code over other existing codes is that AUSI-TL1 considers the tube 
thickness loss in a precise-wise linear manner so that a variable tube thinning rate may be 
accounted for. 

Scarred section 

Figure 1 Part of A Boiler Tube Containing A Scar 
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The above computer codes (including the AUSI-TL1) for tube life assessments are, 
however, based on deterministic approaches that produce a single value of the tube life 
assuming that input data are precise and not contaminated with uncertainties. The reality 
is, however, different In practice, there is a degree of uncertainty in each of the input 
values such as: steam pressure, metal temperature, material properties, etc.. At best, we 
may estimate a range that is likely to contain the right value of the concerned input 
variable. Therefore, the computation of a single value of the tube life may become 
misleading. Instead a probabilistic approach may be more appropriate. 

This paper describes the extension of the AUSI-TL1 code to include a probabilistic life 
assessment module. Although there are some computer codes that use a probabilistic 
method for tube life assessments (see, for example, Sprung and Zilberstein [7]), our 
probabilistic method, for the first time, considers localised arbitrary tube scars with 
variable thinning rate. 

PROBABILISTIC APPROACH: Our probabilistic formulation for tube life assessments 
combines the Monte Carlo simulation and the Weibull analysis. It is also based on the 
same equations as our deterministic formulation (for description of our deterministic 
formulation see, Zarrabi and Zhang [5] [6]). Therefore, our probabilistic method accounts 
for localised scars and gouges with variable thinning rate similar to our previously 
developed deterministic method. The algorithm of our probabilistic method consists of the 
following main steps: 

1. Input Data: The input data, xt, for the tube life calculations are: loading data (such as 
steam pressure, metal temperature), data related to tube geometry (such as thickness, 
radius, scarred dimensions), and material properties (such as yield strength, ultimate tensile 
strength, creep rupture data). These data normally contain a degree of fluctuation, scatter, 
and uncertainty. If the mean value for each input data is xuj and its stochastic range is fix,-, 
then: 

x,.=xM,+8x,/2 (1) 

The essence of the Monte Carlo simulation is in computing a tube life for randomly 
selected x,- in such a way that equation 1 is satisfied. This is accomplished by using a 
probability density function (PDF) for each input data over its specified range. 

2. Probability Density Function (PDF): In principle, the PDF of each input data may be 
obtained by a statistical analysis of available records from plants. Provided the archived 
data from plants are available and reliable, it is likely that such an analysis provides 
different PDF for different input data and different boilers. To devise a generic algorithm 
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that would be applicable to a wide range of boilers and as a first step, we have assumed a 
uniform distribution for PDF, ie: 

PDF(x,) = i/8X,. (2) 

Equation 2 gives equal weight to all possible random values that fall within each range of 
input data defined by equation 1. However, in reality, it may be that the probability of 
values close to the mean values to be more than other random values. For such cases, a 
Gaussian PDF may be more appropriate to adopt. The study of various distributions for 
PDF and their effects on the tube life will be the subject of future publications. 

Using the uniformly distributed PDF defined by equation 2 and a library function available 
in BORLAND C** compiler, we have computed random values for each input data. 

3. Multiple Life Computation: Let tu to represent the tube life computed on the basis of 
the mean values of each input data and ti (where i = 1,2,3,...,N with N is the number of 
randomly sampled values of each input data) to represent those obtained on the basis of 
random values of each input data. As mentioned above, tu and r, are computed using our 
previously developed deterministic computer code: AUSI-TL1. In this way N random 
tube lives are computed. 

Our objective is to estimate the probability of tM. To this end, let define a performance 
function, G, where: 

G = '.•-'* (3) 

The probability of tM increases whenever r, becomes equal to tu where G = 0. In another 
words, G = 0 defines a probability failure surface where each point on this surface 
provides a probable tube failure point. 

4. Weibull Probability Analysis: The first step in performing a Weibull analysis is to rank 
or rearrange the randomly computed tube lives (f,) and store them in a vector (f.) so that 

the shortest tube life is the first element of the vector and the longest life is the last element 
in the vector. Next the median rank (F.) of f ■ are computed using (Johnson [8]): 

Fj = 100 (; - 0.3)/(AT + 0.4) (4) 

where j is the order number of tube lives in the vector tr Then we assume either two 

parameter (equation 5) or three parameter (equation 6) Weibull probability distributions, 
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F(t) = l-eH'h)° (5) 

where T| and ß are the two parameters that are determined by fitting equation 5 to F; 

and tj data, or: 

F(t) = l-e-a'-"/n)* (6) 

where r|, ß , and t0 are the three parameters that are determined by fitting equation 6 to 
Fj and tj data. F(f) in equations 5 and 6 represents the probability of any life t. The 

Weibull probability distribution that more closely fit the random life data will be selected 
as final probability distribution. Finally, the probability of tM (ie, F(tM)) is computed by 
using t = tM in either equation 5 or equation 6. 

The computer program, AUSI-TL1, has been extended to include an object that performs 
tube life probability calculations that is based on the above algorithm. 

EXAMPLES OF PROBABILITY COMPUTATIONS OF TUBE LIFE USING 
AUSI-TL1 CODE: One example is considered here that illustrates the application of the 
algorithm outlined above. The main input data with their estimated uncertainties are as 
follows: 

Material: SA213-T22 
Time in service: 60,000±100   Hours 
Steam internal pressure: 20±4  MPa 
Metal temperature: 590±5 °C 
Outside diameter: 50±2.5 mm 
Thickness: 9±1.0 mm 
Scar length: 5±1.5 mm 
Scar width: 3+1.5 mm 
Scar depth: 2±1.0 mm 

The above data are selected in such a way that creep deformation becomes a significant 
event for this example. Setting N = 100, the predicted tube lives by AUSI-TL1 code using 
the above input data are summarised as a histogram in Figure 2. The cumulative 
probability failure is plotted in Figure 3. The closeness of the plotted points to a linear 
distribution in Figure 3 indicates that the two-parameter Weibull provides a good 
representation of the probability distribution function. The outputs of the Weibull analysis 
are summarised in Table I. 
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Figure 3 Cumulative Probability of Failure 

Table I Summary of Results From Weibull Analysis 
Failure Mode Creep Rupture 

Mean Life 82600 
Probability of Failure 61.2% 

ß 7.01023 

Tl 86740.2 

The Weibull probability density function is shown in Figure 4. The plot in Figure 4 can be 
used to obtain the probability of failure for any given tube life. With pass of time, the risk 
of tube failure will increase. The trend of the probability of tube failure versus time is 
shown in Figure 5. Figure 5 indicates that for less than 60,000 hours time-in-service, the 
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risk of tube failure is small. The risk of tube failure increases rapidly for time between 
60,000 hours and 100,000 hours. The risk of failure beyond 100,000 hours remains 
virtually unchanged. Figures 5 to 9 shows the effect of various input data on the 
probability of failure for the tube. 

20000 

ß = 7.01023 
tl = 86740.2 

60000 80000        100000 

Life (hours) 

120000       140000 

Figure 4 Weibull Probability Density Function 
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Figure 5 Failure Probability vs. Life 

395 



40       50       60       70       80 

Life (thousand hours) 

110     120 
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Figure 7 Effects of Stream Pressure on Failure Probability 
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Figure 9 Effects of Scarred Depth (or Thinning) on Failure Probability 

CONCLUDING REMARKS: This work shows that a combination of the Monte Carlo 
simulation and Weibull analysis provides a practical algorithm for estimating the 
probability of a failure for boiler tubes containing localised scars and damages and 
subjected to a variable rate of wall-thickness loss. The validity of results depends on how 
closely the randomly computed tube lives match the two-parameters or three-parameters 
Weibull probability distribution functions. The above probability algorithm for tube life 
assessments has been coded into the AUSI-TL1 computer code for ease of application. 
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There may be circumstances for which the Weibull probability distribution functions do 
not provide good representations. For such cases, it may be that the direct Monte Carlo 
technique provides a more accurate estimates for the probability of tube failure. Currently, 
we are extending the AUSI-TL1 code to include an object for probability analysis based 
on the direct Monte Carlo analysis. Having developed this object, we should be in a 
position to compare the Weibull and direct Monte Carlo algorithms and report the results 
in future publications. 
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ANALYSIS OF ELECTROMECHANICAL SYSTEMS RELIABILITY USING 
MARKOV MODELS 

J. Lu, .TO. Baldwin 

School of Aerospace & Mechanical Engineering 
University of Oklahoma 

Norman, Oklahoma 73019 

Abstract: A computational algorithm is presented to estimate the reliability of an engineering 
system consisting of both electrical and mechanical components. The mechanical component is 
modeled with a strain-based fatigue reliability model that allows the hazard rate functions of the 
cycles to failure distribution to be predicted. Any electrical component is assumed to exhibit a 
constant hazard rate function. Markov state transition probabilities are derived in order to include 
time varying hazard rate functions in the analysis. The time-dependent reliability of the system is 
computed using a Markov chain analysis under the assumption that the fatigue-based hazard rate 
function of the mechanical elements are piecewise constant. An example is given that demonstrates 
the piecewise constant hazard rate function method applied to an engineering system. 

Key Words: Markov chain; Non-stationary; Reliability analysis; System reliability; Variable hazard 
rate function 

Introduction and Background: Evaluation of the reliability of an engineering system is a critical 
design task. One of the important techniques used to evaluate system reliability is the Markov chain 
approach. In this technique, a system is assumed to pass from its operational state to any number 
of failed states, often passing through intermediate states representing the condition of subsystems. 
The vital role of this approach is to make reliability evaluation of repairable systems feasible by 
allowing the repair process (i.e., transition from failed to operational states) to be included in the 
reliability model. Typically, this method is used under the assumption of time-invariant 
probabilities of transition between the states of the system, a situation commonly encountered with 
electrical and electronic devices. 

Many modern engineering systems, however, are combinations of electrical and mechanical 
components. Here, mechanical components are taken to be stressed solids under cyclic loading; the 
electrical devices can be transistors, integrated circuits, coil windings and so on. These systems 
must be considered non-stationary in the Markov sense because the failure rates of most mechanical 
devices are not constant, typically due to wear-out processes such as metal fatigue. In that case the 
reliability would take the general form 

t    . \ 
/?(f)=exp (1) -rx«)dt' 

.   o 
The calculation of the evolution of these non-stationary Markov models, however, is complicated 
and is difficult to do by classical methods. In addition, even for a large system with stationary 
Markov properties, the process of calculation becomes very cumbersome. 
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The use of Markov models in reliability analysis is familiar in electrical systems [10] and several 
authors have addressed the analytical solution of non-stationary Markov models in the context of 
arbitrary repair rate functions [3, 14] and mean time to system failure [15]. A Monte Carlo-based 
algorithm was used by Lewis and Zhuguo [11] to model the evolution of nonstationary models with 
explicit expressions of the time varying hazard rate function. It is also interesting to note that, 
although they are not directly applicable to the combined analysis given here, the probabilistic 
cumulative damage models of Bogdanoff and Kozin [2] use Markov chains to model the damage 
evolution within a damaging material. Unlike electrical systems, most mechanical devices or 
systems exhibit hazard rate functions that vary in time. It is reasonable to expect that failure modes 
that depend on time in service are the result of wear-out phenomena and will not exhibit constant 
hazard rates. For many mechanical components and devices, fatigue is a common cause of failure 
and the literature [7,16,17] shows that fatigue life has been modeled with both the Weibull and 
lognormal distributions. Recently, Baldwin and Thacker [1] developed a strain-based fatigue 
reliability analysis method which can be used to estimate the fatigue hazard rates at a given number 
of load cycles. 

The focus of this paper is to report a method of implementing a combined mechanical-electrical 
reliability analysis and to evaluate system reliability using the resulting non-stationary Markov 
models. This approach will be referred to as the piecewise-constant hazard rate (PHR) method. 
Here we summarize the details of the PHR method which can be used to evaluate the reliability of 
general mechanical-electrical systems. 

Markov Chain Analysis: In this paper, we consider only discrete state-discrete time Markov chains 
to model the random behavior of an engineering system consisting of both electrical and mechanical 
components. Mathematically, a continuous time non-stationary Markov process can be formulated 
as a first-order, linear ordinary differential equation with variable coefficients. If the ODE is 
discretized in time, the resulting difference equation describing the discrete time process's evolution 
is of the form 

P(0 = J^/..,M(/J (2) 

where P((m) is the state probability vector 

**ej=h('J pt(tj . . . p^tj] (3) 

A(t) is the state transition probability and tm (= m At; m = 1, 2, ...) is the time elapsed during the 
analysis. It is convenient to express the state transition probabilities in matrix form as 

A«J = 
^2i('J   Av(tJ   -   A2N('J 

Am«J   ANz('J   ••   V.V 

(4) 

This transition probability matrix contains all the available information about the passage of the 
system among its states at the wj-th time step. Because A{j (/J is a conditional probability based on 
the requirement that the system is in state i at time rm.„ the system at time tm may either transfer to 
any of the other AM states, or remain in state i. Elements of the /-th column of A(/J represent 
transitions to state i from the other states; similarly, elements of the i-th row describe transitions 
from state i to the other states. If/ *j, A-ti (tj is the probability that the system leaves state i and 
transfers to state/ at the m-th time step, given that the system operates in state i through the (m-l)-th 
time interval. If the system leaves state i due to the failure of the corresponding subsystem, the 
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probability ofthat transition can be stated in terms of the subsystem's reliability function as 

* *C-i) 

If we consider the time discretization / = tm=m Ar, and assume that A/ is small enough to make 
negligible, the state transition probability, Equation (5), becomes 

WJ"[Ww' («) 

Equation (6) is useful in that the hazard function Ätß) has not been assumed constant [12]. If the 
system leaves state;' due to the repair of one of its subsystems, maintainability G(t) can be stated as 
the probability that a failed subsystem is restored to one of its operating states at time t. The repair 
transition probability from state i to state/ is 

and in a manner similar to the reliability function, the discrete time state transition probability can 
be written in terms of the repair rate function as 

'.-1 

For the probability of the system remaining in state i (i.e., i =j), 
N     '- 

^OJ=I -£  /><,«'>+ V'>K (9) 

Note that by definition, for a given state transition, either fi9 or Atj (or both) must be zero; the 
transition can be due either to failure or to repair, but not both. 

It can be seen that the transition probability matrix, Equation (4), is complicated by the integrations 
in Equations (6), (8) and (9). By the PHR method, we assume \£) and u^) are constant within 
each time interval ((m.-l)Af, mLi) and are denoted X^tJ and ]ixgr). The piecewise constant 
hazard (failure) rate A.^r) and repair rate u^Jr) functions are given to a first approximation by 

^0=^--.)+MO) (») 

The transition probability matrix, Equation (4), is thus established using Equations (10-11). 

For a non-stationary discrete state, discrete time Markov model, the time period of the analysis is 
decomposed into time steps and the transition probabilities are allowed to vary step by step. In the 
general case of a non-stationary Markov model, the transitional probabilities are time-dependent 
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within each tame interval. The PHR method arises by assuming constant transition probabilities for 
the system within each time interval and combining the time-varying transition matrices to calculate 
the state probability of the system at a given time. The general equations for the discrete time 
Markov model can be directly used to solve these non-stationary problems. 

For the system consisting of N states, the probabilities of the system being in each state at time tm 

can be expressed in matrix form as given in Equations (2-4). For ?„,., i 0, the state probability vector 
recursion is summarized by 

*('„> = n*('oM('i) (12) 

Equation (12) [9] is a general equation to evaluate the probability of being in each state in the system 
at any time step. If we know the initial state of the system P(t0) and the state transition matrix A(J), 
we can compute the probability that the system will be in any given state at any time tm. Because 
the state transition matrix varies at each time step (due to the piecewise-constant" transition 
probabilities), we therefore have an algorithm for estimating the non-stationary Markovian system. 
The reliability of the system at the m-th time interval is the probability of the system being in any 
of its operational states. For an TV-state system, the reliability is given by 

*('->=        £        *('„) = !-     £     '('„> a3) 
operational states failed states 

Probabilistic Fatigue Analysis: The fatigue reliability model used here is described in detail by 
Baldwin and Thacker [1]; only abrief summary of the details will be given here. In the strain-based 
fatigue model, the basic assumption involved is that the appearance of a crack in a component can 
be related to the fracture of a small specimen in a laboratory fatigue test. 

It is known that the lives to failure of smooth test specimens tested at given strain amplitude can 
exhibit considerable scatter [4,5,6,8,13]. The three-parameter Weibull distribution will be used to 
model the scatter observed in fatigue tests. The probability density function for the Weibull 
distribution can be expressed as 

/(lV/Ae)) = '*/Ae)-JV. 

N-N. N-N_ 

ß-i 

exp 
N-N_ 

(14) 

where /?is the Weibull distribution shape parameter, Nc is the Weibull distribution characteristic life 
and Nm is the Weibull distribution minimum life. N^Ae) is the number of cycles to failure at a given 
strain amplitude Ae, given implicitly in the strain-life relationship 

2 E        ' 
+ e/ (2NY (IS) 

The cycle ratio n 

N_ 

N-N_ 
(16) 

is assumed to be a material constant based on the data analysis of Tanaka, et al. [16]. By the 
assumption that the strain-life equation is taken to model median failure behavior, the parameters 
NmNc are then given by 
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[-(ln0.5)]"p+r) 

AT ,   (1+T1)^A6) (,8) 
[-(lnO.S)]"p+r| 

The hazard rate function of the component under fatigue load at any time (number of cycles) is given 
by 

R(N,)-R(N.) 
A(W)=        ' ' (19) 

where N, and Af2 define a narrow interval containing N. 

Combined Electromechanical Reliability Analysis: To illustrate the combined electromechanical 
system reliability (including fatigue), we now consider a system consisting of a electrical unit E and 
a mechanical unit M shown schematically in Figure 4. Such a system could be realized in many 
different ways, for example a pump-motor set (where the motor is modeled as a purely electrical 
device). The technique is also applicable to systems where the electrical and mechanical 
components are both integral to the operation of the system, but are otherwise unrelated. These two 
units are assumed to act in series, i.e., if either unit fails to operate, the system fails to operate. The 
mechanical unit M is experiencing a load history as shown in Figure 5; this loading block is assumed 
to repeat every 1 hour. The material of the mechanical unit is a carbon steel with strain-life 
parameters as given in Table 1. A stress concentration Kt = 2.3 is assumed. The fatigue behavior 
of the material is assumed to be such that the strain-life Weibull distribution shape parameter is ß 
= 2.0, and the cycle ratio is 17 = 0.2. No repair is available for this unit, i.e., //M = 0. The constant 
failure rate ofthe electrical unit Eis 4 = 10"5hr'. A failed electrical unit has a repair rate//E = 0.1 
hr-'. 

The state space of this system can be summarized as shown in Table 2. Figure 6 shows the system 
state space and possible state transitions. Using Equation (4), we can write the state transition 
matrix as 

1 -(V'„)+M'„»A'    V'JA'     V'J4' 
MtJ = 

' 1' 

M'»>A< 1 " fjO      ° 

0 0 1 

The initial condition of the system is assumed to be P(t0) = ( 1 0 0). The reliability of this system 
is defined as the probability that the system is in this state (state 1), i.e, R = Pt{t). 

The combined electromechanical reliability prediction algorithm detailed here has been used to 
analyze this system. Figure 7 shows that, as expected, the fatigue hazard rate function increases as 
a function of mission time. This functional characteristic follows directly from the fatigue 
reliability model and is felt to be representative of the behavior of a population of deteriorating 
components. As with any Weibull-based hazard rate function, modifying ß will affect the shape of 
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the A(t) curve. Figure 4 also shows the system reliability as a function of mission time for At = 6.25 
hours (the suitably short time step that satisfies the Markov assumptions). Also, different values of 
the strain-life distribution parameters ß and 7] were used in the analysis to observe how the system 
reliability behaves for variations: in these parameters. Figures 5 and 6 reveal that uncertainty in the 
shape parameter /7of the strain-life Weibull distribution can lead to much more uncertainty in the 
value of the system reliability than does uncertainty in the cycle ratio parameter rj. Of course, if we 
had allowed repair of the mechanical component, state 3 would no longer be a terminal state. Also, 
changing any of the analysis parameter values would modify the solution. 

Conclusions: Today, many modem engineering systems are combinations of electrical and 
mechanical components. The mechanical components complicate the analysis because of their 
varying state transition probabilities. These arise from wear-out processes, such as fatigue, that 
cause temporally-increasing hazard rate functions for the mechanical failure. In this paper, non- 
stationary, discrete time, discrete state Markov modeling techniques associated with a piecewise- 
constant hazard rate method were presented to evaluate reliabilities of electromechanical systems. 
The solution of a sample case illustrates how an appropriately formulated fatigue reliability theory 
and Markov chain modeling techniques can be used to evaluate the reliability of electromechanical 
systems simply and efficiently. The Markov models we discussed here are discrete time models, 
although most engineering systems evolve continuously in time. However, this work shows that a 
continuous time Markov model can be converted to the discrete time model with the precision of 
the solution improving as the time step At is reduced. 
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Table 1: Strain-life fatigue properties [SAE J1099] 

&t= 78,000 psi 
6^=0.110 
K' = 71,000 psi 
£ = 29xl06psi 

b = -0.073 
c =-0.410 
«' = 0.110 

Table 2: State space of the two component electrome ühanical system 

State Units Operating Units Failed System Condition 

1 E,M ... Operating 

2 M E Failed (repairable) 

3 E M Failed (not repairable) 

Figure 1: A two component electromechanical system 
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Figure 3: State space diagram for a two component electromechanical system 
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SUBJECTED TO ALL TYPES OF FATIGUE LOADS 
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Abstract: Based on a statistical model of fatigue data, or the P-S-N curves, the distribu- 
tions of fatigue life are provided in this paper under various conditions. For the situation 
of constant-amplitude stress with uncertainty of magnitude, the theoretical distribution of 
fatigue life is derived by using the Theorem of Total Probability and the concept of condi- 
tional reliability. For the wide-band stress case, a cycle-counting method is proposed. After 
deriving the distributions of the magnitude and the mean value of the stress cycles accord- 
ing to the proposed cycle-counting method, a closed form expression for the mean value of 
the fatigue life is formulated for wide-band stress spectra. The effect of a non-zero mean 
of stress history is taken into account in this approach. The derived results are illustrated 

with a numerical example. 

Key Words: Fatigue life; reliability analysis; wide-band stress 

INTRODUCTION: Metal fatigue is one of the most important failure modes to be con- 
sidered in mechanical and structural design. The only satisfactory way to prevent fatigue 
failures during service life is by proper design. Unfortunately, many of the design factors 
associated with fatigue are subject to considerable uncertainties. However, designers have 
to make decisions at the design stage. Thus, reliability or probabilistic design methods are 
necessary and appropriate for fatigue design and analysis. For engineering applications, 
designers need a simple and reasonably accurate design code to predict the reliability for a 
specified service life. The approaches of this paper provide a methodology to determine the 
distribution of the fatigue life (cycles-to-failure or times-to-failure) under various situations. 

A STATISTICAL MODEL FOR FATIGUE TEST DATA: The conventional fatigue 
theories have focused on the S-N diagram, which is based on standard constant-amplitude- 
stress fatigue tests at several given stress levels. The S-N diagram relates the cycles to 
failure, N, to the cyclic stress amplitude, S. In many cases, the S-N data plots have a 
linear trend on log-log scales; i.e., 

NSm = A, (1) 

or 

logJV + mlogS = logA. (2) 

Because fatigue data have large statistical scatter, the actual fatigue characteristic should 
not be represented by a single S-N curve but by a family of distributions; i.e. the so-called 
P-S-N diagram. Hence, the cycles to failure, N, at any stress level, 5, is considered to be a 
random variable. Equation (1) or (2) actually corresponds to the mean or the median curve 
of the P-S-N diagram [1]. Many articles and books have been published on this topic of 
statistical analysis of fatigue data. Among those widely used approaches, a simple model, 

409 



to 

•a 
3 

CO 

Cycles to failure, Log N 
Fig. 1 - The P-S-N curves. 

pursued by Wirsching and Hsien [2], is that, at any given stress amplitude, S, (1) the fatigue 
strength exponent, m, is assumed as a non-random constant; and (2) the fatigue strength 
coefficient, A, is treated as a lognormal random variable. 

The value of constant, m, and the estimates of the parameters of variable, A, (the mean 
and standard deviation of logyl; i.e., Ä' and aA,, or the coefficient of variation of A; i.e., 
CA) can be obtained by employing the least-squares or the MLE method [3] to testing data. 
All approaches in this paper are based on this model. 

From Eqs. (1) and (2), the cycles to failure, JV, have a lognormal distribution, and the 
variable log JV is normally distributed. A wide variety of fatigue experiments show that the 
lognormal distribution fits the data of cycles to failure better than other common models 
[2]. Note that the mean value of log JV is a function of the stress level, S, but the variance 
of log JV is a constant because the m of each curve is constant. This constant-variance 
assumption has been borne out in fatigue tests on a large number of steel and aluminum 
specimens [4]. Graphically, the P-S-N diagram of this model presents a family of parallel 
lines on log-log scales as shown in Fig. 1. It has to be pointed out that under this model 
both the mean and the variance of the fatigue life, JV, vary with the stress levels as usual. 
However, the coefficient of variation of JV appears to be a constant regardless of the stress 
levels, then 

CN = CA, (3) 

where CA is the coefficient of variation of A, and is obtained from test data. Therefore, the 
distribution of fatigue life, under the constant-amplitude stress with the known magnitude 
S, can be written as [5] 

1 l (lot, N-If\' 

N a HI V2JT (4) 

where the parameters, N> and <rN>, are the mean and standard deviation of logiV, respec- 
tively. They are obtained from the P-S-N model, or 

N' = A'-m log S, (5) 

and 

"N1 = "A> (6) 
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The reliability function, then, is given by [5] 

where 

Ni = cycles of operation. 

For a lot of materials, this model provides a good approximation to the cycles to failure, 
or fatigue life under constant-amplitude loading. However, a variety of stress types may be 
encountered in the real world. Hence, the practical problem is how to use the abundance 
of available constant amplitude data for fatigue reliability analysis under various conditions 

PI- 
FATIGUE LIFE DISTRIBUTION UNDER FIXED AMPLITUDE STRESS: 
In engineering design practice, some mechanical components may be subjected to a fully 
oscillatory stress with a nearly fixed amplitude during service. But there is uncertainty 
associated with the magnitude of the stress amplitude. In other words, the value of the 
stress amplitude, S, does not vary with working time, but is a random variable at the 
design stage. In the preceding section, the magnitude of the stress amplitude was assumed 
to be known exactly. Therefore, the reliability, given by Eq. (7), is in reality the conditional 
reliability in this case, or 

M{Ni\S)= I     w    '        e A    •*<    ) dN. (8) 

If the stress amplitude distribution is given by f(S), then, by the Theorem of Total Prob- 
ability [11, pp. 8], the reliability function of a component can be written as 

R(N1) = JR(Nl\S)f(S)dS. (9) 

Finally, the pdf of the fatigue life is found by differentiating Eq. (9) with respect to JVi 
leading to 

f(N1) = jsf(N1\S)f(S)dS, (10) 

where f(Ni\S) is a conditional pdf; i.e., the pdf of JVj at a given stress level, S, which is 
defined by Eq. (4) as 

/WIJ>= v fce H    '"'     ' • (11) 
JVi <7jv> V2JT 

When the stress amplitude is modeled as a normal variable, the pdf of fatigue life will be 

/(JV,)= /       —r=e  JV    's>     )  _J_e A's) dS, (12 

where ^ and <rs are the mean and standard deviation of the stress amplitude, S, respectively. 
The typical shape of f(Ni), defined in Eq. (12), is shown in Fig. 2. 
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f(N.) 

Fig. 2 - The pdf of the cycles to failure under a constant-amplitude stress with the 
associated uncertainty of the magnitude of this stress amplitude, obtained 
by using the following parameters: A = 4 x 109, CA = 0.50, S = 40, and 
as = 2. 

For engineering analysis convenience, the fatigue life distributions used most frequently have 
been the lognormal and the Weibull. Both are applicable to a wide range of materials and 
fatigue testing conditions. As may be seen, the shape in Fig. 2 may be well represented by 
either the lognormal or the Weibull distribution. The estimates of the parameters of these 
distributions can be obtained using the matching moments methods [5, pp. 399-416 and 
pp. 282-313]. 

FATIGUE LIFE DISTRIBUTION UNDER RANDOM STRESS: In general, the 
fatigue stress histories, s(t), commonly observed in structural and mechanical components, 
are random processes. Unfortunately, the test data on random fatigue are limited. Almost 
all available fatigue data for design purposes are based on constant-amplitude tests. A com- 
mon approach is to conduct a damage accumulation hypothesis to relate fatigue behavior 
under variable-amplitude stress to the "known" behavior under constant-amplitude stress. 
The most widely used cumulative damage rule is Miner's rule. According to the Miner's 
rule, damage, D, is defined as 

» = Z n(St) 
(13) 

where 

n(5,) = number of stress cycles at stress level Si, 

and 

N(Si) = number of cycles to failure at constant-amplitude stress, £,-. 

Fatigue failure occurs when, on the average, D > 1 . 

It is generally thought that Miner's rule works reasonably well for random-load fatigue. 
Some studies have shown that Miner's rule yields quite an accurate estimate for the mean 
life of a component subjected to fatigue [10]. 

412 



Mean Value of Fatigue Life Under Random Stress: To use Miner's rule, designers 
have to know how to count the stress cycles, the number, n(S,), and the amplitude, S;, of 
the stress cycles. It is easy when the stress history is a stationary narrow-band process with 
zero-mean. The narrow-band process is characterized by its approximate constant period, 
or frequency. The midpoint of each single cycle of stress is equal to the mean of stress. 
Hence, the stress peak can be used equally as »tress amplitude and the rate of zero-up- 
crossing as the frequency of stress cycles. If the fatigue stress is a stationary narrow-band 
Gaussian process with zero-mean, the distribution of the stress peaks, hence of the stress 
amplitude, is the Rayleigh distribution [3], and the mean of the fatigue life is given by 

T = n+(0)(V5<r.)mr(J. + l)' 

where 

n+(0) = expected zero-up crossing rate of the stress process [12, p. 154], 

(14) 

and 

«(o)-y Soo°WU)df < 

~Ä = mean value of A, 
TOO 

a. = rms of the stress process = /    W(f) df, 
' Jo 

W{f) = spectral density function of the stress process. 

When the stress process is wide-band, stress-cycle counting becomes difficult. The value 
of the stress peak can not be used as stress amplitude even though the mean of the stress 
process is zero. It is not obvious exactly what a cycle is and how it should be counted to be 
used with Miner's rule. Among fatigue experts, the rainflow method is generally regarded 
as the method leading to a better prediction of fatigue We. The rainflow method determines 
the number and the amplitude of all stress cycles from a finite sample of recorded stress 
history of hot spots in the component. However, it becomes impossible in the case when 
stress records can not be obtained, for example at the design stage. 

For a wide-band Gaussian stress, under some assumptions, the joint distribution of the 
amplitude and the mean of a single stress cycle is derived, based on the "half-range counting 

method", as follows: 

Consider a part of the stress sample shown in Fig. 3. A single cycle is started at a valley 
such as Valley 1. Each trough-originated stress range (i.e., a path from a valley to the next 
adjacent peak) is considered as a half-cycle. Similar to the rainflow method, it is assumed 
that, for a stress history sufficiently long, any "trough-originated" half-cycle can be paired 
with a "peak-originated" half-cycle of the same range somewhere to form a single stress 
cycle. As shown in Fig. 3, a half cycle from Valley 1 to Peak 2 is paired with a half cycle 
from Peak 6 to Valley 7 to form a single stress cycle with the range of 40 and the mean 
value of 60. Therefore, the range and the mean value of a stress cycle should be counted 
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Fig. 3 - A part of the time history of a wide-band stress. 

on the trough-originated stress path only, and the paired peak-originated half cycle always 
appears later in the stress process; i.e., the rise, defined as the difference between the stress 
at a valley and the stress at the next peak, is considered as the range of a single stress 
cycle, and the midpoint between this adjoining valley and the peak is considered as the 
mean value of this single stress cycle. 

If the stress is a stationary, wide-band, Gaussian process with zero-mean, the joint density 
function of a trough-originated range, Sr, and its mean value, Sm, is given by [12, p. 170] 

where 

a = irregularity factor of the stress process = 
f~pW(f)df 

y/j?w(f)<V fi°f*wU)4f' 

and 

£ = spectral width parameter of the stress process [1] = \/l — a2. 

Note, from Eq. (15), that the range and the mean value of the stress cycle are independent, 
because their joint pdf is factorable, and the pdf's of Sr and Sm can be obtained by 

and 

/°° S I      S2    \ 
^ /™(5r, Sm)dSm = j^jexp [-J^l) - 

/m(5m) = f°/rm(Sr, Sm)dSr = -—I exp (-=&z) , 
Jo y/1-Kia,       \   t^ol) 

(16) 

(17) 

respectively. 
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Since the stress amplitude, S, is half of the range of the stress cycle, Sr, the pdf of the 
stress amplitude is given by 

ldS/JTK-"'     (o«r.)a 
/a(^)=l^-|/r(2 5)=7rT^exp 

s3 

2(acr.y 
(18) 

Note that, from Eqs. (17) and (18), the stress cycle amplitude is a Rayleigh variable and 
the stress-cycle mean is normally distributed with a zero mean. So, the stress cycle mean 
will, usually, not be zero even if the mean of the whole stress process is zero. As usual, the 
stress-cycle mean is handled using the modified Goodman diagram, or 

where 

Su = ultimate strength. 

If the same derivation procedure, as in the narrow-band situation, is employed, then, the 
mean value of the fatigue life is given by 

"4 
f _  (20) 

«+(V5«<T.)»r(l +±) r,7fc(x-A.1/^)-exp[-^] dSj 
where 

: expected peak frequency + _ , J —, ,- _   »■   '   WU)df 
v/o00/ *W(f)df 

In general, the hot-spot-stress process will have a nonzero mean in mechanical and structural 
systems. Hence, the stress-cycle mean has the pdf 

fm(Sm) = -j= exp 
V 2 T t a, 

(sm-y,y 
2((0,)2 

(21) 

where 

fi, = mean of the whole stress process. 

Finally, the mean value of the fatigue life under a stationary Gaussian stress process is given 
by 

f 1  (22) 
ni (72a *.r r (l + i) H. ^ (l_Sm%u)m exp [-^f] dSm' 

This model requires the stress spectral density function, W(f), only. A stress history is not 
required. Note that the static property of the material, Su, is treated as a deterministic 
variable here. But, it can also be treated as a random variable when the distribution of Su 
is available. 

Standard Deviation of Fatigue Life Under Random Stress: Since considerable sta- 
tistical scatter exists in the cycles to failure data, determination of the variance of the fatigue 
life should attract a great deal of attention. Some approximations, based on Miner's rule 
and stochastic process theory, have been published for a stationary, narrow-band Gaussian 
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stress [1, 9]. An alternate solution is to calculate the coefficient of variation of the fatigue 
life, CT. 

In analyzing a large number of variable-amplitude fatigue test data on steel and aluminum, 
it has been found that the scatter under random loading, Cs., is nearly identical with the 
scatter in constant-amplitude tests, CA, [6, 7, 8]; i.e., 

CT 2 CA. (23) 

Hence, the standard deviation of the fatigue life can by estimated by 

8T = CAT, (24) 

where T is given by Eq. (22). 

Fitigue Life Distribution Under Stress: In general, the random fatigue problem is quite 
complicated, and fatigue reliability analysis must rely on assumed distributions. As said 
before, the distributions for fatigue life under random loading, widely used in engineering, 
are the lognormal and the Weibull. For example, under the lognormal assumption, the 
estimated pdf of the fatigue life will be 

i /ioger-rV 
2 ^      °r      ) (25) 

Then, the reliability function is 

RLN(T) = J~ fLN(x)dx = * (T'~~°*°T) , (26) 

and the failure rate function is 

The estimates of the parameters may be obtained using the matching moments method, or 
from 

— T 
(1 + CT)

1
^' 

and 

sr-^Vogiii + cq.)}1/2. 

Once the fatigue reliability functions are available, designers can determine the safe oper- 
ating life of a component, schedule necessary preventive maintenance and repairs, select an 
allowable load spectrum, develop design criteria, and so on. 

Numerical Example: The fatigue stress in the hot-spot of a mechanical component is 
found to be a stationary wide-band Gaussian process with the following parameters: 

H, = 9.0 ksi,   a, = 5.0 ksi,   a - 0.6,  and n+ = 15/sec. 
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Table 1 - Summary °f the results for the example. 

No. Results 

1 
Mean and standard deviation 

of the fatigue life 

T = 5,364.67 hr BT = 1,341.17 hr 

2 

Lognormal parameter estimates 

T> = 8.557 dTi = 0.246 
Weibull parameter estimates 

ß = 4.47 5 = 5,880.98 hr 

3 
Mission reliability 

Lognormal: ÄtJv(3,000 hr) = 0.9874 

| Weibull: Äw(3,000 hr) = 0.9518 

The P-S-N model of 1 

m = 3,272,   A = 

Do the following: 

1. Determine the mea 

he ma 

= 5.012 

n and 

iterial used is giver 

! x 1010,   and CA 

standard deviation 

L by 

= 0.25. 

of the fatigue life o ' this component 

2. Estimate the parameters of its fatigue life distributions under the lognormal and Weibull 

assumptions, respectively. 

3. Evaluate the reliability of this component in a mission of 3,000 hr under the lognormal 

and Weibull assumptions, respectively. 

Solutions To Example: Substituting the given information into Eqs. (22) and (24), 
applying the matching moments method, and using the lognormal and Weibull reliability 
functions [5] yield the results in Table 1. The obtained pdf's of the fatigue life are shown 

in Fig. 4. 
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Abstract- A novel, node-based shape optimization method is developed for planar 
structures based on the consideration that the critical stress and displacement constraints 
are generally located along or near the structural boundary. The proposed method puts 
the maximum weights on the selected boundary nodes, referred to as the design points, 
so that the time-consuming sensitivity analysis is based on the perturbation of only these 
nodes The method also allows large shape changes to achieve the optimal shape. The 
design variables are specified as the moving magnitudes for the prescribed design points 
which are always located at the structural boundary. The paper emphasizes triangular 
finite element solution technique which is consistent with automatic mesh generation; an 
adaptive mesh refinement process is presented and implemented for triangular meshes. 
Furthermore, structural weight, which in most applications is the objective function is 
perturbed only if the structural boundary changes. The versatility of the new method is 
demonstrated in terms of examples. 

Key Words: Adaptive mesh refinement; Design sensitivity analysis; Error estimation; 
Finite element analysis; Shape optimization 

INTRODUCTION: The efficient use of materials is a primary concern in engineering 
design To this end, the subject of combining the finite element (FE) structural analysis 
technique and numerical optimization algorithms has been widely investigated m the las 
two decades [1], and subsequently has been incorporated into a number of commercia 
finite element packages. Among many structural optimization methods, only numerical 
shape optimization, or optimal shape design, will be discussed in this work. Simply 
speaking, the shape optimization design uses numerical optimization techniques in an 
attempt to achieve the "best" shape (and thus the most efficient use of matenals) for a 
structure under various constraints imposed by the design conditions. 

It has been reported [2-3] that two key elements in developing a successful shape 
optimization algorithm are to represent efficiently the structural boundary and to predict 
accurately its optimal movement. Imam [4] proposed the design element concept to 
divide a structure into a number of substructures (design elements) which are allowed to 
be altered to yield the optimal shape. One benefit offered by this methodology is that the 
initially coarse mesh can be refined locally in each design element. Its disadvantages are 
obvious too. For instance, it may be difficult to establish a fully automatic process because 
the number and the locations of the predetermined design elements may be required to 
change to cope with the varying boundary shapes. Furthermore, incorporation of a local 
refinement within a single design element into the global model generally imposes a 
major bookkeeping load* Consequently, application of the shape optimization procedure 
H on the design element concept must in general be restricted to designs antic.patin^ 
only small shape changes. Accurate prediction of the displacements and the stresses is 
also retired for a successful shape optimization. An efficient way of achieving this 
Is to use adaptive mesh refinement (AMR) in which error estimation and automat c 
mesh generation are combined so that the mesh is refined only in the regions where 
mror estoat On indicates relatively large errors from the FE solution. The difficulty of 
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including AMR technique in the shape optimization was mentioned by Belegundu and 
Rajan [5]. To circumvent this complexity, they develop a method based on fictitious loads 
acting on an auxiliary structure. One of the purposes in employing this auxiliary system is 
to provide smooth mesh translations for the varying structural shapes during optimization 
iterations by altering the preceding meshes, while seeking to avoid an overall structural 
remesh. It should be pointed out that the limited experience from these authors suggests 
that a periodic remesh is necessary to avoid excessive distortion in the mesh system. 

This paper reports the development of a node-based shape optimization methodology. 
The boundary nodes and elements are used to prescribe design variables on which 
the derivatives of the objective and constraint functions are- evaluated to invoke the 
mathematical programming method of optimization. A modified version of Vanderplaats' 
constrained minimization routine CONMIN [6] is used to find optimal structural 
configurations. In this way, the design variables can be explicitly specified in a natural 
way on the boundary. 

THEORETICAL DEVELOPMENTS: It was observed that moving each design point 
individually as dictated by the optimization solver can lead to unrealistic shapes which 
may contain kinks. To remedy this, a smoothing process, the least square B-spline fitting 
method, is used. The AMR technique is invoked to provide more accurate stress field. 
A compact sensitivity expression of stress constraint equation is also presented. These 
topics are briefly summarized as follows. 

Least Square B-Spline Fitting: It will be demonstrated in the next section that a small 
number of boundary nodes in a FE model can be selected as the design points. In this 
way, the number of design variables is reduced dramatically while retaining flexibility of 
allowing the boundaries to move. After each optimization iteration, a boundary translation 
suggestion is made for each design point. Due to the fact that the number of boundary 
nodes in the FE model is generally far greater than the number of design points, it is 
necessary to predict the movement for nodes other than design points. Interpolation or 
extrapolation may be used for this purpose. It has been found, however, that a robust 
procedure can be constructed using the B-spline fitting technique. 

A least square B-spline fitting procedure consists of the following two steps. First, 
the control polygon points are computed by using a least square solver; the resulting 
polygon points can then be used to approximate the desired curve. The procedure can 
be developed from techniques outlined by Rogers and Adams [7]. In this study, only the 
uniform open knot vector is used to evaluate B-spline basis functions. 

Error Estimation and AMR: In general, the calculated element stresses and strains 
based on the FE solution are discontinuous at the interface of two elements. For a 
homogeneous domain, however, it is expected that the exact stress and strain should 
be continuous functions across elements. The calculation of more accurate stress 
solutions is one of the most active topics in FEM in recent years. A promising method, 
superconvergence patch recovery (SPR), was proposed in [8] and is adopted in this study. 
Simply speaking, SPR leads to a superconvergent estimate for the smoothed stress at 
an apex node by patching together the elements surrounding the node and employing a 
local least-squared fitting technique. 

A patch employed here is generally represented by a second-order complete polynomial 
{Xjcy.xl.xy.y2}7. If the number of integration points associated with the patch is not less 
than six or if the interior integration scheme is used. Otherwise, the following reduced 
complete polynomial is used {l,*,y}T. It is worth mentioning that no apparent advantage 
was obtained by using the third or higher-order complete polynomials. To avoid the 
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potential ill-conditioning in using the least square fitting calculations, the integration 
points associated with a patch are linearly translated into a two by two square centered 
at point (0,0). Also, stresses are normalized to maintain the same magnitude on both 
sides of the least square equation. 

Only /i-refinement is considered here for mesh refinement. A two-dimensional Delaunay 
triangulator [9] is used to fulfill the triangular mesh generation as well as A-refinement. 

Design Sensitivity Analysis: One of the main objectives in structural design is to 
prevent failure, that is, the stresses must be within safe limits. Two strength criteria used 
against the limits are based on either Tresca's maximum shear stress theory or the Von 
Mises effective stress theory. In matrix notation, these stresses, for a planar problem, 
can be represented by 

4 = {*f[Vx]{<r} (1) 

where the subscript x can take SH or VM to represent the maximum shear stress or the 
Von Mises stress, respectively. The corresponding matrices are expressed as 

[Vsu\ 

1 1 n] 
4 ,4 

1 1 n 
o4 Ö i_ 

.   [*VM] = 

1 
~2 o' 
1 0 
0 3 

(2) 

In this work, the strength constraints are expressed by either one of 

9 = CT,v/°i - ! (3) 

where c\ is the square of the prescribed failure value, which in general can be either 
one of al, a\ and aT<*C (°T and ac denote the allowable stresses for tensile and 
compressive failure, respectively.) It can be shown for a pointwise strength constraint 

The sensitivity results of strength constraints in the integral form are also used in this 
study. The strength constraint in the area integral form is defined for each element by 

m 6 

g = ±fgdA = j-J y <r»M|[J]| Mr, - 1 (5) 

The sensitivity with respect to a design variable p can be found as 

m (2 

4£ = JL 
dp      Ae liv-iiv«* 

m Ji 

(6) 
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Figure 1: Illustration of varying meshes whose topology is fixed; 
initial mesh (left) and mesh after 15 iterations (right) 

PROPOSED SHAPE OPTIMIZATION METHOD: Proper specification of design 
variables is very important for successful shape optimization and there are many ways 
to do it. The most popular methods include the design element approach [4] in which 
the underlying structure is divided into a number of substructures on which the overall 
finite element model is based. The design variables are first specified at the substructure 
level, and then other necessary information comes from interpolating by shape functions, 
for example. This approach is generally restricted to problems which are expected to 
achieve the optimal shape with a small shape change since a large shape change may 
result in severe distortion of the boundary elements and lead to unreliable FE solutions. 

As mentioned earlier, difficulties arise when mesh topology varies during the optimization 
process due to adaptive modeling, as it inevitably alters the number of nodes and elements 
and their ordering. It can be argued, however, that the adaptive modeling is inevitable 
for most of the structural shape optimization applications for at least two reasons. First, 
during the iterations, the boundaries may vary to such an extent that problems associated 
with excessive element distortions and unreasonably large aspect ratios can occur in 
some elements if the mesh topology is kept fixed. Figure 1 shows such an example, 
encountered by in the course of this study. The meshes (initial and after 15 iterations) 
consist of eight-node quadrilateral elements. As is clearly shown, a number of elements 
in the later mesh have large aspect ratios which would be expected to lead to inaccurate 
prediction of the stresses. Second, it is generally required for an adaptive FE model 
of a large structure to accurately and economically predict the locations and values of 
critical stress. A uniformly fine mesh is very costly and unnecessary. A coarse mesh 
will underestimate the stress value in a average sense, especially near the boundaries. 
Thus, adaptive meshing is also valuable in this respect. 

In this work, the design variables are associated with a limited number of selected 
boundary nodes. The specification procedure of these design variables is presented and 
its implementation is discussed. The final section contains a flow chart which outlines 
the main steps necessary to accomplish an integrated shape optimization analysis. It 
should be pointed out that the node-based shape optimization concept is not new. In fact 
it was proposed by Zienkiewicz and Campbell [10]. Since then many applications have 
appeared in the literature and many improvements and new methods have been proposed 
and applied. As far as we know, all applications of the node-based shape optimization 
technique require important information, such as sensitivity analysis results, at all nodal 
points. This is obviously unnecessary due to the fact that the critical constraints are 
almost always located along or near the structural boundary.  Furthermore, structural 
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weight, which in most applications is the objective function, is perturbed only if the 
structural boundary changes. Based on this consideration and using a technique from 
the boundary layer concept in viscous fluid dynamics, the proposed method puts the 
maximum weights on the boundary nodes, referred to as the design points, so that the 
time-consuming sensitivity analysis is based only on the perturbation of these nodes. 

•       END NODES       0          INTERIOR NODES 
Ek       ELEMENT k i            NODE i 

Figure 2: Illustration of a segment of quadratically one-dimensional elements 

Design Variables Specification: It is proposed that only boundary information (nodal 
point coordinates and types of elements) is used to specify all the design variables 
necessary for a shape optimization design. For a boundary node, its coordinates, 
r = (x,y)  , define a single design variable p as 

f = fo + ps (7) 

Hereafter, the vector s is referred to as the nodal moving velocity which can be either 
predetermined or recalculated at each step. Most of the optimization studies reported 
in the literature employed the predetermined moving velocity methodology. The major 
disadvantage of this method is that it discourages the convergence of the iterative process 
because, as the boundary varies, the predetermined velocity may have its direction parallel 
to the boundary segment to be changed to achieve an optimal shape. 

The moving velocities used in this study are recalculated at every iterative step. It is of 
interest to note that the nodal moving velocity can be simply expressed by 

dr 
s = -ä- (8) 

op 

Explicit expressions can be developed for moving velocities at boundary nodes as 
follows. Suppose that a segment of the structural boundary consists of a number of 
quadratic curve elements, as depicted by Figure 2. A boundary node in this segment 
is identified to be either the interior node or an end node of a quadratic element. It 
is noted that a quadratic element consisting of three nodes i, j, and k in an adequate 
sequence can be approximated by 

x(0 = Ni(S)xi + Njfäxj + Nk(Oxk 

y(0 = Ni(Oyi + Nj(Oyj + Nk(Oyk 
( ' 

where iV,(£) and (x,-,j/j) are the shape function and the coordinates of the i-th node. 
Similar expressions can be developed for other two nodes. As a result, the normal vector 
at an arbitrary point of this element can be represented by 

n = {y'{(),-x'{i))T (10) 

423 



This vector is readily used to determine the nodal moving velocities. For a node which 
connects to only a single element, the velocity s is simply identified to be the normal 
vector. For end nodes which connect to two elements, the average of two normal 
vectors obtained from two connected elements is employed to yield the velocity. A 
nodal moving velocity generally includes both magnitude and direction. The magnitude 
may be absorbed into the design variable p so that s can be always assumed as a 
normalized vector. 

We have seen that a design point is associated with a single design variable p. The 
number of design variables can be further reduced by decreasing the number of design 
points. It have been a common belief that curved elements are not recommended for FE 
solutions. Even if it is absolutely necessary to use them, interior nodes should be the 
midpoints of end nodes, except for modeling a structure with a singularity. Consequently, 
it is further proposed that only end nodes are selected as the candidates for design points. 
As a result of this simplification, each design variable perturbs geometry of only one or 
two boundary elements, although its effects may likely be propagated into other elements 
by subsequent automatic mesh generation. 

The sensitivities of the area and components of the force vector and the stiffness matrix 
with respect to p can be expressed as a summation of the product of the nodal moving 
velocities and the derivatives of the functions with respect to the nodal point coordinates 
by 

dp    L>\d?i)  dp    ^\d?i) 

It is noted that the vector df/dfi is zero if the coordinates r; are not associated with 
design points Consequently, these are only a few nonzero sensitivities of components 
of the force vector and the stiffness matrix. On the other hand, the sensitivities of 
constraints involving the displacement are likely nonzero through the solution d{u}/dp. 

Implementation: To implement the present method, it is necessary to select a number 
of nodes as design points. As stated previously, these design points should always be on 
the structural boundary. The structural boundary is first divided into a certain number 
of boundary segments. Each segment may be regarded as a design segment which is 
susceptible to modification in finding an optimal structural shape. Once design segments 
are identified, a certain number of nodal points are assigned to each segment as design 
points The number of design points on each segment is initially prescribed and fixed in 
subsequent iterations. It should be pointed out that other boundary segments also need 
to be supplied with nodal points for meshing purposes. These boundary nodes can then 
be used to establish an initial mesh system by the automatic mesh generator. 

After each iteration, the modified boundary segment is smoothed by the least square B- 
spline fitting technique. This smoothing technique requires inputs of data points and the 
number of control polygon points (order of used B-spline basis functions is not regarded 
as another parameter since £=4 is used exclusively in this study). In this study, only 
design points are used to provide the required data points. Also, the number of control 
polygon points is provided at the beginning of the iterations. A suitable number depends 
on how the smoothed curve behaves. An excessive number of control polygon points 
will return a curve with excessive number of kinks. On the other hand, an underestimated 
number results in a curve far from the predicted optimal shape. It was found that in 
general a number between one-third and a half of the number of data points is adequate. 
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RESULTS AND DISCUSSIONS: Two examples of the shape optimization algorithm 
are presented here. 

Cantilever Beam: The first example problem we consider is to determine the optimal 
shape of a tip-loaded cantilever beam. This problem serves as an optimal shape 
verification example given that its analytic solution is available. The configuration 
and the FE model associated with the cantilever beam are shown in Figure 3, in which 
the distributed load is specified as p=34A75 Pa (5 psi) and the uniform thickness r=12.7 
cm (0.5 in.). The beam is composed of an isotropic material with an elastic modulus 
E=20.685 GPa (3xl07 psi) and a Poisson ratio v = 0; the maximum allowable Von 
Mises stress is aVM = 4.62 MPa (670 psi), which is slightly greater than the maximum 
normal stress 4.55 MPa (660 psi) in the initial beam predicted by the classic beam 
theory. The Poisson ratio is set to zero to remain consistent with the classical beam 
theory which neglects the Poisson effect. 

Twelve design points are assigned along the bottom boundary of the beam. A constraint 
that allows no movement in the x-direction is imposed on the design point at the tip. 
Also, y-coordinates of all design points are restricted so that they are not greater than 
0.950, i.e., the beam thickness cannot vanish. Six polygon points are used for smoothing 
by cubic B-splines for the current problem. 

It is known that ax, the normal x-stress, at the top and bottom edges is the main concern 
as to whether the Von Mises stress criteria is reached. As a result the Von Mises stress 
near the top and bottom boundaries can be well approximated by the absolute value 
of <jx, that is, 

aVM = 
M(x)y 

27 (12) 

where M(x) and I represent the bending moment and the moment of inertia, respectively. 
The optimal shape for the bottom boundary can be approximated from Equation (12) by 

y = i- 
6jM(.r)| 
t ÖVM 

(13) 
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Figure 3: Plane stress model of a cantilever beam showing idealized boundary conditions 

The optimum shapes of the bottom boundary from the theoretical solution, Equation (13), 
and the numerical result are compared in Figure 4. Only few percent difference in profile 
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Figure 5: Plane stress model of plate with a square hole 

dimension is observed. Also note that theoretical solution vanishes at the end. Compared 
to the popular design element method (cf. [2]), it can be seen that relatively little effort is 
required to set up a structural optimization process. Once the computational framework 
is in place, the analyst needs only specify the initial geometry and design points. In 
general, it is far easier to locate the design points than to set up design element models 
and to prescribe moving directions for an arbitrarily shaped structure. 

Flat Plate with Hole: This classical problem has been widely investigated theoretically 
and numerically in the literature (e.g., [11], [12]). A thin 203.2 by 203.2 cm (80 by 80 in.) 
square flat plate with a central square hole of 30.48 by 30.48 cm (12 by 12 in.) and its 
finite element quarter model are shown in Figure 5. The plate is made from an isotropic 
material with E= 68.95 GPa (107 psi), t/=0.3, and dVM = 241.325 MPa (3.5 x 104 psi). 
These parameters are set identical to those used by Naqib et al. [13]. The plate is assumed 
to have unit thickness. A biaxial stress field is applied by specifying p\ = 103.425 MPa 
(15,000 psi) and p2=68.95 MPa (10,000 psi) in the x- and y-directions, respectively. 

The analytical solution for the optimum shape of the hole with an infinite plate under a 
biaxial loading condition was summarized by Kristensen and Madsen [11], where it was 
shown that the hole should be an ellipse with the axis ratio b/a equal to the ratio of biaxial 
stresses, that is, b/a = P2/P1, where a and b represent the axes of the ellipse. Note, 
however, that this conclusion was made for the infinite plate and by ignoring possible 
edge effects which occur when the hole axes are comparable to the plate length. Chong 
and Pinter [14] addressed edge effects for a circular hole under the uniaxial loading 
conditions using FE solutions. They found that in general for the ^-direction tensile load, 
as the hole diameter increases, the maximum ax by which the stress concentration is 
determined increases too, while the maximum |<r„| decreases. 
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Seventeen design points are assigned along the hole. Symmetry constraints that allow 
no movements in the x- and y-directions are imposed on the design points on the y 
and x symmetric lines, respectively. Seven control polygon points are used in the cubic 
B-spline smoothing. 

The numerical optimization starts with 15.24 by 15.24 cm (6 by 6 in.) square quarter 
hole, as shown in Figure 5, where a high stress concentration is expected. During the 
first few iterations, the optimization routine tried to smooth the hole as much as possible. 
After 5 steps, the smoothed hole shape and FE mesh can be observed in Figure 6(a). The 
changes in the hole shape during the next 90 iterations are shown in Figures 6(b)-(d). 
The major and minor axes ratio for the final shape is was 1.43, which is only a 4.7 
percent error compared with the analytical result. A contour plot of the Von Mises stress 
at the final step shows that the lack of a clear local stress concentration is confirmation 
that material has been allocated most efficiently to carry the applied loading. 

It should be mentioned that in two other runs with the initial holes being either a circular 
of 15.24 cm (6 in.) radius or a very irregular shape, little difference was observed 
between.the final computed the optimal shapes. Thus, we have demonstrated that this 
shape optimization algorithm is very robust in dealing with large shape changes. Adaptive 
mesh refinement and local error estimation make this possible. 

Figure 6: Snapshots and their meshes during shape optimization 
after iteration steps; (a) 5, (b) 35, (c) 65 and (d) 95. 

CONCLUSIONS: This work presents an investigation of a novel method of specifying 
design variables for general structures. The method emphasizes the use of information 
provided by boundaries of a structure, on which the area change depends and where the 
critical constraints normally occur. It combines the features of flexibility of nodal points 
and regularity of B-spline blending functions. 

The varying structural shapes are modeled via adaptive mesh refinement processes so 
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that the constraints can be calculated accurately and economically. This work also 
emphasizes the coupling among the mathematical programming solver and adaptive 
modeling. However, the changes of mesh topology due to the AMR cause most of the 
old information about the constraints and their sensitivities to be disregarded after each 
iteration. Although much research is needed in this aspect, the results presented in this 
study are encouraging. 

The method developed is applied to the optimal shape solutions of several examples of 
plane stress structures. It can be seen that the present methodology avoids much time- 
consuming preprocess of specifying the proper design variables required in most existing 
shape optimization methods. By using the proposed method, a designer is required to 
provide only the boundary nodes which define overall structure and the design segments 
connected by a number of the boundary nodes. The input required is therefore minimum. 
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Abstract: The Department of Defense (DoD) Oil Analysis Program uses rotrode Atomic 
Emission Spectroscopy (AES) to analyze for elements in lubricants. The determination 
of the concentrations of elements by AES is limited to particle sizes of approximately 10 
microns or less. The current trend in the DoD is to place 3 micron absolute filters in 
lubricant systems that remove the majority of the particles that AES uses to determine the 
condition of the equipment rendering AES an unsatisfactory method to monitor these 
fine-filtered assets. 

The F404 engine was removed from the Navy Oil Analysis Program (NOAP) because 
rotrode AES could not adequately predict the failures that occurred in the engine. The 
F404 engine oil filter is a 15 micron absolute, 10 micron nominal filter. Slightly coked 
synthetic oil coats the filter and can effectively trap particles as small as 0.3 microns. 
Energy Dispersive X-Ray Fluorescence (EDXRF) spectroscopy was chosen to identify 
the elements in the debris from F404 engines lubricant system filters. The EDXRF 
methods and procedures developed at the Joint Oil Analysis Program Technical Support 
Center (JOAP-TSC) can identify abnormal wear in the F404 engineand are used to 
identify which F404 engine module(s) are undergoing wear and generating wear particles. 

Key Words: Element Percentage Index (EPI); Element Thickness Index (ETI); Energy 
Dispersive X-Ray Fluorescence (EDXRF); F404; Fundamental Parameters (FP) 

BACKGROUND: The US Army Oil Analysis Program Office tasked the JOAP-TSC in 
January 1992 [1] to develop a procedure to analyze the debris trapped by 3 micron filters. 
A literature review and a survey of commercial, allied nation and DoD laboratories was 
done to determine the methods in use for identifying and quantifying debris from 
lubricant system filters. EDXRF was identified from the literature as the most promising 
technology to use to identify debris from lubricant system filters. The lack of availability 
of 3 micron filters resulted in the use of F404 engine oil filters for this study. This study 
firmly established the ability of EDXRF technology to analyze the elements contained in 
the debris extracted from F404 engine oil filters. 

THEORETICAL: The basic atomic mechanism for producing x-ray fluorescence may 
be understood by considering the interaction of the incoming x-ray with the atomic 
electrons. Electrons are oriented around elements in energy shells. The electrons of 
interest in EDXRF analysis are in the K, L and M inner energy shells [2]. The K electrons 
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are in the energy shell closest to the nucleus and are the most tightly bound electrons in 
the atom. The electrons in these inner energy levels possess the binding energies 
necessary for generating the fluorescent x-ray photons measured in EDXRF spectroscopy. 
An x-ray photon emitted from the source, an x-ray tube, can impinge upon an element's 
electron and cause the ejection of the electron, leaving behind an orbital vacancy. An 
electron from another energy shell can move into this vacancy with the emission of an 
x-ray photon, a process called fluorescence. The emitted x-ray photon carries an energy 
equal to the difference in the binding energies of the two energy shells, e.g. the more 
loosely bound outer shell binding energy is subtracted from the binding energy of the 
more tightly bound inner shell [2]. The value of the emitted x-ray photon's energy is 
characteristic of the element. This explanation is a simplification of the process and 
omits other possible interactions, but is quite sufficient for a basic understanding of the 
relevant processes. 

The EDXRF analysis of a large piece, an inch or more in diameter, of metal alloy with a 
specific composition of elements is straightforward. The percentages reported by an 
EDXRF spectrometer analysis can be related to the concentration of each element in the 
alloy. However, the debris from oil filters is composed of metal particles from many 
different alloys. The percentage of a given element in this mixture of several alloys does 
not have the same meaning as the percentage of the element in a single alloy and is not 
directly related to the elemental concentrations in any of the individual particles. The 
elemental analysis of wear particulates by EDXRF, for the purposes of condition 
monitoring, can be carried out quite effectively by a statistical analysis of the percentages 
alone without addressing the theoretically complicated issue of concentration for these 
particulates. 

Intermediate thickness films, large particles, and bulk samples of alloys can exhibit 
matrix effects, where the fluorescent intensity radiated, per atom of a given element, 
depends upon the alloy composition. This complication can be handled with a 
Fundamental Parameters (FP) calculation. The FP calculation produces the matrix 
correction factors (alphas) and the estimate of sample thickness. The FP calculation 
estimates the thickness by comparing measured x-ray intensities to theoretical x-ray 
intensities expected from a sample of a given thickness. The FP calculation goes through 
iterations until the program finds the thickness which matches the theoretical x-ray 
intensities with the measured x-ray intensities. Once the thickness is found, the matrix 
correction factors (alphas) are calculated for the unknown sample [3]. Once the FP 
analysis is complete, the corrected data may be analyzed and compared with the engine 
history. 

INSTRUMENT: The instrument that was used in this study is a Spectrace 6000 Energy 
Dispersive X-Ray Fluorescence (EDXRF) spectrometer system manufactured by 
Spectrace Instruments, Inc. The system is modular. The system is composed of 5 parts or 
modules: the EDXRF spectrometer, the electronic card cage, a personal computer, a 
printer and a vacuum pump. The modular design is compatible with JOAP laboratories 
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that have limited available space, e.g. ships. The modular design also facilitates trouble 
shooting and replacement of the malfunctioning module. 

PROCEDURES: EDXRF samples are prepared from F404 engine oil filters. 
Protective surgical gloves and eye protection are worn during this procedure. Debris is 
separated from the oil filter by submerging the oil filter in Electron[4] solvent and 
applying ultrasonic cleaning for 5 minutes. The debris is then captured on a 1 micron 
absolute, polycarbonate filter using a vacuum to expedite the filtration process. The 
debris captured by the filter is introduced to the x-ray system. The filtering of the debris 
takes the most time. One entire cycle takes approximately 20 minutes. However, when 
doing multiple samples, the cycles overlap and the time is shortened to approximately 15 
minutes. 

DEVELOPMENT OF ELEMENT GUIDELINES: A set of guidelines was developed 
to determine which elements and combinations of elements are influential in identifying 
the source of the wear particulates. The process used to develop the element guidelines 
was: 1) Obtain the list of alloys that composes each of the oil wetted parts in each module 
of the F404 engine. Research each alloy composition specified for the oil wetted parts. 
Define the elements that compose each alloy and the percent composition of each element 
in the alloy. 2) Analyze the debris captured by the engine oil filter by EDXRF. 
3) Develop EDXRF indexes and guidelines. 4) Compare the results to Aircraft Engine 
Management System (AEMS) reports. 

A total of 189 filters from F404 engines were analyzed by EDXRF. The majority of the 
filters came from NAS Lemoore Aircraft Intermediate Maintenance Depot (AIMD) and 
some from NAS Cecil Field AIMD. 

Two empirical indexes have been developed to characterize the significance of an 
element's presence in the sample. The Element Percentage Index (EPI) is useful for 
comparing the relative abundance of elements within a given sample. The Element 
Thickness Index (ETI) further allows for the thickness of the sample, as obtained from 
the FP calculation, to be considered. These two index values convey the statistical level 
of significance of each element, with larger values implying more advanced wear. The 
EPI and the ETI values give complementary information and are used together to 
ascertain the condition of the asset. 

The EPI for each sample's elements is derived from the EDXRF spectrometer's 
normalized reported percentages. The more an element's normalized percentage deviates 
positively from the mean, the higher the level of significance assigned to the element's 
percentage, e.g. standard deviation of 1, 2, 3,4 or 5. A level of significance for an 
element of 1 or less is considered "Normal" wear. A level of significance of 4 or 5 
signifies an element's percentage had a very large positive deviation from the mean, 
suggesting advanced, detrimental wear. 
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The ETI is calculated in the same fashion as the EPI, but the normalized percentages are 
first all multiplied by the thickness value obtained from the FP calculation for that filter 
sample. The ETI was developed to take into account the total amount of material in the 
sample, while also characterizing the significance of the element's presence in a sample. 
Again, levels of significance are attached to each element's thickness index. The levels of 
significance of each element's thickness index are derived by the same process as the EPI 
levels of significance. 

This empirical approach to developing a set of indexes allows for the identification of the 
elements present and the calculation of statistical levels of significance for each element. 
The mere presence of an element is not enough to indicate a problem, unless the EPI or 
ETI for that element is abnormally large. 

A shorthand notation was developed for use in tabulating the index values. The EPI 
notation is composed of the element's chemical symbol and a numerical designation of 2, 
3, 4 or 5 followed by a "P", e.g. Ti-5P for titanium with a significance level of 5. The 
ETI notation has the element's chemical symbol and a numerical designation of 2, 3, 4 or 
5 followed by a "T", e.g. Ti-5T. 

EDXRF guidelines were developed after a detailed consideration of comparisons between 
the EDXRF results and the metallurgy of the F404 engine. The EPI and ETI values 
which satisfy the guidelines are then used to identify the engine modules which are 
producing the wear particles. The guidelines are as follows: 1) An element is considered 
in evaluating a sample if the level of significance is 2 or greater. The higher the number 
the more detrimental the wear is to the engine. 2) Fe, Ni and Ti are the 3 major elements 
used to evaluate the condition of the F404 engine. 3) Fe, Ni or Ti must be present for Ag, 
Cd and W to be considered in the evaluation of a sample. 4) AI and Si must be present at 
the 3, 4 or 5 level of significance to be considered in the evaluation of a sample. 5) Ni 
must be present for Nb to be considered in the evaluation of the sample. 6) Ti must be 
present for Sn to be considered in the evaluation of a sample. 7) Fe and/or Ti must be 
present for V to be considered in the evaluation of a sample. 8) Co and Mo must occur 
simultaneously to be considered in the evaluation of a sample. This combination of 
elements, Co and Mo, indicates tribaloy coating. 9) Cu, Pb and Zn must occur 
simultaneously to be considered in the evaluation of a sample. This combination of 
elements, Cu, Pb and Zn, indicates wear of the oil pump bearing. 

The guidelines were statistically developed and then the strength of the correlation 
between significance levels and engine wear was assessed. The strength of the 
correlation is depicted in Fig. 1. Examples are featured in the "Discussion of Results". 
The comparison between the EDXRF results and AEMS reports is taken up in the 
"Discussion of Results" section, below. 

DISCUSSION OF RESULTS: The debris in the F404 engine oil filter is associated 
with the Oil Tank, Oil Pump, Accessory Gearbox (AGB), Fan (F), High Pressure 
Compressor (HPC), High Pressure Turbine (HPT) and Low Pressure Turbine (LPT). The 
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AEMS only details problems with the F, HPC, HPT and LPT. The information gathered 
from EDXRF spectrometer measurements coupled with the metallurgy of the engine oil 
system demonstrates that the Oil Tank, Oil Pump and AGB contribute significant debris 
to the engine oil system. The majority of the alloys in the Oil Tank and Oil Pump are 
aluminum alloys. The Oil Tank, Oil Pump, AGB and F are the major contributors of 
Aluminum (Al) to the F404 engine oil system. The presence of water in a polyol ester, 
e.g. MIL-L-23699 used to lubricate the F404 engine, provides the ingredients that cause 
corrosion. Acids are formed by the breakdown of the oil into the reactants that originally 
formed the oil, e.g. organic acids and an alcohol. Al is very susceptible to corrosion by 
acids. Corrosion induced by the intrusion of water into the F404 engine oil system has 
been attributed as one of the mechanisms to induce a bearing failure in the accessory 
gearbox [5]. This is a major concern in this engine. The possibility of Al being 
generated by corrosion resulted in the level of significance for Al being a 3,4 or 5 to be 
considered in an evaluation. However, damage to a housing must be considered at a level 
of significance for Al of 4 or 5. Silicon is considered relevant to the evaluation at a 
significance level of 3,4 or 5 and indicates dirt contamination. Both of these instances 
for Al and Si are based upon the author's experience in the field of oil analysis. The Oil 
Pump has a unique alloy composed primarily of copper, lead and zinc. The occurrence of 
these three metals in a sample indicates wear of the oil pump bearing. 

The close correlation between the AEMS history and EDXRF results is exemplified by 
several specific examples. Several categories of abnormal EDXRF results and the 
maintenance performed on the engine are detailed to demonstrate the correlation. The 
categories are as follows: 1) abnormal wear detected in module(s) prior to engine failures, 
2) abnormal wear detected in module(s) coinciding with engine failures, 3) Foreign 
Object Damage (FOD) and 4) unusually high levels of dirt contamination. 

In this study, 27 oil filters representing 24 engines experienced failures of engine modules 
associated with the engine oil system. Twelve oil filters were removed prior to engine 
failure. The most important characteristic of this EDXRF technique is its capability to 
detect and associate significant levels of elements with the engine modules that 
subsequently failed. In each of the 12 cases, this EDXRF analysis found significant 
levels of the elements that could be associated with the modules that failed in the engines. 
Two cases are presented in detail for each category - engine oil filters taken prior to 
engine failure, engine oil filters taken at engine failure, engine oil filters taken at Foreign 
Object Damage (FOD) failure and filters taken exhibiting dirt contamination. 

FILTERS TAKEN PRIOR TO ENGINE FAILURE: Samples 75 and 83 are from 
engine serial number 310656. Sample 75 engine oil filter was removed at 2418 Hours 
Since New (HSN). The elements of concern and their respective levels of significance are 
Ti-4P, Ti-2T, V-4P, V-2T, W-2P and A1-3P. This combination of metals - Ti, V and W 
-- can originate from the HPC. Sample 83 engine oil filter was removed at 2515 HSN. 
The elements of concern and their respective levels of significance are Ti-4P, V-4P, 
Sn-4P and A1-5P. Sample 83 indicates a large and abnormal amounts of Ti, V and Sn are 
being generated. The Ti, V and Sn indicate the wearing of titanium alloys. This 
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combination of metals ~Ti, V and Sn — can originate from the Fan and HPC. The 
abnormal amount of Al indicates a housing could be involved or severe corrosion exists. 
At 2660 HSN, engine serial number 310656 experienced an HPC failure. The first 
sample at 2418 HSN indicated the HPC was the source of the elements. The subsequent 
sample also confirmed the HPC could be the source of the elements. This EDXRF 
method indicated the HPC was the source of the elevated levels of wear debris at 142 
operating hours before the HPC failed. 

Samples 68 and 189 are from engine serial number 310810. Sample 68 engine oil filter 
was removed at 2548 HSN. The elements of concern and their respective levels of 
significance are Ti-2P, V-2P, Co-3P, Co-2T and Mo-2P. The Ti and V indicate a Ti 6-4 
alloy and the Co and Mo indicate tribaloy coating. This combination of metals — Ti, V, 
Co and Mo — can originate from the F and HPC. Sample 189 engine oil filter was 
removed at 2787 HSN. The elements of concern and their respective levels of 
significance are Fe-5P, Fe-2T, V-4P, V-3T and Cd-2T. The Fe and V indicates abnormal 
bearing wear with a significant level of Cd in the sample. This combination of metals — 
Fe, V and Cd — can originate from the HPC and LPT. Notice the radical change in the 
elements and their significance levels from the sample taken at 2548 HSN and 2787 
HSN. At 2800 HSN, this engine experienced a compressor failure. The elements in both 
samples indicated the HPC was a source of these elements. This EDXRF technique 
indicated a problem at 252 operating hours before the HPC failed. At 2787 HSN or 13 
operating hours prior to the failure, this EDXRF technique indicated a bearing failure was 
occurring. 

FILTERS TAKEN AT ENGINE FAILURE: This set of examples illustrates the 
ability of this EDXRF technique to detect significant levels of elements that can be 
associated with the engine modules that failed. Fifteen engine oil filters coincided with 
the failure of engine modules. In every case, this EDXRF technique detected significant 
levels of elements that can be associated with the engine modules that failed. Sample 13 
is from engine serial number 311262. The engine oil filter was removed at 2022 HSN. 
The elements of concern and their respective levels of significance are Fe-3P, Fe-3T, 
Ag-3P, Ag-2T, W-3P, W-3T and Cd-2T. The Fe indicates abnormal bearing wear, Ag 
plating is being generated and a significant level of W and Cd in the sample. This 
combination of metals — Fe, W, Cd and Ag — can originate from the HPC and LPT 
modules. The AEMS report for sample 13 reported a main turbine failure at 2022 HSN. 
The F, HPC, HPT and LPT modules were replaced. 

Sample 93 is from engine serial number 310075. The engine oil filter was removed at 
3536 HSN. The elements of concern and their respective levels of significance are Ti-5P, 
Ti-4T, V-5P and V-4T. This is a very large and abnormal amount of these 2 elements 
and is a strong indication of the presence of Ti 6-4 alloy. This combination of metals can 
originate from the AGB, F and HPC modules. This indicates abnormal wear or a failure 
has occurred. The AEMS report for sample 93 stated the Fan module had a cracked case 
at 3536 HSN. The Fan case is composed of Ti 6-4 alloy. 
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FILTERS TAKEN AT ENGINE FOD FAILURE: Foreign Object Damage (FOD) 
caused approximately 25% of the maintenance on the F404 engines in this study. There 
were 39 cases of FOD failure and this EDXRF technique detected significant levels of 
elements in 33 of the cases with 22 of the cases having significant levels of the three 
major elements, Fe, Ni and Ti. A FOD event may or may not adversely impact the 
engine oil system. The important concept is the EDXRF technique must always detect 
engine oil system failures. The EDXRF technique did this in all of the cases in the 
"Filters Taken Prior To Engine Failure" and "Filters Taken At Engine Failure" categories 
above. There was a wide variety of elements generated by FOD intervention with 
indications that F404 modules were seriously impacted. Sample number 1 is from engine 
serial number 360018. The engine oil filter was removed at 583 HSN. The elements of 
importance and their respective levels of significance are Nb-3P, Nb-5T, Ag-2P, Ag-3T, 
Fe-3T, Ni-3T, W-2P and W-2T. The Ni and Nb indicate abnormal wear is originating 
from a Ni alloy, the Fe indicates abnormal bearing wear with Ag plating and W being 
generated. This combination of metals - Fe, Ni, Nb, W and Ag -- indicates the HPC, 
HPT and LPT modules can be the sources of the metals. According to the AEMS report, 
this engine had maintenance performed for FOD at 737 HSN. The Fan, HPC, HPT and 
LPT were replaced for FOD. 

Sample 18 is from engine serial number 311465. The engine oil filter was removed at 
536 HSN. The elements of concern and their respective levels of significance are Ni-2P, 
Ni-3T, Nb-3P, Nb-5T, Fe-3T, W-2P and W-3T. The Ni and Nb indicate abnormal wear 
is originating from a Ni alloy; the Fe indicates abnormal bearing wear with a significant 
level of W in the sample. This combination of metals - Ni, Fe, Nb and W -- can 
originate from the HPC, HPT and LPT. According to the AEMS report, this engine had 
maintenance performed for engine FOD in the HPC at 536 HSN. The HPC and HPT 
were replaced. 

FILTERS EXHIBITING DIRT CONTAMINATION: The capability of EDXRF to 
detect Silicon (Si), combined with these procedures, is another example of the ability of 
EDXRF to detect oil system contaminants. Si at a significance level of 3, 4 or 5 is an 
indication of dirt contamination in the oil system. Sample 17 is from engine serial 
number 310819. The engine oil filter was removed at 2110 HSN. The element of 
importance and level of significance is; Si-3P and Si-5T. The F, HPC, HPT and LPT 
were replaced for a high time fuel nozzle. 

Sample number 49 is from engine serial number 311252. The engine oil filter was 
removed at 2189 HSN. The element of importance and level of significance is Si-5P. 
The HPC and Fan were replaced for FOD and the HPT was also replaced at 2189 HSN. 

EDXRF CORRELATIONS WITH AEMS: Correlations between EDXRF and the 
AEMS reports are discussed in this section by referring to the chart. In the chart below, 
the major element with the highest level of significance for the oil filter is accounted for 
in the respective AEMS maintenance category. This chart includes the 4 major categories 
depicted in the AEMS reports. The chart depicts several important aspects of monitoring 
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the condition of the F404 engine. A significance level of 2 occurs 5 times for the 3 major 
elements with no maintenance reported by AEMS and is the category labeled "Normal". 
The "Normal" category represents AEMS reports on engines that are operating normally 
or no maintenance was performed on the engine. The significance level of 2 occurs in 
each category, including engine failure. In assessing the condition of F404 engines by 
EDXRF, a 2 level of significance for the 3 major elements is important because of the 
frequency this level occurs in the engine "Failure" category. The significance levels of 3, 
4 and 5 do not occur in the "Normal" category and substantiate the observation that 
increased wear is occurring and is detrimental to the engine. A level of significance of 3 
is found in the "FOD", "High Time" and "Failure" categories. Again, the frequency of 
the 3 level of significance within the engine "Failure" category is important in evaluating 
the condition of the engine. A level of significance of 4 represents a value that has 
exceeded the recalculated mean by more than 3 (recalculated) standard deviations. 

PROFILES OF F404 ENGINE WEAR 
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Figure 1. The levels of significance for the three major elements, and their occurrence in 
each AEMS engine maintenance category. 

A rating in this significance level is found on the chart in the "High Time" category and 
mostly in the engine "Failure" category. The 5 level of significance represents wear that 
is the most detrimental to the engine. This rating almost exclusively occurs in the engine 
failure category (also in FOD cases) and is considered a strong indicator that a failure is 
in progress and/or has occurred. As stated previously, any one of the significance levels, 
e.g. 2, 3, 4, or 5 can indicate an engine failure. A significance level of 5 virtually ensures 
an engine failure has occurred or will occur. 

Foreign Object Damage (FOD) accelerates the wear in mechanical systems. FOD also 
generates wear that is detected by EDXRF. FOD generates a wide variety of elements 
and element levels of significance, up to a 5 level of significance, in some cases, 
indicating severe damage. 
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The removal of engine modules for "High Time" is also depicted in the chart. There were 
61 filters removed that coincided with "High Time" maintenance. "High Time" refers to 
the removal of an engine module after a specific number of hours. The removal of the 
engine module does not depend upon whether the wear it has incurred during its cycle of 
operation has debilitated the module to a point where the module must be removed. The 
removal of the module is based solely on the time the module has been in operation. This 
scheduled maintenance philosophy is used on the F404 engine. This chart illustrates that 
in 25 cases, this EDXRF technique agreed that the modules were generating elevated 
levels of wear of the 3 major elements, Fe, Ni and Ti, when maintenance was performed. 

The primary reason for evaluating EDXRF technology was to ascertain if the EDXRF 
results could detect failing F404 engines. The "Failure" category includes oil filters from 
engines that failed, oil filters from engines that the combustor failed and oil filters from 
engines that the afterburner failed. There were 11 filters associated with afterburner 
failures with 5 of the afterburner failures coinciding with the generation of the major 
EDXRF elements, Fe, Ni and Ti. There were 6 combustor failures with 3 of the 
combustor failures coinciding with the generation of the major EDXRF elements. An 
afterburner or combustor failure may or may not have an impact on the engine oil system. 
The afterburner and combustor are not involved with the engine oil system however, 
major EDXRF elements were generated up to a 5 level of significance with these failures. 
The important aspect is the 27 oil filters associated with the engine oil system had major 
EDXRF elements present at a significance level of 2 or greater in each analysis. This 
definitively shows a direct correlation with F404 engine failure and the interpretations of 
the EDXRF analysis previously discussed. Of the 27 engine oil filters, 12 of the engine 
oil filters were removed prior to the engine failing.   In each case, the major EDXRF 
elements were present at a significance level of 2 or greater.   This demonstrates 
conclusively the ability of these EDXRF techniques to predict engine failure. The 
EDXRF techniques also eliminates modules the elements can originate from and includes 
the modules that actually failed. This will assist greatly in performing maintenance on 
the F404 engine. 

In the field of oil analysis, a diagnostic method must be able to successfully diagnose and 
predict when engines will fail. The engine is removed from service prior to failing. Any 
other predictive property the procedure has is an added feature. This EDXRF method can 
diagnose F404 engines that will fail. EDXRF technology is capable of indicating the 
presence of abnormal amounts of elements in the F404 engine oil system and indicating 
the F404 module(s) that are generating those elements. The examples presented in detail 
in this discussion section are a small representation of the data. 

DIFFERENCES BETWEEN EDXRF AND AEMS: Whereas the previous section 
presented correlations between EDXRF and AEMS, this section discusses cases where 
they do not correlate. 

There were 36 filters where the AEMS record indicated normal operation. In 31 of these 
cases, this EDXRF technique did not detect significant levels of the major elements Fe, 
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Ni and Ti. In 5 instances this EDXRF technique indicates a problem and the AEMS data 
does not confirm this. For example, samples 58 and 59 are from engine serial number 
360039. Sample 58 engine oil filter had abnormal levels of nickel alloy, however the 
AEMS record indicated "normal operation". Sample 59 engine oil filter was taken 5 
hours later and the EDXRF technique indicated the sample was normal and the AEMS 
record depicted "normal operation". The reason for pulling the engine oil filter after only 
5 hours is unexplained. The other 4 instances are unconfirmed and possibly could have 
been explained if additional engine oil filters from their respective engines had been 
submitted for analysis. The submission of consecutive F404 engine oil filters from the 
same engine by maintenance personnel was not a requirement. This is why the other 4 
instances could not be confirmed. The study should be expanded to elucidate the 
differences. 

The AEMS database cannot confirm EDXRF indications that point to the oil tank, oil 
pump or AGB because these components are not detailed in the AEMS database. 

In several of the failed engines, EDXRF reported fewer modules could be the sources of 
the elements than were actually replaced. It is difficult to determine from the AEMS 
database whether or not secondary damage accounted for the additional failed modules. 
The EDXRF analysis identified and included the module that failed. In the future, engine 
oil filters from the same engine would be analyzed by EDXRF on a regular basis. This 
will improve the capability of the EDXRF procedure to identify the failing module. The 
maintenance information entered into the AEMS system on F404 modules must also 
supply information about the oil tank, oil pump and accessory gearbox. 

CONCLUSIONS: EDXRF is a nondestructive technology and provides valuable 
information on the condition of the F404 engine. The engine condition information 
provided by EDXRF, using the methods outlined in this report, correlate very well with 
the maintenance performed on the F404 modules contained in the AEMS report. This 
procedure can monitor wear in the F404 Oil Tank, Oil Pump, AGB, Fan, HPC, HPT and 
LPT. Fifteen engines suffered failures during this study and, in each case, the EDXRF 
technique detected significant levels of the elements and included the engine module that 
later failed. More importantly, a third of the failed engines had oil filters submitted prior 
to failure. The module that subsequently failed was included in the modules indicated by 
EDXRF. The EDXRF data provided 100 or more hours of advanced warning of engine 
failure. 

The procedure can be used by field personnel to predict and prevent serious damage to 
the F404 engine. This part of the project has not included a field personnel evaluation. 
This EDXRF decision scheme can be adapted to the existing US Army and Navy oil 
analysis software, Oil Analysis Standard Interservice System (OASIS). This will provide 
an evaluation platform already familiar to field personnel. The cost will be minimal to 
produce the software code because the JOAP-TSC has written the software code for the 
US Navy module of the OASIS program and is a custodian of the code for the OASIS 
software. 
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REAL TIME OPTICAL OIL DEBRIS MONITORS 
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Abstract: The performance characteristics of two optical debris monitors are described. 
The monitors allow real-time, on-line identification of the type and severity of faults in 
machinery, through measurement of size, shape and morphology of debris particles. 

Key Words: Bearings; early warning; catastrophic failure; gears; hydraulic fluid; real- 
time; shape classification; wear debris 

Introduction: We have previously described the development of real-time, imaging, 
optical debris monitors. [1,2,3,4]. These allow real-time, or near real-time, detection of 
ferrous, non-ferrous and non metallic debris in lubricating oil or other fluids in the general 
size range above about 5 micrometers. The optical debris monitors provide the capability 
for determining the type and severity of faults through combined analysis of particle size, 
rate of production and particle morphology [5-8]. One major advantage of this approach to 
debris monitoring is the capability of on-line identification of specific types of fault, such as 
cutting or fatigue spalling. A second advantage is the ability of the optical monitors to 
detect relatively small particles. These properties allow the independent progression of 
specific faults to be followed from an early stage, improving diagnostics for condition 
based maintenance, and providing improved early warning of catastrophic failures. 

The general form of the optical debris monitor is illustrated in Fig. 1. It consists of a laser 
illuminator, an image detector and an image processor. Because of limitations associated 
with optical resolution and depth of field we have found it convenient to break the size of 
the detected particles into two ranges : 1) larger than about 50 (im and 2) larger than about 5 
u,m. 

The large particle detector, referred to as LASERNET, is appropriate for detecting failure- 
related debris in machinery lubricating oil in real time. One application of the monitor in 
this form is in helicopters to provide improved early warning of faults before they advance 
to catastrophic failures. Because the relatively large particles are trapped in the filter, the 
LASERNET detector will typically be located in the scavenge oil line, ahead of the filter. 
The particles must be detected on their only pass through the viewing cell. Typical 
operating conditions (flow speeds of 10 m/sec, viewing apertures of ~ 1 cm), along with 
the requirement of illuminating all of the oil column to maximize the detection efficiency, 
requires that the laser pulse duration be of the order of 1-2 u.sec, the repetition rate be of the 
order of 0.5 - 1 kHz and that the image detector have approximately 1000 x 1000 elements 
and be capable of framing at 1 kHz. The images must be scanned in real time to determine 
the presence and characteristics of debris particles. 
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Fig. 1. A schematic diagram of the optical oil debris monitor, showing the 
illuminating laser diode, the array photodetector and the shape classifier. Objects 
suspended in the oil flow are imaged in transmission onto the array detector, 
appearing as dark shadows against a bright background. 

LASERNET AVDS SYSTEM: We have implemented the LASERNET detector for 
test on the T700 engine and the main gearbox of an SH-60 power train in the test cell at the 
Naval Air Warfare Center Aircraft Division at Trenton, NJ under the US Navy's Air 
Vehicle Diagnostic System (AVDS) Advanced Technology Demonstration program. The 
test system has been described previously [3,4]. Briefly it consists of a laser illuminator, a 
flow cell adapter, a high speed camera and a high speed image processing system. For the 
tests at Trenton, additional components for test validation have been included. These 
consist of a video camera for visualizing the flow conditions, an auxiliary high speed 
memory and a standard chip detector. 

The illuminator is a commercial laser diode operating at 830 nm. The laser is coupled to a 
single mode fiber and the output beam expands to the desired final diameter and is 
collimated with an output lens. The final diameter is chosen to be larger than the 
illuminated area of the LASERNET viewing cell to ensure uniformity of illumination for the 
image detector. Typical center to edge variation in intensity is 0.8. The center of the 
viewing cell is imaged onto a high-speed camera from Silicon Mountain Design. This 
camera is capable of framing at speeds up to 1 kHz with up to 8 bits per pixel. In order to 
accommodate the speed requirements of the image analysis in the LASERNET system we 
have implemented the camera with 1 bit for the current set of tests. The high speed camera 
thus provides black and white images for analysis. Some control over the details of the 
image can be obtained by adjusting the bright-dark threshold of the camera and the peak 
laser intensity. Each existing engine or gearbox requires its own adapter and fittings for 
retrofit. For the engine tests at the Trenton test cell we have chosen to attach the 
LASERNET system to the engine auxiliary gearbox manifold at the chip detector port. 
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Figure 2. Images of typical flow conditions on the T700 test engine without debris 
(a) and with an occasional debris particle (b). 

Figure 3 Results of processing images in Fig. 2 with high speed image processor. 
Light objects are identified as air bubbles, while dark object is identified as debris 
particle. 
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The major challenge in the development of the LASERNET system are detection of debris 
and rejection of air bubbles at the speed necessary to accommodate the full oil flow and 
with a low false alarm rate. In our system air bubbles are identified on the basis of their 
round shape, while debris particles larger than 50 um will have irregular shapes. For the 
specific flow conditions of the T-700 engine the laser/camera system is operated at 500 
frames per second. Early operation indicated the ability of the system to detect and identify 
debris. An example of fabrication debris seen during the initial operation is shown in Figs. 
2 and 3. In Fig. 2 two raw images of the flow are shown, one with a piece of debris and 
one without. The same images are shown in Fig. 3 with the debris correctly identified by 
the image processor. The system is currently undergoing testing on the T700, which is 
expected to be a relatively clean system, to verify an acceptably low false alarm rate. 

LASERNET FINES: The small particle detector, LASERNET FINES, is designed to 
detect and classify particles in the size range above 5 urn. It is appropriate for detection of 
debris particles associated with normal and early wear in lubricating systems. It is also 
capable of detecting paniculate contamination in hydraulic and fuel systems, and in other 
fluids. Again, the goal is to identify type and severity of fault through determination of 
particle size distribution and morphology. However, since it is sufficient to determine the 
representative concentration of particles in the size range of LASERNET FINES, rather 
than counting each and every particle, sampling in time and space is acceptable. This 
allows a reduction in the amount of fluid sampled and slower data detection and processing 
rates that are compatible with standard tv formats, reducing the special demands on the 
imaging system. The depth-of-field requirements for detection of the smaller particles 
requires use of cells that are of the order of 100-200 (Jim thick. The increased spatial 
resolution required for detection of the smaller particles is obtained with magnification of 
the image of the order of 6x. With the particle concentrations that are typically 
encountered, particle distributions from different frames must be combined to obtain 
statistically significant results. Total detection time and image processing rates can be 
traded within an overall system. The LASERNET fines system can be configured as a 
batch processor, a full autonomous on-line processor or a hybrid in which the sampler is 
located in-line, but the fluid sample is ported to the unit. 

We have currently configured the LASERNET Fines unit as a benchtop batch processor. 
In the present unit the illuminator is a commercial laser diode operating at 830 nm with 100 
mW peak power. The fluid is gravity-fed through a cell approximately 100 urn thick. In 
our current configuration the image is obtained with a Cohu full-field tv camera using 6x 
magnification. The images are captured and processed on a Power Macintosh 8100 
computer. 

The image processing code for the LASERNET FINES is different from that for 
LASERNET in several respects. First, round objects cannot be discarded from 
consideration because there are wear sources that can produce round debris particles in this 
size range, such as particles from fatigue cracks. Secondly, more than one particle is 
expected in each frame. As a result, the program does not test objects for roundness and 
discard round objects, but rather counts and analyzes all objects in the frame. However, 
because of the sample handling methods, it is anticipated that air bubbles will be much less 
of a problem. In the event that they remain, side illumination can be used to give the 
bubbles a characteristic highlight as discussed in previous papers. 
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The LASERNET FINES system has been exercised with a variety of fluids including 
contaminated hydraulic fluid, calibration hydraulic samples, using AC fine test dust, and 
diesel lubrication oil. We have previously reported on the first two [3,4]. A sample of the 
images obtained with the diesel sample is shown in Fig. 4 along with an image from 
hydraulic fluid. Although the oil is very black to the eye, the laser diode can image through 
a path length of about 50-100 micrometers without trouble. 

Figure 4 Typical image through hydraulic fluid in 100 micrometer cell (a) and 
diesel lubricant in 50 micrometer cell (b) taken with LASERNET FINES system. 

Future development will include on-line operation of the LASERNET FINES system to 
provide reduced manpower operation and full automation of oil debris monitoring with 
detection of debris particles down to the 5 micrometer level. Realization of on-line 
operation requires production of a suitable sample generator that can provide sample 
viewing paths of the order of 100 micrometers while providing sufficient pressure tor 
operation along the lubrication system. Combination with FTIR spectroscopic systems wil 
provide a comprehensive, optically-based, oil-analysis system that provides both oil 
condition analysis and debris detection. 
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Abstract: Monitoring the wear condition of oil-lubricated machinery has traditionally been 
performed by atomic emission spectroscopy, despite the technique's emphasis on fine 
particles and its inability to measure the >10 micrometer (>0.0004 inch) particles 
characteristic of abnormal wear. A growing body of machine types is being serviced with fine 
filters to remove the fine wear particulates from the circulating oil, leaving none for 
traditional oil analysis to measure. Benefits of fine filtration are gained in machine life, but 
failure warning is thereby lost. Warning and condition monitoring functions may be restored 
with the aid of bench top or portable X-Ray Fluorescence (XRF) instrumentation for 
analyzing the wear debris collected as a thin layer on membrane filters. For coarsely filtered 
machines, a drawn oil sample of a few milliliters is membrane-filtered and x-ray analyzed. For 
finely filtered machines, the wear particulates are first recovered from the machine's in-line 
filter, for example by Humphrey's straightforward and rapid technique, and then refiltered 
onto a membrane. Thus, the same bench top x-ray instrument can serve multiple machines 
with varying filtration specifications. The x-ray measurements indicate wear rates for each 
of the over two dozen elements of interest and are useful for identifying worn engine modules 
and components, while providing as much as 100 hours advanced warning of impending 
failure and affording new opportunities for management of operations and maintenance. 

Keywords: Condition monitoring, elemental analysis, prognostics, wear debris, wear debris, 
wear particle, x-ray fluorescence analysis, XRF 

INTRODUCTION: As the components of machinery move in contact with one another, 
natural wear processes take place which result in the removal of wear material from the 
contact surfaces. For systems with circulating lubrication systems, this free wear material may 
be transported in the lubricant. Wear particle analysis is concerned with analyzing this 
material to determine the wear condition of the machine. Knowledge of the actual machine 
condition is important for effective management of expensive assets.[l] The larger field of 
oil analysis, which includes analysis of suspended wear particles, further evaluates the 
lubricant for its condition and for the presence of other contaminants, such as fuel, coolant 
and water. Vibrational analysis and wear particle analysis are related: vibrational analysis 
measures the acoustic emissions produced by the machine while or after discharging the wear 
particulates, whereas wear particle analysis measures the mass (and its various attributes) 
emitted by the wear process. Particles may also be produced by corrosion and by 
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contamination from sources outside the machine, such as dirt; these contaminant particles 
also fall in the domain of wear particle analysis. 

The ultimate goal of any machinery condition diagnostic, including wear particle analysis, is 
to answer the key questions, "Does it need fixing or attention," and "Where does it need 
fixing or attention?" Wear particle analysis can address the following measurable quantities, 
which in turn may be evaluated to determine the answer to these key questions: quantity, 
sizing (size distribution and height, which together provide quantity information), 
composition, particle morphology,[2] and rates for the previous items. Composition of 
particles is the most direct indication of the identity of sources of the wear particles. Wear 
modes are deduced largely from particle morphology. Production rates are derived from 
measurements carried out at known intervals of machine operating time, while taking into 
account such factors as concentration in the lubricant, volume of oil, and particle removal 
rates where applicable. The rate of emission of wear particles from a particular source is the 
most direct indication of the extent of wear and need for maintenance of the source. Thus, 
wear rates and debris composition are the measurables closest to the desired information 
on wear degree and wear sources. 

COUNTING AND SIZING DIAGNOSTICS: The simplest particle counting device 
is the magnetic chip detector, which seeks to collect any large metal particle which may be 
present due to a bearing Mure requiring immediate action. Chip detectors are ineffective for 
particles of size £40 urn. Various other instruments are available for counting particles and 
particle size distributions down into the few urn range, typically by analyzing a drawn oil 
sample. On-line sensing systems are available which can count and even size particles as they 
pass by in the circulating lubricant. The on-line MetalSCAN sensor, commercially available 
from GasTOPS, measures magnetic and conductive particles ä 100 um and classifies them by 
size. The combination of counting and sizing allows the total quantity (number and estimated 
mass) of measured particulates to be determined with the MetalSCAN. The developmental 
LASERNET on-line sensor employs laser optical imaging and image processing to count and 
size particles larger than 50 urn (or 5 um for the LASERNET fines sensor, also in 
development). The on-line sensors can be expected to have limitations placed on the flow 
rates and oil line sizes which they can monitor. Under favorable conditions, monitoring of the 
full oil flow may be achievable. 

COMPOSITIONAL DIAGNOSTICS: Compositional diagnostics are important for 
identifying wear sources. Ferrography is capable of determining certain compositions by way 
of visual observations in a microscope. The most fundamental compositional methods employ 
wet chemical methods, by which the wear debris are separated from the lubricant and 
analyzed by well established quantitative chemical procedures. Acid digestion of the metals 
may be used as a prelude to subsequent elemental analysis. 

There are several widely useful compositional methods based on atomic spectroscopy. 
Atomic absorption spectroscopy (AAS) and atomic emission spectroscopy (AES) have both 
been extensively used for analysis of suspended wear particulates. The various chemical 
elements absorb and emit light at wavelengths characteristic of the energy levels of the outer 
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electron orbits. The fingerprint of wavelengths is different for each chemical element. These 
unique identifying features are used to perform elemental analysis of small quantities of fluid 
and wear particulates. Though widely useful, the methods are not without complications. 
There are interelement effects by which the presence of one element can influence the result 
for another. The physical properties of the fluid can also be important to the sample handling 
as performed in the instrument. These issues are generally controlled by stringent reference 
calibration and sample preparation procedures. But foremost is the inability of these methods 
to determine the composition of particles greater than -10 urn or even less. Since abnormal 
wear is known to generate the bulk of the discharged material at the larger particle sizes, this 
limitation can become crucial. 

Nuclear spectroscopy has also been carried out in conjunction with wear particle elemental 
analysis. The two major approaches here are (1) the irradiation of the original parts, followed 
by analysis of the wear debris[3] and/or original parts (even as they remain in operational, 
[5]) by their nuclear gamma ray emissions,and (2) collection of normal wear debris which are 
then activated in a reactor for quantitative anafysis.[6] These methods can provide impressive 
results for design studies and individual investigations. Due to safety, economic, and technical 
considerations, nuclear methods are not suitable for routine monitoring. 

X-RAY COMPOSITIONAL DIAGNOSTICS: Atomic spectroscopy may also be 
performed by using the inner electrons of the atom whose orbits are close to the nucleus. The 
photon wavelengths associated with these inner orbits are characteristic of the element, but, 
instead of producing visible light photons as from outer orbits, these transitions yield x-ray 
photons with much higher energies. The emitted x-rays may be detected and analyzed to 
determine which elements are present and in what quantities. Thus, the compositional 
information gained from AAS and AES for wear metals may also be determined by x-ray 
methods. The x-ray elemental analysis methods are distinguished from one another by the 
means used to excite the x-ray emission in the sample. The most common method of x-ray 
production is by electron bombardment, as occurs in an x-ray tube itself. X-ray fluorescence 
(XRF) involves radiating the sample with primary x-rays, which stimulate the sample to emit 
its own characteristic x-rays which then are analyzed. Proton induced x-ray emission (PIXE) 
analysis may also be performed, but requires a higher investment in equipment. All three 
methods have been applied to wear paniculate analysis. [7] X-ray methods are also classified 
according to the technique used for determining spectral wavelength or, equivalently, photon 
energy (an inverse function of wavelength alone). The distinction is between diffraction 
methods analogous to a prism diffracting visible light (wavelength dispersive x-ray analysis 
or WDX) versus measuring the energies of electrons produced when x-rays are absorbed in 
a detector (energy dispersive x-ray analysis or EDX). Of the two, EDX is much more 
compact, while WDX offers the best spectral resolution. 

The composition of individual wear particles is readily determined using x-ray emission 
measurements carried out when the sample is illuminated by the electron beam of a scanning 
electron microscope (SEM) or electron microprobe. The SEM x-ray methods are very 
convenient for single particle analysis, because the particle may be imaged while being locally 
analyzed to determine its constituent chemical elements. However, this method is laborious 
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if applied to very many particles and, in general, is not economical as a routine monitoring 
method. Ferrographic analysis, in addition to its use of the visual microscope for identifying 
oxides, is typically augmented with SEM x-ray measurements to determine wear metal 
composition. 

The batch processing of an entire sample of wear particulates is conveniently performed using 
elemental analysis by x-ray fluorescence (XRF). Both XRF and the SEM use the same 
characteristic x-ray wavelengths to identify the elemental constituents of the sample wear 
metals, from which wear sources may be identified. XRF also determines the quantity of each 
element present in the sample and is suitable for measuring overall ferrous wear rates, while 
simultaneously determining rates for compositionally distinctive sources. Thus, XRF 
determines both wear rates and composition, the two most direct indicators of the need for 
maintenance and the source of wear, which are the key issues for any machinery condition 
monitor. 

Because XRF does not involve direct irradiation of the sample by electrons, it can be used 
on samples that are either solid or liquid, conducting or nonconducting. XRF has been widely 
used to determine wear metals remaining in the oil, as well as separated from the oil. The best 
sensitivities and widest range of elements are achieved when analyzing the wear metals 
removed from the oil. 

SEPARATION METHODS: There are various well known methods for separating 
particles from oiL Magnetic separation is commonly used for wear particles, due to the heavy 
reliance on ferrous structural materials. However, not all components are magnetic, nor are 
many wear-related contaminants. In some military systems, magnetic materials are eliminated 
entirely. Centrifugation readily separates metals from oil, but is labor intensive. 
Electrophoresis and dielectrophoresis form the basis of a number of particle manipulation and 
separation techniques. Acid dissolution of the suspended particulates has also been used, with 
XRF analysis performed on the subsequently dried salts. [8] XRF has also been carried out 
on pellets prepared from thermal decomposition products prepared without regard to settling, 
evidently on samples containing only very fine particles. [9] 

Generally, the most convenient and commonly used method of separation is filtration. Thin 
planar filters, called membrane filters, are suitable for separation of wear particulates from 
drawn oil samples of small volume and have been so used by many workers engaged in wear 
particle analysis. However, they have a limited loading capacity. A semi-automated, 
quantitative filtration apparatus has been developed for use with drawn oil samples and is 
discussed in the succeeding section. A specialized diagnostic filter for particle studies has 
been offered by Pall, from which a layer of filter medium may be removed manually to 
recover the particulates. [10] 

Depth filters collect the particulates within a labyrinth of filter media and are much more 
suitable for in-line use, although the particles must then be recovered from the filter media 
prior to performing wear particle analysis. The Canadian Air Force and the GasTOPS 
diagnostic instrumentation firm are nearing completion of the development of an automated 
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aircraft filter debris recovery system known as the Deployable Filter Debris Analyzer 
(DFDA). Debris is dislodged from the filter through a back-flushing process of alternating 
oil and air streams in -15 minutes. Debris alOO urn in size is quantified for size, number, and 
type by an included GasTOPS MetalSCAN sensor, and the data are stored or downloaded. 
Conductive particles traveling through the sensor are identified as ferromagnetic or 
nonferromagnetic. Ferromagnetic debris is magnetically extracted from the stream, while the 
remaining debris is deposited on 200 and 20 micron mesh patches for further analysis offline 
as desired. The ferromagnetic debris is later released onto a second set of patches. 

XRF FILTER DEBRIS ANALYSIS (FDA): XRF has been performed in conjunction 
with FDA much less frequently than it has with particles suspended in oil, even though it 
offers increased sensitivity as well applicability to all the structural metals with atomic 
numbers as low as magnesium FDA allows the preconcentration of the debris from any 
drawn oil volume. Removal from the oil eliminates any contribution from possible metals in 
the lubricant additive package, as well as undesirable effects in the x-ray measurement having 
to do with x-ray absorption and x-ray scatter by the oil. 

The value of filter debris analysis (FDA) by XRF was clearly established as early as 1977 by 
C.A Waggoner, H.P. Dominique, and K.I. McRae, who sought to understand why a CH-124 
Sea King helicopter being monitored by AAS with sampling interval of -15 hrs. had its 
turbine engine bearing feil when the AAS results had indicated subcritical wear for Fe and Cu. 
(Such failures of optical spectroscopic methods are also reported elsewhere.[l 1]) They re- 
analyzed the oil samples post facto by AAS and found the same results. They then compared 
with other methods that measured total metals present in the oil. Total wear particulates were 
determined by direct filtration of 1 milliliter aliquots through 1.2 micron filters, followed by 
residue dissolution of the filter debris in nitric acid and AAS analysis of the solution for Fe, 
Cu, and Ag. The filter debris from 1-2 milliliter samples were also analyzed for total wear 
particulates by XRF prior to acid digestion, which gave results in agreement with the acid 
digestion analysis. These total methods were applied to the same samples as had originally 
failed to provide warning. Both the XRF FDA and the acid digestion AAS total methods 
showed that satisfactory warning of the impending failure would have been obtained, had 
either of these procedures been carried out instead of AAS performed in the usual direct 
manner. The direct AAS results were approximately half the values of the total methods in 
this case. At issue is the inability of direct AAS to measure the larger particles characteristic 
of accelerated wear, which is rectified by the FDA methods applied by these authors. XRF 
FDA is simpler than acid digestion methods and proved just as accurate as any of the total 
methods used, while surpassing the optical spectroscopic method. 

While the work of Waggoner, et aL, is important because of its implications for maintenance 
management, the report by H. Meier, et al., is distinctive for its breadth of XRF excitation 
and detection technology applied to wear particles. [12] Meier, et al., drew samples of several 
milliliters from diesel automotive and truck engines and analyzed them by XRF in liquid and 
filtered forms. They performed trending of wear, most commonly but not exclusively for iron 
and copper. Their most remarkable results were obtained from a bearing test rig on which 
they monitored bearing load and wear rate. The wear rates were determined by XRF FDA. 
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The graphed results[l 3] show typical Fe wear rates of several 1 Os of ug/h, with an increasing 
trend following the appearance of a large particle. Removal of the load dropped the wear rate 
nearly lOOx to below 0.5 ug/h, which recovered to over 100 ug/h upon reinstating the load. 

The wear rate results of Meier, et al., demonstrate the high sensitivity and wide dynamic 
range of XRF FDA, even when applied to a few milliliter of drawn sample. They also show 
the ability of XRF FDA to detect changes in operating conditions of the bearing, and the 
acceleration of wear accompanying large particle release by a bearing. 

M. K. Greenberg and F. M. Newman were very concerned about two sample preparation 
factors: (1) x-ray self-absorption due to particle size, and (2) x-ray self-absorption due to 
particle layer thickness.[14] They listed a third factor, the uniformity of the deposit, but this 
just restates the second factor in terms of local thickness. They found, as expected, that 
controlling these factors, with a deposit of under 2 mg for typical x-ray system geometries 
and sample sizes, reduces interelement matrix effects and particle size effects to negligible 
levels. Their approach to controlling the particle size, however, was rather tedious and 
involved hand grinding the debris, recovered from drawn samples, to under 2 urn sizes. No 
data on actual machine wear was presented, although the authors claim to have applied the 
method extensively to turbine engines. [15] 

A man-portable, semi-automatic Oil Wearmetal Analysis by X-ray (OWAX) system, 
employing XRF filter debris analysis of drawn oil samples, has been developed for the US Air 
Force.[16], [17], [18], [19] The drawn oil sample of 3 milliliter is introduced into the 
apparatus, and filtered through a 0.4 micron pore membrane filter by a quantitative filtration 
apparatus (QFA) that also rinses the particles. Upon manual action, the membrane-filtered 
particulates are mechanically presented by the QFA to the XRF unit. Five structural metals 
are fully analyzed by XRF simultaneously in less than four minutes per sample, with filtration 
complete in the first 100 seconds. For high concentrations of wear metal, the unit is capable 
of direct XRF analysis of suspended wear metal in a 0.3 milliliter oil sample.[17] Proposed 
enhanced capabilities include a vacuum path to enable analysis for Al, Si, and Mg. 

A recent study by G. Humphrey of the US military Joint Oil Analysis Program Technical 
Support Center (JOAP-TSC) advanced the field considerably by relating XRF FDA analyses 
of a population of F404 turbine aircraft engines to the engine metallurgy and the entries in 
the maintenance data base for those engines.[20] Individual engines and engine modules were 
tracked and compared with the XRF analysis. No new hardware was developed and all 
apparatus are commercially available. Two US Navy airfields removed oil filter cartridges as 
they normally became available (expected filter life is 200 hours) and sent 189 of them to the 
JOAP-TSC. At the JOAP-TSC, each cartridge was placed in a solvent and sonicated for a 
set time, and the released debris were then re-filtered onto a membrane for insertion into a 
TN Spectrace automated XRF system. The XRF instrument measures, computes, and reports 
the quantity of each of approximately two dozen elements present in the sample. The entire 
procedure takes -20 minutes, or -15 minutes per cartridge when several are analyzed in 
succession. 
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Humphrey categorized the engine condition as reported by the mechanics in the maintenance 
data base as: normal, foreign object damage (FOD), high time, or failure. Statistical analysis 
of the body of XRF results for the three most indicative major metals (Fe, Ni, and Ti) 
produced five levels of statistical significance, with level 5 representing the highest wear 
metal quantities and level 1 the lowest. It was found that every one of the engines possessing 
levels 3,4, or 5 fell into one of the damaged engine categories (FOD, high time, or failure), 
either at the time the present filter was taken or before the replacement filter's life was 
exhausted. If XRF indicated the engine was faulty, it was in fact faulty. 

Twelve filters were removed from engines that later failed. From these filters, level 3 values 
or higher (in one or more of the three major metals) were recorded in one engine at 142 hours 
in advance of failure, at 135 h in another filter, and at 181 h prior to Mure in another. 
Presumably, level 2 may potentially correspond to even greater warning. Level 2 seldom 
occurred in engines identified by the mechanic as normal, which points to asymptomatic wear 
in those engines. 

Level 2 may be taken as a flag that signals the onset of the final phase of turbine life. While 
the duration and profile ofthat final phase is not yet well determined, it is clear that it is 
significantly greater than 100 hours and that the technical means to monitor the situation can 
be implemented with XRF. The availability of such an extensive forewarning is an 
unparalleled opportunity to develop tools to manage the final phase of engine life. Both 
operations and maintenance could benefit greatly from advances made in this area. With this 
amount of warning, there is time to make further measurements (perhaps some with other 
diagnostics), time to plan maintenance outages, and, in general, time to prevent the oncoming 
failure from becoming a disruption to operations and safety. 

Perhaps the most impressive aspect of Humphrey's study is that it was carried out on an 
engine for which the common diagnostic methods for wear metal analysis have been 
ineffective. The explanation for this ineffectiveness is simple: the other methods 
(compositional and otherwise) rely on drawn oil samples that contain no detectible wear 
metals, because the wear debris are removed from the oil by the fine filtration implemented 
on these engines. Fine filtration has been found to significantly extend engine life, but 
heretofore has had the unfortunate side effect of disabling the very diagnostics which give 
warning when the end of engine life has been reached. XRF FDA offers a hope for a solution 
to this dilemma by offering the ability to give extensive forewarning before the end of engine 
life, while retaining the financial advantages of extended engine life.[l] 

Early warning of wear is not the only important aspect of Humphrey's JOAP study. By 
analyzing which elements appear in combination, it is possible to identify which of the engine 
modules is a likely source of the wear particulates. The metallurgical basis of this analysis was 
assembled by Humphrey and applied to the XRF results for the F404 engine modules. In the 
case of the pump oil bearing, Humphrey could carry out the identification to the component 
level. The metallurgical analysis also figured in his identification of corrosion products, some 
of them not normally otherwise detected. Likewise, he identified contamination by dust and 
sand through measurement of the element silicon which, if found at contaminant levels, 
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dictates remedial action and the possible onset of premature wear. 

SUMMARY: Clearly, the wear rate and compositional measurement capabilities offered 
by X-Ray Fluorescence Filter Debris Analysis match well with the current emphasis on 
maintenance based on the condition of the specific machine, rather than based on schedules 
derived from averages or estimations for that type or class of machine. Only by addressing 
the individual machine condition will early failures be recognized, and ongoing normal life be 
permitted to continue uninterrupted beyond the scheduled averages. These factors can have 
a significant impact on the management of operations and maintenance. 
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ABSTRACT: Perfluoropolyethers (PFPEs) are highly resistant fluids used as 
lubricants in demanding applications. Condition monitoring of PFPE lubricated 
components is fundamentally different from condition monitoring of components 
lubricated with traditional hydrocarbon oils. Analogous to more conventional condition 
monitoring, the condition of both the lubricant and the machine can be monitored via 
used oil analysis and wear particle analysis, respectively. However, modifications on 
industry standard laboratory techniques are necessary to analyze these perfluorinated 
fluids. Moreover, the laboratory data must be interpreted with an understanding of these 
distinct systems. This paper addresses the nuances of condition monitoring of 
perfluoropolyether lubricated components. 

Key Words: Condition monitoring, Ferrography, Fourier Transform-Infrared 
Spectroscopy, Perfluoropolyether, Used oil analysis, Vacuum pump, Wear particle 
analysis 

INTRODUCTION 
Due to the strong nature of the carbon-fluorine bond, perfluoropolyethers (PFPEs) 

are highly chemically resistant lubricants. They are therefore used in demanding 
applications where chemically resistant lubricants are needed due to the possibility of 
attach by harsh process contaminants. In addition, PFPEs are used in specialty high value 
applications. For example, PFPEs are used as vacuum pump fluids in semiconductor 
production on account of the low level of backstreaming that they provide. Condition 
monitoring of components lubricated with perfluoropolyethers is essential due to the high 
value applications that use these costly lubricants. 

Analogous to conventional condition monitoring, the condition of the lubricant 
can be monitored via used oil analysis and the condition of the machine can be monitored 
via wear particle analysis.    Useful wear particle analysis techniques include Direct 
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Reading Ferrography and Analytical Ferrography. The lubricant condition can be 
monitored via used oil analysis techniques including viscometry, FT-IR spectroscopy, 
trace elemental analysis and the crackle test. However, modifications on these industry 
standard laboratory techniques are necessary to analyze PFPE fluids. As the most basic 
example, fluorinated solvents must be used to dissolve the perfluorinated lubricants. In 
addition to the modified laboratory techniques, the laboratory data must be interpreted 
with an understanding of these distinct systems. That is, the used oil analysis data must 
be interpreted with consideration to the fluorine chemistry involved. Additionally, the 
wear particle analysis data must be interpreted with an understanding of these special 
lubricated components, their wear modes and metallurgy. 

VISCOSITY 
The viscosity of a lubricant is probably without question the single most 

important property of a lubricant. The viscosity of the oil must be correct for the 
component's operating load, speed and temperature. 

When testing perfluoropolyethers standard glass capillary viscometers should be 
used to determine viscosity. Kinematic viscosity is thus determined by measuring the 
length of time for the sample to flow through the glass capillary. The glass capillary 
tubes are immersed in constant temperature baths to control the temperature at which the 
viscosity is measured. The length of time for the sample to flow through the tube is 
directly proportional to the kinematic viscosity through the calibration constant by the 
equation 

v = Ct 
where the calibration constant is unique for each capillary tube. 

Our laboratory uses Zeitfuchs cross-arm tubes. However, any tube geometry that 
is designed for use with clear fluids would be suitable. The difference in running PFPE 
oils as compared to hydrocarbon oils is in the cleaning of the capillary tubes between 
samples. When the testing has been completed for a sample a fluorinated solvent must be 
used to clean and rinse the tube as the PFPE sample will not dissolve in standard 
hydrocarbon solvents. There are currently many suitable perfluoro solvents and 
hydrofluoro solvents on the market as replacements for chlorofluorocarbons. Several 
perfluoro solvents and hydrofluoro solvents are available from DuPont, 3M and 
Ausimont; and new "Freon alternates" are being introduced persistently. We have 
evaluated many such solvents and find several to be suitable. 

After cleaning the capillary tube with a fluorinated solvent a volatile hydrocarbon 
solvent such as Acetone is used to dry the tube before introducing the next sample. This 
avoids a diluting effect of residual solvent on the next sample. 

It should be mentioned that methods other than glass capillary viscometry may 
not be suitable for PFPE samples. Many such other methods for measuring viscosity are 
accurate  only  for Newtonian  fluids  and  PFPEs  exhibit  non-Newtonian  behavior. 
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Furthermore, many such other methods for measuring viscosity measure dynamic 
viscosity and not kinematic viscosity. The two are related through density so results can 
be converted if the density is known. However it must be accounted for that the density 
of PFPEs are in the range 1.9g/mL whereas the density of mineral oils are typically 
0.87g/mL, and many of the instrument for measuring viscosity and converting from 
dynamic to kinematic viscosity are "hard coded" with a density of 0.87g/mL because they 
are designed for petroleum based oils. 

CRACKLE TEST 
The crackle test is a simple test where a sample of the lubricant is placed directly 

onto a laboratory hot plate to test for water and volatile contaminants. A sample of 
approximately 5mL is dropped onto a hot plate that is maintained at a temperature just 
above the boiling point of water. The temperature of the hot plate is usually maintained 
at about 120°C as measured with a surface thermometer. At this temperature any water in 
the oil will boil and the sample will appear to "pop." The water will pop in only a few 
localized areas, but the pops will have a large radius. Any volatile gasses will also 
evaporate but their appearance is very different from that of water. Volatile gases 
evaporate with more of a "crackling" sound. The crackling is not localized but more 
widespread and the radius of the bubbles is smaller. 

Although it has the outward appearance of being a crude and "un-technical" 
laboratory test, we have had outstanding success with the crackle test. We have found the 
crackle test to be very sensitive to water well below concentrations of lOOOppm. This test 
is, of course, subjective and therefore relies on the experience of the operator. 

FOURIER TRANSFORM-INFRARED SPECTROSCOPY 
Fourier Transform-Infrared (FT-IR) Spectroscopy has been successfully used to 

detect PFPE oxidation, water contamination, and contamination with particulates. The 
FT-IR spectrum must be collected in transmission as reflection techniques do not have 
the sensitivity needed to detect these low levels of degradation and contamination. We 
collect spectra in transmission using a 1 OOp. sealed liquid cell with ZnSe windows. We 
co-add 16 interferograms and use a spectral resolution of 8cm"1, however both of these 
parameters can be varied. 

It is important to realize that the chemistry of these perfluorinated samples is very 
different from that of petroleum based lubricants. Therefore, the FT-IR spectra of PFPEs 
is very different from that of mineral oils. Furthermore, the degradation/oxidation 
mechanism of PFPEs is very different from that of mineral oils. Whereas mineral oils 
oxidize to form a variety of carbonyl species, PFPEs oxidize differently. This is 
extremely significant because the FT-IR spectrum must be analyzed in the proper spectral 
regions to detect oxidation products that are unique to perfluoropolyether lubricants. 

Figure 1 shows an example of several overlaid FT-IR spectra in the region of the 
spectrum that is indicative of lubricant oxidation. Note in Figure 1 that two samples 
show various levels of oxidation while the other four samples do not show oxidation. 
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Figure 2 shows several overlaid FT-IR spectra in the region of the spectrum that is 
indicative of water contamination. Note the peak is the spectrum of the one sample 
indicating water contamination that is not in the spectra of the other samples. Again, the 
area of the peak indicates the relative level of water contamination. 

The final data point provided by FT-IR spectroscopy indicates the level of total 
particulate contamination in the fluid. Any particulates in the lubricant act to diffract the 
infrared light causing an upward shift and a sloping of the baseline in the IR spectrum. 

FIGURE 1: FT-IR spectrum showing PFPE oxidation. 

FIGURE 2: FT-IR spectrum showing water contamination. 

As one example of particulate contamination it has been our experience that a 
failing seal causes the lubricant to become cloudy. Whether this clouding of the fluid is 
due to oxidation of the lubricant or due to the process dissolved in the lubricant is not 
known. But in either case, the clouding does indicate a failing seal and can thus be used 
to diagnosis this condition. 

462 



FT-IR results are reported by integrating the area of the peak to generate a value 
in units of Infrared Absorption (Abs). Since the units of Abs are relative and not 
absolute, sample values are most informative when compared to baseline values for a new 
un-used lubricant. There is information in a single Abs value for a sample, however the 
information is more valuable when this relative number is (a) compared to the normal 
value for the same un-used lubricant, and (b) trended through time for a particular sample 
point. 

TRACE ELEMENTAL ANALYSIS 
Emission Spectroscopy is used to quantify the concentrations of 21 different 

elements including wear metals and contaminants. Traditionally this technique is also 
used to monitor additive levels, however PFPEs are neat fluids. The most common form 
of emission spectroscopy in condition monitoring is Rotating Disk Electrode (RDE) 
spectroscopy. A porous carbon disk rotates through a sample of oil where the various 
contaminants and wear particles are deposited onto the disk. The disk continues to rotate 
and the sample is pulled up and into an electrode gap where a high energy charge 
vaporizes or "burns" the sample. As the various elements "burn" they emit light at 
characteristic frequencies. The intensity of emitted light is measured at each frequency of 
interest and calibrated to elemental concentrations in units of ppm. It is important to 
realize that the results displayed in units of ppm are not absolute concentrations but 
relative concentrations due to incomplete vaporization of the solid particles. However, 
this does not lessen the value of this technique in condition monitoring as accurate 
historical trends can be developed and deviations from these trends represent significant 
conditions. 

The laboratory procedure for running PFPE samples on the RDE spectrometer is 
very similar to that for running traditional mineral oil samples. However, there are some 
important differences in calibrating the spectrometer, and many important differences in 
the software program that operates the spectrometer. We have set up two programs on 
the computer that operates our RDE spectrometer so that the laboratory personnel may 
simply switch back and forth between the two programs. The program for analyzing 
PFPE samples carries with it not only the parameters for running the analysis but also the 
calibration information that was run specifically for these samples. 

The differences in the program to analyze PFPE samples are again centered 
around the fact that these fluids are perfluorinated. The first difference is due to the fact 
that the fluorine lines are very strong due to their high concentration. These intense 
fluorine lines may interfere in areas of the spectrum where other elements are normally 
detected. Therefore, lines for the various elements must be chosen that are free of 
interferences from fluorine. This is easily accomplished as each element emits light at a 
variety of frequencies so one can choose a suitably intense line for an element that is free 
of interferences from fluorine and other elements. Furthermore, an element is often set 
up to measure at two different frequencies, one frequency at lower concentrations and 
another frequency at higher concentrations. The program must therefore be set up to 
switch between two lines for an element that are both free of interferences. 
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The second difference in analyzing PFPE samples is centered around the fact that 
PFPEs have a different background emission as compared to hydrocarbon oils. This 
different background emission results in a spectrum baseline that is different from that of 
mineral oils. This is dealt with by two modifications to the standard analysis for 
hydrocarbon oils. First, baseline corrections are set up appropriately. That is, each peak 
intensity is measured as the intensity of the peak above the spectrum baseline. To set up 
this baseline correction appropriately each peak is observed and a corresponding baseline 
area is located where the baseline intensity can be measured for that peak. Once this 
baseline area is located and programmed into the method there is no need to observe the 
individual peaks in the routine sample analysis. Therefore, analysis of a PFPE sample is 
no more troublesome than the analysis of a mineral oil sample. The second modification 
in running PFPE samples that is due to their different background emission manifests 
itself in calibrating the instrument with a Oppm standard. The traditional Oppm standard 
of mineral oil has a background emission very different from that of a pure Oppm 
standard of PFPE. Therefore, if the spectrometer were calibrated with the traditional 
Oppm standard of mineral oil and PFPE samples were tested, the samples would be tested 
against an incorrect background. The solution is simply to calibrate the Oppm level with 
a standard of pure PFPE since this will have the same background emission as the PFPE 
samples to be tested. 

The third and final difference in analyzing PFPE samples is based upon the fact 
that PFPEs, being perfluorinated, do not contain any hydrogen atoms. When a sample in 
analyzed and the measured light intensity is converted to a concentration, that 
concentration is reported in units of ppm. This implies that if a certain amount of an 
element is detected, the total amount of sample must be known so that the concentration 
of the element can be reported as a fraction of the total sample. With mineral oil samples 
when a sample is analyzed the intensity of the carbon and hydrogen lines are also 
measured. Therefore, the ratio of the intensity of the wear metal peak relative to the 
hydrogen or carbon reference allows reporting of the concentration of the wear metal in 
units of ppm. Since PFPE samples do not contain any hydrogen all elements must be 
referenced to carbon. Once this modification is made to the program for analyzing PFPE 
samples the analysis of a PFPE sample is no more troublesome than that of a mineral oil 
sample. 

DIRECT READING FERROGRAPHY 
Above has been described techniques that largely reveal the condition of the 

lubricant. Perhaps more important than the condition of the lubricant is the condition of 
the equipment or machine. The condition of the equipment is monitored by analyzing the 
machine wear particles, and this is perhaps more important than monitoring the condition 
of the lubricant as most failures are traceable to equipment or machine conditions. Useful 
wear particle analysis techniques include Direct Reading Ferrography and Analytical 
Ferrography. 

Direct Reading Ferrography is a technique for trending relative amounts of 
ferrous machine wear and detecting increases that indicate abnormal machine wear 
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modes. A magnet is used to collect ferrous wear particles as an oil sample flows through 
a disposable glass capillary tube. Light is shined through the capillary tube and the 
amount of light blocked is measured on the opposite side of the capillary tube. The 
intensity of light attenuated is directly related to the amount of wear debris deposited in 
the path of the light. As such, the relative value for light intensity that is measured can be 
trended through time and increases in the amount of machine wear can be detected. 
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FIGURE 3: Schematic of the Direct Reading Ferrograph. 

The capillary tube is placed in the magnetic field such that the oil sample flows 
through the magnetic field. Larger wear particles are trapped as soon as they enter the 
magnetic field whereas smaller wear particles may flow further into the capillary tube. 
By measuring at two points in the magnetic field the density of large particles (DL) and 
the density of small particles (Ds) can be distinguished. This is an important distinction 
because it is the large particles that typically indicate critical or abnormal wear modes. 
The DL and Ds are summed to calculate the total Wear Particle Concentration (WPC), the 
key parameter that is trended over time. 

Components lubricated with perfluoropolyethers commonly generate small 
amounts of machine wear. Therefore, any technique used to monitor machine wear must 
be very sensitive and Direct Reading Ferrography accomplishes this. Vacuum pumps, for 
example, usually operate with Wear Particle Concentrations (WPCs) below 5. 

One again, the procedure for analyzing PFPE samples in the laboratory is much 
like analyzing hydrocarbon samples. The only difference is that fluorinated solvents 
must be used to dissolve a PFPE sample. 

Figure 4 shows a typical example of how the Wear Particle Concentration is 
trended over time. Note the increasing trend and how the fourth sample has exceed the 
statistical alarm limit. The statistical alarm limits are calculated automatically and 
updated with each new historical sample by software. These alarm limits are used to 
detect statistically significant changes in wear particle trends. DR Ferrography is an 
extremely valuable technique in detecting abnormal wear modes; however, it does not 
diagnose the cause of the critical wear mode. For this we must turn to more advanced 
analysis by Analytical Ferrography. 
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FIGURE 4: Example of a Wear Particle Concentration 
trend by Direct Reading Ferrography for a Vacuum pump. 

ANALYTICAL FERROGRAPHY 
Once an abnormal wear mode has been detected the condition must be diagnosed 

so that the proper maintenance action can be recommended. Analytical Ferrography is a 
technique whereby the machine wear particles are deposited on a glass microscope slide 
and then viewed with an optical microscope. Figure 5 shows a schematic of a Ferrogram. 
A new Ferrogram is placed at a specified incline in a magnetic field and a diluted oil 
sample is pumped down the slide at a designated flow rate. The magnet acts to trap the 
ferrous wear particles is an orderly and systematic fashion. The non-ferrous particles are 
deposited on the Ferrogram as they become lodged by the ferrous particles due to the low 
flow rate. Once the sample is completely pumped over the Ferrogram solvent is pumped 
down the Ferrogram to rinse away residual oil so that when the solvent dries the 
Ferrogram is clean of oil with the wear debris fixed to the slide. This slide is then 
analyzed under an optical microscope to determine the size, shape, concentration and 
composition of the wear particles. 
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FIGURE 5: Schematic of a Ferrogram. 
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The size of the wear particle is important because it is the large particles that 
typically indicate critical wear modes. The shape of the wear particle diagnoses the wear 
mode that created the particle thus indicating what maintenance action should be taken. 
The concentration or amount of a particular type of wear particle indicates how severe the 
wear mode has progressed. Finally, the composition or metallurgy of the wear particle 
indicates the wearing component which locates where in the equipment maintenance 
should be performed. 

Preparation of Analytical Ferrograms with PFPE samples proceeds in the 
laboratory much like the preparation of Ferrograms for hydrocarbon samples. However, 
once again a PFPE sample must be diluted with a fluorinated solvent. Also, the slide 
must be rinsed with a volatile fluorinated solvent to rinse away the perfluorinated sample. 
Finally, a larger sample size is usually used to deposit a significant quantity of wear 
debris. We have set guidelines for determining the amount of sample that is used. 
Despite the fact that an increased sample size is usually used for Analytical Ferrography, 
Ferrograms still contain small amounts of wear. This is simply an indication of the high 
level of engineering in the design of vacuum pumps and other similar machines. 

Figure 6 shows some examples of wear particles that have been observed on 
Analytical Ferrograms of vacuum pumps. In general, the same modes of wear are 
observed in these components as other similar components. Figure 6A shows 5u low 
alloy steel normal rubbing wear. Note the small amounts of this normal and benign wear 
that are generated. Figure 6b shows a 20u stainless steel bearing wear particle. This type 
of bearing particle indicates bearing fatigue spalling. Figure 6c shows a large lOOu 
copper sliding wear particle. Sliding wear indicates excessive loads or speeds at critical 
contact points. One unique type of material that is observed on Ferrograms of PFPE 
lubricated components is an amorphous gel that is believed to be oxidized lubricant. 

FIGURE 6: Examples of wear particles observed on Ferrograms of PFPE fluids from 
vacuum pumps; (6A) normal rubbing wear, (6B) bearing wear, (6C) sliding wear. 

TESTS NOT PERFORMED 
The Total Acid Number (TAN) and Karl Fischer (KF) tests, commonly performed 

on hydrocarbon oils, are not recommended for PFPE lubricants. The TAN is a test for 
lubricant acidity that increases as an indication of lubricant oxidation. KF is a test that 
quantifies the water content of the lubricant. Although they are relevant properties, these 
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tests are difficult to perform on PFPE samples because both tests are based on laboratory 
techniques that measure the lubricant sample's electrical conductivity, which is 
troublesome for these dielectric samples. 

It is not possible to perform the Karl Fischer test on PFPE samples for two 
reasons. Firstly, commercial KF reagents are formulated in hydrocarbon solvents. These 
solvents do not dissolve the PFPE sample. Secondly, the PFPE sample is di-electric and 
thus does not conduct electricity. Karl Fischer titration endpoints are detected 
coulometrically or potentiometrically, and this type of electrical end point detection is not 
possible when the sample does not conduct. It is not possible to perform the TAN test on 
PFPE samples for the same two reasons; the sample does not dissolve, and a 
potentiometric endpoint can not be detected. 

The fact that these two standard tests can not be performed is not of concern. The 
KF test is a test for water contamination and this information is furnished in the FT-IR 
test and the crackle test. The TAN test is a test for lubricant oxidation and this 
information is more directly furnished from the FT-IR test as the TAN test is an indirect 
test for oxidation because it senses the oxidation byproducts. Therefore, both the KF test 
and the TAN test are replaced by the single FT-IR test. 

SUMMARY 
There are many possible testing methods for condition monitoring. It is not 

appropriate to perform all of the possible tests but only the relevant tests. With the 
experience to gain the knowledge of what failure modes these types of equipment suffer, 
condition monitoring tests can be performed that test for these relevant failure modes. 
We have therefore designed a set of tests specific for monitoring PFPE lubricated vacuum 
pumps that we refer to as an Equipment Specific Analysis. This Equipment Specific 
Analysis includes: viscometry, FT-IR spectroscopy, the crackle test, trace elemental 
analysis, Direct Reading Ferrography, and Analytical Ferrography. Viscometry, FT-IR 
spectroscopy, the crackle test, and trace elemental analysis are used to monitor the 
lubricant's condition. Direct Reading Ferrography, Analytical Ferrography, and trace 
elemental analysis are used to monitor the machine or component's condition. 
Furthermore, it has been our experience that equipment condition monitoring is more 
valuable than lubricant condition monitoring as most failures result from equipment 
conditions and not lubricant conditions. 

Moreover, we have gained considerable experience with these types of equipment, 
most notably vacuum pumps, and have learned that most dry pump failures can be traced 
back to a root cause of seal failure and most wet pump failures can be traced back to a 
root cause of corrosive process attack on the lubricant. In a dry pump the failing seal 
exposes the harsh process chemistry to the lubricant resulting in oxidation of the 
lubricant. In a wet pump where the process is not separated from the lubricant exposure 
of the harsh process to the lubricant oxidizes the lubricant. In both cases oxidation of the 
lubricant creates corrosive acids that attack the interior metal surfaces of the pump. Also, 
oxidation of the lubricant increases the viscosity of the lubricant which results in 

468 



increased machine wear.  This makes the FT-IR test a very important part of this testing 
package as it is the FT-IR test that trends oxidation of the lubricant. 

In conclusion, the FT-IR test is a valuable condition monitoring tool in the 
analysis of PFPE vacuum pump fluids because it is sensitive to lubricant oxidation, which 
is the root cause of a majority of vacuum pump failures. Furthermore, this single 
laboratory test has the advantage of providing three independent data points indicative of 
(a) lubricant oxidation, (b) particulate contamination, and (c) water contamination. 
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Abstract: A convenient and economical method has been developed to provide 
spectrometric analysis of the wear and contaminant particles in used oil samples. It has 
been recognized for some time that spectroscopy is more or less blind to the larger 
particles in an oil sample, precisely those particles which are sometimes most indicative 
of an abnormal wear mode. The rotrode filter spectroscopy (RFS) method makes use of 
the fact that the carbon disc electrode used in a rotating disc electrode (RDE) 
spectrometer is itself porous and may be used as a filter. A fixture was designed so that 
used oil sample is pulled through the disc which is then washed with solvent thus 
retaining only particulates on the outer circumference of the disc. The disc is 
subsequently "burned" on a spectrometer providing an analysis for larger particulates in a 
sample as apart from molecular material and very small particles in the oil sample as 
would be obtained by conventional spectrometric analysis. The RFS method is gaining 
acceptance in commercial and industrial laboratories. The method and an example of its 
application in a predictive maintenance program will be described. 

Key words: Ferrography; oil analysis; rotating disc electrode (RDE) spectrometers; 
rotrode filter spectroscopy (RFS); wear particles 

Introduction: Spectrometric oil analysis has been applied for more than 30 years as a 
routine and cost-effective condition monitoring technique. It is used to determine the 
elemental concentration in parts per million of wear metals, contaminants and additives in 
an oil sample. Commercial oil analysis laboratories report on as many as 20 different 
elements. With prior knowledge of the wear metal and contaminant limits for the machine 
or engine being evaluated, it may be determined if that equipment is operating properly or 
if preventive maintenance is required. 

A fact which has recently become more widely known is that spectrometric oil analysis is 
not responsive to large particles in an oil sample. This is true to a greater degree for 
certain types of spectrometers than others. It is also more important for certain types of 
machines. 

Atomic absorption (AA) and inductively coupled plasma (ICP) spectrometers suffer the 
most from particle detection inadequacies. Rotating disc electrode (RDE) spectrometers 
are responsive to somewhat larger particles, but the upper limit is still approximately 10 
\im. 
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It was known as long ago as the early 1970's that certain types of failure modes were not 
easily detected by spectrometric oil analysis. Severe wear modes such as spalling, severe 
sliding wear and cutting wear generate large particles which may go undetected by 
spectroscopy. In fact, ferrography was developed at that time with financial support 
from the Office of Naval Research to overcome the detection inadequacies of 
spectrometric oil analysis in regard to rolling element bearing failures in aircraft gas turbine 
engines. 

Rotrode Filter Spectroscopy (RFS): A fixture, Figure 1, was designed to clamp the 
carbon electrode discs so that oil is drawn through the outer circumference of the discs 
when a vacuum is applied to the inside of the discs. [1] The particles in the oil are 
captured by the disc. The oil is then washed away with solvent and the disc is allowed to 
dry. The disc is removed from the preparation fixture and transferred to the RDE 
spectrometer where the particles captured by the disc are vaporized and detected. A 
multi-station fixture is used so that a number of samples can be filtered at once. The 
procedure is fast, and therefore economical to perform. 

Removable 

Disc 
Electrode 

Sample 

.Vacuum & 
Drain   System 

IVAV»'«V«J 

Figure 1, Diagram of RFS Sample Preparation Fixture 

During initial development of the RFS method, a test sample was prepared by carefully 
weighing commercially available metal powders into base oil (0 ppm oil) so that the 
weight concentration of metal powders in the oil was known. Nickel, chromium and 
molybdenum powders were used. A number of disc electrodes were prepared by filtering 
one milliliter of test sample through a disc electrode and then rinsing the oil away by 
filtering 3 ml of solvent (hexane was used although other solvents may be used). The 
solvent is applied 1 ml at a time to reduce oil residue in the bowl of the filtration fixture. 
The disc electrodes were then analyzed on an RDE spectrometer. 

The resulting intensities for the various spectral lines were normalized to the intensity of 
a carbon reference line. Referencing to carbon improves repeatability because it corrects 
for the gross intensity of individual burns. The intensity ratio of the blank disc is 
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subtracted from the intensity ratio of the test sample for each spectral line to give the 
intensity ratio due only to the presence of analyte. 

It was found that the signal for the filter discs prepared by filtering 1 ml of test sample 
with Cr, Ni and Mo particles was greater than the signal for an equivalent concentration 
of organo-metallic standards run in the usual manner. The amount of signal for a given 
amount of sample determines the sensitivity of the technique and is related to the limit of 
detection. Table 1, below, shows data for a test sample with Cr, Ni and Mo particles. 
The BEC (Background Equivalent Concentration) is the concentration of analyte that 
would give an intensity (signal) equal to a blank sample. The lower the BEC, the lower 
the Limit of Detection (LOD). 

Table I. Tests with Commercial Powdered Metal Particles in 1 to 5 urn Size Ranges 

Cr Ni Mo 

11.4 15 11.2 
14.15 14.23 10.53 
0.71 0.71 0.53 
6.00 1.39 5.05 
0.30 0.07 0.25 

Concentration, ppm 
BEC for Normal Method, ppm 
LOD for Normal Method, ppm 
BEC for RFS, in ppm 
LOD for RFS, in ppm 

The sensitivity and limits of detection of the RFS method can be improved by filtering 
more sample through the disc electrode. It is an advantage of the RFS method that it is an 
integrative technique. More sample volume can be processed to determine smaller and 
smaller quantities of analyte. Twice as much sample cuts the limit of detection in half, 
and so on. Filtering larger sample volumes can be applied quite readily to many types of 
samples, although diesel engine lubricating oils tend to clog the disc electrodes depending 
upon soot content. Consequently, there is a practical limit to how much diesel lubricating 
oil sample can be filtered. From a practical standpoint, it takes 5 or 10 minutes to filter a 
typical sample, although diesel oil samples can take substantially longer. 

During development of the RFS method it was determined that: 

1) Results for blank discs were not significantly different from results obtained from 
discs through which base oil (0 ppm standard) was filtered and washed away by the 
solvent rinse and 

2) Filtration of 100 ppm organo-metallic standard through a disc followed by the solvent 
rinse causes only a slightly elevated signal compared to either a blank disc or a disc 
that had base oil (0 ppm standard) filtered through it. This demonstrates that organo- 
metallic compounds do not readily adhere to the carbon disc and that when certain 
elements are reported by the method they are presumably due to capture of 
particulates rather than due to absorption of chemical species by the disc. 
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Calibration: Spectrometer calibration is a challenge for the RFS method because multi- 
elemental particle standards do not exist. For the present, an absolute calibration is 
therefore impossible. However, if the RFS method is to be used as a trending technique, a 
calibration with verifiable standards will insure similar results from day to day and from 
instrument to instrument. Therefore, the normal RDE spectrometer calibration is used. 
This has the obvious advantage that an RDE spectrometer calibrated for routine 
measurements can also be used for RFS measurements. However, it should be understood 
that results for the RFS method do not report the actual parts per million value of the 
particles captured by the disk. The normal RDE calibration is done with organo-metallic 
standards. Therefore, for those impressed by semantics, RFS results can be thought of as 
"organo-metallic equivalent ppm". 

Repeatability: Early RFS experiments displayed rather poor repeatability due primarily 
to poor sealing of the disc electrodes in the initial RFS filtration fixtures. These problems 
have been largely overcome. Repeatability, however, is not as good as achieved when 
analyzing organo-metallic standards. Repeatability of 10 to 20% relative standard 
deviation has been the experience to date, whereas repeatability of the normal RDE 
method is in the range of 3 to 5%. 

Greater variation in results is expected when measuring particles dispersed in liquids 
rather than when measuring homogeneous solutions such as the oil standards. The 
sample must be shaken in a consistent fashion and must be withdrawn and delivered in a 
consistent manner. Anyone experienced with particle counters knows that attaining good 
repeatability requires some art. 

Another factor that contributes to poor repeatability is the rather inconsistent porosity of 
the disc electrodes. Changes in porosity of the disc electrodes affects filtration efficiency. 
It has been found that if a data set of the same sample run repeatedly is normalized by the 
filtration time through the disc, the repeatability improves. 

Nevertheless, the repeatability achieved by the RFS method is acceptable for predictive 
maintenance purposes. Identification of abnormal samples is straightforward since 
abnormal wear modes or contaminated oils usually have a great many more particles than 
samples from normally operating machines. 

Application to a Predictive Maintenance Program: There are now at least three 
commercial laboratories and 15 or so industrial laboratories using the RFS method to 
overcome the large particle shortcomings of conventional spectroscopy. Two 
measurements are made for each oil sample. The first spectrometric measurement is done 
in a conventional manner giving the elemental concentration for dissolved material and 
very small particles. The second measurement is done by RFS which gives the elemental 
concentration for large particles. These two measurements, taken together, give an 
improved diagnostic capability compared to that previously available on a routine basis. 
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Applications example: A steam turbine oil sample gave either zero or one ppm readings 
for all elements measured by inductively coupled plasma (ICP) spectroscopy. [2] The 
RFS readings had a high silicon reading of 117 ppm., see Table II. 

Particle count data was also elevated confirming the presence of large particles in the 
sample, see Table m. 

Table II. Analysis of Steam Turbine Oil Sample with ICP and RFS Techniques 

CrAINiTi^CuSiiMoV     RMgFeP Si      Zn 
ICP            0000000000010 10 
RFS           l       1       1      0      0      3      3       0       0      1       2      19     7 117     0 

Table m. Particle Count Data for Steam Turbine Oil Sample 

Particles per ml 
(Um range) 

ISO>5 2798 

Table IV. Ferrographic Results for Steam Turbine Oil Sample 

Wear Particle Types 
Normal Rubbing 3 0=None 
Severe Wear 2 2= Trace 
Cutting Wear 0 5 = Moderate 
Fatigue Particles 0 9 = Heavy 
Laminar Particles 0 
Spheres 0 
Dark Metallo-oxide 3 
Red Oxide 1 
Corrosive 0 
Nonferrous metal 0 
Nonmetallic inorganic 6 
Organic 0 
Nonmetallic amorphous 0 
Friction Polymer 0 
Fibers 2 

475 

Size ranee # of Particles 
5-10 2691 
15-25 36 
25-50 28 
50-100 34 
>100 9 

ISO> 15 107 



A ferrogram prepared from this sample showed a moderate amount of rather large non- 
metallic crystalline particles, see Table IV. These were in the 50 um size range. A small 
amount of ferrous normal rubbing wear and severe wear particles were also present on the 
ferrogram. This example illustrates the weakness of conventional ICP spectroscopy to 
detect particulate contamination. Similar results can be expected when comparing the 
RFS data to analyses obtained with the RDE technique. It also demonstrates the 
usefulness of RFS to identify the composition of the particulate contaminants. 

Discussion: For many years, the condition monitoring of critical machinery by oil 
analysis has often included investigation of whether large wear or contaminant particles 
were present in the sample. Some of the methods available were 1) preparation of a 
ferrogram, 2) particle counting, either automatic or filter patch testing, or 3) screening for 
large ferrous particles by direct reading (DR) ferrography or by other ferrous debris 
monitoring instruments. RFS is much faster, and therefore more economical to perform 
than preparation and examination of a ferrogram. 

RFS is not a substitute for ferrography, but may be considered a screening test to 
determine when to prepare a ferrogram. RFS data complements ferrography in that 
particle composition is more adequately determined. Examination of the size, shape, 
surface characteristics and composition of the particles on a ferrogram allows 
identification of the wear mode from whence the sample came. 

RFS can also be used as a screening test for when to perform particle counting. RFS 
complements particle counting by providing data on elemental composition. RFS may 
substitute for ferrous debris monitoring instruments in that RFS is sensitive not only to 
large ferrous particles but also to large particles of other composition. 

Conclusion: The RFS method offers a new, sensitive screening test for large particles in 
used oil samples. It offers the important advantage of quantitative and qualitative 
determination of particulates in the oil sample. It has become an important additional test 
for oil analysis as it provides additional new information on the condition of a machine. 
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OIL/WEAR PARTICLE ANALYSIS A PREDICTIVE MAINTENANCE TOOL 

By Ray Dalley 

9555 Rockside Road 
Cleveland, Ohio 44125 

Abstract: Wear particle analysis and Ferrography in particular is an effective means to 
identify and respond to maintenance needs. The development of this technology includes 
image analysis, on-line sensors, Ferrogram Scanners, portable screening tools, automated 
oil analysis screening tools, electronic transfer of evaluation results, and artificial 

intelligence. 

Wear is the inevitable consequence of surface contact between machine parts such as 
shafts, bearings, gears, and bushing...even in properly lubricated systems. Equipment life 
expectancies, safety factors, performance ratings and maintenance recommendations are 
predicated on normally occurring wear. However, such factors as design complexity, unit 
size, intricate assembly configurations, and variations in operating conditions and 
environments can make maintenance or repair needs (ordinary or emergency) difficult to 
evaluate or detect without taking equipment out of service. 
Modern integrated and automated high speed machine systems make any interval of 
down time costly and non-productive. This is why non-interceptive diagnostic 
techniques such spectrometric oil analysis, vibration analysis, motor current analysis, and 
ferrography (wear particle analysis) are increasingly being applied in the power, process, 
semiconductor and manufacturing industries. Machine designers and builders are 
increasingly using wear analysis as a realistic criterion for improvements in products such 
as compressors, gears, bearings and turbine components. This paper will describe the 
wear particle analysis technology and it's effect working with other predictive 
maintenance tools within industry. 

Key Words: Ferrography; predictive maintenance; Used Oil Analysis; Ferrogram 
Scanner; Passport System V; Wear Particle Types; Fourier Transform Infrared 

Spectrometer; Viscosity 

Wear Particle Analysis/Ferrography 

Ferrography is a technique that provides microscopic examination and analysis of wear 
particles separated from all type of fluids. Developed in the mid 1970's as a predictive 
maintenance technique, it was initially used to magnetically precipitate ferrous wear 
particles from lubricating oils. 

• This technique was used successfully to monitor the condition of military 
aircraft engines, gear boxes, and transmissions. That success has prompted the 
development of other applications, including modification of the method to 
precipitate non-magnetic particles from lubricants, quantifying wear particles 
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on a glass substrate (Ferrogram) and the refinement of our grease solvent 
utilized in heavy industry today. 

•    Three of the major types of equipment used in wear particle analysis are the 
Direct-Reading (DR) Ferrograph, the Analytical Ferrograph System and the 
Ferrogram Scanner. 

Direct Reading (DR) Ferrograph: The DR Ferrograph Monitor is a trending toolthat 
permits condition monitoring through examination of fluid samples on a scheduled, 
periodic basis. A compact, portable instrument that is easily operated even by a non- 
technical personnel, the DR Ferrograph quantitatively measures the concentration of 
ferrous wear particles in a lubricating or hydraulic oil. The DR Ferrograph provides for 
analysis of a fluid sample by precipitating particles onto the bottom of a glass tube that is 
subjected to a strong magnetic field. Fiber optic bundles direct light through the glass 
tube at two locations where large and small particles are deposited by the permanent 
magnet. At the onset of the test, before particles begin to precipitate, the instrument is 
automatically "zeroed" with a microprocessor chip as the light passes through the oil to 
adjust for its opacity. The light is reduced in relation to the number of particles deposited 
in the glass tube, and this reduction is monitored and displayed on a LCD panel. Two sets 
of readings are obtained: one for Direct Large >5 microns (DL) and one for Direct Small 
<5 microns (DS) particles. Wear Particle Concentration is derived by adding DL + DS 
divided by the volume of sample, establishing a machine wear trend baseline. 

Machines starting service go through a wearing in process, during which the quantity of 
large particles quickly increases and then settles to an equilibrium concentration during 
normal running conditions. A key aspect of ferrography is that machines wearing 
abnormally will produce unusually large amounts of wear particles indicating excessive 
wear condition by the DR Ferrograph in WPC readings. If WPC readings are beyond the 
normal trend a Ferrogram sample slide is made with the fluid for examination by optical 
microscopy. 

The Analytical Ferrograph: Additional information about a wear sample, can be 
obtained with the Analytical Ferrograph system, instruments that can provide a 
permanent record of the sample, as well as analytical information. The Analytical 
Ferrograph is used to prepare a Ferrogram — a fixed slide of wear particles for 
microscopic examination and photographic documentation. The Ferrogram is an 
important predictive tool, since it provides an identification of the characteristic wear 
pattern of specific pieces of equipment. After the particles have deposited on the 
Ferrogram, a wash is used to flush away the oil or water-based lubricant. After the wash 
fluid evaporates, the wear particles remain permanently attached to the glass substrate and 
are ready for microscopic examination. 
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r- 
Ferrogram Maker Instrument 

The Microscope: Ferrograms are typically examined under a microscope that combines 
the features of a biological and metallurgical microscope. Such equipment utilizes both 
reflected and transmitted light sources, which may be used simultaneously. Green, red, 
and polarized filters are also used to distinguish the size, composition, shape and texture 
of both metallic and non-metallic particles. 

Ferrogram Scanner: The Ferrogram Scanner is a fairly a new patented instrument 
designed to scan ferrograms and quantify the analytical data; thus offering a new set of 
trending parameters comparing the results to a laboratory database of over 750,000 
samples. This instrument uses a charged couple device (CCD) and the processing 
technology of a single board computer. By using a sensor array, the device scans the 
ferrogram made by the Ferrogram Maker in less than 20 seconds and generates standard 
output values that correspond to wear mechanism. The data output is manipulated with a 
software package controlled by a Windows based user interface. The user simply places 
the ferrogram on a slider and clicks on the computer interface. A motorized stage pulls 
the ferrogram into the instrument allowing the wear particle pattern to be scanned. The 
software then reports the wear levels and changes in the condition of the component. The 
program prompts the user through several graphing and condition analysis options, 
providing an overall recommendation. 

Types of Wear Particles: There is six basics wear particle types generated through the 
wear process. These include ferrous and nonferrous particles a comprises: 

l.Normal Rubbing Wear: Normal rubbing wear particles are generated as the result of 
normal sliding wear in a machine and result from exfoliation of parts of the shear mixed 
layer. Rubbing wear particles consist of flat platelets, generally 5 microns or smaller, 
although they may range up to 15 microns depending on equipment application. There 
should be little or no visible texturing of the surface and the thickness should be one 
micron or less. 

2.Cutting Wear Particles: Cutting wear particles are generated as a result of one surface 
penetrating another. There are two ways of generating this effect. 

•    A relatively hard component can become misaligned or fractured, resulting in 
hard sharp edge penetrating a softer surface. Particles generated this way is 
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generally coarse and large, averaging 2 to 5 microns wide and 25 microns to 
100 microns long. 

• Hard abrasive particles in the lubrication system, either as contaminants such 
as sand or wear debris from another part of the system, may become 
embedded in a soft wear surface (two body abrasion) such as a lead/tin alloy 
bearing. The abrasive particles protrude from the soft surface and penetrate the 
opposing wear surface. The maximum size of cutting wear particles generated 
in this way is proportional to the size of the abrasive particles in the lubricant. 
Very fine wire-like particles can be generated with thickness as low as .25 
microns. Occasionally small particles, about 5 microns long by 25 microns 
thick, may be generated due to the presence of hard inclusions in one of the 
wearing surfaces. 

• Cutting wear particles are abnormal. Their presence and quantity should be 
carefully monitored. If the majority of cutting wear particles in a system are 
around a few micrometers long and a fraction of a micrometer wide, the 
presence of particulate contaminants should be suspected. If a system shows 
increased quantities of large (50 micrometers long) cutting wear particles, a 
component failure is potentially imminent. 

3.Spherical Particles: These particles are generated in the bearing cracks. If generated, 
their presence gives an improved warning of impending trouble as they are detectable 
before any actual spalling occurs. Rolling bearing fatigue is not the only source of 
spherical metallic particles. They are known to be generated by cavitation erosion and 
more importantly by welding or grinding processes. Spheres produced in fatigue cracks 
may be differentiated from those produced by other mechanisms through their size 
distribution. Rolling fatigue generates few spheres over 5 microns in diameter while the 
spheres generated by welding, grinding, and erosion are frequently over 10 microns in 
diameter. 

4.Severe Sliding: Severe sliding wear particles are identified by parallel striations on 
their surfaces. They are generally larger than 15 microns, with the length-to-with 
thickness ratio falling between 5 and 30 microns. Severe sliding wear particles sometimes 
show evidence of temper colors, which may change the appearance of the particle after 
heat treatment. 
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Severe Sliding Wear 
5.Bearing Wear Particle: These distinct particle types have been associated with rolling 
bearing fatigue: 

• Fatigue Spall Particles constitute actual removal from the metal surface 
when a pit or a crack is propagated. These particles reach a maximum size of 
100 microns during the microspalling process. Fatigue Spalls are generally are 
flat with a major dimensions-to-thickness ratio of 10 to 1. They have a smooth 
surface and a random, irregularly shape circumference. 

• Laminar Particles are very thin free metal particles with frequent occurrence 
of holes. They range between 20 and 50 microns in major dimension with a 
thickness ratio of 30:1. These particles are formed by the passage of a wear 
particle through a rolling contact. Laminar particles may be generated 
throughout the life of a bearing, but at the onset of fatigue spalling, the 
quantity generated increases. An increasing quantity of laminar particles in 
addition to spherical wear is indicative of rolling-bearing fatigue microcracks. 

6.Gear Wear Two types of wear have been associated with gear wear: 

• Pitch Line Fatigue Particles from a gear pitch line have much in common 
with a rolling-element bearing fatigue particles. They generally have a smooth 
surface and are frequently irregularly shaped. Depending on the gear design, 
the particles usually have a major dimension-to-thickness ratio between 4:1 
and 10:1. The chunkier particles result from tensile stresses on the gear 
surface causing the fatigue cracks to propagate deeper into the gear tooth prior 
to spalling. 

• Scuffing or Scoring Particles is caused by too high a load and/or speed. The 
particles tend to have a rough surface and jagged circumference. Even small 
particles may be discerned from rubbing wear by these characteristics. Some 
of the large particles have striations on their surface indicating a sliding 
contact. Because of the thermal nature of scuffing, quantities of oxide are 
usually present and some of the particles may show evidence of partial 
oxidation, that is, tan or blue temper colors. 

Many other particle types are also present and generally describe particle morphology or 
origin such as chunk, black oxide, red oxide, corrosive, etc. In addition to ferrous and 
non-ferrous, contaminant particles can also be present and may include: Sand and Dirt, 
Fibers, Friction polymers, and Contaminant spheres. 

Contaminant particles are generally considered the single most significant cause of 
abnormal component wear. The wear initiated by contaminants generally induces the 
formation of larger particles, with the formation rate being dependent on the filtration 
efficiency of the system. In fact, once a particle is generated and moves with the 
lubricant, it is technically a contaminant. 
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Used Oil Analysis: Used Oil Analysis (UOA) techniques include a light-emission 
spectrometry test for dissolved elements in the oil (particles generally no greater than 5-7 
microns in size), Fourier transform infrared spectrometer analysis (FTIR) for physical and 
chemical changes in the oil, Kinematic Viscosity tests to determine oil viscosity 
degradation, various chemical titration's to determine depletion of alkaline reserve or 
build up of oil acidity (TAN & TBN), and chemical or distillation processes to determine 
water content. 
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Used Oil Analysis Computer Window 

Spectrometric Elemental Analysis: Spectrometric methods include atomic absorption 
(AA), atomic emission spectroscopy (AES), inductively coupled plasma emission 
spectrometer(ICP). Of these methods, atomic emission spectroscopy and induced couple 
plasma which rely on the detection of light emitted by the elements, are the most popular 
because of cost, speed, and other factors. 

Fourier Transform Infrared Spectrometer: FTIR is widely used to determine water 
and coolant contamination of the lubricant, as well as to identify and monitor the 
depletion of additives and the buildup of oxidation products. A differential spectrum can 
be obtained by subtracting the spectrum of the new lubricant from that of the used 
lubricant to clearly reveal the area of change. 

Viscosity: Probably the most important single property of a lubricating is its viscosity. It 
is a factor in the formation of lubricating films under both thick and thin film conditions; 
it affects heat generation in bearings, cylinders, and gears; it governs the sealing effect of 
the oil and the rate of consumption or loss; and it determines the ease with which 
machines may be started under cold conditions. For any piece of equipment, the first 
essential for satisfactory results is to use an oil of proper viscosity to meet the operating 
conditions. A decrease in viscosity may indicate contamination with a solvent or fuel or 
with a lower grade viscosity oil. An increase may indicate lube oxidation or 
contamination with a higher grade viscosity. 

Total Acid Number: Acidity indicates the extent of oxidation of a lubricant and its 
ability to neutralize acids from exterior sources such as combustion gases. The acidity of 
lubricants is measured by the amount of potassium hydroxide required for neutralization 
(mg KOH/g) and the resultant number is called the TAN ( total acid number ). The 
additives in most new oils contribute a certain TAN or acidity, therefore, it is critical to 
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determine and monitor changes from new oil reference. An increase in TAN may indicate 
lube oxidation or contamination with an acidic product. A severely degraded lubricant 
indicated by a high TAN may be very corrosive. 

Water Testing by Karl Fischer: This test produces iodine when electricity is conducted 
across a mesh screen. The electrical current needed to create iodine and remove existing 
water is measured and converted to parts per million (ppm). Quantification of water 
contamination - water in a lubricant not only promotes corrosion and oxidation, but also 
may form an emulsion having the appearance of a soft sludge. 

Passport System V Software and Instruments 

The combination and enhancement of WPA and UOA within the past few years have 
been oriented towards managing a predictive maintenance program efficiently with the 
advent of software and high tech tools. Of the recent development of our Passport System 
V software and instrumentation allows the user to incorporate all different types of 
predictive maintenance tools with a customized approach. The Passport System V is 
sophisticated, yet simple to use, state of the art data management and report writing tool, 
which provides users the most advanced capability available for computerized storage, 
comparison data, and evaluation of lube and wear data. The software design makes the 
creation of tables, charts, digitized pictures, drawings, and qualitative reports, previously 
produced manually, a faster and easier task, with more accurate results. 

The Passport System V incorporates a video camera to capture and transmit the particle 
image magnified on the microscope to a personal computer. The data management 
features enable the technician to rapidly prepare a report and compare the current 
machine condition with the previous analysis history. The computer screen act as a 
regular display for report writing or reviewing information, while another part of the 
screen high resolution images are display from the microscope or from earlier reports, or 
pictures from the Wear Particle Atlas. With these combined features and having 
predictive maintenance information at your fingertips allows the technician to provide a 
comprehensive report with quality condition monitoring recommendations. 

Passport System V 
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The Passport System V is a significant enhancement to predictive maintenance 
monitoring. The data management capability is obviously valuable to industry today. The 
technology to capture, digitize, transfer, and store images has progressed rapidly such that 
the quality is now equal or even better than still photography. The system enables the 
user to establish their own predictive maintenance reference guides for their machinery. 
The Modem/Internet e-mail system enables the technician to communicate with distant 
sister facilities' sites and with other technicians including our own experts. Perhaps most 
exciting of all is the prospect of developing an artificial intelligence base for diagnosis 
and decision making. 

Diesel Applications 

Wear particle analysis for diesel engines has been used in conjunction with other test 
methods, usually spectrometric analysis with superior results. As in other oil lubricated 
equipment, wear is an indicated by increasing amounts of particles and by changes in 
particle size distribution, composition, and morphology. The effects of engine operating 
conditions on the wear of cylinders' liners, piston rings, and crankshaft main bearings 
have been successfully observed by both wear particle and used oil analysis. 
For diesel engines, heat treatment of the ferrograms distinguishes temper colors between 
low alloy (crankshafts) and cast iron (piston rings and cylinder liners), depending, of 
course, on the specific engine metallurgy. Although ferrous particles are primarily 
analyzed, other particles such as lead may be partially retained and has been used to 
follow main bearing wear. Normal Oil samples & ferrograms from diesel engines 
generally show only small rubbing wear particles and low iron levels on the spectrometric 
analysis test. A light deposit of corrosive wear debris at the ferrogram exit is typical. 
Diesels are exposed to acid conditions caused primarily by sulfur-containing fuels. In the 
United States this is becoming less of a problem, due to environmental regulations. In any 
case, the TAN testing process would confirm the acidity of the diesel lubricant. 
Common wear problems in diesels are bore polishing, in which the cylinder wall is 
polished in spots to a mirror finish, and ring wear. Both of these problems are associated 
with piston deposits to some degree. This wear mechanism results in an increase in wear 
debris and that is detectable by both wear particle analysis and spectrometer. 

Aircraft Gas Turbines 

Aircraft and aircraft-derivative jet engines are subject to various failure mechanisms. 
Some of these failure modes proceed very rapidly, whereas others can be detected 
hundreds of operating hours before a shutdown condition is reached. Most failures of gas 
turbines occur in gas path. Gas-path failures frequently, but not always, cause an increase 
in wear particle size and concentration in the oil system, probably due to the transmittal 
of imbalance forces to turbine bearings and other oil-wetted parts. The resulting bearing 
or gear wear is then detected by both Used Oil Analysis and Wear Particle analysis. 
Determining the exact source of wear problem can be difficult in a gas turbine because of 
complexity of the oil-wetted path. Typically several cavities, housing bearings, or gears 
will be force lubricated through individual return lines connected to a tank from which 
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the oil is pumped (at a high rate), then pass through a filter and heat exchanger, and the 
cycle repeated. Magnetic chip detectors or magnetic plugs are often installed in the return 
lines from various engine parts. These can help to pinpoint the source of generation in 
cases where particle metallurgy, as determined by heat-treating ferrograms, is similar for 
various engine parts. However, chip detectors will not give a warning until the wear 
situation is so severe that extremely large particles are being generated. By this time, the 
opportunity for predictive maintenance may be lost. Other analytical techniques, such as 
vibration analysis, may help to pinpoint the part in distress utilizing an expert system 
software that provides recommendations for action. In any case, predictive maintenance 
tools integrated together offer the maintenance engineer the best decision making tool. 

Conclusion 

The benefit of automation is in the use computer programs and emerging software 
technologies of artificial intelligence to assist in determining when to remove equipment 
from service for maintenance. For example, an advanced system which integrates 
emerging technologies in vibration, motor current analysis, thermography, ultrasonic, 
electronics, microprocessing, graphics, and data management could regularly sample a 
number of machines from a sampling device, compare the samples to previous samples 
for trend information (along with other Data parameters), make the decision to schedule 
the machine for maintenance, generate a work order for the maintenance team and send a 
purchase/work order to accounting for needed repair parts. 
The maintenance manager/engineer could have almost instantaneous reports on the 
condition of each machine, along with a dollar figure indicating the optimal dates for 
shutdown and other maintenance requirements. 
Technology advances oriented toward maintaining and incorporating all production data 
serve as an efficient assessment of manufacturing equipment. Companies as we know it 
today, can ill afford any shutdowns what so ever due to a tremendous amount of re- 
engineering or down-sizing occurring worldwide. Therefore, predictive maintenance 
tools working in conjunction with production efficiency, analyzed through a cash flow 
model are the decision making tools of today and tomorrow. 
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Abstract: Accurate component life measurement and integrated diagnostics that 
reflect component design principles is critical to optimizing the structural integrity of gas 
turbine engine components once installed in an engine. State-of-the-art technologies 
such as "virtually sensing" currently unmeasured engine parameters such as turbine entry 
temperature (TET) are now being used in critical component lifing algorithms to enhance 
structural integrity assessments in a timely manner. In addition, complex finite-element 
and empirical models of structural and performance related engine areas can now be 
accessed in a real-time monitoring environment. Integration and implementation of these 
proven technologies presents a great opportunity to significantly enhance current engine 
health measurement capabilities and safely extend engine component life. 

A strategy adopted by the USAF to develop a modular, comprehensive engine health 
monitoring system is presented. An R&D program whose ultimate aim is to develop and 
test an engine health monitor (EHM) capable of component life measurement, 
performance and mechanical diagnostics, sensor validation, trending, and anomaly 
detection is discussed. Engine data currently sensed and recorded for post flight 
processing will be analyzed in a continuous real-time mode. The measured data will be 
used as inputs to "virtual sensing" modules that will predict non-measured parameters 
needed in the life measurement module. Hence, life usage algorithms will determine 
critical component remaining life more accurately based on actual mission severity. For 
fault detection and accommodation, extensive knowledge of how a healthy engine 
operates under given conditions will be analyzed, and any deviation from this "normal" 
pattern of expected parameters will be detected and further analyzed. Faults resulting 
from sensor failure modes will be promptly isolated and more complex faults will be 
identified by pattern recognition schemes and fuzzy logic. The system under 
development is designed for the Rolls-Royce F405 engine (Adour) which is fitted to the 
Navy's T45 trainer, and a full-scale demonstration of the technology will ultimately be 
conducted on this engine. 

Key Words: Gas Turbine Engine, Health Monitoring, Usage Monitoring, 
Diagnostics, Condition Monitoring, Artificial Intelligence, Life Measurement, 
Turbomachinery. 
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EHM System Architecture: The Engine Health Monitoring system under development 
consists of four modules that will perform sensor validation/recovery, trending, diagnostics, 
prognostics, and life usage functions. The four modules are named (1) data management, (2) 
health, (3) diagnostic and (4) engine life and operate simultaneously, transferring real-time, 
trended, diagnostic, and component life data between the modules as needed. The basic block 
diagram illustrating the functionality of each module is given below in Figure 1. 

Figure 1 EHM System Architecture 

Data Management Module: The first responsibility of the Data Management Module 
is to acquire the real-time, sensed engine data. Next, the module utilizes a neural network 
predictor architecture to perform several quality control checks to ensure the integrity of the 
sensed data. Details on the sensor validation scheme are given later in this paper. Once the 
data is thoroughly checked, additional engine parameters are predicted in real-time from the 
directly sensed engine parameters using a standard back propagation network architecture 
trained by "engine performance synthesis" models. Hence, currently unmeasured engine 
parameters such as turbine entry temperature (TET) can be predicted and utilized in real-time 
just as the directly sensed parameters.  These "virtually sensed" engine parameters are then 
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used in the engine life module to obtain more accurate and realistic measures of hot 
component life parts. An engine duty monitor is also present in the data management 
module. Engine life is accumulated for both the HP turbine blades and disk based on LCF, 
creep, and thermal cycles and is presented as a fraction of total available life. The final 
function to be performed in this module is overall system data storage and retrieval. Raw 
sensed data, trended data, diagnosis results and engine life accumulation reports are all stored 
in this sub-module. 

Sensor Validation and Recovery System 

An advanced sensor validation scheme capable of detecting failed sensor hardware 
without sensor redundancy and during non-steady state monitoring conditions is a 
necessary "front end" to the EHM system. The developed approach utilizes neural 
networks and fuzzy logic to accomplish the desired goal. Neural networks are used to 
recognize the non-linear, inter-relationships between the different types of sensors used 
in a transient or steady-state measurement environment. Fuzzy logic is used to pre- and 
post-process the measurement data in order to determine general characteristics about the 
state of the process being monitored. 

A block diagram of the sensor validation system architecture is given in Figure 2. The 
speed/power sensor data is first accepted by two parallel fuzzy logic modules. The first 
module determines the state of the speed/power condition (i.e increasing, decreasing, or 
steady-state) and the second verifies the validity of speed/power sensor itself. The output of 
the speed/power condition module triggers a particular neural network module that was 
specifically trained to know the sensor relationships for either increasing, decreasing or steady 
power output. Only one neural network module is triggered at a time, depending on the 
outcome of the prior fuzzy logic decisions. The sensor confidence values predicted by the 
neural networks are trended over time and passed through another fuzzy logic module to 
interpret the results. These extra steps are used to ensure that false alarms do not occur. 

For the gas turbine engine application discussed in this paper, there are four primary 
performance related sensors (along with LP and HP rotor speeds) that are measured during 
turbine operation. These sensors include; fuel flow (Wf), HP compressor delivery pressure 
(P3), LP compressor delivery temperature (T2), and Jet Pipe temperature (T6). The outputs 
of the neural networks yield a confidence factor associated with the probability of a failed 
sensor. A confidence factor near one represents proper sensor operation, while a confidence 
factor near zero indicates a faulty sensor mode. A fuzzy logic module is used at the output of 
these neural networks to decide whether the sensor is good, bad, or somewhere in between. 
For instance, if a hard decision was utilized to alert the crew when a sensor confidence factor 
reached a level less than 0.80, false alarms would likely occur even though a sensor 
confidence factor of 0.78 might still indicate a properly working sensor. 
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SENSOR VALIDATION SYSTEM ARCHITECTURE 
(NON-REDUNDANT; NON-STEADY STATE) 

Figure 2 Sensor Validation Scheme 

Health Module: The Health Module is dedicated to examining the real-time engine 
parameter data set and detecting any engine anomalies that exist with respect to the normal 
engine's operating signature. This function is performed for both the performance parameters 
and vibration data. First, the measured performance parameters are examined within pre- 
determined speed bands during the entire mission to ensure consistent and accurate 
performance patterns scans. When a set of acquired engine perfromance parameters trigger 
an anomaly being detected, the current real-time performance data is forwarded to the 
diagnostic module for detailed examination. Based on the trended data and fault pattern 
recognized, the severity and duration of the recognized fault can be determined. 

Engine performance anomalies are detected by comparing normal "engine signatures" with a 
set of current measured engine data. Normal engine signatures are obtained for each engine 
during the standard production pass-off tests. Each measured parameter (Tl, PI, T2, P3, T6, 
Wf, NL, NH) on the engine is plotted against the HP rotor speed to yield a "normal" range of 
operation for that specific engine. Any deviations from "fuzzy" bands encompassing these 
parameter plots will trigger the anomaly detection routines. The "fuzzy" bands are 
implemented with a dedicated fuzzy logic routine that contains membership functions that are 
specifically related to the particular engine being monitored. 
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In addition to the performance anomaly detection described above, vibration anomaly 
detection and diagnostics is also performed within the real-time monitoring environment. 
Vibration spectrums from the available engine installed accelerometers are gathered at 
particular engine operating speeds to form a "current" database of the engine's vibration 
characteristics. The speed ranges at which the spectrums are stored for the F405 engine are 
80%, 85%, 90%, 95%, and 100% maximum NH rotor speed. Figure 3 is an illustration of the 
vibration anomaly detection and diagnostic scheme showing the spectrums gathered for the 
starboard tangential and port radial accelerometers 

Once the acceleration power spectral densities are organized into their respective bins, the 
peaks of the NL and NH rotor speeds are examined for overall amplitude and location (in 
terms of the % max NH speed) of the peaks. This information is used by the fuzzy logic 
diagnostic algorithms to determine if the vibration is coming from either the compressor or 
turbine and if it is associated with the HP or LP shaft. Once the basic location of the vibration 
source is determined, a more detailed diagnosis of the vibration problem is predicted. 
Currently, the system has been trained to recognize vibration fault patterns including; 1.) 
Unbalance/Misalignment, 2.) Rotor Rub and Mechanical Looseness, and 3.) Deteriorated 
Bearing Conditions. 

Starboard Tangential 
Module 3 - HP Out Of Balance 

Figure 3 Vibration Anomaly Detection and Diagnostics Scheme 

493 



Diagnostic Module: Once an anomaly is detected and the current data is transferred to 
the Diagnostic Module, dedicated neural network fault classifiers determine the probable 
cause of the fault or degraded performance. A block diagram of the performance diagnostic 
procedure is given in Figure 4 shown below. 

The underlying design of this model-based, fault diagnostic module lies in the determination 
of changing conditions appearing in engine sensory data due to the existence of particular 
faults. These observed changes are compared with the "normal" operating engine process to 
recognize error residuals. These residuals and associated patterns are then analyzed for failure 
detection and diagnosis by comparing them with known failure signatures associated with a 
failed component on the operating engine. 

Engine fault signatures, which illustrate the effect of a failure on particular engine parameters, 
are generated from both historical engine data and engine synthesis models of the engine. In 
fact, a combination of these approaches is utilized in this EHM system. In the end, the failure 
diagnosis is accomplished with a neural network classifier to recognize the patterns of 
respective failure signatures. The performance diagnostic module in this program utilizes 
both self organizing neural network maps (to cluster and identify similar patterns) and trained 
network classifiers for specific problem diagnosis. 

The real-time engine data for a particular speed-band is first compared with the corresponding 
"normal" operating patterns to determine measured parameter changes. These error patterns 
are then normalized with respect to the maximum measured parameter change and passed to a 
self organizing neural network map (Kohonen network) for initial pattern clustering. Figure 5 
illustrates the results of Kohonen self-organizing map under noisy pattern conditions. Error 
pattern clustering was used as an initial diagnostic step because of its high robustness with 
respect to pattern noise. After the error pattern has been organized into a particular location 
on 10x10 interpretive Kohonen map, a trained back-propagation network classifies the 
coordinate location on the map into a specific diagnosis. 
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Figure 4 Performance Diagnostics Scheme 

Figure 5 Kohonen Map Diagnostics 
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Engine Life Module: During the mission, data from the engine duty monitor within the 
Data Management Module is continuously being transferred to the Engine Life Module so 
that "mission representative" life may be accumulated. The life accumulation algorithm will 
include the engine specific parameters tracked throughout the entire mission. Hot section 
temperatures and stresses will be estimated in real-time based on a neural network 
architecture trained from engine synthesis models and BLADE-GT finite element models. 
Corresponding material creep and thermo-mechanical fatigue will therefore be more 
accurately determined based on actual mission severity. At the end of the mission, critical 
component life accumulated during that mission is reported and transferred back to the data 
management module for overall accumulation of each components life usage. 

A significant advancement will be made in monitoring the life of HP turbine blades and disks 
by utilizing state-of-the-art BLADE-GT finite element models in real-time to predict the 
blade's critical stresses. The process for obtaining "virtual stress measurements" is 
accomplished by training neural networks with data that is generated by exercising the 
BLADE-GT model over a full range of engine operating conditions. This process has aleady 
been proven in several other applications with FE and engine synthesis models, with 
predictive virtual sensor results having an average error of less than 0.5%. Currently, the 
EHM system developed for the F405 engine on the Navy Trainer "virtually senses" SOT, T3, 
T4, andWIA. 

Once the network is trained from the off-line model results, the network is ready to be 
accessed in real-time to produce the most accurate estimates of stresses and temperatures 
without actually having strain gauges or RTDs in place. This procedure has wide application 
in other areas of the engine where accurate models can be used to predict unmeasured 
parameters. 

The discussed EHM system incorporates LCF, material temperature/creep, and thermo- 
mechanical fatigue aspects into a comprehensive damage accumulation algorithm. This 
represents a significant enhancement over the current life monitoring systems. Primarily, 
increased emphasis will be placed on "hot" components where these mechanisms play a large 
role in the failure process. The proposed approach of individually tracking the total life of 
each critical component will allow for a more representative and less conservative estimate of 
component life consumption. 

The engine life module developed for the F405 engine concentrated on the HP turbine disk 
and blades Other components can easily be added to the system if the necessary life 
algorithms are available. Engine life usage algorithms for creep and low cycle fatigue of 
critical parts are already included in the Aircraft Data Recording system on the T45A 
Goshawk aircraft. The algorithms for the HP disk will be refined to use the more specific 
data available from the Data Management module to record accumulated life usage. 
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Figure 6 Engine Component Life Monitoring Scheme 

EHM Ground Test System Software 

A dedicated EHM software interface has been designed to aid in the development and testing 
of the real-time monitor. Specific user interface modules have been developed so that all 
monitoring aspects of the system can be examined during the testing stages of the program. 
Each of the engineering modules and corresponding software interfaces are discussed in this 
paper with examples of Adour engine data that have been processed by the EHM. The main 
"front end" EHM software screen is given in Figure 7. 
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Figure 7 EHM Software "Main Screen" 

Conclusions: With the application of artificial intelligence to real-time engine diagnostics 
and more mission representative lifing algorithms, current engine health monitoring systems 
can be improved significantly. In particular, the incorporation of neural networks and fuzzy 
logic into the diagnostic process will yield great benefits in terms of processing speed, 
robustness, knowledge acquisition, and adaptability. A list of some important technical 
benefits of applying AI and advanced life prediction schemes to condition monitoring, 
diagnosis, and life usage are as follows: 

1.) Enhanced ability to capture, organize, and utilize all relevant data, experience, and 
rules within a massively parallel, interconnected processing unit. 

2.) Provides an automated procedure for incorporating data from several knowledge 
sources including; analytical FEM models, aerothermal performance models, 
empirical/trended test data, and heuristic (rules based) experience. 

3.) Neural network system architectures are well suited for processing large quantities of 
non-linear, multidimensional, coupled parameters such as temperatures, pressures, etc. 
that occur within a gas turbine engine 
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4.) Utilizing artificial intelligence results in a process that is less dependent on human 
experts and more automated to facilitate quick decision making. 

5.) Incorporating more accurate information into the proposed life accumulation 
algorithms will provide a more accurate outlook on the remaining life of critical 
engine components. 
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Abstract: The detection, characterization, and classification of fault (or impending fault) 
conditions in complex machinery usually involves the use of either implicit reasoning 
techniques or explicit reasoning techniques. Implicit reasoning techniques, such as 
artificial neural networks (ANN) or pattern recognition techniques, transform observed 
data into a declaration of the status or health of a monitored system. Neural nets, for 
example, which must be trained with a priori data, encode a (generally) non-linear 
transformation via a set of weights associated with the network architecture. By contrast, 
explicit automated reasoning techniques, such as rule-based expert systems or logical 
template systems, encode explicit knowledge gained from maintenance personnel or 
system designers to allow interpretation of fault conditions based on the values of 
observed data. An automated reasoning technique that has been found useful is a hybrid 
approach which combines implicit and explicit automated reasoning techniques. In 
particular, a set of fuzzy logic rules are first developed to reason about fault conditions 
based on information obtained from knowledgeable maintenance personnel. Next, a 
neural network is trained to represent the rules. Finally, the neural net is supplied with 
examples of real data for fault and non-fault conditions and allowed to evolve or re-learn 
to adapt to the supplied data. The resulting hybrid neural network is more robust than 
could be obtained by simply training the neural network from sample data alone. 
Moreover, it is possible (by inspection) to derive rules from the neural network which are 
usually more concise and robust than the original rules. These features facilitate accurate 
assessment of fault conditions in a machine, which is essential for predicting the 
remaining useful life of the machine. 

Key Words: Automated reasoning; condition-based maintenance; explicit reasoning; 
fault classification; fuzzy logic; hybrid reasoning techniques; implicit reasoning; neural 
networks 
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Introduction: 

Condition-based maintenance (CBM) of mechanical systems has received increased 
attention recently. The goal of a CBM system is to monitor the operation of a complex 
mechanical equipment and provide the operator with an accurate assessment of the 
system's current health (state), and, if possible ^prediction of the remaining useful life of 
the equipment [3, 6]. The success of such an effort depends on the development of 
improved robust sensors, real-time techniques for processing sensor data, fusion 
techniques for combining resulting refined information and micro and macro level 
models, and automated reasoning techniques to interpret the results of the previous 
analysis in the context of the operational environment and the task goals. CBM represents 
a migration from the traditional maintenance approaches where maintenance is either 
restorative, i.e. performed after a failure occurs, or schedule-based, i.e. performed after 
pre-determined intervals, which are typically based on worst-case mortality statistics [3]. 
Though the traditional approaches usually avoid catastrophic failure, they lead to 
unnecessary downtime, and either unacceptable risk (with restorative maintenance) or 
inefficient utilization of resources (with schedule-based maintenance). Crucial to CBM is 
the ability to monitor the machine's condition and accurately assess fault conditions. This 
requires monitoring of the machine's vibration, acoustic emission, temperature, and 
pressure, etc. However, to prevent information overload it is important that the sensor 
data be presented in a more refined and concise manner. This can be accomplished by 
sensor data fusion to remove redundant information and to combine imprecise 
information, in order to obtain distilled and accurate information. This is possible because 
different sensors provide information about different aspects of a complex system and 
data fusion utilizes the most reliable information from each sensor to provide more 
accurate information about the complex system than is possible to obtain with any one 
sensor [4]. But the value of the refined information is only realized when it is interpreted 
with respect to the machine's task or the mission scenario. This is one of the main goals 
of automated reasoning for CBM. 

While automated reasoning research has been ongoing for several decades it is only 
recently that due attention is being focused on its application to large complex systems. 
As this happens it is becoming increasing clear that there is no single approach that can 
solve all the problems in creating an automated reasoning system for complex systems. 
Researchers have developed symbolic, connectionist, and statistical approaches for 
automated reasoning. There remain many challenges in this area and some of the 
challenges especially in the context of CBM are listed in the next section. 

At the Pennsylvania State University a number of experiments are being conducted to 
develop techniques to diagnose and predict fault conditions for mechanical systems. In 
this paper we show how the combination of fuzzy rule-based and neural network 
approaches can lead to better performance for monitoring and fault classification. In the 
next section the challenges for an automated reasoning system are briefly described and 
some techniques that address those challenges are identified. Then, the hybrid approach 
for automated reasoning is presented and illustrated via an example application of an 
intelligent oil lubrication monitoring system. Finally, a summary of the new approach 
and outline future research and development areas are presented. 
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Challenges and Techniques for AR for CBM: 

An intelligent system must monitor its components and systems, assess their health, and 
identify the implications ofthat assessment to the health of the system and to its mission. 
These requirements are very similar to those for the development of a CBM system [3]. 
Indeed, situation monitoring, its assessment, and predicting its implications, or MAP, 
would constitute intelligent behavior for a human, for an animal, and, for a machine. 

Only recently has there been effort to develop automated reasoning systems for practical 
complex systems such as large machinery. Contemporary automated reasoning 
approaches grew out of the efforts of Hebb, McCulloch, and Pitts, on modeling the 
behavior of the brain in the 1940s, and the efforts of Rosenbaltt, Wiener, von Neumann, 
Minsky, Widrow and others, on making intelligent machines in the 1950s. But these 
approach did not succeed, largely due to the inadequacies of the technology of that time 
[2]. Over the next two decades, there grew are two main branches of the field that Minsky 
called Artificial Intelligence (AI), symbolic and connectionist. At the same time, a small 
but hardy group of researchers set out to capture two essential aspects of intelligence, 
linguistic reasoning, with Fuzzy Logic theory proposed by Zadeh, and imprecise 
reasoning, with the Demspter-Shafer Belief Theory [8]. Interestingly, symbolic AI camp 
primarily utilized probability theory and belief theory while connectionist AI camp 
utilized fuzzy logic theory and approximation theory. 

In Table 1 above, a summary of some challenges faced in developing an automated 
reasoning system is given [5]. The approach described here suitably addresses the first 
five challenges summarized in Table 1, and is readily applicable to all but the last 
challenge. Its application to the last challenge would require some modification and a 
suitable control structure. 

Table 1. Summary of Challenges to AR for CBM 
Challenge to AR Summary 

Default reasoning the ability to achieve a conclusion with "reasonable" 
assumptions and the absence of information 

Explicit and Implicit 
Knowledge Representation 

the ability to represent explicit knowledge (e.g. rules, 
templates, frames, etc.) and implicit knowledge (e.g., 
stored in neural nets) 

Negative Reasoning the ability to explicitly represent and reason with 
negative information, the implications of the absence 
of information 

Truth Maintenance a method to maintain uncertainty structure associated 
with the evolving conclusion 

Practicality an approach which leads to a finite, and potentially a 
real-time, implementation 
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Table 1. (cont'd) Summary of Challenges to AR for CBM 
Hierarchical Knowledge 
Representation and 
Reasoning 

the capability to reason about hierarchically organized 
systems, to exploit the natural partitioning of the 
problem 

Multiple Time-Scale Causal 
Reasoning 

the ability to reason with asynchronous information 
with very dissimilar rates of variation (time-scales) 

Ordering of Extensions a technique to deal with multiple, possibly conflicting, 
assumptions 

Non-Monotonic Reasoning the capability to retract or reverse a conclusion based 
on further information 

A Hybrid Approach for AR for Fault Classification in CBM Systems: 

A hybrid approach combining fuzzy logic and rule-based systems, to capture the expert's 
explicit knowledge, and neural networks, to provide a parsimonious representation of the 
knowledge base and for their adaptability is described here. The approach was developed 
for automating intelligent condition monitoring applications and provides an efficient 
implementation mechanism for distributed diagnostics. 

Typical AR systems either utilize implicit knowledge or explicit knowledge about the 
complex system to be monitored. Usually, expert systems or rule-based systems employ 
explicit information acquired from experts while in neural network implicit information is 
stored in their interconnections of the neurons which are trained for with raw sensor data. 
The main limitations of rule-based systems are (a) the combinatorial explosion that 
results from the need to account for as many combinations of the input variables as 
possible and (b) the problem of inconsistent or conflicting rules which are hard to detect 
as the rule base becomes large. The first limitation is partly obviated with the use of fuzzy 
logic instead of symbolic logic and this has the pleasant side effect of reducing the 
severity of the second problem as well. Nevertheless, even fuzzy rule-based systems are 
not designed to handle both explicit and implicit knowledge simultaneously. While neural 
networks are able to readily capture the implicit knowledge hidden in the variation of 
sensor data, their main limitations are (a) it is usually very hard to explain the reason that 
the network made specific decisions and (b) training techniques usually take very long to 
converge and require trial and error and educated guesses to decide the network size, 
topology, and initialization. An advantage of explicit systems is that they can be 
developed with minimum prior test data. A disadvantage of such systems, however, is 
that they may not reflect the realities of the actual systems operating in realistic (as 
opposed to laboratory based) environment, i.e., the explicit system may be based on 
machinery specifications rather than on the actual conditions experienced during 
operation. It is clear that the two methods compliment each others advantages and 
limitations. It is natural, then, to combine the two approaches to exploit their advantages 
and to eliminate their disadvantages. This is precisely the basis for our approach. 
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The Hybrid Framework 

We now provide an overview of the approach for automated fault classification in 
complex systems. First, a knowledge engineer elicits explicit rules from a domain expert 
about the system's operation. These are used to train a neural network to learn the rule 
set. The antecedents in the rules are fuzzy variables and, therefore, they take values from 
a finite discrete set, which can be mapped to any set that is isomorphic to a finite subset 
of the set of natural numbers. This important observation results in two consequences: the 
rule-base is finite, though its size is an exponential function of the number of unique 
variables and it allows the interpretation of the neural network, trained with such rule-set. 

The acquired rules are used to train a layered feedforward neural network to capture the 
explicit knowledge. Finally, a much smaller rale set is derived from the neural network 
which represents the same explicit knowledge that was obtained from a domain expert. 
The neural network can be retrained on actual sensor data to refine the knowledge base 
and to incorporate implicit system knowledge. Rules can also be extracted from the 
resulting network. The notable features of the novel approach are its ability to 
encapsulate explicit and implicit knowledge and its flexibility, in allowing updates of the 
knowledge base and extraction of a parsimonious and consistent set of rules from the 
network. The new hybrid approach uses a combination of fuzzy rule-base and a neural 
network knowledge representation methods, shown pictorially in Figure 1. In describing 
the approach the focus is on the CBM application of the inferring state of an internal 
(critical) part of a machine by monitoring the outputs of sensors in the machine. It is rare 
to be able to locate the sensor close to the hidden part and several sensors are utilized to 
get a reasonable assessment of the critical component's state. In the future, this may be 
less of a restriction when new nanosensors become available, which could be placed very 
close to, if not on, the critical parts [3, 6]. 

When using neural networks the key issues to address are: 
(a) the number of inputs and outputs? 
(b) the number of hidden neurons and their activation functions? 
(c) the type of training/learning? 
(d) the amount of training data required for adequately learning the knowledge base? 

The main advantages of the new approach are: 
• captures explicit knowledge via fuzzy logic rules, 
• parsimonious representation of implicit knowledge, 
• captures implicit knowledge from sensor inputs during operation, 
• fast evaluation for real-time operation, 
• adapts to particular machine or system and to operational conditions, 
• extract rules from neural network to explain operation and refine knowledge, 
• improve understanding of system by identifying key components affecting system 

operation, and 
• the network permits the extraction of both positive and negative reasoning type 

rules - what is wrong vs. what isn't wrong [5], greatly helps in reducing the size of 
rule sets and search space. 
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Figure 1: The hybrid implicit/explicit automated reasoning approach. 

An Example Application - Oil Lubrication System Monitoring 

Now an application is presented to demonstrate the new hybrid approach for automated 
reasoning. In an oil lubrication system it is often of considerable importance to assess if 
the oil filter is clogged or not. Typically this assessment is made by removing and 
visually inspecting the filter. This is not feasible when the machine is in operation and 
can cause significant down-time if done frequently. An alternative is proposed that can 
perform the assessment of the oil filter's condition on-line. An oil lubrication monitoring 
system would monitor observables from various sensors and use a knowledge-base, 
established with the help of an oil lubrication expert, to assess the filter's condition 
continuously. Such a system can be a valuable asset since it would provide timely 
assessment of the filter's condition and permit corrective or even preventive actions to be 
taken. 

Sample Rules Acquired from Expert 
In this example of an intelligent oil lubrication monitoring system, a set of explicit rules 
is built, for ascertaining whether the oil filter is clogged based on pressure, temperature, 
and flow measurements. The first step in the implementation of an expert system or, in 
general, a reasoning system is the establishment of a knowledge base. This is typically, 
done by querying a domain expert and eliciting rules that could be used in arriving at 
conclusions about the machine or complex system using facts about its present and past 
condition. The rules are usually cast as Horn-clauses, i.e.,   If (JC, C, JC2 C2 ... JC„) then y, 
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where x: are variables or facts and C, are AND/OR connectives (i = 1, 2, ..., n). The 
expression in the parentheses after the If is called the premise or the antecedent and y 
constitutes the conclusion or the consequent. Note that the variables (facts) x; can be 
positive or negative, i.e., they could signify the presence or absence of a condition or 
event. A more general representation would allow for multiple consequents, and could 
result in reduced number of rules by combining those rules that have identical antecedent. 

For the purpose of illustrating the new approach an oil lubrication system was selected, 
whose health is important for most mechanical equipment. Three sensors were selected to 
measure differential pressure drop though the filter, Filter AP, Temperature close to the 
filter and can give an indication of viscosity change, and the oil flow which varies with 
engine speed, Volume Flow, and these variables are designated in the neural network by 
AP, T, and F, respectively. The inferred variables are Filter Clog, a boolean variable 
indicating, and CF, a confidence factor indicating confidence in the value of Filter Clog, 
which will be referred to concisely as C. Each sensor output was to be read as either Low, 
Normal, or High. An example rule from a rule set acquired from an domain expert is 

If {Filter AP is Low) and (Temperature is Normal) and (Volume Flow is High) 
then (Filter Clog is No) CF 0.9. 

A one-hidden layer feedforward neural network was selected and trained to learn the 
initial rule set, which consists of three layers neurons as shown in Figure 2. Note that 
there are no intra-layer connections, which is the defining characteristic of strictly 
feedforward networks. Each neuron (node) simply linearly combines all its inputs with 
their respective connection weights and evaluates the net result with its activation 
function. The activation function used was the sigmoid, f(x)= 1 / ((1 + exp(-ax)), where 

a controls the steepness of the function in its linear region. The network has three inputs 
(AP, T, F) and one output as necessitated by the selection of sensors and the desired 
variable to be inferred (C). Since the input layer of neurons just provides the inputs to the 
hidden layer it is often not counted when describing the network and the network with 
one hidden layer is also called a two-layer network. 

The fact that the inputs were fuzzy variables which took values in {Low, Normal, High}, 
which we represented as {0, 0.5, 1}, permitted the use of standard neural network 
training. Specifically, this selection results in reasonable numerical results with the neural 
network training algorithms in neural networks toolbox of MATLAB, using the adaptive 
backpropagation of errors with momentum technique. The output C is boolean and it was 
represented as a continuous variable to allow faster training. Later it was thresholded to 
obtain a boolean output, with a value greater than 0.6 signifying clogged filter. The 
confidence factor CF was derived separately, as described below. The number of hidden 
units (7) was arrived upon after trying many different configurations. It is significant to 
note that only a part of the original rule-set was used to train the neural network and it 
responded correctly for all the rules. Such generalization capability is one of the attractive 
features of neural networks. 
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Figure 2: A neural network for the oil lubrication monitoring system. 

Reduced Rule Set 

A reduced set of 4 fuzzy rules was derived, which depicts a mere fraction of the size of 
the original rule-set. However, the reduced rule-set is not a subset of the original set. The 
rules in the reduced set are more complex, in the sense that the antecedent for a typical 
new rule accounts for the antecedents of several of the old rules. Furthermore, the new 
rules utilize negative information to reduce the complexity of the rule-set. It may be 
possible to produce even smaller rule-sets by using other rule extraction methods. An 
example of a rule resulting from the trained neural network is 

If (Filter AP is High) and (Temperature is Not Low) and (Volume Flow is Not 
High) then (Filter Clog is Yes) CF 0.81 

This rule accounts for and replaces four of the original rules. The confidence factor 0.81 
was obtained by multiplying the confidence factors, for those original rules and is lower 
than for any of the four original rules. This is due to the specific expression 
(multiplication) used for obtaining the combined confidence factor. The issue of 
aggregating and propagating fuzzy information is a very active area of research and a 
neural approach is addressed in [9]. 

Conclusions and Future Work: 

An reasoning approach for automated fault classification for condition-based maintenance 
systems was described. Logical rules based on the structure of the mechanical system and 
on engineering guidelines can help in assessing whether indications coming from 
multiple sensors are indicative of fault or not. Such a knowledge base can be refined and 
adapted with specific machinery data to reflect its operating behavior. The approach 
described is a hybrid approach both in the way it represents the it combines a rule-based 
knowledge representation and a neural network implementation. The rule-based approach 
provides for easy understanding of the system's operation and the neural network 
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implementation provides for an efficient and on-line operation. Furthermore, the neural 
network approach is amenable to update based on the operating condition of each 
machine. Interpretation of the network's knowledge after extracting rules from it should 
help identify which components or subsystems are more critical than others and help in 
the overall understanding and modeling of the machine's behavior. The neural network 
permits the extraction of both positive and negative reasoning type rules. It is possible to 
derive rules that utilize the information about what's wrong with the system and other 
rules that utilize the information about what's not wrong with the system. Moreover, this 
flexibility results in reducing the size of the resulting rule sets. This has favorable impact 
on the speed of operation of the reasoning system making it a viable candidate for real- 
time operation. Furthermore, the small size of the rule-set should permit its incorporation 
into small intelligent modules that are located at the machine level and this leads to local 
and distributed reasoning capability that could be crucial for a large and complex system 
such as a ship [1] or a helicopter. 

The availability of good training data has been assumed in this paper. Good training data, 
especially transitional data which is crucial for developing machinery prognostic models, 
is difficult to come by. A mechanical diagnostics test bed was implemented under the 
MURI/IPD program to collect transitional data for gearbox faults. The test bed is 
described in [7], which also contains description of its design, the test-plan design, and 
safety and control mechanisms. 

In closing, several areas of future research are identified that are relevant to the areas of 
CBM and automated reasoning. 

1. Rule extraction from neural networks has been addressed only very recently. 
Adapting logic minimization techniques, function/mapping learning [9], geometric 
approaches [2],and region-growing approaches, are just some of the interesting 
avenues that can be pursued. 

2. Other types of networks can be employed instead of strictly feedforward topology, 
such as recurrent networks. Other types of activation functions and other types of 
learning scheme can be used, e.g., radial-basis networks. 

3. The fuzzy logic approach deserves further exploration to perform as much 
simplification of the original rule set as possible. 

4. Fuzzy function learning can replace the neural network, for implicit reasoning, in the 
above approach and should be amenable to rule extraction. The area of fuzzy 
reasoning and the learning of fuzzy is still largely unexplored and will have an 
enormous impact on other areas, such as neural networks, automated modeling of 
nonlinear dynamical systems, and in the CBM automated reasoning systems. 

5. Under the MURI/IPD program we are establishing data acquisition and archival 
standards so that researchers are able to optimally utilize the data that are collected. 
Properly collected and documented data lead to high quality research, and have 
largely a positive impact on the area of automated reasoning as well. Improved 
electronic documentation efforts are an important aspect of this approach and should 
benefit CBM programs. 
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Abstract: This paper is concerned with diagnostic methods for gears and bearings, the 
goals of which are to detect incipient structural and metallurgical faults, characterize their 
nature and severity, and isolate them to particular components. Such information is invalu- 
able for prognostic purposes. The methodology presented herein focuses on the analysis of 
vibration signals induced by gears and bearings and, specifically, on a means of extracting 
from such vibration patterns amplitude and phase modulation signals. Such modulation 
terms, we conjecture, are simple indicators of the severity of a particular type of localized 
component defect. We show that such amplitude and phase modulation information can be 
extracted using a neural network computational methodology that relies on nothing more 
than knowledge of the bearing geometry and the frequency tones at which a given type of 
defect will manifest itself. We present numerical simulation examples and show that the 
technique requires extremely few a priori assumptions. 

Key Words: Condition-based maintenance, Machinery diagnostics, Health monitoring, 
Incipient faults, Gears, Bearings, Modulation, Polynomial neural networks 

Introduction: The topics addressed herein pertain to the general problem of machinery 
prognostics, i.e., estimating the remaining useful life of machinery components based on 
knowledge of their present condition and assumptions about future usage. The ability 
to diagnose particular machine components and understand the implications of diagnostic 
information vis-ä-vis future usage of the machine is of immense practical importance in 
industrial, commercial, and military applications. Component failures contribute to the 
majority of machine operation safety incidents and are responsible for a substantial fraction 
of the on-going maintenance costs accruing to machinery usage. This underscores the 
need for condition-based maintenance (CBM), wherein knowledge regarding the condition 
of machinery, rather than fixed time intervals, is used to schedule maintenance, thus averting 
unnecessary inspections. 

The quality of the diagnostic information acquired (i.e., fault detection, type and sever- 
ity characterization, and component isolation) plays a paramount role in determining the 
efficacy of prognostication. Use of inaccurate diagnostic information in, say, a prognostic 
decisional algorithm driving a CBM policy for a fleet of helicopters may result in ill-fated 
missions. Prompt and accurate detection of structural and metallurgical faults in machinery 
components (e.g., gears and bearings) is an important category of such diagnostic informa- 
tion that is our focus herein. Almost all physical techniques for detecting the onset of 
such defects, e.g., fatigue cracks or surface spalling, involve the measurement of abnormal 
vibration signals transmitted through structural media due to the presence of the defect. 
Vibration sensors (e.g., accelerometers) may be used to measure these signals. 

Sensitive spectral analysis and astute signal processing of such sensor data is critical, chiefly 
because in practical machinery operational scenarios, there are an enormous number of vi- 
brations that interfere with one another and result in an observed signal that appears 
bewildering and uninformative. The main problem is therefore one of discovering the nee- 
dle (i.e., spectral content that provides useful and pertinent information about an incipient 
fault) in the haystack (i.e., the raw vibration signal). A number of sophisticated techniques 
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have been proposed specifically for treating this very problem, including bispectral analysis 
[14], envelope spectral analysis [8], statistical moment analysis [9], time-frequency/time- 
scale analysis [2, 4], signal averaging [6], and signal template-based demodulation [7]. The 
latter approach is the one explored herein. In particular, the approach involves decomposing 
the vibration signal from a complex system, such as a gearbox, into amplitude modulation 
and phase modulation signals. The presence of such may be justified on physical grounds 
since amplitude and phase modulation arise, respectively, from radial and tangential forces 
exerted during impact between a defective region of one surface and the surface of another 
contacting member [11]. To present our signal demodulation approach for gears and bear- 
ings, we first work through its application to a gear problem. The method is then extended 
to the more complicated problem of bearing vibrations. The basic methodology and key 
assumptions of the proposed signal-processing approach are discussed. The computational 
complexity of the method is addressed, and a means of carrying out the computational 
tasks using neural network methods is presented. 

Joint Amplitude/Phase Demodulation of Gear Vibrations: Consider a defect-free 
gear. Under normal, constant-load operation, the vibration signal, y(t), emitted by the gear 
is periodic in the gear-mesh frequency, /gm, viz., 

oo 

V(t)=   £   tfce**""*»' (la) 
k=—oo 

in which ujsm = 2irf%m and N is the number of teeth. The existence of vibrations in a 
defect-free gear reflects the facts that the structural materials are not infinitely rigid and 
that the transmission force varies slightly with the angular displacement of the teeth in 
contact with the load rack. It is highly advantageous, as a number of authors [6, 7] have 
pointed out, to work with the angular displacement, 8, of the gear rather than time, t, as 
the independent variable. This compensates for variations in the rotational velocity, dS/dt, 
of the gear and facilitates averaging the signal over many gear revolutions to improve the 
signal-to-noise ratio. We thus recast Eq. la as 

oo 

y(8)= £ y^ikm (it) 
k=—oo 

which indicates that under normal loading conditions, a defect-free gear exhibits a vibration 
signal of angular period 2-K/N, since there are N gear-mesh events per gear revolution. 

In the presence of a localized structural or metallurgical defect, a perturbed vibration signal 
is observed. The signal exhibits both amplitude and phase modulation and may be modeled 
[7] in the mathematical form 

oo 

y(8) = A(8)-   £  Xkeik[NB+B(e)] (2) 

k=—oo 

in which A{8) and B{8) both have period 2-K. In the limiting case of an incipient fault, 
the perturbed signal should be only infinitesimally different from the unperturbed signal in 
Eq. lb, which implies that A{8) —> 1 and B(8) —* 0 in the incipient fault limit. As a defect 
develops progressively over the life of a particular gear, A{8) and B(8) may be expected 
to grow slowly, but the X^s will remain constant (i.e., the X^s are independent of defect 
severity). It thus follows that for a defect-free gear, 

oo 

y(0)=   £  Xke
ikNe (3) 

k=—oo 

as in Eq. lb. If the vibration signature of a gear element is measured early in life before 
the onset of degradation effects, the X^ 's can be computed directly via a discrete Fourier 
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transform (DFT). Retained knowledge of these Xk values facilitates simultaneous amplitude 
and phase demodulation of the perturbed signal in Bq. 2. 

As a result of a localized tooth defect, however small, the measured vibration signal, y(8) 
now has angular period 2ir rather than 2ir/N, since the defective tooth makes contact with 
the load once per gear revolution. Moreover, even in the case of multiple tooth defects, y(8) 
has angular period 2ir. The prefactor, A(8), represents an amplitude modulation and may 
be expanded as a discrete-tone Fourier series, viz., 

oo 

A{8) =   X)  AkJ*". (4) 
fc——oo 

Since the amplitude and phase modulation effects need not necessarily be the same at the 
various tooth-mesh harmonics, A(9) is not necessarily equal to the amplitude of y(8) that 
one would obtain from computation of the Hilbert transform. The expression 

oo 

v(8) =   £  XkJ
klm+BW (5) 

k=—oo 

that accompanies A(8) in Eq. 2 also has angular period 2-K and may be expanded as a 
Fourier series, viz., 

00 

v(9)=   X  Vrj*°. (6) 
r=—oo 

Note that v(8) is of the same phase as y(0). This important result follows from a theorem 
[1, 10] that states that if f(t) is a low-frequency signal and g(t) is a high-frequency signal 
lying completely above f(t) in the frequency domain with no overlap, then the Hilbert 
transform of the product signal decomposes as 

H[f(t)g(t)] = f(t)H[g(t)} (7) 

where the operator H denotes the Hilbert transform. It follows that if /(i) (corresponding 
to A{8)) is in the form a real-valued signal and g(t) (corresponding to v(8)) is in the form of 
an analytic signal (viz., of the form s(t) + i H[s(t)]) then the instantaneous phase of f(t)g(t) 
is identically equal to that of g(t). Note that A(8), for an incipient defect, is a narrowband 
signal centered at frequency zero, whereas the terms in the expression for v(8) (Eq. 5) are 
narrowband signals centered at frequency kN (in which XQ can be set to zero without loss 
of generality). 

Since the phase of v(8) is equal to that of y(8), which is an observable signal, it follows 
that, given the X^s, we have sufficient information to compute B(8) uniquely. The solution 
procedure begins with the phase modulation, B(8), which, like A(8), is of angular period 
27r, viz., 

oo 

B{8) = Y,Bqsm{q8-ßq) (8) 
9=1 

where the Bq's are real-valued. B(8) appears in the expression for v(8) in Eq. 5 in a factor 
of the form 

Wk(0) = eikBW (9) 

which, as a periodic function of angular period 2ir, may be expressed as a Fourier series 

oo 

Wk(8)=   J2   Mh(k,B,ß)eihe (10) 
h=—oo 

in which JWh(fc,S,^) may be computed simply by taking the DFT of Wk- The Fourier 
coefficients depend not only on the Fourier index, h, but also the Fourier amplitudes and 
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phases (collectively denoted as B_ and ß respectively) of B{9) and the gear-mesh harmonic 
index, k. Note that in the incipient fault limit, B(9) m 0, from which it follows that 
Mh(k,B,ß)^6hfi. 

Having hypothesized the functional form of B(6), i.e., B and ß, the Mft(fc, B, /?)'s can be 
computed, and we obtain an expression relating it and the Xks to the Vr's, viz., 

oo oo 

E  V^re=   E    E   XkMh(k,B,ß)eVN+W. (11) 
r=—oo k=—oo /i=—oo 

The VJ-'s are thus computable as 

oo 

K=   E   XkMr_kN(s,B,ß). (12) 
fc=—oo 

Having computed all of the V^-'s, we can thus reconstruct the partial signal v{9), which is 
analytic and therefore has a well-defined instantaneous phase, which we denote as <j>v{B). 
The caret denotes an estimate in that we have surmised B(9), and the results reflect the 
accuracy of this approximation or educated guess. To judge whether the surmised B(6) is 
accurate, the estimated phase, (j>v{9) is required to match the actual phase, 4>v{0), which 
can be inferred directly from the observed vibration signal, y(8). The degree to which 
the instantaneous phases over the angular interval (0,27r) coincide reflects the accuracy of 
the hypothesized phase modulation signal, B{9). The discrepancy, as a functional of the 
function B(8), may be quantified by way of the squared error over (0,27r), viz., 

J[B] = £ [&,(*) - <M0)]2 d6. (13) 

To determine B(fi) requires a search algorithm to find optimal values for B_ and ß. Since 
B and ß both are infinite sets, however, it is feasible to proceed by approximating B_ and 
ß as finite Fourier series and gradually including additional harmonics in more refined 
approximations. We later show, following the succeeding discussion on the extension of the 
methodology to bearings, how this numerical procedure can be implemented using neural 
network algorithms to enhance computational speed while retaining excellent accuracy. 

As in [7], the amplitude signal, A(Q), may then be computed at the very end of the entire 
procedure as y(0)/v(9), once the optimal B{9) functional form has been found and v{9) has 
been computed. 

Joint Amplitude/Phase Demodulation of Bearing Vibrations: In a defect-free 
roller bearing under constant loading conditions, the vibration signal, y(t), assumes the 
same form as in the gear problem, viz., 

oo 

y(6) = E y^ikm (i4) 
k=~ oo 

where TV is the number of balls and 6 is the angular displacement of the cage. The perturbed 
signal that arises in the presence of a localized structural defect also assumes the form 

oo 

y{6) = A{6)-   J2   Xkeiklm+BW (15) 
k=—oo 

as in Eq. 2. Unlike in the gear problem, however, A(9) and B{9) have more complicated 
frequency-domain properties. They are both biperiodic with angular periods 2-777, and 27^, 
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where 

lq      —      /cage//load-pass (16a) 

Id      =      /cage/Zd.fect • (16b) 

The biperiodic form is due to the physical circumstance that the perturbative excitation 
force, e(t), resulting from contact between a surface defect and other members of the bearing 
assembly, is the product of an impact amplification function, q(t), and an impact event 
function, d(t) [8]. The latter function is a train of impulses that indicate the instants 
at which the defective surface region contacts other members. The spacing between the 
impulses is determined by the frequency, fd<.kct, characteristic of the particular type of 
defect. The three most common examples are 

/BPIR   =   -Nf'.haft I 1 + -j- cos a I for an inner-race defect;       (17a) 2    •,,na"\      d„ 

/BPOR   =    -N/sh.ft I 1 - -f cos a ] for an outer-race defect;       (17b) 
2 

Aon« spin   =   ^f.h.tt (j-J ( 1 - ^ cos2 a \ for a rolling-element defect,  (17c) 

where dr is the diameter of the rolling elements, dp is the pitch diameter, and a is the 
contact angle. The cage frequency, /eage, is equal to /HFOR/N (assuming that the outer race 
is stationary and the inner race is rotating at the shaft frequency) and is analogous to the 
gear-mesh frequency in the gear problem. 

The impact amplification function, q(t), reflects the fact that an impact event involving a 
rolling element in the load zone is more consequential than an impact involving an unloaded 
rolling element. q{t) is therefore periodic at the frequency /ioad.p„, which is the frequency 
at which the defective surface passes through the load zone, viz., 

/io»d.p»ss    =   /Sh»ft for an inner-race defect; (18a) 

/ioad-pa»s    =   0 f°r an outer-race defect; (18b) 
/io.d-p.«    =    /»g. for a rolling-element defect. (18c) 

All of the various frequencies in the above equations may be expressed as products of the 
cage frequency times a factor that depends solely on the bearing geometry. Hence, 7, and 
7,2 are independent of variations in the shaft rotational speed. 

The periodicity of A{9) and B{8) depends strongly on the type of defect. For an outer-race 
defect, 7, -» oo and 7^ = /„ge//BPOit = 1/W- An outer-race defect is therefore equivalent 
dynamically to a gear defect, as treated in the preceding section. For a rolling-element 
defect, 7, = 1, but id = fagJf,on,T »pl„. The frequency ratio /„ge//roii.r „Pi„ is equal to 

/«*    -(^(i + ^cnaY1 (19) 
/roller spin \"P/    \ ^ 

which is generally an irrational number. For an inner-race defect, 7<j and 79 are both 
irrational. The presence of multiple frequencies and the irrationality of one or both 7's 
makes the mathematics of gear and bearing problems significantly different. If there are 
multiple faults of different types, three or more 7's may arise. 

To demonstrate the demodulation procedure for a bearing, we focus on the special case of 
an inner-race defect, wherein the vibration signal assumes a triperiodic Fourier series form, 
viz. 

00       00       00 

y(<>)= E  E  E YKd^
kN^d+^e (20) 

k=—00 d=—00 <?=—00 
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with lfe,d,g —* ^fc,o,o^,o^,o in the incipient fault limit. Similarly, v(0) becomes 

oo oo oo 
v(0)=   E    E    E   Vr^-*"**^8. (21) 

r=-co d=-oo q——oo 

The amplitude function becomes 

A{0) = Y, AM^lddJrl,q)e (22) 
d,q 

as in Eq. 4, and the phase modulation function becomes 

B(e) = E E Bi4 ^n [(7dd + 7,9)0 - ßq4] . (23) 
d=l 9=1 

Wk(8) becomes 

oo oo 

Wk{8)=    Y,      E    MhdK{k,B,ß)el^h^h^e (24) 

with 
Mhithq{k,B,ß) = 8hif>8hqfi (25) 

in the incipient fault limit. The Mhdth,{k,B_,ß)'s can be computed via a DFT, as in the 
gear case. However, since Wk{S) is no longer periodic over the interval (0, 2n), the DFT is 
somewhat less clean numerically. This means that either a very large Fourier window must 
be used or that Mhdthq(k,B_,ß) may have to be computed analytically by appealing to a 
Bessel function expansion of Wfc(0). This is done by substituting Eq. 23 into Eq. 9, which 
yields 

oo    oo 

Wk{6)    =    fj H eikBd'< H(7<«*+7,9)9-fl,,d] (26a) 

oo    oo      oo 

=    nil   E   Js(kBdtq)e-ikBd'"sinß^ • e
is^dd+^q)e (26b) 

d=l q~\ s=-oo 

in which the mathematical identity 

CO 

s=—OO 

was invoked. It follows from inspection of Eq. 26 that the Fourier coefficients are 

Mhdthq(k,B,ß) = J2 Js(kBd,q) e-ikB"--sin "'.. 6sdAd6sq,hq (28) 
s 

in which the summation is over all common factors, s, that divide both hd and hq. 

Having computed Mhithq(k,B,ß), the X^'s can be computed by comparing the left- and 
right-hand sides of 

E vr,d,Q ei[r+7d'i+7'9le = Y, xkMhd,hq (k, B, ß) e'CW+T^+T,/.,)» . (29) 
Ttd,q k,d,q 
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Since the 7's are irrational, it follows that the only combinations of indices that enable the 
exponential factors to agree are in pairs of corresponding terms on the two sides of Eq. 29, 
such that r = kN, d = h^, and q = hq. It follows that the Xk's can be computed readily 
from the relation 

VkAq = XkMd,q{k,B,ß) (30) 

which, unlike in the gear case, becomes exact owing to the irrationality of the 7's. This 
result actually makes the irrationality of 7 helpful, not a hinderance, since it simplifies the 
computational burden. For the gear problem, this simplification is also valid if N is large, 
in which case N is "almost irrational" in the sense that if it is written as p/q, where p and 
q are integers, p or q must be large. 

The instantaneous phases of y(8) and v(B), as in the gear application, are required to be 
equal, and a search algorithm must be used, as before. Once an optimal functional form 
for B(6) is found, the amplitude, A(6), is computed at the very end. 

Amplitude/Phase Demodulation Neural Network: Numerical solution of the vi- 
bration amplitude and phase demodulation problem can be realized by means of neural 
networks, as described herein. GNOSIS (Generalized Networks for Optimal Synthesis of In- 
formation Systems) [5, 12, 13] is a software package developed by Barron Associates, Inc., 
for synthesis and implementation of a wide variety of artificial neural network paradigms 
that employ various alternative types of basis functions. Specifically, a GNOSIS network 
can be designed to automate the algorithmic computation procedure of the flowchart in 
Fig. 1, which involves a search algorithm. 

Revise B(6) 
in accordance 
with search 
algorithm 

Figure 1: Search Algorithm Procedure Realized Via GNOSIS 

The GNOSIS network estimates the function <£„ over the angular range 0 < 6 < 2w by 
optimizing the phase modulation, B(0), in such a way that the objective function 

J[B] = J* [kW - MS)] de (31) 

is minimized globally. Several numerical simulation tests were performed to construct GNO- 
SIS algorithms to implement the flowchart algorithm in Fig. 1. 

Several synthetic vibration signals of the form 

=   A{0) Rejf^e^+^j 
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=   A(8)-Y,{(ReXk)cos(k[N9 + B(6)])-(lmXk)sm(k[N6 + B{8)])}    (32) 
ifc=i 

were generated for a gear with JV = 10 teeth. K denotes the maximum number of gear-mesh 
harmonic terms included in the simulated signal. Synthetic A{8) and B{6) functions were 
computed as 

A(B)    =   ^ [(Re Ap) cos p6-{Im Ap) sin p8] 
p=0 

Q 

B{9)    =   Yl f(ReBq)cos 1e - (Im Bi)sin 16\ 
9=1 

(33a) 

(33b) 

where P and Q denote the maximum number of terms in A(8) and B{8) respectively. 

The analytic continuation, ya{8), of the observed signal, y{8) was computed via the Hubert 
transform, viz. 

Va{6) = y{6) + i H{y(8)} = \y{6)\ e*»W. (34) 

However, instead of computing the (t>y{8) directly, the GNOSIS networks were designed to 
model the real and imaginary parts of the normalized signal, viz., 

cos<py(S)   =   VW/\VW\ 
sm4-v(8)    =   H[y{8)}/\y{8)\. 

(35a) 

(35b) 

The normalized signals, unlike 4>y{8) itself, are continuous functions of 8, which facilitates 
the GNOSIS computations. 

A feedforward network structure suitable for modeling the normalized signals can be realized 
using polynomial basis functions with trigonometric and linear post-transformations. A 
block diagram of the basic network structure is depicted in Fig. 2. 

cos^O) 

£ — >w» 

Figure 2:  GNOSIS Network for Vibration Demodulation 

The neural network algorithm for modeling the vibration signal assumed the structural 
form of a phase-modulated v(8) signal; the Levenberg-Marquardt algorithm [12, 13] within 
GNOSIS was used to fit coefficients to the training signal. This approach is very efficient 
computationally.    The versatility of GNOSIS, with respect to implementing alternative 
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types of basis functions and structuring networks in innovative ways pursuant to the needs 
of specialized applications, provides a strong incentive for adopting the neural network 
paradigm for the present application. 

A network was trained on the signal y(8) with the angular interval (0.27r) discretized into 
211 = 2,048 sample points. Between ten and twenty iterations were required for convergence 
of the computed B{6). Fig. 3 provides a comparison of the actual and GWOS/S-computed 
B(8) signals for a particular sample problem with K = 6, P = 4 and Q = 7. In the 
figure, the computed B(8) is sufficiently accurate that it is visually indistinguishable from 
the actual signal at the scale shown. 

Actual and GNOS/S-Conputed A(e) Signal: ActualandCVOSIS-ConputtdBte) Signals 

Figure 3: A{0) (left) and B(ß) (right) Signals 

Note that the X^s are included in the network structure simply as additional degrees of 
freedom independent of the parameters defining B(9). Very significantly, it was found that 
no a priori knowledge of their values was necessary. This implies that diagnostic knowledge 
from the early life of the gear element, as previously discussed, is actually not necessary 
after all! 
A second major assumption that was made in the introductory discussion was that the A(8) 
and B(8) signals must both be sufficiently narrowband to the extent that the conditions of 
Eq. 7 are satisfied. Specifically, this requires that the bandwidths satisfy the inequality 

BA + (SB + \)BB < U (36) 

where B denotes bandwidth and SB is the peak absolute value of B(8). i.e., the maximum 
phase deviation introduced by B(8). Eq. 36 follows from Carson's rule [3] and the fact 
that v\(8) contains the lowest frequency components of v(9). It is important to note that 
in the case of B(8), Eq. 36 not only imposes a bandwidth restriction, but also a magnitude 
restriction. 
Fig. 4 displays the spectrum of v(8) for the particular test case in Fig. 3. The spectrum 
contains significant modulation spreading into the baseband region occupied by A(8), in 
violation of the conditions of Eq. 36. However, as exemplified by the good accuracy in Fig. 3, 
the assumption of narrowband A(8) and B(8) can also be lifted! Once v(8) is computed, 
A(8) can be obtained from A{8) = y(8)/v(8). The left plot in Fig. 3 displays the actual 
(solid) and computed (dashed) A(8) signals; the visible discrepancy is attributable to the 
failure of Eq. 7 to hold in the present case. The phase of the v(8) signal computed in this first 
pass, however, can be used to apply the algorithm in a second pass to obtain incrementally 
better B(8), Xk's, and A(9). The process can be repeated until a self-consistent A(8) is 
obtained. Alternatively, the computed A(8) can be low-pass filtered to obtain a better 
approximation. 
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Figure 4: Fourier Spectrum of y(0) Signal 

Conclusion: We have presented a diagnostic neural network algorithm for decomposing 
gear and bearing vibration signals into amplitude and phase modulation components. Sur- 
prisingly few a priori assumptions are necessary with the approach. 
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Abstract: A much desired milestone for the machinery monitoring community is the 
ability to move beyond static diagnostics and develop a capacity to track an evolving 
failure, provide estimates on the severity of the impending fault, and develop a prognostic 
capability. This paper will provide some insight as to how one develops such a capability 
using wavelet-based fault monitoring and diagnostic kernels. Essentially, the 
underpinnings of such a capability result from the ability to 1) develop robust wavelet- 
based parameters related to an underlying assessment of the operational machine model, 
2) rapid extraction of wavelet-based vectors containing the desired individual parameters 
and 3) post-processing of the raw outputs of a globally trained, nonlinear classifier (e.g. 
backpropagation neural network) for tracking of the evolving failure through feature 
space. This paper explores this technique by applying it to a digitized vibration record of 
an evolving gas turbine blade tip failure obtained during cycle testing of an General 
Electric F100-GE-129 turbofan gas turbine. 

Key Words: monitoring; rotating machinery; fault detection; gas turbine; prognosis; 
condition based maintenance; wavelets; neural networks; severity estimation 

INTRODUCTION: Vibration monitoring, today, still remains the main foundation 
upon which machinery monitoring systems are built. In recent years there has been much 
activity in the area of applying new and emerging signal processing technologies to the 
problem of machinery condition assessment and fault diagnostics [1-9]. These methods 
have proven effective in separating out machinery states (i.e. determining, based on the 
vibration record alone, whether the machine is operating in a normal mode or a faulted 
mode). In addition these techniques have proven effective in associating the correct fault 
conditions with the detected fault vibration records. 

A desired milestone in the machinery monitoring community is a migration toward 
effective, automated, on-line, condition monitoring systems which are capable of tracking 
an evolving failure, providing estimates on the severity of the impending fault, and 
developing a credible prognostic capability. Such systems will have a huge impact on 
machine intensive manufacturing operations. Robust systems deployed across the 
manufacturing domain will provide the critical margins necessary to stay globally 
competitive by impacting quality control, process control and machine availability. In 
the military domain, such systems, will aid the goals of reduced manning across a number 
of platforms and provide a basis for life extension through identification and timely 
maintenance of degraded machinery. 
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This paper provides some insight as to how one develops such a capability using wavelet- 
based fault monitoring and diagnostic kernels [4-12]. Essentially, the underpinnings of 
such a capability result from the ability to 1) develop robust wavelet-based parameters 
related to an underlying assessment of the operational machine model, 2) rapid extraction 
of wavelet-based vectors containing the desired individual parameters and 3) post- 
processing of the raw outputs of a globally trained, nonlinear classifier (e.g 
backpropagation neural network) for tracking of the evolving failure through feature 
space. This paper explores this technique by applying it to a digitized vibration record of 
an evolving gas turbine blade tip failure obtained during cycle testing of an General 
Electric F100-GE-129 turbofan gas turbine. 

WAVELET/NEURAL NETWORK BASED METHODS: This section presents the 
application of wavelet-based techniques coupled with neural networks to develop a fault 
detection and diagnostic kernel. Continuous wavelet transforms and the selection of 
wavelet basis functions appropriate for real-time feature extraction are discussed. 

Continuous Wavelet Transforms: To develop viable fault detection and identification 
(FDI) schemes, a means of extracting significant discriminate features from the vibration 
signal plays a critical role. Harmonic analyses in the form of a Fourier transform proves 
problematic for several reasons. First, the transform is global in that localized events in 
time can affect the entire frequency spectrum. Additionally, the Fourier transform is 
fundamentally not applicable to real-time monitoring applications due to the 
mathematical formulation of the transform that operates on the entire time axis. 
Windowing schemes are thus required to address the real-time feature extraction 
requirements for capturing important events localized in time. Unfortunately, fixed 
windowing schemes imply fixed time-frequency resolution in the time-frequency'plane. 
The problem this poses is the selection of a single window that provides sufficient fidelity 
discriminating important events in the vibration signal that are separated by large orders 
of magnitude along the frequency axis. This scenario is exemplified by main helicopter 
transmissions where important information concerning bearings can be on the order of 
tens to hundreds of Hertz, whereas mesh frequencies and important fundamentals 
associated with gearing of the engine inputs can be on the order of tens of thousands of 
Hertz [9]. 

The continuous wavelet transform (CWT) resolves the window selection problem with a 
"zoom-in" and "zoom-out" capability that generates a flexible time-frequency window 
that automatically narrows (along the time axis) at high center-frequencies and expands 
(along the time axis) at low center frequencies [13]. The continuous wavelet transform 
provides this flexible time-frequency analysis by decomposing the vibration signal over 
dilated and translated wavelet basis functions. A wavelet is a function with finite energy 
or a member of the function space L2(R), i.e., a wavelet function satisfies: 

lJy/(x)\dx<™ (1) 

The wavelet function has a zero average or essentially no DC component. A set of basis 
functions is obtained through dilation's and translations of a base wavelet and takes the 
form: 

'■M-MIT) (2> 
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where «is the translation parameter and 5 is the dilation parameter. The wavelet 
transform is then achieved via the inner product of the respective vibration signal, f(t), 
with the wavelet basis function of eq. (2): 

wJ^s^Lf{t)^j{cv)lt (3) 

There are an infinite number of wavelet basis functions that satisfy eq. (1) and contain no 
DC component. The particular analyzing wavelet basis functions used in this work were 
mathematically inspired from biological systems that are effective in their decomposition 
and detection of vibration signals. The wavelet basis functions mimic the auditory nerve 
neuron's impulse response. This particular wavelet family has semi-infinite support in 
the time domain and can be modeled using causal real-rational transfer functions. The 
immediate implication is the ability to develop, on the individual wavelet basis function 
level, real-time feature extractors that can be efficiently implemented using auto- 
regressive moving average techniques (ARMA). 

Wavelet-Based FDI: The goal of a wavelet-based FDI system is two-fold. First, the 
wavelet-based feature extraction provides the important role of extracting the essential 
projections of the system dynamics in an efficient manner. Second, the wavelet feature 
set essentially reduces the dimension of the information from the input space (real-time, 
continuous, analog vibration signal) to a robust lower dimensional representation that 
simplifies the design of the adaptive neural network classification scheme. In the design 
phase (as indicated in Figure 1), CWT analysis is performed on the vibration data sets to 
identify a set of robust wavelet features (in time and frequency) that provide 
discrimination between normal operation and failure conditions. In addition, these 
wavelet features provide sufficient separation of the failure conditions in feature space for 
reliable identification of the fault condition using capable classification technologies such 
as neural networks. Once selected, these features form the components of a feature 
vector extracted from the vibration signal on a regular basis. The time interval between 
wavelet-based feature vectors extracted from the vibration signal is user and application 
dependent. Most of the details of these techniques are available in [4, 6-10]. 

WAVELET / NEURAL NETWORK BASED SEVERITY ESTIMATION:   The 
general wavelet-based methodology developed has essentially been used to perform 
robust fault detection and fault identification [4-8]. The success of these wavelet-based 
methods applied across a number of varied platforms has been illustrated in the following 
references [9-12, 15-16]. An important question to address is the extendibility of these 
methods to the demanding problem domain that is linked to evolving mechanical failure. 

For rotating machinery, once failure has occurred, our wavelet-based methods have 
proven highly accurate in detecting the failure and identifying the fault. However, a 
desired commodity for the machinery monitoring community is the additional abilities to 
track an evolving failure, provide estimates on the severity of the impending fault, and 
develop a prognostic capability. 

The following sections provide some insight as to how one develops such a capability 
based on our wavelet-based FDI kernels. Essentially, the underpinnings of such a 
capability result from the ability to 1) develop robust wavelet-based parameters related to 
an underlying assessment of the operational machine model, 2) rapid extraction of 
wavelet-based vectors containing the desired individual parameters and 3) post- 
processing of the raw outputs of a globally trained, nonlinear classifier (e.g. 
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backpropagation neural network) for tracking of the evolving failure through feature 
space. 

EVOLVING FAILURE DATA SET DESCRIPTION: GE GAS TURBINE: In order 
to determine the feasibility of performing severity estimation and or prognostic 
algorithms an appropriate data set recording the entire record of an evolving failure is 
needed. Such a set was acquired from General Electric Aircraft Engine Division. The 
digitized data record records a blade tip failure of an F100-GE-129 turbofan gas turbine. 
This platform is in wide use in the aircraft industry. In addition the F100-GE-129 engine 
shares the same core as the LM 2500 gas turbine which is a engine deployed in the Naval 
surface fleet and in particular across the Aegis (CG) fleet. 

Endurance tests are performed on aircraft engines to evaluate and detect component 
failures by operating the engine at a variety of speeds over extended time intervals. 
During endurance testing of the F110-GE-129 at the General Electric (GE) Aircraft 
Engine Division, data was collected from six accelerometers. .The accelerometers were 
partitioned into pairs and co-located at three distinct sites on the gas turbine frame. An 
accelerometer measuring horizontal vibration and an accelerometer measuring vertical 
vibration were positioned at each of three different sites. These three sites included the 
front end of the fan frame, the rear end of the fan frame, and the rear end of the low 
pressure turbine frame (Figure 1). 

ACCELEROMETERS •ACCELEROMETERS 

V 

z_ 

•Horizontal Accelerometer Data at this location analyzed. 
(Failure at Second Stage of Low Pressure Turbine.) 

Figure 1. Instrumented Turbine Engine 

The turbofan, unlike helicopter gas turbines, is not a fixed RPM system. Engine thrust is 
directly proportional to fan RPM. Essentially, the turbine fan (see Figure 1) acts as a low 
pressure compressor. The air is further compressed by the compressor stage. The 
compressed air oxidizes the engine fuel and this mixture is ignited in the combuster. The 
flow of hot gases across the high pressure turbine and subsequently low pressure turbine 
is converted into rotational motion to drive the compressor and fan. The fan effectively is 
a supercharged propeller, generating the necessary thrust required to propel the aircraft. 
An important observation, as illustrated in Figure 1, is that the fan and compressor are not 
mechanically linked but aerodynamically linked. The compressor / high pressure turbine 
core are physically linked and the fan / low pressure turbine are physically linked. The 
entire system is then in a concentric shaft arrangement. To increase thrust, fan speed is 
increased, which effectively implies increased fuel flow to the turbine combustor. The 
turbine blade tip shroud is a component of the turbine blade, effectively arranged in "T" 
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fashion relative to the blade, which ensures the efficient energy conversion by forcing the 
hot gas flow to occur over the turbine blades. 

During the endurance tests, a shroud failure (i.e., partial separation of the shroud) 
occurred on a blade tip in the second stage of the low pressure turbine (LPT). This failure 
caused a rotor imbalance, which consequently generated engine vibrations. At the time 
of failure, the turbine was operating at approximately 8600 rotations per minute (rpm). 
GE Aircraft Division provided the raw data from all six accelerometer sites to 
ALPHATECH, Inc., for analysis. The purpose of the analysis was to determine whether 
the failure could be detected, and whether that failure could be predicted. 

SELECTING AN APPROPRIATE SENSOR SITE: Analysis of the GE turbine 
engine data began by examining the accelerometer data from all six accelerometer 
locations using time-scale analysis (i.e., CWT visualizations), while considering turbine 
engine mechanics and general turbine engine operation. Although the time-scale analysis 
indicated all six sensors detected the fault, the accelerometers at the turbine fan frame 
location generated the most prominent reaction to the blade tip shroud failure. The 
attenuated response at the remote accelerometers (relative to the LPT stage 2 turbine 
blade) is explained by the mechanical structure of the turbine engine. 

The horizontal and vertical turbine fan frame accelerometer CWT data for the period 
during the actual blade separation is shown in Figure 2. From the CWTs, it was evident 
that the horizontal accelerometer's response to the fault was more severe than the vertical 
accelerometer at that same location. An analysis of the pre-failure and post-failure 
horizontal turbine fan accelerometer data ensued. 

Figure 2. Turbine Fan Accelerometers During Failure: 
Horizontal (left) and Vertical (right) 
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SEVERITY ESTIMATION: GENERAL APPROACH: Using data from the 
horizontal accelerometer at the turbine frame, time-scale analysis was performed on a 
four second region, eighty seconds prior to the shroud failure, and a four second period, 
one-hundred forty-one seconds following the shroud failure. By observing the Normal 
(i.e., pre-failure) operation CWT and comparing with the Fault operation (i.e., post- 
failure) CWT, several distinguishing characteristics appear (Figure 3). It was thus clear 
from the CWT visualizations that fault detection was possible. 

Figure 3. Turbine Fan Horizontal Accelerometer CWTs: 
Before (left) and After (right) Failure 

As mentioned previously, the turbine speed at the fault instant was 8600 rpm, or 143.3 
Hz. Turbine speed refers to the fan RPM. Hence the line at 143.3 Hz in the CWT 
corresponds to the wavelet-based vibratory response obtained in reaction to the fan / LPT 
rotations. The very visible line at approximately 256 Hz corresponds to the wavelet- 
based vibratory response obtained in reaction to the core rotation (i.e. compressor / high 
pressure turbine combination). 

The line at 143.3 Hz is noticeably affected (Figure 3) by the shroud failure, increasing in 
magnitude and bandwidth in the post-failure CWT. This is to be expected since this 
wavelet structure is due to the rotation of the physically linked fan / LPT subsystem and 
the failure occurred on a second stage blade tip shroud within the LPT. Other frequencies 
of interest, due to wavelet structural differences between the pre-failure and post-failure 
cases, occur at approximately 280 Hz, 500 Hz, 4550 Hz, and 6800 Hz. 

Although CWT visualizations indicate that wavelet technology produces information to 
recognize the fault scenario, being able to reliably predict an impending failure before it 
actually occurs is a highly desired commodity in the turbine engine diagnostic 
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community. The information obtained by comparing pre and post-failure CWT time- 
scale images was therefore used to obtain a feature set and corresponding feature vectors 
that trained a global Neural Network (NN). Once the NN was satisfactorily trained (i.e., 
sum-squared error of .02), GE data from the failure period was applied to the neural 
network for processing and classification. A fifty-eight second interval was selected. 
The blade tip shroud failure occurred at approximately fifty-one seconds into this record. 

Output from the NN occurred every 10 ms during the course of the fifty-eight seconds 
monitored. The raw outputs of the NN were processed by a set of causal algorithms (i.e., 
algorithms that could be used in an on-line, real-time monitoring system). Figure 4 
presents the results of this processing. 

Figure 4. Fault Indicators for Fl 10-GE-129 Turbine 

PERFORMANCE RESULTS AND CONCLUSIONS: As the top plot (Normal 
Indicator) of Figure 4 illustrates, at the beginning of the fifty-eight second interval, or 
nearly 40 seconds before the actual failure, the system is generating a strong indication of 
normal activity, with no indication (bottom plot, Fault Indicator) of any fault; however, 
almost immediately thereafter, the Normal Indicator begins declining at approximately 
the same rate as the rise in the Fault Indicator, thereby illustrating a system with a 
progressively increasing fault. By approximately second 26 on the relative time plots, 
both Normal and Fault Indicators are at a value of 0.5, strongly implying a faulted 
system, particularly when compared to the Normal operation as evidenced at relative time 
0-5 seconds. By second forty, or eleven seconds before actual failure, the Fault Indicator, 
at value 0.7, heavily outweighs the Normal indicator at less than 0.3. By second forty, 
the system outputs have moved closer spatially to the fault condition. 

The severity estimation results are extremely promising for detecting faults before actual 
failure. By implementing thresholding logic upon globally trained NN data as shown in 
Figure 4, system operation may be accurately characterized for reliable and robust 
prognostic systems. 

Information obtainable based on this preliminary investigation, appears to be 1) robust 
tracking of an evolving mechanical failure 2) the ability to assign fault severity estimates 
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on the basis of the progression of this wavelet-based fault tracking and 3) a prognostic 
capability for incipient failures linked to the underlying operational model through the 
judicious selection of associated wavelet-based parameters. 
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Abstract: This study established a way to determine the extent of milling insert wear 
using translational vibration data measured from a face milling process. It was shown 
that torsional vibration, though more difficult to measure, is more useful than 
translational vibration in determining insert wear. Using a nonlinear modeling technique, 
the dynamical relationship between the translational vibration and the torsional vibration 
is extracted. This relationship is then used to establish a virtual sensor that estimates 
hard-to-measure torsional vibration from easily measured translation vibration. 
Subsequently, time-frequency analysis and neural networks are used to estimate the 
extent of flank wear in a milling insert under single and multi-insert configurations. 
Experimental results have shown the usefulness of the proposed solution under various 
cutting conditions. 

Key Words: Choi-Williams time-frequency distribution; condition monitoring; virtual 
sensor; wear assessment 

INTRODUCTION: Undetected tool breakage may result in extensive damage to 
workpieces and machinery, while downtime associated with unpredicted tool breakage 
can be expensive, in terms of time and financial cost. Also, real-time knowledge of the 
state of tool wear will enable optimal scheduling of tool changes. Several methods have 
been developed to monitor cutting tool conditions. These methods are categorized into 
direct and indirect methods [1]. Direct methods include optical [2], wear particle [3], 
radioactivity [4], tool/workpiece junction electrical resistance [5], pneumatic [6] and 
tool/workpiece distance measurements [7], [8]. Indirect methods include measuring 
cutting force [9 -14], acoustic emission [15 - 17], power/motor current [18], vibration 
[19], cutting temperature [20], and roughness [21], either alone or in combination [22]. 
These studies deal mostly with turning operations which use non-rotating single point 
tools. 

In the case of milling operations, unique difficulties arise as the cutting edges of the 
multipoint tool perform interrupted cutting on varying cutting geometries. More than one 
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cutting edge may be active at the same time. Moreover, the chip thickness varies 
throughout the cut for each cutting edge. In addition, the rotating motion of milling 
cutters makes the implementation of sensors close to the cutter-workpiece interface 
difficult. 

Due to the aforementioned reasons, previous efforts in milling tool condition monitoring 
have mostly avoided the rotating tool problem by using a dynamometer between the 
workpiece and table to measure cutting forces or using an AE transducer attached to the 
workpiece to measure acoustic emission. However, a dynamometer reduces overall 
rigidity and is not flexible enough to accommodate large and heavy workpieces. An 
acoustic emission sensor can get in the way of fixturing and loading/unloading the 
workpiece, and AE's signal generating mechanism as well as its correlation to the state of 
the tool are not well understood. 

Due to the ease of use and maturity of sensor technology, translational vibration has also 
been used, and its degree of success often depends on the proximity of the transducer to 
the tool-workpiece interface. The rotating tool in the milling process prevents the 
placement of the transducer very close to the interface and limits its usefulness. 

This study first confirms the superiority of a different kind of vibration, i.e., torsional 
vibration. However, torsional vibration is not as easy to measure as translational 
vibration. Based on nonlinear modeling, a virtual sensor which converts translational 
vibration into torsional vibration is established. A diagnostic algorithm based on time 
frequency and neural network methods is devised to determine insert wear from the 
virtual sensor output. Finally, experimental validations with real data are performed. 

EXPERIMENTAL SETUP: Figure 1 depicts our experimental setup, which consists of 
a Bridgeport vertical milling machine with a 3-inch diameter multi-insert face milling 
cutter installed. On the top of the machine, there is a torsional accelerometer consisting 
of a 4-inch diameter, 0.08 inch thick aluminum disk which rotates with the free-end of the 
spindle and a stationary Hoodwind instruments, series 34E acceleration sensor head. A 
translational vibration sensor, i.e., a PCB 307A accelerometer, is on the spindle housing. 
The mild steel workpiece is 2 inches wide and 6 inches long and is placed with its 
longitudinal axis aligned with the direction of feed. The standard feedrate, depth of cut 
and spindle speed were chosen to be 0.1 mm/rev, 1 mm and 325 rpm, respectively. TPG- 
C5 carbide inserts were installed. 

Data acquisition was performed with a 486 based computer and a Metrabyte DAS-20 
multi-channel data acquisition board. The sampling frequency was 25 kHz using an anti- 
aliasing filter with a 10 kHz cut-off frequency. Channel one digitized the translational 
vibration signal which comes from the translational accelerometer whose sensitive 
direction is in the direction of feed. Channel two digitized the torsional vibration 
transducer's output. Figure 2 shows samples of the two signals respectively. Each signal 
contains two rotations worth of data. 
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torsional sensor 
spindle housing 
translational sensor 

Figure 1. The experiment setup 

Torsional vibration signal Translational vibration signal 

200 
Time (ms) 

Figure 2. Typical torsional and translational vibration signals 

In order to determine the effect of cutting conditions on the amplitude of the 
measurements (in terms of standard deviation) new inserts were used to make a number 
of passes under different cutting conditions including cutting speeds at 135, 210, and 660 
rpm, feedrates at 0.049 mm/insert, 0.1 mm/ insert, 0.154 mm/ insert, 0.24 mm/ insert and 
depths of cut at 1.5, 1.2, 1.0, 0.8, 0.6 and 0.4 mm. It was found that the amplitude of the 
torsional vibration measurements is approximately proportional to ( depth of cut, mm 

) ' , ( the spindle speed, rpm) ' and ( feed rate, mm/insert) . Naturally one can 
normalize different measurements with respect to the aforementioned standard cutting 
conditions. 

The insert wear tests were conducted in the following way. In each test, the milling 
cutter, holding either a single insert or 5 evenly spaced inserts, makes 12 passes under the 
aforementioned cutting conditions to remove material from the top of the workpiece. 
Measurements from both vibration sensors are taken in each of the twelve passes. Each 
measurement is approximately five revolutions long. The width of the flank wear is 
measured after each pass. In the single insert configuration, 3 tests were conducted. In 
the multi-insert configuration, 4 tests were conducted. 
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SIGNAL PROCESSING: Data from the single insert tests were analyzed first. After 
removing the 60Hz line frequency component from the torsional vibration data, each 
measurement is then segmented into 5 pieces corresponding to 1 spindle rotation each. 
Slight variation in rotational speed causes the segments to contain different numbers of 
samples. Linear interpolation is used to make every segment have the same number of 
points. A Fourier transform is carried out for each segment. Finally, the Fourier 
transforms are averaged and the result is converted back to the time domain. 

The Choi-Williams time-frequency distribution (CWD) [23, 24] is calculated for the 
averages. CWD can be thought as a two-dimensional matrix where time and frequency 
are the two indices. Figure 3 shows the CWD's of a new insert and a worn insert, in the 
form of contour plots. The CWD's cover a time period between 0 and 11 msec, (where 
initial contact between the insert and the workpiece occurs at 2 msec.) and frequency 
from 0 to 9.375 kHz, which corresponds to a 250 by 75 matrix. Comparing the two plots, 
the worn insert has more energy at frequencies above 3 kHz between 4 and 8 msec, i.e., 
2-6 msec, after the initial contact. This difference is still visible at a somewhat lower 
resolution in time and frequency. A lower resolution reduces the number of CWD 
elements that have to be examined by the wear size estimator in the next stage of signal 
processing. After systematic trials, it was found that a 10 and 15 reduction in time and 
frequency resolutions, respectively, has little effect on the final accuracy of the wear size 
estimate. Resolution is accordingly reduced by merging all the elements in a 10 by 15 
area into a single element whose value is the sum of all the 150 elements. This results a 
reduced resolution CWD represented by a 25 by 5 matrix. 

To identify the set of CWD elements that provides the most discriminant information 
among all the possible sets containing the same number of elements, scattering matrices 
[25] and orthogonalization are used. Scattering matrices are applied to identify the best 
element among the 125 elements of the reduced resolution CWD. Orthogonalization is 
then used to make the remaining elements orthogonal to the chosen one. Then scattering 
matrices are used again to identify the best among the remaining elements. This process 
chose 15 elements to be our most useful features. In Fig. 4, the time-frequency area 
covered by these 15 elements are marked by "x". 
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Figure 3. The CWD plots of the new and worn-out insert. 
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Figure 4. The fifteen most critical time-frequency areas in the CWD plot. 

In the following, a neural net will be constructed to estimate the size of wear from the 
values of the 15 CWD elements. Among the 36 sets of data collected from 3 tests which 
make 12 passes each, data sets from the first and sixth passes are saved as testing data. 
Therefore, one has 30 data sets available for training the neural net. Furthermore, another 
210 training data sets are artificially generated by adding 10% random noise to the 30 real 
data sets. This is done to ensure the trained network's ability to generalize. Using the 
Augmentation by Training with Residuals algorithm [26], a feedforward neural network 
that consists of 15 input, 6 hidden, and 1 output neurons is found to be able to provide a 
flank wear size estimate with a maximal error of 0.08mm. Figure 5 shows the estimate 
provided by the neural network versus the true wear size in a scattering plot where a 
diagonal line represents the optimal estimate. The two "*" in the figure correspond to 
the testing data corresponding to the first and sixth passes, obtained under the same 
cutting conditions as those of the training data. Their estimation error is smaller than 
0.02 mm. An additional test data set which was acquired under the same cutting 
conditions except with a smaller depth of cut, i.e., 0.6 mm, is shown by the "x" which 
has an estimation error of 0.07mm. 

In the previous sections, it has been clearly shown that the combination of torsional 
acceleration measurement, the Choi-Williams distribution, and a neural network is 
effective in estimating flank wear of a milling insert. However, the benefit of torsional 
vibration does not come without a price. The moderately priced but bulky sensor requires 
that a free-end of the spindle axis be fitted with a thin aluminum disk which could 
interfere with tool changes and be susceptible to damage. It would be desirable to use a 
simpler and cheaper sensor, such as an accelerometer, which is smaller, lightweight, 
easier to install, without sacrificing performance significantly. Unfortunately, it was 
found that the same signal processing strategy does not yield a satisfactory result when 
translation vibration is used directly. Furthermore, an array of other techniques including, 
for instance, spectrum analysis, McFadden's demodulation [27], and energy operator 
demodulation [28, 29] were similarly unsuccessful in extracting any obvious trend 
correlating to the size of the flank wear from translation vibration either. 

535 



0 is the training data. * and x are the testing data 
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Figure 5. Estimated wear vs. actual wear 

This study develops a virtual sensor by using nonlinear dynamic modeling to identify the 
relationship between the translation and torsional vibrations from simultaneous 
measurements of both. Once this relationship is available in the absence of the torsional 
accelerometer an approximation to the torsional acceleration can be constructed by 
knowing the translation vibration alone. 

Since Fig. 3 shows that the torsional vibration is the most different during the period 
between 4 and 8 ms, the dynamic relationship between the two measurements will be 
identified by only using measurements around this period. Specifically, only 50 samples 
before and 250 samples after the initial contact are used. One thousand eight hundred 
samples from 6 out of the 12 passes made by one of the inserts were used to identify the 
model, and the rest were used as testing data. The model used is a 2nd degree nonlinear 
output-error model whose order and delay are determined to be 38 and 2, respectively, 
using the optimal linear output-error model [30]. 

A 38 order, 2nd degree nonlinear output-error model could contain, as many as, 39 linear 
terms and 741 nonlinear terms. This is obviously excessive under most conditions. A 
Genetic Algorithm based automated structure learning algorithm [31] was employed to 
identify the significant terms and their appropriate coefficients. The algorithm results in a 
model consisting of 250 terms and, when tested with a set of testing data, it generates the 
time series and time-frequency distribution shown in Figures 6 and 7. As one can see 
from the figures, the model is able to provide an observation of the torsional vibration 
that is not very different from the actual one measured by the torsional accelerometer. Its 
fidelity with large magnitude peaks is particularly important to this application. 

Torsional vibrations are produced by the virtual sensor from the measurements of 
translation vibration data. The same signal processing algorithm, including the CWD and 
the neural network, is then used to process all these virtual measurements to estimate the 
size of flank wear. Figure 8 summarizes the results obtained using the virtual sensor. 
Those circles in the figure represent the training results, which has a maximum estimation 
error of 0.05 mm. The two "*" in the figure correspond to the testing data obtained under 
the same cutting conditions as those of the training data. Their deviation from the 
diagonal line is in line with the training errors. The "x" corresponds to an additional 
testing measurement taken with a smaller depth of cut, i.e., 0.6 mm. It has an estimation 
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error of 0.089 mm. The use of virtual measurements does not affect the accuracy of wear 
estimation significantly. The use of virtual sensor has enabled the assessment of flank 
wear from the translational vibration alone and therefore the sensor is no longer necessary 
except during the virtual sensor calibration phase. 
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Figure 6. Virtual sensor output compared 
to the actual measurement 

CWD of actual measured data CWD of emulated data 

10 

8 
to    c 

E   6 

>          ! 

'""C^-- 
^..L- 

——' "T    >~~—- 
4 ;^^_i  —1— 
1 :     : 

E 6 

4 

2 

- —^    \ 

1    r^J    "^ ■— L  

___„-.—~..Jn.  

;      ; 
T*^^: 

2      4      6      8 
KHz 

2      4      6 
KHz 

Figure 7. CWD of the time series in Fig. 6. 

0 is the training data. * and x are the testing data 

0.4 0.6 0.E 
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Figure 8. Estimated wear vs. actual wear 
based on the virtual sensor 

The aforementioned methods are tested with data collected from the multi-insert tests. In 
this case, more than one insert is in contact with the workpiece during the critical period 
from 2 to 8 ms after the initial contact between the insert and the workpiece. Thus the 
signal in this period contains additional noise from the other insert. This extra noise 
could make diagnosis difficult.   The results are shown in Fig. 9.   The training error is 
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0.011 mm and testing error is 0.04 mm.   It is obvious that the wear has been assessed 
with reasonable accuracy. 

O is the training data, * is the testing data 

0.1 0.2       0.3       0.4       0.5       0.6 
Actual flank wear (mm) 

0.7      0.8 

Fig. 9 Estimated flank wear vs. actual flank wear in mm (1 mm depth of cut, 325rpm and 
.1 mm/insert feedrate with 5 inserts installed) 

CONCLUSIONS: The virtual sensor, based on nonlinear modeling, and the diagnostic 
algorithm, based on time-frequency and neural network methods, have demonstrated their 
ability to determine the amount of tool wear for both single and multi-insert 
configurations. The estimation of flank wear was found to be accurate. Possible future 
work could include 1) the forecasting of insert wear from its present state and usage and 
2) the identification of modal parameters of the milling machine and their relationship to 
the dynamics between the two vibrations. 
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MACHINERY FAILURE DIAGNOSIS USING DISCONTIGUOUS 
DETECTION METHOD 
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Abstract: This paper describes the running condition monitoring and failure diagnosis 
methodology by using the no-contact detection method. This method applies the laser 
displacement sensor to measuring the vibration displacement of machinery. It not only has a 
feature of discontiguous measurement, but also installs laser sensor easily. The detection 
ability is discussed under different test conditions in this paper. Experimental results have 
shown that the technology is effective in failure diagnosis by analyzing vibration 
displacement signals of laser sensor after the transfer time and resolution of laser sensors 
were correctly selected. The method provides a new means of failure diagnosis of machine, 
and it enhances traditional machinery failure diagnosis technology. 

Key words:   Discontiguous detection, machinery failure, diagnosis 

INTRODUCTION: The most critical area necessary for the success of an industrial 
company in today's competitive technological environment is the quality control of the 
product and its manufacturing processes. Being physical devices, product components and 
processes are subject to failure. Hence, machinery monitoring and failure diagnosis have 
become increasingly important. 

A number of effective methods have been developed for localized faults of bearing, for 
example, statistical analysis[7], time and frequency field analysis[8], adaptive noise 
cancelling technology[3][5], bearing noise and acoustic emission technology[10][ll], fuzzy 
and neural networks identification methods[l][2][9][12]. However, there are still three 
disadvantages in the present accelerometer measurement system. First, it is contiguous. It 
has some problems of installation regarding old machinery, and there are some troubles of 
shielding and insulation of measurement system. Second, it contains noises resulting from 
the nearness of machines or components of machines for the accelerometer signal. Third, it 
is difficult to extract feature of bearing faults from the vibration signals when the bearing is 
running at low speed. 

With the development of science and technology in laser sensor, especially owing to the 
emergence of laser displacement sensors which are of light weight, small size, high 
precision and have a wide frequency response, a chance is offered to the discontiguous 
machinery failure diagnosis[6]. From the machine failure diagnosis study point of view, the 
discontiguous machinery fault detection technology may not be new. For example, the 
machinery noise analysis and acoustic emission detection technology are also discontiguous 
fault detection technology. There are some successful examples of machinery fault 
diagnosis by using machinery noise analysis and acoustic emission technology, but these 
methods are easily influenced by ambient noise under actual factory running conditions[ll]. 

In this paper, we are going to find a new approach for discontiguous machinery fault 
diagnosis techniques. The failure detection ability is discussed for using laser displacement 
sensors under the two kinds of sensor transfer time, different failure sizes and different 
shaft speeds. Experiment results show that it has the ability to solve the problem of 
no-contact detecting machine failure. 

EXPERIMENTAL SET-UP AND CONDITIONS: The experimental set-up is shown in 
Fig. 1. The experimental set-up consisted of a high speed motor mounted on a 20 cm-thick 
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base plate. The motor was connected to the driven shaft on which the auxiliary bearings 
and test bearings were housed by a belt and pulley system. The motor was controlled by an 
alternating governor system. The test load was provided by a hydraulic cylinder. 

The vibration displacement was measured by a special laser displacement sensor from the 
outer surface of bearing outer race or the top of bearing housing. The feature of laser sensor 
will be discussed later. The signal passed through an A/D board to the computer, where 
signals were processed. 

/fämmmmm^ 
Computer 

Laser Sensor LB02 
Amplifier LB-62 

Fig. 1   Experimental Set-up and Data Acquisition 

The Feature of Laser Displacement Sensors: 1) Features of Frequency Response: The 
laser sensor type is LB02, amplifier type is LB-62. Its linear frequency range of response is 
0-3 kHz, its maximum frequency range of response can be over 10 kHz. The frequency 
range of response is relative to the transfer speed of the laser sensor. It was divided into 
three areas according to the three transfer speeds of the laser sensor. The relationship of the 
laser sensor's resolution and the transfer speed is shown in Fig. 2. 2) Resolution of 
Displacement Sensor: The resolution of the laser sensor is 2-50 urn for vibration 
displacement. The resolution is relative to the transfer speed of the laser sensor. It was also 
divided into three areas according to the three transfer speeds of the laser sensor, they are 2 
j*m to 60 ms, 15 ^m to 2 ms and 50 urn to 0.15 ms. Fig. 2 also shows that it has a low 
resolution when the transfer speed is high, there is an inverse ratio relation between the 
resolution and the transfer speed. Attention should be paid to this important feature when 
applying the laser sensor to measurement vibration displacement. 3) Influence of the 
Angled Object: Since there is an angle on the bearing outer race or bearing housing 
surface, so it is an important factor for detecting the failure of bearings by using a laser 
sensor which can detect angle range. It has only a small influence on the angled object 
when the reflection angle of the object is in the range ± 30° . Thus, the vibration 
displacement of bearings can be measured by using a laser displacement' sensor on the 
bearing housing or outer race. Fig. 3 shows the result. 

Placement of the Measurement Point: The vibration displacement is different from the 
vibration acceleration, its losses are greater when the signals pass once through the contact 
interface. According to the feature of the laser displacement sensor, there are two 
measurement placements to be selected in the experiment. One point is from the outer race 
of bearing, the other one is from the bearing housing ( both in 1# point of Fig. 1 ). 
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Experimental Conditions: The experimental self-aligning bearings are a bearing type of 
NSK 22207. These bearings could be artificially localized defects induced by an 
electric-discharge machine. The bearing failure occurs with defects in the outer race and 
roller. The experimental data includes one failure size type of self-aligning bearing under 
two kinds of shaft speed and one load. The test conditions are shown in Table 1. 

»i*fc--*<-* 

Transfer Tim e  (ms) 

-Frequency Response —*—Sensor Resolution 

Fig. 2   The Relationship of Transfer Time, Frequency Response and Resolution 

+30' 

Fig. 3   Measurement Range of Angled Object 

Table 1 The Experimental Conditions 

Conditions 

Defect Type 1 

Values 

Defect Type 2 

Shaft Speed 1 

Shaft Speed 2 

Shaft Speed 3 

Loads 

8.3x1x1.5 (mm) 

Outer Race Frequency 

3x1x0.5   (mm) 

1000 rpm 

500   rpm 

250   rpm 

5kN 

27 Hz 

53 Hz 

106 Hz 
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The sampling frequency is 2 and 5 kHz. A time domain data set contains 3 samples, a 
sample has 1024 points. Spectra are averaged over 3 samples with a HANNING window. A 
figure of spectrum was drawn by using 512 points. The different resolutions ( 15 and 50 ß 
m) and different transfer times (0.15 and 2 ms) of laser sensor were selected in this study. 

DISCUSSION OF RESULTS: It contains two sampling frequencies when using the A/D 
board as a data transfer device, and it uses different resolutions of laser sensor to detect 
bearing vibration. If the vibration displacement variation period produced by localized 
defects can be detected by the different resolutions and different transfer speeds of laser 
sensors, then results of bearing running conditions can be obtained by signal process 
technology. 

Vibration Displacement Signals from the Surface of Outer Race: 
Fig. 4 to Fig. 9 show the spectrum analysis results of vibration signals from the surface 

of outer race under the two failure sizes and three shaft speeds. The resolution of laser 
sensor is 15 ß m (transfer time of laser sensor is 2 ms ). 

Fig. 4   Outer Race Defect 1 Under Shaft Speed 1 Fig. 5   Oulcr Race Dcfccl 1 Under Shaft Speed 2 

Fig. 6   Outer Race Defect 1 Under Shaft Speed 3 Fig. 7   Oulcr Race Defect 2 Under Shaft Speed 1 

Fig. 8   Oulcr Race Defect 2 Under Shaft Speed 2 Fig. 9   Outer Race Defect 2 Under Shaft Speed 3 
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Figs. 4, 5 and 6 show outer race fault frequencies of 108 Hz, 52 Hz and 27 Hz, 
respectively. In Figs. 5 and 6 failure frequency of the outer race is more clear than in Fig. 
4. The result shows that there is a great amount of frequency peaks in the vibration 
displacement signal when the bearing is running at high speed, so the failure of bearing is 
easily identified when the bearing is running at low speed. 

From Fig. 7, Fig. 8 and Fig. 9, we can obtain a similar spectrum analysis result when the 
failure size is small, but the peaks of failure frequency are not clear in these figures under 
the same shaft speed and sensor resolution. The result shows that failure size influences the 
ability to detect failure using a laser displacement sensor. 

Now we investigate the features of time domain statistical values under different shaft 
speeds, failure sizes, and the same sensor resolution conditions. Figs. 10 and 11 show 5 
types of the characteristic statistical parameter values. They are shape factor, crest factor, 
impulse factor, clearance factor and kurtosis value. Comparing Figs. 10 and 11 show that 
the time domain statistical values to some extent increase when defect size is bigger under 
the same shaft speed and sensor resolution conditions. We also know from Figs. 10 and 
11 that the shaft speeds have little influence over the time domain statistical value. 

A- -5» 

■~T 

-Shaft Speed!   -«-- Shaft Speed 2  ■ 

Fig. 10   Time Domain Statistical Values of Defect 1 

Under Resolution 15 ß m rpm 

pe                     Crest Impulse Clearance Kurt 

|— *"- Shaft Speed 2 --■«- - Shaft Speed 3 -A - Shast Speed 3 

Fig. 11    Time Domain Statistical Values of Defect 2 

Under Resolution 15 y m rpm 

Vibration Displacement Signals from Bearing Housing: Since vibration displacement is 
from the bearing housing, there are greater losses in the measurement signal when the 
vibration displacement signals pass once through the contact interface. This is important 
research work that failure of bearing was detected by vibration displacement signal from 
bearing housing. In order to compare the result with signals from the outer race, the same 
processing method was applied in this paragraph. 

1) The Outer Race Defect 1: 

Fig. 12 Sensor Resolution 50 u m   Under Shaft Speed 1 Fig. 13 Sensor Resolution 50 u m Under Shaft Speed 2 
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Making a simple comparison between these spectrum, the peaks of failure feature 
frequency we can find in Fig.12, Fig.13 and Fig.14 under sensor resolution is 15 (in. 
Sensor resolution 15 ßm shows better results in Fig. 15, Fig. 16 and Fig. 17. Comparing 
sensor resolution 15 ß m and 50 ß m, the high sensor resolution case has a better ability of 
failure detection than the low sensor resolution. We have to point out that 54 Hz frequency 
is very obvious in the Figs. 12 and 13, and also obvious in Figs. 15, 16 and 17, so it will 
be difficult to identify the bearings failure type. Although the peaks of failure feature 
frequency are not easy to identify in these spectrum, they show that bearings failure can be 
detected by using the vibration displacement from the bearing'housing under the different 
sensor resolutions and different shaft speeds. 

Fig. 14   Sensor Resolution 50(im Under Shaft Speed 3        Fig. 15   Sensor Resolution 15 ti m Under Shaft Speed 1 

m 'i*AliV#/*A. 
SOOHI 

Frcqncaty 

Fig. 16 Sensor Resolution 15 ti m Under Shaft Speed 2 Fig. 17 Sensor Resolution 15 ß m Under Shaft Speed 3 

|—•— Shaft Speed I --«--Shaft Speed 2 -* -Shaft Speed 3 

Fig. 18  Time Statistical Values of Sensor 
Resolution 50 /i m 

Fig. 19  Time Statistical Values of Sensor 
Resolution 15 ßm 
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Let's now look at feature of the time domain statistical value. Figs. 18 and 19 show a 
similar result to Figs. 10 and 11, where the shaft speeds have only a little influence over 
time domain statistical values. Comparing Figs. 18 and 19, we see to some extent an 
increase of statistical values in Fig. 19 when the sensor resolution is 15 ß m, it also shows 
that the sensor resolution is very important for failure detection under the same test 
condition. 

2) The Outer Race Defect 2: The failure frequency of the outer race can be found in Fig. 
20, Fig. 21 and Fig. 22, where the failure size is small. Since there are more peaks of 
frequency in these spectrum, the peaks of failure feature frequency become hard to find. 
The result shows that the failure size will effect the ability of failure identification, although 
the sensor resolution is the same. The time domain statistical values show to some extent a 
decrease when the failure size is small, the result can be obtained by comparing Figs. 11 
and 19. 

I 
SOU: 

Frequency 

1111 
:   V 

l< mMMkSM 
Frequency 

Fig. 20   Sensor Resolution 15 u m Under Shaft Speed 1   Fig. 21   Sensor Resolution IS u m Under Shaft Speed 2 
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Fig. 22 Sensor Resolution 15 in Under Shaft Speed 3   Fig. 23 Sensor Resolution 15 um Under Shaft Speed 1 
( Sampling 5 kHz ) 
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Fig. 24   Time Statistical Values of Sensor 
Resolution 15 \L m 

Fig. 25   Time Statistical Values of Sensor 

Resolution 15 ß m   ( Sampling 5 kHz ) 
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3) The Sampling Frequency 5 kHz: It is difficult to find obvious peaks of failure 
frequency in Fig. 23, but through making a comparison of Figs. 24 and 25, we can see the 
time domain statistical values have little change. The result shows that the sampling 
frequency will influence the ability of failure detection using a laser displacement sensor, 
but it still can get similar results when using the time statistical values as failure detection 
means. 

The above results show that the spectrum analysis and time domain statistical values 
have the ability to detect bearing failures whether the displacement signals of vibration are 
from the outer race of bearing or from bearing housing. It shows a good ability of failure 
detection under the shaft speed 2 and the sensor resolution 15 ß m. 

CONCLUSION: It has been proved that the displacement analysis method is an effective 
method to identify faults whether the displacement comes from the surface of outer race or 
from the top of the bearing housing, whether at a high shaft speed or at a low shaft speed. 
Certainly, it has more actual value of application to detect the signal from the bearing 
housing. 

The results of the spectrum analysis will^be influenced by different sampling frequencies, 
but the time domain statistical values are stable for two sampling frequencies. The failure 
sizes will effect the ability of failure detection, but the shaft speed will have little influence 
on the ability of failure detection. 

These results have shown that the laser displacement sensor has the ability to solve the 
problem of discontiguous failure detection. A further study is necessary for the monitoring 
and diagnosis of bearing failure using laser sensor under different bearing work conditions. 
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Abstract: By using the dislocation model for the surface crack and images for the free 
surface, an analytical solution for interaction between a screw dislocation near a mode III 
surface crack subjected to the dynamic antiplane stress has been derived. The change of 
the crack extension force as the surface crack propagation towards the dislocation is 
presented in this paper. Without the applied stress, the dislocation stress field tends to 
drag the surface crack to the dislocation where the strain energy can be relaxed. Under the 
periodic dynamic stress, the surface crack can be repelled by the dislocation depending 
upon the direction of the applied stress and wave number and the Burgers vector of the 
dislocation. The effects of the wave number, the input incident angle and the dislocation 
on the stress intensity factor are also presented. The results showed this problem can be 
reduced to a crack embedded in an infinite solid when the distance between the 
dislocation and the free surface is > 20. This method is applied to find out the dynamic 
stress intensity factor of an internal crack near a free surface under SH loadings. 

Key Words: Dislocation model; screw dislocation; crack propagation; Burgers vector; 
wave number; input incident angle; stress intensity factor 

INTRODUCTION: Dislocation around a crack tip plays an important role in the 
ductility of the material. It has been observed in silicon wafer that the dislocations near 
the free surface can be generated by introducing surface damage followed by a proper 
heat treatment. The surface damage, caused by grinding, scratching, etc., on brittle 
material usually introduces surface microcrack along with dislocations. It is believed that 
the dislocations are generated by surface microcracks during the heat treatment. It is 
therefore important to understand the interaction between a surface crack and a 
dislocation. Louat [1] was the first to study the interaction between the dislocation and 
the finite crack. Smith [2] showed that an edge dislocation in front of a crack tip can 
enhance the growth of cracks of Griffith sizes, and he also formulated the dislocation 
distribution for a finite crack that interacts with coplanar screw dislocations. For a semi- 
infinite crack in the infinite medium, the image force components on the dislocation 
along the slip [3] and climb directions [4] have been solved by the thermodynamic 
method. Chu [5] solved the coplanar screw dislocation and sharp surface crack 
interaction. Lee [6] also studied the same problem and compared the dislocation 
distributions in the crack, the total Burger vector, and the stress intensity factor in the 
models of (Li, 7) and (Louat, 1). Li [7] used dislocation modeling of the crack tip stress 
field to study the nucleation of dislocation near the tip of the crack. The general problem 
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of the interaction of a dislocation with a surface notch has been studied by Warren [8]. 
However, due to the complexity of the potential he obtained, only an approximate 
solution for the force on the dislocation was reached. The dynamic interaction between 
the general parallel screw dislocations and the surface crack still has not been solved. 
This work considers the case of the interaction of a screw dislocation with a mode III 
surface crack subjected to harmonic periodic stress. By using the conformal mapping 
technique, the stress along the crack is expressed as a system of singular integral 
equations, which contain Bessel functions and the distribution densities, the Burgers 
vector, and the phase lags of the dislocations. From the Simpson integration method, we 
expressed the unknowns in the forms of the Chebyshev Polynomials and solved them 
with Galerkin method. 

PROBLEM DEFINITION: The problem considered in this study is as follows: A 
surface crack of unit length lying in the xz plane with an infinite z dimension is shown in 
Fig. 1. A screw dislocation parallel to the z axis 
is situated at (x0, 0) in the xz plane (Fig. 2). 
Both the crack and the dislocation are 
subjected to horizontal polarized shear waves 
(SH waves). The screw dislocation has a 
Burgers vector b. The problem is to calculate 
the stress intensity factor at the crack tip due 
to both the applied shear waves and the screw 
dislocation. We represent the surface crack 
with an array of continuous distribution of 
screw dislocations [6], all parallel to the z 
axis. Owing to the nature of geometry, the 
stress on the free surface is zero. The 
problem is now changed to simply a finite 
crack of length 2 interacting with two screw 
dislocations in an infinite medium as shown 

Fig. 2. For the case of harmonic shear 

input shear 
waves 

Figure 1 The surface crack under 
the SH waves 

X 

1 

*o 

1 

*o 

in 
waves (SV, SH) impinging on a semi-infinite 
crack lying along x-axis, the anti-plane 
displacement component of the incident 
field at point (x, y) can be expressed as [9]: 

wk = w0exp{-i[a(xcos9+ysin9)-cöt]} 

= wocos[a(xcos9+ysin0)-oot] 

-iwosin[a(xcos0+ysin6)-a>t] 

where w0 and a> are the amplitude and frequency of the applied wave, wk is the anti-plane 
displacement component, 0 is the angle of incidence measured from the x-axis, and a is 
the wave number. Let |i and p be respectively the shear modulus and the mass density, 
then the shear wave velocity is the (u/p) and the wave number a = co/c. The 
displacement wk can be decomposed into real (SV) and imaginary (SH) components 

SH wave on xz plane 

Figure 2 A positive screw dislocation, 
its image and a finite crack of length 2. 

(1) 
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which are parallel to x-axis and y-axis respectively. This study concentrates on the stress 
intensity factor of mode III. That is, only the SH wave problem is considered. The anti- 
plane stress under SH waves can be derived if we denote the imaginary component of Eq. 

(1) as w*, then 
a = -u3 w*/5y = a0sin9cos[a(xcos9+ysin9)-cot] (2) 

where a0 = w0ua. When the input shear waves meet the dislocation, these waves are 
reflected due to the inhomogeneity of dislocation density. Previous works on this subject 
showed that if the input stress waves are SH waves, the reflected waves would also be SH 
waves. This result is equivalent to that produced by reflection from a crack. Thus, the 
deformation at a crack can be modeled as a continuous distribution of screw dislocation 
under SH waves. From Eshelby's study [10], the total displacement at point (x, y) when a 
shear wave is incident normally on the screw dislocation is expressed as: 

d(r) = 5*H(^-)"2cos[cöt+p(r)]sine (3) 

where r = (x2+y2)1/2, p(r) is the phase lag, u is the amplitude of the screw dislocation and 
b is the Burger's vector. Eshelby also showed that the scattered wave may be represented 
by Bessel functions of order 1. The anti-plane displacement is: 

w(r) = AusinG {J^alrDcosfcat+pCr)] + Y,(a|r|)sin[(ot+p(r)]} (4) 

Another approach related to the interaction of screw dislocations and sound waves was 
studied by Nabarro [11]. He derived the total displacement as follows: 

2 
d(r) « ( )"2 Aucos[cot+p(r)]sin9 (5) 

7tar 
Comparing the Eqs. (3) and (5), we get A * ab/4. Inserting Eq. (4) into x = -ji9w(x)/9y, 
the anti-plane stress wave released along y = 0 plane is : 

ad(x) = Ba2{[J0(a|x|) + J2(a|x|)]cos[cot+p(x)] + [Y0(a|x| + Y2(a|x|)]sin[cot+p(x)]} (6) 

where B = -bun/8, and J„ and J2 are the zeroth order and the second order of the first kind 
of Bessel function respectively. Similarly, Y0 and Y2 are the zeroth order and the second 
order of the second kind of Bessel function. From Eq. (2), stress o along the crack 
surface (y = 0 plane) is a = <7Osin0cos(axcos9-CDt). Since the total surface traction should 
be zero along the crack surface, we have 

jb(s)Ba2{[J0(a|x-s|) + J2(a|x-s|)]cos[cot+pi(s)]+[Y0(a|x-s|) +Y2(a|xs|)]sin[(Bt+p1(s)]}ds 

+ Ba2{[J0(a|x-x0|) + J2(a|x-x0|)]cos[cot+p2(x0)]+ [Y0(a|x-Xoi) + Y2(a|x-x0|)]sin[cot+p2(xo)] 

- [J0(a|x+x0|) + J2(a|x+x0|)]cos[cot+p2(xo)]- [Y0(a|x+x0|) + Y2(a|x+Xol)]sin[cot+p2(x0)]} 

= -aosin9cos(axcos0-<at) C') 

where the p,(s) and p2(x0) are phase lags of the surface crack modeled by a continuous 
distribution of screw dislocation and the dislocation at (x0 , 0) respectively. Expanding 
Eq. (7), we get the following two equations: 
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j"D(s)Ba2[YcosPl(s) - Jsinp,(s)]ds 

= -cr0sin9sin(axcos9) + Ba2(r]-e)cosp2(x0) + Ba2(x-^)sinp2(x0) 
1 

|D(s)Ba2[JcosPl(s) + YsinPl(s)]ds 

(8a) 

— i 

= -CT0sin8cos(axcose) + Ba (T1-s)sinp2(x0) + Ba2g-x)cosp2(x0) (8b) 

where J = J0(o|x-s|) + J2(a|x-s|), Y = Y0(a|x-s|) + Y2(a|x-s|), x = J„(a|x-x0|) + J2(a|x-x0|), 
s = Y0(a[x-x0|) + Y2(a|x-x0|), % = J0(a|x+x0|) + J2(a|x+x0|), r\ = Y0(a|x+x0|) + Y2(a|x+x0|). 
On the right side of Eqs. (8a, 8b) includes three parts: where the first part is due to the 
applied SH waves. The second and third are due to the screw dislocation at (x0 , 0) and its 
image respectively. There are two unknown functions D(s) and p,(s) on the left side of 
Eqs. (8a, 8b). We replace them with another two functions, A[(s) = D(s)Bcosp,(s) and 
A2(s) = D(s)Bsinp,(s). Since there is singularity in Y when the value of x approaches to s, 
we can separate Y into singular and regular parts. Eqs. (8a, 8b) are expressed as follows: 

1 l l 
-4/TI JA, (s )/(x-s)2ds + 2a2/7: JA, (s)Jln(a|x-s|)ds + Ja2 [A,(s)f(x, s)-A2(s)J]ds 

-1 -l -l 
= -CT0sin8sm(axcos9) + Ba2(r| -e)cosp2(x0) + Ba2(x-^)sinp2(x0) (9a) 

1 l l 
-4/TI j A 2 (s)/(x-s)2ds +2a2/n JA2 (s)Jln(a|x-s|)ds+ Ja2 [A2(s)f(x, s)+ A,(s)J]ds 

t i -l 

-C70sin9cos(axcose) + Ba2(n-g)sinp2(x0) + Ba2(^-x)cosp2(x0) (9b) 

,2j+2 where f(x,s) = -1/TI + 2/7i[(y-ln2)J0(a|x-s|) - ln2J2(a|x-s|)]- 2/n £(-l)j (a/2)2j+2(x-s) 
j=o 

w(j + l) + v|/(j + 3)    \|/(j+2)+y 
L ->-,/->    ■„ V ]> Wlth the Euler constant y = .577215665 and w(j)= -Y 

2j!(2 + j)! [(j + 1)!]2 ' 
j-i J    " 

+ E(l / k), j >1. The dynamic stresses around a small circle centered at the crack tip (r2 

-> 2a and (j)2 -> 0) under shear waves can be 
expressed as [12]: 

K„ 
t„. =' ^C0S(((),/2),TX 

K„ 
sin^,^)    (10a, b) 

V      1 V11! 

where r, and ifo (i = 1, 2) are shown in Fig. 3. Km is 
the stress intensity factor of tearing mode. That means 
the stress intensity factors at the tip of the crack rely 
on the existence of the r"2 stress singularity. We 

Figure 3 Definitions of r, and d>,    expect that' accordin8 to the Simpson integration 
method, A,(s) and A2(s) contain the term (1-s ) 

Since Eqs. (9a, 9b) contain orthogonal polynomials, we choose to express A,(s) and A2(s) 
in the following forms: 
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A,(s) = (l-s2),/2 5>nUn(s),A2(s) = (l-s2)"2 2bnUn(s) (11a, b) 
n=0 n=0 

where Un(s) is the second kind of Chebyshev Polynomial [13]. Introducing the Galerkin 
method into Eqs. (9a, 9b) and substituting A^s) and A2(s) from Eqs. (11a, lib) into Eqs. 
(9a, 9b), we have: 

,2Nl/2r   f  Un(s) /t     „2 ^I/2J„J,.i„2r f2j 

-,  -l" 

fC^U^sXl-s^^dsdx]- fbna
2 Jum(x)(l-x2)1/2 |jUn(s)(l-s2)1/2dsdx 

gan {-4/7U fum (x)(l-x2 )m [ f     n(S)(l-s2)1/2dsdx+a2[ £jln(a|x-s|) + 
n=o _J, _,(x-s)2 > 

=-JUm(x)(l-x2),/2[0osin6sin(axcose)]dx+jUm(l-x2)1/2Ba2(r|-s)cosp2(x0)dx 
-l -l 

l 
+ |Um(l-x2)1/2Ba2(X-Osinp2(x0)dx (12a) 

fbn {-4/Ti Jum (x)(l-x2 )m [ J-^iL^-(l-s2 )1/2dsdx+a2[ |2jln(a|x-s|) 
n=0 _, -i(x-s) _! 

+ f(x,s)]U„(sXl-sz)1/2dsdx}+ Eana
2 Jum(x)(l-x2)1/2 JjUn(s)(l-s2),/2dsdx 

n=0 _, _, 
1 1 

= -JUm(x)(l-x2)1/2[cTosinecos(axcos0)]dx+Jum(l-x2)1/2Ba2(r|-E)smp2(x0)dx 
-l -l 
l 

+ Jum(l-x2)1/2Ba2(^-X)cosp2(x0)dx (12b) 
-l 

where m = 0, 1, 2, 3,..., M, ...oo and n = 0, 1, 2 3, ..., N,..., oo. The integrals in Eqs. (12a, 
12b) are evaluated with the help of Chebyshev Polynomials. Since Un does not vanish 
when n approaches oo, a„ and bn should converge to zero as n approaches oo. Therefore we 
assume that the problem can be approximated with the following series: 

Z[(Amn+ Bran)an   - Cmnbn ] =nm + fmcosp2(x0) + gmsinp2(x0)   (m = 0, 1...M)     (13a) 

E[Cmna„ + (Amn + Bmn)bJ=vm+fmsinp2(xo)-gmcosp2(x0)    (m = 0, 1, ..M)      (13b) 
n-0 

r ,   „, 1 U,(s)        ->   i,-, f      0 m^n 
Amn=-4/7tJUm(x)(l-x2)1/2 J-^-(l-s2)1/2dsdx = 

_J, -l(x-s)2 [2(n + l)7t   m = n 

1 l ~ 
Bm„ = a2 jtUxXl^Y2 I^JlnCalx-sD+^s^^sXl-^rdsdx 

-l -l n 

l l l 
Cm„=a2 |Um (x)(l-x2 )1/2 JjUn (x)(l-s2 )1/2 dsdx, gm= Jum (1-x2 )1/2 Ba2 (x-$)dx 

-l -1 -1 
1 l 

1m= - Jum (x)(l-x2 )1/2 [c0sinesin(axcose)]dx, fm = Jum (1-x2 )1/2 Ba2 (i1-s)dx 
-l 
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1 

vm = - jUm (x)(l-x2 )1/2 [0O sin9cos(ccxcos9)]dx . 

Eqs. (13a, 13b) contain 2(N+1) unknown coefficients a„ and b„ with 2(M+1) equations. 
The above equations can be put into matrix form as: 

(A + B)a-Cb = Ti+fcosp2(x0) + gsinp2(x0) (14a) 

C a+ (A + B) b = v+ f sinp2 (x0) - g cosp2 (x0) (14b) 

where a = [ a„ , a, , a2 ,...,aN f and b = [ b0, b, , b2 ,...,1^ ]T. Matrices A, B, C, and 

vectors n, v and f , g can be found once M and N are selected. Since all quantities in Eqs. 
(13a, 13b) are constants except a„ and bn , we deal with them as linear equations. 
Separating them by superposition method, Eqs. (14a, 14b) become: 

(A + B)a'-C?=^, CaV(A + B)b' = v (15a, b) 

(A + B)a"-Cb" = fcosp2(x0) + gsinp2(x0) (16a) 
"1. 1,    -» 

Ca +(A + B)b  = fsinp2(x0)-gcosp2(x0) (16b) 

where a=a'+a" and b= b' +b". To solve for a„ and bn (n = 0, 1,..., N), let M = N. Our 
problem is now to find positive integers M and N such that a„ and bn converge to zero. As 
a first approximation, let M and N equal to 9. Evaluating a'n and b^ in Eqs. (15a, 15b), we 
find out the values of a; and b; would converge to zero if M, N > 5. The results are listed 
in Table I for a = 1 and G = n/2. Let 

~i ~* -* ~* -> -> 
fcosp2(x0) + gsinp2(x0)= Rcoscp, f sinp2 (x0)-gcosp2 (x0)= Rsintp      (17a,b) 

where 0 < (p < 2n. We now have 

R = (f2+g2)1/2 (18) 

The corresponding aj,' and b" defines the maximum value of the stress intensity factor at 
the crack tip. In general, only the maximum value of the stress intensity factor is of 
interest. It means that (p can be defined when Km reaches the maximum value. With the 
same method used to solve Eqs. (15a, 15b), we find the solutions as listed in Table II. The 

solutions can now be used to get A,(s), A2(s) and 
P2(*o)- Tne results may be used to calculate the stress 
intensity factor from stress distribution along the 
dislocation. The stress intensity factor at the crack tip 
from Eq. (10a) may now be defined as follows: 

Table I a = 1 and 9 = TI/2 

n n 

-0.178 -0.297 
0 0 

0.01 0.014 
0 0 

1.6410 4 -2.22-10"4 

0 0 

|K„ |lim[2(x-l)]'V 
x-»l 

(19) 

where |Km| is the stress intensity factor at the crack tip. 
At the regular points, the value of the stress intensity 
factor will be zero. For the singular points, the stress 
intensity factor is expressed as: 
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Table II a: 

a 

l,e = 7t/2,x0 = 2,n: 

b 

:0.3 

0.027 0.026 

0.001 0.003 

-6.02-10 4 9.99-10"4 

1.5810"4 5.95-10"4 

3.02-10 4 3.77-10"4 

4-10"4 1.4910 4 

|K,„|= !im[2(x-l)]'"(-4/t){ E[ansincot 
*-*' n=0 

+ bncoscot jUn(s)^ ^--ds]   (20) 
_i (x-s) 

According to [14], the integration in Eq. (20) is 
expressed as: 

0 -s2)1'2 

ds 
(2_ni/2 l)1 _',  (x-s)' (x2 

This leads to the following equation: 

,x>l      (21) 

N   a„    „ 
Kn, = 4{[2-f-]2 

n=o n +1 
+ [E^L-]2},/2cos(o)t-en): 

n=o n + 1 
■■ |Kln|cos((at-en) (22) 

where 0n = tan 

2 r 

l 

Ean(n+1)- 
1 n=0 and Km is the stress intensity factor of mode III. 

-l 

.s 
«u     L 

-3 

Ebn(n+1) 
n=0 

H=0.3    a=0.5 

'__ !_ X. J_ 

4 8        12       16       20 

Xo 
 Ks(screw dislocation) 
---- K=Ks+Kc 
  Kc(crack) 

Figure 4 Effect of a screw dislocation 
on the SIF 

Chu 
Presented method 

Figure 5 Comparison of dislocation 
and Chu model 

The stress intensity factor Km at the crack tip 
for a mode III surface crack is defined as 
follows: 

Kn^Kg+Kc (23) 

where the first term, Ks , is due to stress field 
of the dislocation and the second term, Kc , is 
doe to the applied SH waves. Both of them 
derive from Eq. (22). Eq. (23) is plotted in 
Fig. 4 for arbitrary values of a and XQ. It is 
seen that the net stress intensity factor KnI 

can be reduced by a screw dislocation 
generated in the vicinity of the crack tip. It 
also can be shown that Knl » 0 when XQ > 20. 
From Eqs. (23), we know the stress intensity 
factor can also be enhanced by the presence 
of the dislocation depending upon the 
relative sign of the applied SH waves and the 
Burgers vector of the dislocation. By holding 
the screw dislocation stationary, the strain 
energy release rate corresponding to the 
virtual displacement of the crack tip gives the 
crack extension force Gm. The Gm is defined 
as: 

G„ 
K; m_ 

2u 
(24) 
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The change of Gnl as the surface crack propagation towards the screw dislocation is 
illustrated in Fig. 4. Without the applied SH waves, the dislocation stress fields tends to 
drag the surface crack to the dislocation where the strain energy can be relaxed. Under the 
applied SH waves, the surface crack can be repelled by the dislocation depending upon 
the direction of the applied SH waves and the Burgers vector the screw dislocation. There 
is a stable position x0 where the crack extension force Gm is zero. In Fig. 5, the SIF curve 
for a = 0 (static) is compared with that given in Chu [5]. In Fig. 6, it shows the dynamic 
stress intensity factors will increase at low frequency when the a increases and reach the 
maximum value. At relatively high frequencies, the stress intensity factor drops rapidly 
beyond the first maximum value and exhibits oscillations as a increases. To extend the 
study further to include the relation between the input angle 9 and stress intensity factor 
shown in Fig. 6. It shows that the stress intensity factor increases with increasing the 
input angle 9 at low frequencies. It is noted that the stable position x0 will decrease when 
the input angle 9 increases as shown in Fig. 7. 

S 1 
-4-> o 
<3 1 
>> 

■a 0 e 

1° 
w  0 

^ 0. 

.25 

,00 

.75 

50 

25 

00 

^-—"^^N   9 = 90 
^           - 9 = 60 

- Y\ - -   9 = 30 

r"   n = 0.3 
Xo = 5 

,    i    ,    i    , ..i    i    I    i    I 

0.0     0.5     1.0     1.5     2.0     2.5 
wave number 

Figure 6 SIF vs wave number 
and incident angle 

u = 0.3 ^s 
p    9 = 90 
a = 0.5  9 = 60 

'Ml' 9= M 

3    5    7    9   11   13  15  17  19 
Xo 

Figure 7 SIF vs x0 and incident angle 

THE INTERNAL CRACK: Our method can be extended for the internal crack near a 
free surface, using the mirrored dislocation method. Consider the configuration in Fig. 8, 
the crack of Fig. 1 is now moved in the x direction by b + 1. The stress released from the 
crack is equal to the anti-plane shear waves at b < x < a. Using the method of Shiue and 
Lee [15], we obtain the stress field S(x) of normalized length of a surface crack : 

S(x) = aax/(x2-l)1/2 (25) 

Where C7a is applied stress. Again, in order to satisfy the boundary condition along the 
crack surface, the S(x) must equal to the stress released from the screw dislocation 
(crack). Thus: 

l 1 

S(x) = - Jb(s) crd(x-s)ds =- jb(s)Ba2{[J0(a|x-s|) + J2(a|x-s|)]cos[cot+p(s)] + [Y0(a|x-s|)+ 
-l < -l 

N   br Y2(a|x-s|)]sin[o)t+p(s)]}ds = -4{[ I ^-f + [ 2 ^H2 } 1/2cos(o3t-9n) x/(x2-l)1/2   (26) 
n=on+l n=on+l 

Hence the cra can be expressed in the following form: 
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f. Y l T 

X 

b X 

a 

N   a, 

n=on- 1 

N    b_ 
■+[Z-S7] 

n=on+l 
}i/2cos(cot-0n)   (27) 

/^t 

Figure 9 Internal crack 

Applying the method of Lee [16], the stress field 
S'(x) of normalized length of internal crack is: 

S'(x) = aa [x
2-a2E(K)/G(K)]/(x2-a2)1/2(x2-b2)"2    (28) 

where K
2
 equals to (a2-b2)/a2. G(K) and E(K) are the 

first and second kinds of complete elliptic integrals as 
defined as: 

7l/2 in 

E(K)=   J ---^-P—— (29a) 
0   M 
it/2 

1-K2sin2ß 

G(K)=   ^ -K2sin2ßdß (29b) 

where 0 < ß < 2JI. Substituting Eq. (27) into Eq. (28), the stress intensity factors at the 
right-hand and left-hand side crack tips are obtained as: 

„2 
|H„ 

|H„ 

| lim [2(x-a)] 
x->a+ 

| lim [2(x-b)] 
x->b- 

\a_ 

l/2_ 

:!=(" 

J=(- 

)"z[l-E(K)/G(K)]a"lK„ 

r)
1/2[a2E(K^2G(K)-l]b1/2|K„ 

(30a) 

(30b) 

|Km| is derived from Eq. (22). In order to understand the effect of free surface on the 
stress intensity factor, the Fig. 9, 10 are plotted (G = TC/2) to analyze the relation between 
the distance a and the stress intensity factors. In Fig. 9, the |HU,| decreases with 
increasing b. When b approaches infinity, the |Hm|R will approach to |Km|. Then crack 
near a free surface can be known as a crack embedded in an infinite solid. When we 
increase b, the |H„,|L will decrease and approaches |Km| while b approaches infinity. In 
Eq. (30b), the |Hln| will become infinity when b close to zero (but not zero). It means an 
internal crack which is very close to a free surface will be easily extended to a surface 
crack. Therefore, there are two special cases worthy of mention. First, when b is equal to 
zero, the problem becomes that of a surface crack. Secondly, when b approaches infinity, 
then the problem is reduced to the case of an internal crack. The effect of interference 
between the input incident angle 0 and the stress intensity factors also can be clearly seen 
in Fig. 11,12. It is noted that results are in good agreement with that of Murakami [17]. It 
means that Eqs. (30a, 30b) not only satisfy the dynamic problems also agree with static's. 

b increase 
1.5 
1.2 

fc0.9 
«0.6 

0.3 

0.0 
0.0 0.4 0.8   1.2  1.6 2.0 

Figure 9 Effect of b on |H, 

b increase 6=90 

Figure 10 Effect of b on |H„ 

1.5 
1.2 

r            - - -   6=60 
-^-T-NT " e=45 

H.0.9 
53 0.6 F~      a=5      \^ 

0.3 
" ' i  u.u 

0.0 0.4 0.8  1.2  1.6 2.0 
a 

Figure 11 |Hm|R vs a and 0 
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    0=90 
1.5 
1.2 -. 

e=6o 
<-   6=45 

fc0.9 

t/S 0.6 \\\ 
0.3 a=5 

VN ^ 

0.0 ~l ;      1      < 1    i    1    i    1 

0.0   0.5   1.0   1.5   2.0 
a 

Figure 12 |HM||  vs a and 0 

CONCLUSION: The effects of dynamic loading for a 
mode III surface crack interacting with a screw 
dislocation are presented. The Chebyshev Polynomials, 
based on the stress boundary condition of the crack 
surface, are presented for obtaining the stress intensity 
factor of the crack tip. In absence of the applied SH 
waves, dislocations are always attracted towards the 
crack. When the SH waves are in the direction of 
driving the dislocation into the medium, a stable 
position is created at some distance from the crack tip 

beyond which the dislocations will be repelled by the crack. The stable position decreases 
with increasing input angle 0. At low frequencies, the stress intensity factor increases 
with increasing the input angle 0. The stress intensity factor can also be enhanced by the 
presence of the screw dislocation depending upon the relative sign of the Burgers vector 
of the dislocation. 
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Abstract: The wavelet transformation (WT) overcomes the limitations of Fourier 
Transformation (FT). In comparison to FT, where only the global information is 
available, WT provides the local information by projecting the signal into the time- 
frequency plane. This makes WT a powerful signal analysis tool; but the effective 
use of wavelet is impeded due to the complex mathematical framework. This paper 
provides an easy-to-understand reading on the theory of wavelet, avoiding mathe- 
matical complexity. The powerful capabilities of wavelet coefficients are explored. 
Three examples demonstrate the application of WT in the areas of vibration analysis 
and manufacturing fault diagnosis. Therefore, this paper will be very interesting to 
engineers to understand the theory, implementation, and application of WT. 

Key Words: Diagnostics; signal processing; vibration analysis; wavelets 

INTRODUCTION: Wavelet Transformation (WT) is the most recent state-of-the- 
art technique which decomposes signals into time-frequency plane. Usually, the signal 
is obtained in the time domain. Fourier Transformation (FT) decomposes the signal 
into the frequency domain; thus the various frequency components of the signal are 
obtained. WT adds one more dimension, the time information, to the decomposition. 
As a result, not only the frequency components, but also their duration can be known. 
This supplementary time dimension makes WT very powerful. 
The idea of wavelet transformation is not new; a similar transformation was initiated 
by Haar in 1910. The wavelets first came into the limelight when Grossmann and 
Morlet defined the continuous wavelet transformation in 1984 [6]. The search was 
continued for a class of orthogonal basis functions that have a finite duration both 
in time- and frequency-domain. A major breakthrough in the history of wavelets 
occurred, when I. Daubechies constructed such functions in 1988 [3]. 

FOURIER TRANSFORMATION TO WAVELET TRANSFORMATION: 
The Fourier transformation (FT) of a signal x(t) is defined by: 

/OO 

x(t)t-,u,tdt =<x(t),f„{t)> 
-OO 

(1) 

where x(u) is the Fourier transform of the signal x(t) and the symbol <, > indicates 
the inner-product. The function fu(t) = e~iujt, which is sinusoidal, is the basis func- 
tion of frequency w. The class of basis functions is generated by varying the frequency 
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w. For continuous case, the frequency UJ varies continuously. However, in practice, 

we always deal with the discrete case; where the basis functions are generated [2] 
by fn(t) = e-'^o"'. The parameter n = 1,2, •■ • is the frequency index and LO0 is the 

fundamental frequency. The index n is known as the dilation parameter and the basis 
functions are generated by dilating the original function f(t) = e~'"ot. 

The sinusoidal functions e_,'won' have two important properties: (1) They are orthog- 
onal to each other and (2) they have small duration in frequency domain. The first 
property helps FT to preserve the signal energy (the energy of x(t) is defined by 
ET = J \x(t)\2dt), that is ET = E^. This helps the straight forward reconstruction 

of the signal: 

x(t) = — /      x(üü)e^dLü (2) 
27T J-<x 

The term resolution is widely used with wavelet transformation. The time-resolution 
er/ of the signal f(t) indicates that two short-time signals can be discriminated if 

they are 07 apart. Similarly, the frequency resolution <TJ of f(u) indicates that two 
frequency components can be discriminated if they are aj apart [11]. It is clear that 
the basis function of FT has the finest frequency resolution; thus it should separate 
any two frequency components. However, due to the infinite time-duration (hence, 
infinite time-resolution), FT is unable to separate two signals of same frequency but 

different time durations. 
The time-resolution problem in FT is overcome in WT by introducing an additional 
time index (similar to the frequency index n) in the basis function. Continuous 
Wavelet Transformation (CWT) of a signal x(t) is defined by [5]: 

W 
/OO 

x(t)r/.<a,t{t)dt=<x,il>ajl> (3) 
-OO 

The dilation parameter a represents the frequency; the parameter b indicates the 
translation in time. The basis function VuM (known as daughter wavelet) is the 
dilated and translated version of the mother wavelet i/>(t) such that 

Vl«! 

-4= is the normalization factor so that the energy of daughter wavelets remains the 
v l"l 
same as that of the mother wavelets. W*b is also known as the wavelet coefficient. 

Basis function for WT: As can be seen, like FT, WT is also the inner-product 
of x(t) and 4>a.b(t)- However, note that VvtM should have short time and frequency 
duration in order to get acceptable resolution in both domains. Therefore, in addition 

to the properties of FT basis functions (orthogonality and fine frequency resolution), 
the WT basis functions need short time duration too. For a long time, researchers 

were searching for functions having above three properties. 
However, in the case of CWT, one property (orthogonality) can be sacrificed, because, 

it has been shown that CWT preserve energy even for non-orthogonal basis [11]. 
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Later, I. Daubechies constructed a set of orthogonal functions that have finite time- 

and frequency-resolution. 
So, unlike the sinusoidal function, tp(t) should die out (decaying function) eventually 
to provide finite time-resolution. Also, we expect ip(t) to be sufficiently smooth, 
because any discontinuity in one domain is spread over the entire other domain. These 
conditions imply that ij>{t) should oscillate in time like a short wave [11]. Thus, an 

essential condition for any function ip(t) to be a wavelet basis is: 

Jj>(t)dt = 0, (4) 

which is equivalent to ^(0) = 0 (4>(u) is the FT of ip(t)). 
Therefore, ip(t) has short duration in both domains. To cover the entire frequency 
axis/domain, we need to dilate 4>(t) by the changing a (similar to n in FT). Unlike 
the sinusoidal basis of FT, (which readily covers the entire time-axis), the ip(t) also 
needs to be translated using the parameter b to cover the entire time-axis. 

Wavelet Transformation - a multiresolution technique: The time- and frequency- 
resolution are complementary, and their relation is bounded by the uncertainty prin- 

ciple: 

0~x<?i > ^ 

Thus, we cannot choose arbitrarily small resolution in both domains. If we go for 
a finer resolution in one domain, the other domain's resolution will become coarser. 
The resolutions for mother and daughter wavelets are not the same. Let the center 
(the point of symmetry) and resolution for ip(t) be (ij, and o^, in time domain and /^ 
and <7;, in frequency domain. Using the basic properties of FT [1], it can be shown 

that corresponding parameters for $(t) = ipab(t) are: 

fiii = a\ii, + o, <7ii = aa^,, ^ = —, o\j — — {3} 

Note that the resolution depends on the dilation parameter a. Furthermore, the ratio 

ß i (center) to a^ (resolution): 

t± = ti- (6) 

is constant (does not depend on the frequency). This is an important property of 
wavelet transformation, where time- and frequency-resolution depend on the scale a. 

Eq. 5 shows that for the lower frequency (larger a), WT has finer frequency resolution 
with coarser time resolution and for higher frequency, the opposite occurs. Due to 
this variable resolution, WT is known as a multi-resolution technique. 

DISCRETE WAVELET TRANSFORMATION: In CWT, the dilation param- 
eter a and the translation parameter b vary continuously, whereas in discrete wavelet 
transformation, they take only discrete values. Discretization of a and b can be done 

as [4]: 
a = aöm,b = nboaömMao>0,bo>0 CO 
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With Go = 2.&0 = 1 (for computational efficiency), the daughter wavelet becomes: 

i/>mn(t) = 2T</.(2mi - n) (8) 

where m indicates the scale (frequency index) and n is the time index indicating 
location. However, due to the discretization, an important feature of CWT is lost; 
discrete wavelet preserves energy only when i>mn(t) are orthogonal. This adds a severe 

restriction for choosing basis functions. 
Mainly, there are two forms of discrete wavelets: Fast Wavelet Transformation (FWT) 
and Dyadic Wavelet Transformation (DWT). The next sub-section shows a step-by- 
step derivation of FWT from the classical definition of WT. 

Fast Wavelet Transformation: To explain FWT, we need to use some definitions 
and properties of spaces. Let consider a sequence of nested subspace Vm such that 
a higher dimensional space Vm+i includes lower dimensional space Vm. For example, 
the well known 3-D space generated by x-, y-, and z-axes includes the lower 2-D plane 
generated by x- and j/-axes only. 
A larger dimensional space Vm+i can be decomposed into orthogonal components Vm 

and Wm. Again for example, the 3-D space can be considered as a sum of 2 orthogonal 
spaces: the 2-D space generated by x — y axes and the 1-D space generated by z-axis. 

Note that any function either in Vm or in Wm are also in Vm+i. 
From the linear algebra, we know that each space is spanned by a set of independent 
vectors (functions); like vectors x = {l,0,0},y = {0,1,0}, and z = {0.0,1} that 
span 3-D space. Similarly, let the reference subspaces V0 and W0 be spanned by the 
scaling function <f>(i) = (f>o,n{t) and wavelet function ip(t), respectively. An important 
property of Vm subspaces is that if V0 is generated by </>o,„(i), then the space V\ is 

generated by the dilated and translated version of <j>{t): <pi,„(i) = '2^<}>(2t — n). 
Both Vo and W0 are in Vj. Therefore, both the scaling and wavelet functions can be 

expressed as a linear combination of 4>i,n{i)'- 

M) = £P»#2'-n)'       m = J2ln^2t-n) (9) 
n n 

Suppose a function x(t) is in Vm so that: 

X(t)      =     EW<?W*) (10) 

where    cm:„    =    < x, rf>m,n > (11) 

Since Vm consists of Vm-i and Wm-X, the function x(t) € Vm can be decomposed as 

(a-m_i € Vm-i and j/m_i € Wm_i): 

x(t)    =   sm_i(<) + ym-i(<) (12) 

=     '%2cm-ij(t>m-hl(t)+J2d'n-hl^>n-lAt) (13) 
/ I 

where dm-u =< x,ipm-ij > is known as the wavelet coefficient at scale (m — 1) and 

time /. Further. 

Cm-l,l / x{t)(j>m-U(t)dt 
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cm,„ (scale m) 

Cm-i,n (scale m — 1) 

4.|;;4-4II4-     Filtering with P{\) 

I I I 1 I      Decimating 2j. 1 

Figure 1: Coefficients at various levels 

(14) 

For dyadic case (Eq. 

_u   =   2^<j>{2m-lt-l) 

Let, 2m~1t -l-s, thus, dt = 21~mds. Substituting these values, 

^n(t)   =   2?#2mi-n) 
=   2^<j>{2l + 2s - n) (15) 

Therefore, 

cm-i.1   =   Ew2^2?21-m/^(2/ + 2S-n)^)d5 

=   X;cm,nv
/2/<^(2/ + 2s-n)?i(S)clS 

Let %/2$4>{2l + 2s- n)<j>(s)ds = P2(-n, so that cm_i,j = £n cm,„P2i-n- Using, c^, = 

^cm,„P(_„ = Cm,(*P/ (* denotes convolution), 

Cm-l,; — c
m,2( (16) 

Therefore, c'm, can be viewed as a convolution between cm,/ and Pt. Convolution and 
filtering are the same operations; that is, cml is the filtered version of cm,n using Pi 
as the filter coefficients. Since cm_i,( = 4?2(, cm_i,( consists of every other point of 
cm 2l. Thus, if there are M coefficients at scale m, the number of coefficients at scale 
(m _ i) is M. This phenomenon is illustrated in Fig. 1. 
With similar substitution, it can be shown that: 

dm-i,l =< X, V>m-l,Z >= Y^ Cm,nQ2l-n (17) 

where Q2i-n = \/2 / <£(2/ + 2s - n)ifr(s)ds. 
Similar to cm_i,f, the wavelet coefficients at scale (m - 1) can be found by filtering 
cm,„ using Q| as the filter coefficients and discarding every alternate points.  Pt are 
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>t 

HHPF|—^ 
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: INSERT ZEROS BETWEEN EACH OF 
THE FILTER COEFFICIENTS 

Figure 2: Discrete Wavelet Transformation 

the coefficients of the low pass filter (LPF), whereas Qi represents a high pass filter 
(HPF). The FWT is schematically shown in Fig. 2(a). 

Dyadic Wavelet Transformation:   The Eq. 3 can be modified by substituting 
t = b-t' 171: 

/CO 

x(b-t)fa(t)dt  =x(b)*fa(b) (18) 

where fJt ) = Tfr^f-")•  Thus, the wavelet transformation can also be defined 
VH '       a 

as a convolution. 

The dyadic wavelet transformation (DWT) is defined as a convolution of the signal, 
x(t), and the basis function h21(t) [8, 9]: 

Wl(t)   =   x(t)*hv(t) (19) 

where hv{i) 
2J     \ 2-> ' 

W%]{t) is the DWT coefficient at scale j. The discretization 
of the parameter a takes place in the dyadic scale, a = V. However, the coefficients 
are calculated in each location. Thus, DWT is over-complete and redundant and it 
does not preserve the energy. DWT is schematically shown in Fig. 2(b). 

WAVELET COEFFICIENTS : POST-PROCESSING WITH APPLICA- 
TIONS: In this section, the capabilities of wavelet coefficients are explored. Various 
detection algorithms are derived by post-processing the coefficients. The important 
system parameters are related with wavelet coefficients to identify a variety of man- 
ufacturing defects. The algorithms are tested through experimental signals (data). 

Example 1 : Tool breakage detection in end-milling: In an end milling op- 
eration, each time that a tooth of the tool starts cutting, the impact between the 
tooth and the work-piece generates an impulse. This impulse propagates from the 
impact source to the sensor location, exciting the underlying system. Thus, the mode 

produced by the impact is the impulse response of the system. Due to the nature of 
the system, the signal is essentially a damped sine wave. 

The impact is generated at a fixed interval corresponding to the tooth period (TT). 

Therefore, the signal from the normal tool cutting operation consists of a series of 
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(a) NORMAL TOOL (C) INNER-RACE DEFECT 

0.05 01 0.15 0.2 0.25 03 0.35 
SEC 

(b) BROKEN TOOL 

100       200       300       400       500       600       700       800       900 

(0) OUTER-RACE DEFECT 

0 100       200       300       400       500       600       700       S0O       900      1000 

End-Milling : Force-data Bearing : Vibration-data 

Figure 3: Force and vibration data 

(a) Normal tool (b) Broken tool 

Figure 4: DWT coefficients 

damped sine waves spaced at the tooth period. In the case of the broken tool, the 
broken or worn-out tooth removes little or no material. Thus, there are very small 
(if any) impacts produced by this tooth. Hence, the impact mode of the broken tool 
has missing peaks. The number of missing peaks per revolution equals to the number 
of broken teeth. As DWT coefficients provides the time-variation of the signal at a 
particular scale, they can be used to differentiate the normal- and broken-tool modes. 

In this example, two force data sets (experimental) obtained from an end-milling 
operation are considered. The experiment was conducted using two, four-fluted tools: 
one tool is normal [Fig. 3(a)], the other tool has one tooth ground down to eliminate 
it's cutting capability [Fig. 3(b)]. 

The dyadic wavelet coefficients at scale 2 for normal and broken tools are shown in 
Fig. 4. In the case of normal tool, peaks at regular interval of tooth period (t = 54) are 
present. (Also, some noise peaks are present at the same time; but they do not repeat 
at any particular intervals.) This confirms that each tooth is cutting material; thus 
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(a) Envelope Signal (b) Diagnostic Spectrum 

Figure 5: Detection of Inner- and Outer-race Defects 

producing impacts at 4 instances for one shaft revolution (time index for 1 revolution 
= 216) [marked by 1,2,3, and 4 in Fig. 4(a)]. The situation is different in the case of 
a broken tool [Fig. 4(b)]. In this case only 3 (2nd, 3rd, and 4th) peaks are prominent 
during one shaft revolution. The first peak is missing from each cycle. So, there is 
no impact between the first tooth and the work-piece. 

Example 2 : Envelope signal: The signal component Xa(t) for any scale a can be 
reconstructed using FWT coefficients of that scale only. 

*.(*) = £wa«0 (2°) 

which can be considered as zoomed signal in time domain. Due to the filtering of other 
components, the noise level in Xa(t) is expected to be much less than the original 
signal. The noise level can be further reduced by discarding the coefficients of small 
magnitude before reconstruction. 
The signal for this example is taken from a bearing assembly consisting of 4 bearings 
[Fig. 3(c)]. One of the bearing has a defect in the inner-race. The signal produced by 
the defective bearing is buried under the noise produced by other bearings and it is 

difficult to identify the defect from the signal. 
The FWT coefficients have been calculated using the Daubechies (6th order) wavelets. 
The component Xa(t) has been reconstructed using the coefficients at scale 2 that 
are greater than QAM ax {Max is the maximum value of the wavelet coefficients at 
scale 2). In the next step, an envelope of Xa(t) is generated using Hilbert Transforma- 
tion, which is shown in Fig. 5(a). The envelope signal shows one peak per revolution 

(time index for one revolution = 570) as numbered by 1, 2, and 3. Each of the peak 
has a side band placed at the defect period Tr = 52 corresponding to inner-race 
defect (marked by a, b, and c). A noise spike (marked by N) can also be seen in 
the plot. The envelope signal, generated without any system information, clearly 
indicates the inner-race defect. 

Example 3 :   Diagnostic spectrum for discrete defects:   To get conclusive 
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results for defect diagnosis in the time domain, the defect spikes should be present (in 
the processed data) consistently at the defect repetition period TT. In the frequency 
domain, one peak at defect frequency fr would be enough to confirm the presence of 
defect. Hence, the spectrum would be helpful for automated monitoring. 

In this last example, wavelet coefficients are post-processed to get a diagnostic spec- 
trum, where the discrete defects can be identified at the early stage. The abrupt 
changes in the signal produced by the discrete defects can be captured by extrema 
(the local maxima and minima) of DWT coefficients [8]. However, extrema identify 
defects when it is significantly large. To get an early indication, further processing of 
extrema is needed. 
Fig. 3(d) shows vibration signals from an bearing assembly, where one of the bearings 
has a spall on the outer-race. The signals produced by the defect are buried under 
the noise. To extract the defect spikes (the interval between spikes is Tr=70) from 
the noise, the autocorrelation of the DWT coefficients have been calculated [10]. 

For further reduction of noise, we need to go to the frequency domain. Usually, the 
noise is discarded by choosing a threshold value [10]. In practice, not only it is difficult 
to choose the threshold value, but also the threshold value affect the performance. A 
noise reduction scheme is derived avoiding the choice of threshold value. 

The data was collected for 2 shaft revolutions (t = 2 * 570). Defect repetition period 
being Tr = 70, only 8 (570/70 & 8) spikes are expected per revolution. Thus, there 
should be 16 spikes for 2 revolutions. A few-lines of code using Matlab is written to 
pick first 16 peaks from the autocorrelation data (2 revolutions). In the ideal case, 
the code will capture all 16 peaks produced by the outer-race defect; but in the real 
situation, some noise peaks may be sensed instead of defect peaks. For this example, 
14 defect peaks (missing at t = 910 and 980) along with 2 noise peaks (for t = 25 
and 580) are picked up. 
In the next step a binary vector M (consists of 1 or 0) is created using the sensed 
peaks: 

,     ,      I   1,   at peaks' locations ,_.. 
M = K-] = { 0;   otherwise <21> 

The vector, M, can be divided into two components: M = Md + M". The Md 

component has l's at the impulse locations, and all of the other elements of this 
vector are zero. Most of the elements of the M" component are zero, except few l's 
that are due to noise spikes. In the present case, Md has 14 numbers of l's mostly 
t = 70 apart; whereas Mn has only 2 numbers of l's at t = 25 and 580. In the 
spectrum of the vector M, the energy from the Md component is concentrated at the 
defect frequency fr = 370 Hz and its harmonics, whereas the energy from the M" 
component is distributed over the entire frequency axis. As a result, the spectrum 
plot of the vector M has very distinct peaks at the locations of the defect frequency 
and its harmonics as shown in Fig. 5(b). 

To make the detection scheme suitable for automated monitoring, an alarm'level can 
be set. If the peaks at fr exceeds the limit, the alarm will sound. In this example, an 
alarm is set at 0.075. This value is obtained from the spectrum of the ideal binary 

vector M, where all 16 defect spikes are captured (no noise spikes).  The computer 
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generated rectangular boxes are overlayed in the spectrum (as shown by the dotted 

lines in Fig. 5(b)) over the defect frequency for monitoring the defect. Thus, the 
maintenance staff can very easily monitor the bearing health. 

CONCLUSION: This article describes the theory, implementation, and applications 
of wavelet transformation. The usefulness of WT has been demonstrated through 
various practical examples. The ability to extract important features from the noisy 

signal gives credibility to WT. It can be concluded that WT will become a very 
powerful tool in the area of vibration/signal analysis in the near future. This paper 
will help users to understand the structure of WT and implement it in the areas of 

analysis and signal processing. 
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Abstract: A transient analysis of a cylindrical shell structure under internal impulsive spot 
loading has been carried out using ANSYS finite element code. The spot loading has been 
chosen to be above the cylinder design pressure, and a number of applicable failure criteria 
namely Von Mises failure criterion and a specific dynamic criterion have been examined to 
investigate the failure of the structure under the specified conditions. The transient stress 
of the critical point in the analysis is presented to determine the time at which the 
maximum stress occurs. A critical curve is introduced to determine the critical internal 
impulsive spot loading and its duration for cylindrical structures, and the relations between 
impulse, pulse duration and the natural frequency of the structure are explored. It is 
indicated that the impulsive load on cylindrical structures may exceed the design pressure 
without structural failure. All analyses suggest that the design criteria for structures under 
dynamic loading are more flexible than those under static loading in which no freedoms in 
deviation of any simple yield criterion exist. 

Key words: Design, failure, shell structures, spot loading, transient, yield criteria 

INTRODUCTION: Cylindrical shell structures have a wide range of practical 
applications, some of which are subject to short duration transient loading. A clear 
understanding of the transient response and proper assessment of the failure of these 
structures subjected to impulsive loading require detailed analyses and experimental work. 
The transient analysis of a cylindrical shell structure subjected to internal impulsive spot 
loading using the ANSYS finite element code is addressed in this paper. 

The design of vessels subjected to asymmetric pulse loading, particularly impulsive spot 
loading, poses problems totally different from those under axisymmetric loading. Some 
attempts have been made to investigate the failure and response of cylindrical structures 
under axisymmetric external pulse loading such as Pegg [1]. Molyneaux et al. [2] also 
studied the dynamic response of circular cylindrical shells subjected to axisymmetric 
internal pulse loading caused by detonating an explosive charge. 

Lindberg [3] and Abrahamson and Goodier [4] have respectively proposed the elastic and 
plastic theories for the response of cylindrical shell structures under axisymmetric pulse 
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loading. Some numerical methods such as the analysis discussed by Oslon [5] have also 
been introduced for the elasto-plastic response of cylindrical shells under axisymmetric 
pulse loading since there is no general analytical solution for elasto-plastic behaviour of 
such structures subjected to pulse loading. 

The study of Anderson and Lindberg [6] is on the pulse buckling of cylindrical structures 
subjected to impulsive lateral pressures and the critical pulse load for this condition has 
been introduced by Abrahamson and Lindberg [7]. A numerical study has also been 
carried out to investigate the effects of pulse and its duration on such conditions [8], 
Although those efforts are on the response of cylindrical shells under asymmetric pulse 
loading, for many applications, failure and response of such structures to spot transient 
loading, need to be investigated. Although the response of cylindrical tanks to external 
impulsive spot loading has been studied by Schwer et al. [9], to the knowledge of the 
authors to the date, there is no work available on the response of cylindrical shell 
structures subjected to internal impulsive spot loading. 

NUMERICAL ANALYSIS: The analyses have been performed, to predict the elasto- 
plastic response and failure of a cylindrical shell structure, using ANSYS code. ANSYS is 
a general finite element code with a wide range of capabilities including nonlinear transient 
analysis which enables the prediction of the response of the cylindrical structure under 
internal impulsive spot loading. It also allows the investigation of failure of the structure 
considering different defined criteria. In order to verify the accuracy of the finite element 
analysis for the prediction of the response of cylindrical structures to impulsive loading, 
the reader is referred to another study done by the authors [8], The results of the 
mentioned study were compared to experimental results. 

A 10-metre long circular cylindrical structure having a diameter of 1 metre made of steel, 
subjected to internal impulsive spot loading is analysed here. The spot, which has a 
diameter of 0.5 metre is located in one side on the middle of the cylinder. The cylinder was 
designed for 1 Mpa internal static pressure using ASME boiler and pressure vessel code 
[10]. In order to model the structure in ANSYS, 1512 shell elements with plasticity, large 
deflection, and large strain capabilities [11] are used as is illustrated in Fig. 1 Both ends of 
the cylinder are assumed to be clamped.  

Figure 1. Finite element model of the circular cylindrical shell structure 
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Rectangular type of impulsive loading is used for all analyses so that the load suddenly 
increases to the maximum value and then remains for the limited duration and finally 
returns to zero. 

The shell under impulsive loading is expected to have large deformations and thus large 
displacements and rotations which were taken into account by invoking the nonlinear 
strain-displacement relationships where higher-order derivatives of displacements and 
rotations are included. Nonlinearity of the material is assumed to follow the bilinear 
isotropic hardening. This option uses the Von Mises yield criterion to assess the failure of 
the structure under the specified loading conditions. Damping is also taken into account to 
increase the accuracy of the final deflection of the structure in order to obtain the realistic 

results. 

The modal analysis of the cylinder was first undertaken to determine the natural frequency 
of the structure. This enables the calculation of the proper integration time step for the 
transient analyses. Integration time step was then calculated by the ANSYS recommended 
'7/20/' formula where '/ is the natural frequency of the structure [11]. A series of 
analyses were then carried out to observe the response of the structure to internal 
impulsive spot loading with the value of 4 Mpa and 10-50 msec duration. The failure of 
the structure, for each case, was checked by applying Von Mises criterion to determine the 
failure point of the structure. 

RESULTS AND DISCUSSION: The fundamental frequency of the structure was 
determined by modal analysis to be 66.7 Hz (Period: 15 msec) which leads to the 
calculation of the integration time step '1/20/' for the analysis which equals 0.75 msec. 
The transient response of the centre of the spot, namely displacement and equivalent 
stress, obtained from the nonlinear transient analysis with 4 Mpa pressure and 10 msec 
duration, are shown in Fig. 2 and Fig. 3, respectively. 

Figure 2. Displacement-time relationship for the centre of the spot 
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As can be observed in Fig. 2, the displacement of the point increases to a maximum value 
and then damps to a final deflection which is not zero. A combination of the structural 
modes are excited in dynamic response and therefore the natural frequency of the structure 
plays an important role in the analyses which is indicated as the structural response. If the 
pulse duration is very short compared to the structural response (the structural response is 
defined as the period of the structure which equals '1/f), the response of the structure is 
perfectly plastic but a long duration results in an elastic response. For the present analysis, 
the duration is very close to the period of the structure so that the response is 
consequently elasto-plastic. The above explanation is correct when the structure is under 
the equal pulse in all mentioned cases. 

Figure 3. Stress-time relationship for the centre of the spot 

The maximum stress (Fig. 3) in the structure reaches a value which is higher than the yield 
stress however the structure does not fail under this condition. The reason is that the pulse 
duration is too short to cause the failure so that the load is not categorised in static 
loading. It expresses that the structure can endure stresses higher than yield stress for less 
than a critical duration, in other words the dynamic yield criteria are different form the 
static ones. 

In order to observe the effects of the duration of pulse loading on the response of the 
shell, a series of analyses on the model with different pulse duration have been carried out 
to indicate the relationship between the pulse loading duration with time at which the 
maximum displacement and stress occur. It was found that the maximum displacement of 
the centre of the spot, which is the critical point of analyses, occurs at 10.6 msec 
regardless of the pulse duration as long as the response is in elasto-plastic region. 
Therefore, the maximum displacement, in elasto-plastic response, does not depend on the 
pulse duration, however the final deflection which occurs in the plastic region depends on 
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the pulse duration which is due to the stress wave through the structure. Consequently, 
the role of the natural frequency of the structure is explored which basically provides the 
information on the structural response to indicate whether the response is elastic, plastic 
or elasto-plastic which is due to the pulse duration. 

Von Mises failure criterion and also a dynamic criterion introduced by Schwer et al. [9] 
were applied to assess the structural failure for the present case. However the nonlinear 
transient analyses of the shell structure under internal transient spot loading with different 
values for over pressure and duration can produce a critical curve which indicates a safe 
region for cylindrical structures under impulsive spot loading without structural failure. 
The generation of the critical curve for the present case is experimentally under 
investigation by the authors. 

CONCLUSIONS: The nonlinear transient analysis of a cylindrical structure due to an 
internal impulsive spot loading was carried out numerically using ANSYS finite element 
code. The response of the cylindrical vessel was found to be elasto-plastic since the pulse 
duration was close to the period of the structure. Von Mises and a dynamic failure criteria 
were applied to investigate the failure of the structure. According to the analysis carried 
out by ANSYS code, it was found that a dynamic pressure greater than the design 
pressure can be applied to the structure without failure if the impulse duration is less than 
a critical value. The critical value must be determined for any structure under specific 
conditions. It was also observed that the maximum displacement of the structure occurs at 
a certain time regardless the pulse duration as long as the structural response is elasto- 
plastic. It can be concluded that the design criteria for structures under dynamic loading 
are more flexible since the dynamic yield criteria are different from static ones. 
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ABSTRACT: The problem of multiple crack interaction and the calculation of stress intensity factors is of 
great importance in failure analysis. Most solutions that are available are associated with infinite domains. 
Solutions for finite structural elements are more difficult to obtain and are often done by specialized 
techniques. The present technique is a general method for finite bodies which combines the finite element 
technique with the crack interaction method developed by Kachanov. The finite element method uses four 
noded quadrilateral isoparametric elements with stresses evaluated at nine Gaussian integration points. The 
Kachanov method for multiple crack problems assumes that the tractions on one crack is generated from the 
uniform average tractions of all other cracks. The combination of these two methods in an iterative 
technique produces the finite element alternating method for a finite plate. The effects of crack interaction 
and boundary distance are predicted for a variety of multiple crack problems. Additionally, a study is done 
of the effect of stiffeners on the multiple crack problem. In general it is shown that the stress intensity 
factors increase as the boundary of a plate is approached. However, the addition of a stiffener at the 
boundary is very effective at moderating the increase in stress intensity factors. The results of these studies 
should be of importance to designers and engineers concerned about failure prevention. 

KEY WORDS: Crack interaction; Failure prevention; Finite Element Alternating Method (FEAM); 
Kachanov Method; Stress Intensity Factor (S1F). 

INTRODUCTION: Design engineers often require analytical tools for evaluating structural damages that 
will influence the function of their design over time. Many factors contribute to the failure of structural 
components. Most notably the effects of crack interaction on the structural integrity of a design is vital to 
its overall success. The evaluation of the stress intensity factors (SIF) which directly influence crack 
propagation, is critical to the analysis of crack involvement on a structure. Many techniques exist for 
evaluating solutions for unbounded crack problems. However, practical structural design requires the 
evaluation of crack interaction within a finite area. Boundary interaction plays a critical role in the 
calculation of the SIF of cracks and consequently the integrity of the structure. While the finite element 
method (FEM) is an effective numerical technique for analyzing bounded crack problems, it is largely 
dependent upon the use of very fine and accurate element meshing. In order to optimize FEM, analytical 
solutions for infinite domain idealized structures are utilized. The finite element alternating method 
(FEAM) combines the advantages of FEM with the Kachanov method [1] for multiple cracks in infinite 
domains, to establish the solution for the problem of multiple cracks in a finite domain. 

FINITE ELEMENT ALTERNATING METHOD: FEAM involves the iterative superposition of the 
finite element solution of a bounded uncracked plate with the analytical solution of an infinite two- 
dimensional plate with a crack subjected to external loadings. This method employs the Kachanov method 
for evaluating the analytical solutions for multiple arbitrarily oriented cracks in an infinite plate. FEAM 
iterates between this solution and the FEM numerical stress solution for a finite body under arbitrary 
loading to satisfy boundary conditions. The overall procedure involves the following steps: 
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(1) Model the finite plate geometry with the desired element meshing. 
(2) Using FEM, solve this bounded plate with no cracks under the prescribed loading conditions. The 

residual stresses within each element are calculated at 9 Gaussian integration points. 
(3) Using these stress values throughout the plate, calculate the tractions on the cracks of the finite plate. 
(4) In order to satisfy crack face boundary conditions, the calculated normal and shear crack face tractions 

must be removed. To accomplish this, the opposite value of the crack face tractions are applied in the 
analytical solution for the infinite domain crack problem. 

(5) The solution for the stress intensity factors are calculated by applying the crack tractions to the 
Kachanov method. This method evaluates SIF at each crack tip using the calculated crack face 
tractions. These crack tractions along each crack are averaged over the entire crack. This average 
crack traction is used to evaluate the effects of crack interaction. The initial crack tractions are added 
to the tractions resulting from crack interaction, to determine the overall stress values on each crack. 
These normal and shear stress values, p(Q and i(Q, are used to calculate the SIF of each crack. 

(6) Tractions are created on all boundary nodes of the finite plate elements. The tractions on each node are 
generated from the reversed crack face normal and shear tractions calculated in step 5, as well as the 
tractions resulting from crack interaction. 

(7) Boundary tractions are converted to nodal forces on the boundary nodes of the finite element mesh. 
(8) These boundary node forces with two degrees of freedom are applied to the uncracked finite body for 

the next iteration of the procedure. 
(9) FEAM iterates between the FEM finite boundary solution and the infinite plate analytical solution until 

the tractions on the crack faces are below the prescribed tolerances. At this point the program sums the 
SIF calculated for each iteration to give the total crack tip SIF for the problem. 

Finite Element Mesh: To evaluate the stresses 
that occur within a loaded finite plate the proper 
finite element mesh must be incorporated. For 
this work a 192 element plate mesh is used in 
conjunction with two different plate geometries. 
One plate has a width equal to 2 inches and 
height equal to 6 inches. The second plate has a 
width equal to 2 inches and height equal to 4 
inches. The 192 element mesh involves 24 rows 
and 8 columns of elements (Figure 1). Each 
element within a meshed plate is of equal size. 

Calculation of Element Stresses: For this work 
a four noded quadrilateral isoparametric element 
is used for evaluating element stresses. This 
element is characterized by bilinear shape 
functions where element displacements vary 
linearly. The shape functions of these elements 
are used to determine the element coordinates 
and displacements. The global element 
displacements are determined from the element 
shape functions and nodal displacements. 

Element f Plate 

i 

BJ 
')2 Element ' \2 Pblcl 

4i 

^ 

Figure 1:  192 Element Plate Meshes 

The matrix of strain displacement [ B ] is used to relate global strains to local displacements. Coordinate 
transformation of derivatives is attained using the Jacobian operator [ J ] which contains the derivatives of 
the global coordinates with respect to the local coordinates (^,r|). The stiffness matrix [ K ], which relates 
global nodal forces and displacements is derived from the strain energy of the body and has the form 

"B]T[C][B]det[J]d^dq (1) "Kl 11^ 
where t is the element thickness and [ C ] is the matrix of elastic properties. 
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Using Gaussian Quadrature the elemental stresses are calculated at nine points within each element. These 
stresses within each element provide the overall stress distribution for the entire finite plate. The location 
and values of these stress points provide the data for solving the analytical equations of the infinite plate 
problem to determine the crack tip SIF. 

Calculation of Stress Intensity Factors: The finite plate residual stresses calculated by FEM present 
tractions along the cracks of the infinite problem. From the plate stress data, stresses are evaluated at 
thirteen evaluation points along the crack (which divide the crack into twelve equal subdivisions) using a 
bivariate quadratic interpolation routine. From these crack point stresses (ax, ay, r„) the equivalent normal 
and shear crack face tractions are calculated at each point using equations of standard theory of elasticity. 
The normal and shear stresses calculated at the thirteen crack evaluation points are used to evaluate the 
stress distribution along the entire crack. A third order degree polynomial is fit to the normal and shear 
crack stresses using a least squares method. The average normal and shear tractions along the crack are 
calculated from the stress distribution polynomial coefficients for each crack which are then used by the 
Kachanov method to analyze crack interaction and resultant crack SIF. To calculate the influence of the 
crack stresses upon the boundary nodes, Westergaard stress function equations are incorporated. The stress 
function equations are derived from the crack stress distribution polynomial coefficients. These functions 
are integrated to calculate the overall normal and shear boundary node stresses (ax,at.,Tv). 

KACHANOV METHOD: Under this method the problem of a linear elastic solid with uniform stress a" 
containing N interacting cracks (unit normals «,) is replaced by the equivalent problem: crack faces are 
loaded by / = -n, ■ a" and stresses vanish at infinity [1,2]. This enables us to represent the problem as a 
superposition of N sub problems containing only one crack each but loaded by unknown tractions. The /th 
crack is loaded by 

<,© = ' + !* A/t,® (2) 

where Ath is the traction induced by the isolated kth crack along the /th crack site and £, runs ± a on any 
given crack. The key simplifying assumption of the Kachanov Method is that the traction Attl(i,) is 
generated by the kth crack loaded by a uniform average traction (tk) where the notation (> represents taking 
the average. The assumption neglects the impact on the /th crack of the traction non-uniformities tk- (tk) on 
the Ath crack. As a result we can represent the normal and shear tractions on a typical crack defined as 
crack 1 as [1,3,4,5] 

p,© = pi°° + nr [o-2"©</>2> + 02r©(r2> •- + O-N"(5)<PN> + trN
r©(rN>] • «, 

(3) 
r,© = V," + «, ■ [02"©<p2> + <r2'©<r2> •■■■ + <TN"©<PN> + ONUX^N)] • (I-«, «,) 

wherep*and x"are the normal and shear tractions induced on the first crack by the remote loading. The 
values a" and a' are the stress fields generated on crack 1 by the rth crack with normal n and shear x 
loading. If we take the average of Equation (3) over the length of crack 1 the following results are obtained, 

(p\)=p"' + A2, W + A™ <r2) + •••• AN, (pN> + AN, (xN) 
(4) 

(TI) = T," + A"{(p2) + A"(T2) + ■••■ AN, <pN> + A", <rN> 

where A are termed the transmission factors and characterize the effect of the average tractions from one 

crack to another. As an example, h"^ , refers to the average shear (r) on crack 1 caused by the normal (n) 

uniform load on crack 2 [1,3,4,5]. For all N cracks, Equations (4) form a system of 2N linear algebraic 
equations that can be solved to obtain the average normal (pk) and shear {xi} tractions by 

(2<SifI - A,*) ■ (tk) = tt" (5) 

where (ik) represents (pk) and (rt), and S,t is the Kronecker delta. If we substitute the average tractions (p,) 
and (r,) into Equations (3) the actual tractionspfä) and z>(£) are found. 
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Using the actual tractions, the stress intensity factors at the crack tips are calculated from Equation (6). 
Where K, & K:l are the respective mode I and mode II SIF and a is the half length of the crack. 

V     .„.„'    \«ulU-t 
.' a 

The Kachanov Method provides a very efficient tool for acquiring accurate analytical solutions to crack 
interaction problems.  The combination of this crack interaction technique with FEM provides a powerful, 
accurate and efficient tool for evaluating complicated crack interaction problems in a finite plate. 

RESULTS & DISCUSSION: All problems are considered plane stress with unit thickness, E = 30000.0 
psi, v = .3, and loaded by a, = 1.0 psi. A FORTRAN based computer code was created to perform FEAM. 
This code is run on a DEC Alpha farm network which enables the code to run fast and efficiently with even 
the most complex problems taking no more than 5 seconds of cpu time to execute. 

Single Center Crack: A simple finite boundary crack problem is run to demonstrate the validity and 
applicability of the program for performing FEAM. This problem consists of a single crack located at the 
center of a 6x2 finite plate subjected to uniform tensile stress at the upper and lower boundaries. The plate 
width (26) is equal to 2 inches and the plate height (2h) equals 6 inches. This problem consists of pure 
symmetric mode I loading upon the crack resulting in equal SIF (K/) at each tip of the crack. The SIF 
values (K,) are calculated for crack lengths (2a) varying from 0.2 to 1.6 inches long. The are compared to 
results for identical problems from lsida[6] which are accurate to within 0.1%. 

FEAM achieves exact results for 5 separate crack lengths (2a = 0.2 to 1.0). For the crack lengths 2a = 1.2 
and 1.4. the calculated SIF have errors less than .1%. For the longest crack, la = 1.6, the calculated SIF 
error is only .9% from the exact value. The SIF value for the longest crack is very accurate considering the 
relatively close proximity of the crack tip to the plate boundary. This distance, 5B = 0.2, represents a region 
where a significant stress variation occurs per unit area. The stress deviations that occur within this small 
region can be effectively evaluated by FEAM because stresses are evaluated at 9 points within each 
element. In all, the 192 element mesh contains a total of 1728 stress points throughout the finite plate. 
Consequently, FEAM rapidly converges towards the final solution in less than 10 iterations. 

Parametric Study of Crack Growing Towards Boundary: To demonstrate the influence of the plate 
boundary upon a crack tip, various problems are performed where the crack tip grows towards the 
boundary. These problems consist of a single crack with its center offset from the vertical centerline of the 
plate (Figure 2). All problems involve a 6x2 plate loaded under tension at the upper and lower boundaries. 
The problem deals with the crack center offset a distance of e = 0.5 inches from the vertical centerline of the 
plate, resulting in the parameter elb = 0.5. The crack lengths (2a) are incrementally increased resulting in a 
decrease of the distance between the crack tip and plate boundary (8B). Normalized SIF for mode I loading 
are obtained for the outer tip (tip B), as well as the inner tip (tip A). Normalized values are given as 

F, = V r~ (?) /crv^a 

The results for F/A and Fm are detailed in Table I and are compared to graph values for the same problem 
performed by Isida [6], It is important to note that these interpolated reference results are accurate to 2% 
and are not considered to be exact. Any deviation from these results are considered as differences. It can 
be seen that as the distance between the crack tip and plate boundary decreases the calculated results for SIF 
at the outer crack tip become less accurate. For very close distances between the crack tip and plate 
boundary, 8B< 0.2, the largest difference from the reference values is only 2.3% (8B = 0.1). With the 
validity of the program established, extensive evaluation of complex crack interaction problems can be 
attempted. The Kachanov method is employed for multiple crack problems in order to capture the effects 
of crack interaction upon the calculation SIF for each crack within the finite plate. 
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Table I:   Single Crack Growing To Boundary, 
{elb = 0.5, 2A = 6 inches, 2b = 2 inches) 

Crack 
Lgth. 
2a 

(in.) 

8B 

FEAM 
SIF 

FlA 

Isida 
SIF 

F,A 

% 
Dif 

FEAM 
SIF 

F,B 

Isida 
SIF 

FIB 

% 
Dif 

.20 .40 1.01 1.01 0 1.02 1.02 0 

.30 .35 1.04 1.04 0 1.05 1.05 0 

.40 .30 1.06 1.07 .9 1.09 1.09 0 

.50 .25 1.09 1.10 .9 1.16 1.17 .9 

.60 .20 1.13 1.15 1.7 1.25 1.27 1.6 

.70 .15 1.26 1.23 2.4 1.41 1.44 2.1 

.80 .10 1.37 1.33 3.0 1.69 1.73 2.3 

a 
Figure 2: Crack Growing To Boundary 

Two Collinear Cracks: This crack interaction problem consists of two collinear cracks symmetric about 
the >>-axis of a 6x2 plate (Figure 3). This plate is loaded under tension at the boundaries. All cracks have 
length 2a = 0.4 inches and are aligned along the centerline of the plate. Problems are analyzed for 
distances between crack centers (8C) ranging from 0.6 to 1.4 inches. Normalized mode I SIF values (f)) 
are calculated at both the inner (A) and outer (B) tips of each crack and compared to results for two 
collinear cracks within a strip plate having a finite width and infinite height. Since we are investigating a 
symmetric problem, the SIF values are equal for the corresponding tips of each crack. The results are 
presented in Table II as FIA and Fw and are compared to results calculated by Gupta and Erdogan [7]. 

Table II: Two Collinear Cracks with 
Varying Center Distances 

(2a = 0.4 in., 2h = 6 in., 2b = 2 in.) 

Crack 
Lgth 
2a 

(in.) 

5C 

FEAM 
SIF 
Fu 

G&E 
SIF 

F,A 

% 

Dif 

FEAM 
SIF 

Fm 

G&E 
SIF 

FIB 

% 

Dif 

0.4 0.6 1.167 1.17 .4 1.106 1.11 .9 

0.4 0.8 1.108 1.11 .2 1.088 1.09 .7 

0.4 1.2 1.108 1.09 .9 1.103 1.12 1.9 

0.4 1.4 1.159 1.12 2.6 1.163 1.22 5.3 

a 
Figure 3: Two Collinear Cracks 

The results for the distances between crack centers 5C = 0.6, 0.8 and 1.2 are very accurate with respect to the 
reference values. The problem with an overall crack center offset of 5C = 1.4 achieves results which differ 
2.6% for the inner crack tips (A) and 5.3% for the outer crack tips (B). The result for the inner tips is quite 
good considering the complexity of problem and the addition of crack interaction to the problem domain. 
The outer tip results are considerably more difficult for this problem, for both FEAM and the analytical 
results of Gupta & Erdogan, since the distance between the crack tip and boundary, 8B , is only .1 inches. 
The large stress deviation in this region complicates the calculation of SIF for the outer tips. 
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Two Inclined Cracks: The next problem is designed to evaluate both mode 1 and mode II loading applied 
to multiple cracks. This problem consist of two inclined cracks, symmetric about they-axis, within a 4x2 
plate under uniform tension at the boundaries (Figure 4). The distance between the two crack centers is 8C = 
0.55 inches, with each crack length (2a) equal to 0.5 inches. The angular orientation of the cracks are as 
follows: crack 1 rotated at an angle 8 = +45° and crack 2 rotated at an angle 8 = -45°. Mode I and mode II 
SIF values (F, ,Fn ) are calculated at each tip for both cracks. These values are shown in Table III and 
referenced to the identical problem performed by Chen and Chang [8]. 

The SIF values are extremely accurate for F, (mode I) at the outer (B, & B2) and inner tips (A, & A2) 
having a difference of only .2 to .3%. The results are also quite good for F;,(mode II) at both the outer tips 
and inner tips, with the largest difference from the reference results being 1.6%. For this problem, crack 
tips A i and A2 are in close proximity to one another which creates extreme instances of stress interaction 
between the two cracks which in turn plays a tremendous role in calculating the crack tractions induced on 
one crack by the other. The ability to capture the complex events which occur in such a small area is 
critical to the success of FEAM. 

a 
t    t t t     ' 

t 
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X±—v —JY 

1     1     J i i 1 

Figure 4: Two Inclined Cracks 

Table III: Two Inclined Cracks, 9 = ±45° 
(la = 0.5, Ih = 4, lb = 2, 5C = 0.55 inches) 

MODE I 
Tip FEAM SIF Chen SIF 

F, 
% 

Diff. 
B, .519 .518 .2 

A, .593 .595 .3 

A2 .593 .595 .3 

B2 .519 .518 .2 

MODE II 
Tip FEAM SIF 

F„ 
Chen SIF 

F„ 
% 

Diff. 
B, .543 .552 1.6 

A, .506 .511 .9 

A2 -.506 -.511 .9 

B2 -.543 -.552 1.6 

Two Parallel Offset Cracks: This problem consists of two parallel cracks of equal length (2a = 0.2) that 
are not aligned in the tensile stress direction. These cracks lie within a 6x2 plate loaded under tension at the 
boundaries (Figure 5). Both cracks are oriented perpendicular to the tensile stress direction with the crack 
centers offset from each other a distance 8C. The vertical displacement between each crack,/ as well as the 
crack center offset, 8C, are varied to change the actual distance between crack centers (d) resulting in various 
interaction parameter values {laid). Normalized SIF values are calculated at the inner tips of each crack (A 
tips). Due to the symmetric nature of the crack orientations, the SIF at both of these tips are equal and are 
presented as one value (Fu). The results are presented in Table IV and compared to values for problems 
analyzed within an infinite plate by Isida using a Laurent series expansion with accuracy of 2% [9]. 

Statistically, all the results for this problem are within the prescribed 2% tolerance. Overall, these results 
reconfirm the power and flexibility of FEAM for analyzing complex finite boundary crack interaction 
problems. With the validity and applicability of FEAM established with respect to comparative problems, 
new finite boundary crack interaction problems can be pursued. FEAM has the ability to evaluate many 
problems within a finite boundary that until now have only been performed using an infinite plate domain. 
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Figure 5: Two Parallel Cracks with Offset 

Table IV: Two Parallel Offset Cracks, 5c//= 2.0 
(2a = 0.2, 2h = 6, 2b = 2) 

5c / 2ald 
FEAM 

SIF 

F,A 

oo Plate 
SIF 

F,A 

% 
Dif 

f 
.700 .350 .25 1.027 1.010 1.7 
.500 .250 .35 1.042 1.025 1.7 
.400 .200 .45 1.061 1.050 1.0 
.300 .150 .60 1.104 1.090 1.3 
.260 .130 .69 1.130 1.120 .9 
.240 .120 .75 1.141 1.130 1.0 
.220 .110 .81 1.143 1.135 .7 
.200 .100 .90 1.122 1.120 .2 

Two Parallel Offset Cracks Growing Towards Boundary: Another practical engineering problem to 
analyze is the situation where offset cracks grow towards the plate boundary. This problem consists of two 
parallel cracks that are placed within a 6x2 plate loaded under tension at the boundaries (Figure 6). The 
crack centers are horizontally offset a distance 6C = 0.2 inches and are separated vertically a distance of rf = 
0.25 inches. The crack lengths (2a) are incrementally increased in order to decrease the distance between 
the outer crack tips (B) and the boundary. By gradually increasing the lengths of each crack, the problem is 
designed to simulate crack growth. Consequently, the effects of crack propagation upon the SIF of the tips 
is investigated. Normalized mode 1 SIF values are calculated at both the inner and outer tips (F,A and Fm) 
for various outer tip to boundary distances (6B) and presented in Table V. 

Table V: Two Parallel Offset Cracks 
Growing Towards Boundary 

(Sc = 0.2, d = 0.25, 2h = 6,2b = 2) 

Crack 
Length 

2a 

Tip B to 
Boundary 

8B 

Tip A 
SIF 
FM 

TipB 
SIF 

.20 .80 .968 1.038 

.40 .70 .754 1.091 

.60 .60 .681 1.145 

.80 .50 .739 1.246 
1.00 .40 .888 1.434 
1.20 .30 1.163 1.787 
1.40 .20 1.742 2.556 

Figure 6: Two Parallel Offset Cracks Growing 
Towards Boundary 

As the distance between the outer crack tips and boundary (5B) decrease, the SIF at the outer tip gradually 
increases. The results demonstrate that the increase in magnitude of Fm is proportional to the decrease of 
6B , down to a distance of 0.3 inches. Once 8B < 0.3 the SIF value increases significantly. As the cracks 
grow from 0.2 to 0.6 inches, the inner tip SIF (Fu) decrease. When the cracks initially grow, the inner 
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portions of each crack begin to overlap and shield each other from the opposing tensile. Once the cracks 
grow past 0.6 inches, the inner tips begin to feel the effects of the plate boundary which has a greater 
influence upon the crack tip stresses than the effects of shielding. Consequently, the SIF at the inner tips 
(FM) significantly increase once they reach this region. 

Single Center Crack with Plate Stiffeners: As previously discussed, the need to investigate plate 
stiffeners is vital to any stress analysis technique. This next problem consists of a single center crack within 
a 6x2 plate loaded under tension at the boundaries (Figure 7). Plate stiffeners are fastened to the left and 
right sides of the plate which restrict they degree of freedom nodal displacements that can occur on these 
sides. Normalized mode I SIF values are calculated for various crack lengths (2a). For all crack lengths 
evaluated, the SIF values (F/) are less than 1% different from results for an identical problem performed by 
Cartwright [10], Table VI compares the results for this problem to the SIF values (normalized form) 
calculated for the identical single center crack problem without plate stiffeners previously presented. 

Table VI: Single Center Crack with Stiffeners 
(2A = 6, 26 = 2) 

Lgth 
la 

SIF 
Stiffened 

Plate 

F, 

SIF 
No 

Stiffeners 

Ft 

% 
Decrease 
Due to 

Stiffeners 
1.6 .086 1.801 95.2 
1.4 .095 1.488 93.6 
1.2 .103 1.302 92.1 
1.0 .108 1.187 90.9 
.8 .114 1.110 89.7 
.6 .118 1.058 88.8 
.4 .121 1.024 88.2 
.2 .122 1.005 87.8 

Figure 7: Single Center Crack with Stiffeners 

Comparison of the SIF results for the crack within a stiffened plate to the results of the same crack within an 
unstiffened plate demonstrate the effectiveness of the plate stiffeners. The results show that the addition of 
stiffeners to the plate reduce the crack SIF by at least 87.8%. For all problems without plate stiffeners the 
SIF drastically increases with the lengthening of a crack due to the decrease between the crack tip and 
boundary. However, with the addition of plate stiffeners the overall stresses surrounding a crack tip are 
redirected to reduce the SIF at that tip which limits crack propagation. 

Two Parallel Offset Cracks Growing Towards Stiffened Boundary: The last stiffened plate problem 
evaluated consists of two parallel cracks growing towards a stiffened plate boundary. The cracks are placed 
within a 6x2 plate with stiffeners placed along the sides of the plate. This plate is loaded under tension at 
the (Figure 8). The crack centers are horizontally offset a distance 5C = 0.2 inches and are separated a 
vertical distance d = 0.25 inches. In order to simulate crack growth, the crack lengths (2a) are 
incrementally increased which decreases the distance between the outer crack tips (B) and the stiffened side 
boundaries. Normalized mode I SIF values are calculated at both tips (F,A and FIB) for various distances 
between the outer crack tips and the stiffened boundary (8B). These values are presented in Table VII and 
are compared to the identical problems without stiffeners analyzed earlier. The addition of stiffeners to the 
"plate boundary significantly reduce the SIF at the crack tips. Figure 9 demonstrates the effectiveness of the 
stiffeners for limiting the stress intensity factors for both the inner and outer tips. When the problem 
consists of no stiffeners, the SIF (Fu and FIB) rise at a rapid rate as the cracks grow and the tips move 
closer to the boundary. When the stiffeners are added to the boundary, the corresponding SIF are 
dramatically reduced. 
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Table VII: Two Parallel Offset Cracks 
Growing Towards Stiffened Boundary 

(2A = 6, 26 = 2, 5C = 0.2, d = 0.25) 

Figure 8: Two Parallel Offset Cracks 
Growing Towards Stiffened Boundary 

2a 8B 

Stiff. 
Plate 
Fu 

No 
Stiff. 
Fu 

% 
Dec 

Stiff. 
Plate 

F,B 

No 
Stiff. 

FIB 

% 
Dec 

.20 .80 .956 968 1.2 1.026 1.038 1.2 

.40 .70 .706 754 6.3 1.042 1.091 4.5 

.60 .60 .569 681 16.4 1.026 1.145 10.4 

.80 .50 .526 739 28.8 1.001 1.246 20.0 

1.00 .40 .514 888 42.1 .998 1.434 30.4 

1.20 .30 .512 1.163 55.9 .990 1.787 44.6 

1.40 .20 .512 1.742 70.6 .984 2.556 61.5 

2.6 
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2.2 
2.1 

2 
1.9 
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1.2 
1.1 

1 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
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No Stiffeners/  "". 

.   Fia—-~"" 
-^^^   No Stiffeners, -' 

 ■ '                       FIB 
. -* 

"5-•:...                                                                             FIA _..--- ■--■"            Stiffened Plate 

! 0.7 0.6 0.5 0.4 0.3 

Distance, 8B, from Outer Crack Tip B to Boundary (inches) 

Figure 9:  F] vs. 5B for Two Parallel Offset Cracks Moving Towards Boundary 
Comparison of Stiffened Boundary to Non-Stiffened Boundary 

0.2 

The stiffened plate reacts as if it is semi-infinite, having no lateral boundary interaction. Consequently, as 
the crack tips move closer to the stiffened boundary the SIF do not change as dramatically as when there are 
no stiffeners. These stiffeners constrain the displacement of the finite element nodes. The calculation of 
residual stresses within a tensile loaded plate are dependent upon nodal displacements. When the nodal 
displacements are constrained, the resulting stresses within the plate are significantly reduced. Accordingly, 
smaller stresses within the plate result in smaller stresses along the cracks. Therefore, the SIF of the cracks 
are reduced. Overall, the data proves that the addition of stiffeners along the sides of a finite plate can be 
beneficial for limiting stresses around the crack tip.    These stiffeners are effective for diverse crack 
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mteraction problems. As illustrated by the problems presented, plate stiffeners have many practical 
applications which aid design engineers in the prevention of crack growth. If placed properly along a 
structural member, a stiffener can limit crack propagation by reducing displacements and forces in the 
region surrounding the crack. 

CONCLUSION: Design engineers often require analytical tools for evaluating structural damages that 
influence the function of their design. Over time multiple cracks can contribute to the overall failure of a 
structural component. In order to investigate the effects of crack interaction upon a structural member the 
evaluation of the crack stress intensity factors (SIF) is paramount. These crack stress intensity factors play 
a large role as fracture correlation parameters in current engineering practice. Mechanical structures often 
display fatigue cracks which must be closely monitored and evaluated in order to prevent failures which 
could compromise the performance ofthat structure. Many structural components involve stiffening plates 
different screw and welded fasteners, and complex geometrically distributed features all within°a finite 
boundary. Hence, a numerical technique which can evaluate fracture related parameters within a finite area 
is quite valuable to many design engineering disciplines. The establishment of the finite element alternating 
method (FEAM) as such a solution technique is the objective of this work. The Kachanov method it 
incorporated to effectively analyze the involvement of crack interaction upon a loaded structure in order to 
optimize the FEAM computer program. This computer program efficiently performs FEAM to calculate 
accurate stress intensity factors for diverse finite boundary crack interaction problems. 

The investigation of various problems present interesting conclusions concerning the analysis and 
prevention of crack propagation. First, as the distance between the plate boundary and crack tip becomes 
smaller the resulting crack stress intensity factor increases. The boundary dramatically influences the 
stresses that occur along a crack when the crack tip approaches the boundary. Similarly, as crack tips move 
closer together the influence of crack interaction upon the entire problem domain significantly magnifies 
Application of stiffeners along the boundary of a plate prove to be practical tools for limiting crack stress 
intensity factors. These stiffeners reduce the displacements near the boundary which in turn decreases the 
strong influence of the boundary. These stiffeners drastically reduce the stress intensity factors when 
applied to the region proximal to a crack. Consequently, stiffeners often are applied in order to decrease the 
propagation of fatigue cracks in structural components. 
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Abstract: This paper is concerned with numerical approximation of the solution of 
elliptic boundary value problems with Winkler type boundary conditions in two- 
dimensional elasticity. An extension of the p-version of the finite element method, called 
the space enrichment method, is described and illustrated by examples. The nature of the 
singularities is discussed and special basis functions, capable of capturing the singular 
behavior, are introduced. The accuracy of the space enrichment method is evaluated 
against numerical solution that of the hp-extension. The two methods exhibit very close 
agreement. 

Key Words: Finite element; p-version; elasticity; mechanical contact; singular functions; 
numerical solutions. 

INTRODUCTION: This research is motivated by the necessity to construct accurate 
approximations for the numerical solution of mechanical contact problems. In particular, 
the displacement and stress fields in contact region are of interest. The numerical 
formulation of the contact problem was initiated by Signorini [1]. The variational theory 
of mechanical contact was developed by Duvaut and Lions [2] who provided rigorous 
proofs of existence and uniqueness of the solution. 

The two variational formulations most frequently used in connection with mechanical 
contact are the penalty method and the augmented Lagrangian method [3,4]. In both of 
these methods the solution depends on the penalty coefficient. The physical meaning of 
this coefficient can be interpreted as a spring stiffness coefficient of the Winkler type 
boundary. The Winkler foundation is essentially a distributed linear spring which 
correlates normal tractions with relative normal displacements and is often used for the 
description of the boundary conditions in the contact region. The problem with spring 
boundary condition is also known as mixed or Neumann-Robin boundary value problem. 
This approach is also used in numerical approximations of contact. However, an adequate 

1 Currently: AlliedSignal 111 S. 34th Street Mail Stop 301-124 Phoenix, AZ 85072 
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treatment of spring boundary conditions has not been addressed in the past. Only recently 
Costabel and Dauge [5] established the nature of the solution for a scalar elliptic 
boundary value problem inR2. 

Accurate and efficient numerical methods for the approximation of the solutions of the 
vector elliptic boundary value problems in R2 are of great interest because the solution 
of contact problems is very important. The solution is smooth everywhere in the domain 
except in the points where the spring terminates and thus an abrupt change in the 
boundary conditions is introduced. In these points the solution exhibits nearly singular 
behavior. By classification of the solutions given in [6], the mixed boundary value 
problem belongs in category B. One way to approach solutions which belong in category 
B is to use hp-refinement. Meshes graded in geometric progression with two or more 
layers of geometrically graded elements with a common factor of 0.15 towards the 
singular point provide very accurate numerical approximations of the solution. The only 
disadvantage of the hp-method is that solution dependent mesh refinement is involved 
which carries a large overhead in non-linear solutions. In this work another approach, 
called the space enrichment method is investigated. The main idea of the space 
enrichment method is to augment the polynomial finite element space with functions 
capable of closely representing the exact solution in the neighborhood of the singular 
points. The nature of the solution and the type of functions which have to be incorporated 
in the finite element space are discussed next. 

THE NATURE OF THE SOLUTION: Consider a semi-infinite elastic domain, part of 
which is subject to a spring boundary of the Winkler type on boundary segment Ts: 

r.-*,(««-K.)=O (i) 
where T„ is the normal stress, «„ is the displacement component normal to the boundary, 
ks is the stiffness of the spring and 8„ is an imposed displacement. In the case of stiff 
spring (ks large) the solution is close to the case of imposed displacement. This is clearly 
visible from the potential energy expression: 

n = W + ±lrks(8n-U„fds-P (2) 

where II is the potential energy, W is the strain energy, the integral expression is the 
strain energy of the spring and P is the potential of the external forces. For large ks the 
integral expression must be close to zero, hence 8„ = un. When ks is small then the total 
potential energy of the system is given by 

n = W + \\Yi krfds + \ l_ *,8> - [p + jrkß„unds]. (3) 

First term Second term Third term 

The first term in (3) represents the strain energy, including the effects of spring. Since ks 

is small, the strain energy is close to the strain energy of the body without the spring. The 
second term is a constant which does affect the minimum of the potential energy. The 
third term is the potential of the external loads, including the effects of the spring. In this 
case kfin is a traction term, hence the effect of the spring boundary condition is similar to 
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the effect of an applied traction the magnitude of which is kfi„. Thus there are two 
limiting cases. In the case of stiff springs we will be interested in the homogeneous 
solution, i.e. 8„ = 0 and hence K„ = 0. In the case of soft springs we will be interested in 
the particular solution, corresponding to an abrupt change in tractions. 

Two extreme cases are considered: the first case is the case of a very stiff spring, and, the 
second case is the case of a very soft spring. The problem of two-dimensional elasticity is 
formulated in terms of Airy stress function, U . (For comprehensive explanation of this 
theory the reader is referred to Muskhelshvili [7].) The Airy stress function is a 
biharmonic function, which is given in terms of a complex variable z = x + iy by 

C/=*{z(p(z)+x(z)} (4) 
where cp(z) and %{z) are holomorphic functions, and (■) denotes the conjugate variable 
or function. The displacement components are obtained from the formula 

2\i(ux + iuy) = K(p (z) - zcp '(z) -i|/ (z) (5) 

where \|/ (z) = % '(z) • m this formula p. is the shear modulus, K = 3 - 4v for plane strain 
and v is the Poisson's ratio. The complex representation of the components of the stress 
tensor is given by 

oxx+oyy=2[®(z)+W)] (6) 
a„-a„ + hv = 2[zO'(z) + ¥(z)] (7) 

where (p (z) = J <&(z)dz and ^ (z) = j ^¥(z)dz. 

The homogeneous part of the solution for the first limiting case, the case of a very stiff 
spring, ks —> °°, corresponds to a well known problem of a crack located along a line of 
symmetry in an infinite domain. The Airy stress function for this problem, given in [6], is 

^=*f^-ia'!isb!a~??V'l (8) (a + l)sin(a + l)rc , 

where a =+-j;fc'2 4=2,-••. Only those functions which have finite strain energy are 
considered, hence a > 0 . Consideration of the boundary value problem with a free-free 
boundary conditions at 0 = 0, and, fixed in the normal and free in the tangential direction 
for 9 = K , corresponds to the eigenfuncfions which for any a are given by 

ux =-^—{[K + (a-l)]sinae-asin(a-2)e} (9) 

uy =-*—{[ic-(a-l)]cosa9+acos(a-2)8}. (10) 

The coefficients A^ represent the amplitudes of the eigenfunctions. These eigenfunctions 
represent the natural displacement field, their derivatives represent the natural straining 
modes at the singular point. 
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Remark 1. The solution of the problem in two-dimensional elasticity with Winkler type 
boundary conditions can be expressed in terms of analytic functions in vicinity of the 
singular point if one assumes that the spring coefficient is inversely proportional to the 
distance from the singular point: 

*.=7 (ii) 
where eis an arbitrary constant. In this case the eigenvalue problem resolves into 
transcendental equation: 

<xtan(rox) = —— (K + 1) (12) 

from which it can be seen that the first eigenvalues bounded by 

i<a<l (13) 
where the lower bound corresponds to c = oo, the upper bound to c = 0. 

To obtain an approximation of the solution for the second limiting case, a classical 
problem of semi-infinite domain subjected to a uniform pressure distribution of intensity 
p over an interval - a < x < a , where x is the coordinate along the half-plane boundary, 
is considered. This problem is the first fundamental problem for the half-plane and the 
holomorphic functions for this case are given by Muskhelishvili: 

,,s      p .   z-a 
4>U) = T—In—— (14) 

and 

m( \ Paz 
xpw=—.7i—n- (15) Ki{z  -a2) v   ' 

The characteristic part of the exact solution for the displacement components is then 
given by [8]: 

2\iux = (K-i)^e2 +(i_K)-g-(e1 -eajcose, -d+Kj-g-iiAsine,       (i6) 

2ji«,=(l + K)^lnr2+(K-l)-g-(ei-e2)sinei+(1 + ^-^-111^-0089, (17) 

where the pairs (ri;9,) and (r2;92) denote local polar coordinates with the origins on the 

on the half-plane boundary at (a;0) and (-a;0) respectively; the positive sense of the 
corresponding angles is chosen in clockwise direction and the angles are measured from 
the x-axis. It can be seen that the displacements are continuous, including the points 
(±a;o). 

Remark 2. Let r2 » r;, then the displacement components in the neighborhood of the 

point (a;0) can be approximated by functions 
ux = c,o+cxirQ cos9 -cx2rInrsin9 (18) 
uy = cy0+cylrQ sin9 + c>2rlnrcos9 (19) 
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where r and 9 are the polar coordinates with the origin in this point and cxk and cyk, 

k = 0,1,2 are unknown coefficients which have to be determined. 

The nature of the solution in the neighborhood of the singular points was described and 
analytical results of the two limiting cases of the Winkler-type boundary conditions were 
presented. The solution of the mixed boundary value problem is likely to be somewhere 
between these two extremes. This suggests that, to be able to approximate the solution in 
vicinity of the 'nearly singular' points, the span of the finite element space should be 

enlarged to include functions of the form r9/(9), rInrf(Q) and rK,f(kß) where 

/, (9) = sin(/fc,9 ) or cos(kß), and, Xs and k, are fractional powers and coefficients. The 

proper selection of these values is very important for good approximation and is 
discussed in the section on numerical examples. The augmentation of the standard 
polynomial space with these functions is called the space enrichment method. The 
description of the space enrichment method is given next. 

FINITE ELEMENT FORMULATION: To obtain the approximate solution to a 
problem in two-dimensional elasticity, the variational equations are derived by 
minimizing the potential energy, 11(5), a quadratic functional, which by definition is 

U(ü) = -B(ü,U)-F(ü). (20) 

The variational form of the governing equations is then given by: 

B(u,w)=F(w)   Vive£(fl) (21) 

Where B(U,W) is a bilinear form and F{w) is a linear functional given respectively by 

B(u, w) = g (o !"'e W + oJj'eW + x ^ « ),dxdy (22) 

Ft*)=l{Tnwn+T,w,)tzds (23) 

with no body forces present. 

We seek a solution for a mixed boundary value problem for a circumstance in which the 
discontinuous data can be located at any point along the element edge. For this reason the 
solution vector is approximated by [8] 

n m 

«x=5>/«,+5>/«2«* (24) 
1=1 1=1 

n m 

Uy = X Nian+i + S>.'a2„+m+,- (25) 

where Nt are the hierarchic shape functions defined on the standard quadrilateral element 

Q['' = {|,r| |-1 < ^ < 1, -1 <T) < 1 j, and the \|/f are the special basis functions defined in 

the polar coordinates with an origin in the nearly singular point. This formulation leads to 
a linear system of equations 
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M|/ 

K m/ 
(26) 

where KNN is the submatrix given in terms in terms of N-type basis functions, K^ 

represents the submatrix corresponding to the space enrichment functions, and, KNv 

represents the submatrix due to the coupling between the N-type and \|/-type basis 
functions. Each submatrix is composed of 4 other submatrices associated with the 
appropriate coefficients of the displacement components. For instance, 

l^r V21 
K 

ny. 

where, for example, 

r,dNid\\rj dN.dWj dN.dVj dN.dyA 
E2       '       ' +E        '       ' +E        '       ' +E6—^- ' 

dx   dy dx   dx dy   dy dy   d 

(27) 

tzdxdy   (28) 

where En are the terms of the material stiffness matrix. The other members of the 
element stiffness matrix can be obtained in a similar way. For additional details the reader 
is referred to [8]. The derivation of the mass terms and the terms of load vector are also 
given in [8]. 

Now we define the special basis functions which enable the approximation of the 
displacement field without mesh refinement. The simplest such function, which provides 
for a jump at the endpoint of the Winkler boundary, is the roof function. Let \ be a 

coordinate of the singular point at T| =T|P= 1 on the standard domain. (In such a case side 

3 of the standard element is subject to the spring boundary conditions. Then the roof 
function is defined by 

Nr=^,%)^ (29) 

where 

(30) 

The definition of the roof function for another element edge with spring boundary is 
similar. Additional functions which have to be included into the finite element space are 
the \jr-type basis functions which are constructed from the functions of the form which 
can represent the limiting cases of the analytic solution. These functions have an 
influence over the domain of the special element only. A cutoff function is needed to 
ensure that the enforcement of the continuity with other elements is not affected. 
Therefore, when side 3 is the spring boundary, the definition of the cutoff function is 

X(1£,,TI)=*■(!,!, )s(ti) (3i) 
where 
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te)- 

1- 

(I 

V 

vu 
(32) 

and 

G(n)= 
ti-i (33) 

Thus the special basis functions capable of representing the soft spring boundary are 
v, = %rO/(e) (34) 

and 
V2=Xrlnr/(9) (35) 

and the essentials of the stiff spring boundary are captured by 

Vj = %ra»f\-e (36) 

where 

f\ -9 I = I a, sin-e + b, cos-9 I (37) 

and the best choice of the ratios a/ß and n/m are determined based on the lowest 
eigenvalue of the limiting solution and from numerical experiments which are discussed 
next. 

NUMERICAL EXAMPLES: The performance of the space enrichment method is 
examined for models of finite two-dimensional bodies. Since no closed form solution 
exists, the space enrichment method is evaluated against reference solution obtained with 
Stress Check hp- finite element software. To provide accurate estimates of the potential 
energy two layers of geometrically graded elements towards the singular point were used 
[6]. Since the method of approximation minimizes the energy norm of the error, potential 
energy values are used for assessing the quality of the numerical results. Moreover, 
construction of \|/-type basis functions also becomes apparent. The ability of the space 
enrichment method to provide adequate reduction of potential energy is demonstrated by 
example. The domain and the mesh for the reference solution are shown in Fig. 1. The 
analysis is performed for a plane strain conditions for a hypothetical material with 
properties given by E = 1000 and v = 0.3. A unit normal displacement is prescribed to 
the boundary AB and symmetry is imposed on boundary AE. The Winkler foundation is 
characterized by a non dimensional value Rk = kJ/E = 100. For the polynomial degree 
p = 8 which corresponds to 1600 DOF, the potential energy value obtained with the 
reference solution is II„ = 363.9945432. The goal therefore is to obtain an 
approximation of similar quality with the space enrichment method. The distance 
between the two solutions is measured by the relative error in the energy norm defined by 
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ll£(0) = 100, (38) 

>Winkl«r «pring    (kg) 

Boundary Conditions: 

ABt   Ua—1.0,   Tt-0 

BC,CDi   Tn-Tt-0   (Irmm) 

DBi   *„■-*,«,#   Tt«0 

EX i   un»Tt-0   (syuMtxy) 

(a) (b) 
Figure 1. (a) Two-dimensional domain (b) Mesh of the reference solution. 

The space enrichment approximation is obtained for a skeleton element formulation 
based on the tensor product space with p = 8 , the roof function (29) and functions (34) 
and (35), which account for the discontinuity in the boundary conditions at the endpoints 
of the uniform traction loading. The space of the skeleton element is augmented by re- 
type functions, (36). Initially a/ß = 1/2 and n/m are increased from 1/2 by an increment 
of 1/2, thus the singular basis functions are given by 

1. i       1 
V! =Xr'sin-e;   y2 = %rT cos-9;   \p3 = %r~* sin9;   \|r4 = %/■* cosG... (39) 

This process is terminated when potential energy value is no longer improving. The 
results of this experiment are Given in Table 1. 

Table 1. The influence of the coefficients n/m on the potential energy. 
DO 
F 

a/ß n/m n(0 er(%) 

154 1/2 1/2 366.0025877 7.43 
158 1/2 1 364.4036265 3.35 
162 1/2 3/2 364.2600010 2.70 
166 1/2 2 364.2554403 2.68 
170 1/2 5/2 364.2539514 2.67 
174 1/2 3 364.2532126 2.665 
178 1/2 7/2 364.2525488 2.662 
182 1/2 4 364.2520090 2.660 

This results indicate that only three coefficients in circumferential direction are necessary 
to provide a significant improvement of the solution. A similar observation was made 
with respect to other powers of r. Powers and coefficients up to an including a/ß-11/2 
and n/m=5/2 were examined. With 270 DOF IT„ = 363.9995261 which corresponds to a 

596 



relative error in the energy norm of 0.37% only. Therefore the solution with the space 
enrichment is of similar quality as the reference solution in terms of potential energy. 

In engineering analyses the displacements and stresses are of interest. Moreover, the 
shape of the contacting boundary may be curved. Therefore the analysis is performed for 
a domain with circular spring boundary, R=4. The performance of the space enrichment 
method is examined for two stiffness ratios, Rk = 1 andRk = 100, representing soft and 
stiff boundary conditions respectively. The potential energy values of the reference 
solutions and the solutions with the space enrichment for 270 DOF, and the relative errors 
are given in Table 2. 

Table 2. Comparison of the space enrichment method with reference solution. 

** n(«„) n(«„) er{%) 

1. 203.3606782 203.3607214 0.05 
100. 361.4415500 361.4598269 0.71 

Since errors below 1 % in energy norm indicate that the accuracy of the finite element 
solution is generally acceptable, the results obtained for potential energy values are 
sufficiently accurate for practical purposes. The deformed meshes for the stiff spring 
ratio, Rt = 100, are shown in Fig. 2. 

(a) (b) 
Figure 2. Deformations corresponding to Rk =100; (a) reference solution (b) space 

enrichment method. 

The deformations are clearly very similar. The singular behavior at the end point of the 
spring boundary is clearly visible; the displacement changes very substantially over a 
short interval. The normal component of the stress vector can be estimated indirectly 
from the boundary conditions, (1), however the tangential component is singular and 
therefore can not be determined. The comparison of the stresses inside the domain was 
made for distinct locations; in close vicinity of the singular point and in the points where 
the solution is smooth. The values of the pointwise stresses are found to be in very good 
agreement in all locations. 
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SUMMARY AND CONCLUSIONS: An efficient numerical method for approximation 
of the solution of elliptic boundary value problem with mixed boundary conditions in 
two-dimensional elasticity was developed. The finite element method based on the 
displacement formulation was employed. The finite element space is specially chosen to 
approximate the solution at the endpoint of the Winkler-type boundary. The construction 
of the finite element space is based on the fact that the exact solution is smooth 
everywhere in the domain except in the endpoints of the spring boundary. In these points 
the solution is not analytic: the nature of the singularity is both material and geometry 
dependent. Moreover, the exact solution for this class of problems is not known; only the 
limiting cases are available. Special basis functions have been developed to account for 
the nature of the exact solution which extend the span of the finite element space. 
Therefore the method is called the space enrichment method. It is demonstrated that the 
space enrichment method is very effective for reducing errors of discretization in vicinity 
of the singular point. The results described in this work provide a basis for further 
investigation and implementation of the space enrichment method to problems of 
mechanical contact. 
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Abstract: A void growth relation is developed to study the inertial and thermal effects 
on dynamic growth of voids in ductile materials. Numerical analysis indicates that both 
inertial and thermal effects predominate behavior of void growth at high strain rate. 
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Dynamic void growth; Dynamic fracture 

INTRODUCTION: Dynamic damage or fracture in ductile solids is a complex 
phenomenon, due to a number of different physical effects involved. A number of 
experimental observations^] show that dynamic ductile fracture is a consequence of 
the nucleation, growth, and coalescence of voids in a triaxial stress field. The spall 
process is found to be temperature sensitive. The spall strength is also found to be 
dependent on temperature which decreases as temperature increases[2]. Both the yield 
strength Y and viscosity decrease when temperature increases [3]. 
The influence of thermal and inertial effects on void growth at high strain rate in a 
thermal-viscoplastic solid is investigated by means of a theoretical model presented in 
this paper. The numerical analysis of the theoretical model performed indicates that 
thermal effect greatly influences void growth at high strain rates. The inertial effect 
with temperature dependence is also found to be important for the dynamic growth of 
void, which appears to resist void growth, especially in extremely high strain rates. 
Besides, numerical analysis shows that material viscosity is also one of the important 
factors controlling void growth. 

VOID GROWTH MODEL: We assume that the porous material is consist of a 
suspension of pores in a matrix of ductile solid which is subjected to an external stress 
Zij, and that the porous material is statistically homogeneous and isotropic so that it can 
be effectively modeled by a homogeneous isotropic solid material. In order to simplify 
theoretical analysis, we also assume that the matrix material is incompressible during 
void growth and that the void remains spherical all the time. These assumptions 
simplify the theoretical analysis and allow us to obtain exact relations for the void 
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growth. Considering a spherical hole of the matrix material of inner radius a and outer 
radius b(Fig.l), distention a is defined as 

(1) 

Our purpose is to investigate the response of this hollow sphere when subjected to 
time-dependent external stress and zero internal pressure, and attempt to obtain the 
relation between an external stress £,< and distention a. 

£„   — (    <aj "*"    Zij 

Fig.l A spherical model of void in the material 

Take the matrix material and void as a system, the work done by external applied stress 
Zij is equal to the change in the system energy 

W = AEk + AE,. (2) 
where AE,, and AE, denote the changes in kinetic energy and internal energy of the 
system, respectively. W denotes work done by external stress Xy- Since the change in 
porosity during initial elastic and elastic-plastic phases is quite small[4], we will 
consider fully-plastic deformation in the solid around the void directly. A general 
spherical symmetric motion gives the following solutions[5] 

(3) 

(4) 

where r and r0 denote Eulerian and Lagrangian spherical polar coordinates, respectively. 
The subscript 0 used in this work denotes at initial stage. B(t) is a function related to the 
rate of void growth. 
Consider AEk, AEj and W, respectively. AEk is given by 
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r3=r0
3-5(0, Bit) = al  ^ 

B(t)    a0-a 
al       a -1 

5(0    a0-a 
K          a 



Ek{a)- 

AEk = Ek(a)-Ek{aa) (5) 

Am] 

9(«0-l) 
«OP., r«o -iy/3 

1- 
~a-\ 

a 

1/3" 

a2 (6) 
2(a0-l)la- \) 

where ps is the density of the matrix material. 
In order to treat thermal effect in dynamic void growth, a simple form of linear thermal 
softening is chosen in the constitutive relation in the matrix material[6] 

o; =(15 + 7^)1 T<T„ (7) 

where T is temperature and Tm is melting temperature of the matrix material. ae and if 
denote the equivalent stress and equivalent plastic strain rate in the matrix material, 
respectively. Y0 is yield strength of matrix material and r| is material viscosity. Since 
we are dealing with high strain rate, the heat generated by plastic deformation cannot 
dissipate itself, the temperature then approximately satisfies [7J 

dT_ K        de» 
-er. 

P.cr * (8) 

where K is a constant which is taken as 0.9[8]. Cv is heat capacity of the matrix material. 
Since we assume a plastic deformation process with spherical symmetry, the equivalent 
plastic strain e' is given by Johnson and Mellor[9] as 

fi,'=2In- (9) 

The change of internal energy in the system is 

^■=^([f^ de" Anp/2dr (10) 

With the help of Eqs.(3), (4) and (9), Eq.(10) can be expressed as 

where 

AE, 
Anal 

[E,(a) + E2(a)]« 
9(«o-l) 

Fl(a) = 2Ya l-^](«-a0)ln-^ 
a-\ 

(11) 

(12) 
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F2(a) = ^l-^  1 + 
2    Y0K 

3Tmp,Cj'    a-\ 
\j]\n- (13) 

Functions F,(a) and F2(a) denote the influence on yield stress of matrix material and 
material viscosity with an increment in internal energy, respectively. The work W done 
by external stress is expressed as 

*-!*;M!*M-'<«',>>"' (14) 

where   Ze  and   P   denote   the   macroscopic   equivalent  and  hydrostatic   stresses, 
respectively. We assume Ze and P to be dependent on distention a, that is ]£„ =Xe(a), 
P=P(a). 
Substituting the expressions of AF^, AEf and W into Eq.(2) gives 

1 

FA a) 
{- F2(a) + A/[F2(«)]2-4F3(a)F4(«) 

with 

*(«) = 
psa\   (a, -1 

2(a0-l)U-l 
1- 

a ■ 

(15) 

(16) 

Ft(a) = Fl(a)-3f f Ee(a')-P(a) ia -F3(«0)a0
2 (17) 

Equation (15) is the evolution equation for dynamic growth of void with temperature 
dependence and is dependent on inertial effect, thermal effect, material strain rate 
sensitivity and external deviatoric stress. If inertial effect is ignored, ä is reduced to 

ä = -[F,(a) + F3(a0)ä
2

0]/F2(a) (18) 

For void growth, ä > 0 and from Eq.(15), the threshold stress for void growth £cri,(a) 

v    (   \    2v li    r° h     a       X a°_1 
(19) 

where  Ha) =—He{oc)- P(a)     represents the  sum of the applied macroscopic 

hydrostatic and deviatoric stresses. 
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NUMERICAL ANALYSES: A copperlike material, with p= 8.92g/cm3, Tm=1356K, 
Cv=385J/kg K, a<,=1.0003, is selected for numerical analysis. In Fig.2 we show a 
comparison of the threshold stress versus distention a calculated using the temperature- 
dependent relation[Eq.(19)] for T0=373K. The experimentally measured results of spall 
strength for copper are in the range of 1.0-2.5 GPa[l 1]. The computed threshold stress 
when considering thermal effect is lower than that without considering thermal effect. 
This is especially so for initial threshold stress Ecrit(

ao )• £crit(ao) ls 178 GPa when 

excluding thermal effect, but is 1.23 GPa when including thermal effect and they are all 
in agreement with experimental data. The influence of initial temperature T0 on initial 
threshold stress 2crit(

ao) is shown in Fig.3. The initial threshold is noted to decrease as 
the initial temperature increases. Fig.4 shows the rate of distention d versus distention 
a for different initial temperatures and with material viscosity r|=0.7GPa |is. 
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Fig.2 Curves of critical threshold stress £cril vs distention a 
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Fig.3 Influence of initial temperature Fig.4 Curves of rate of distention a vs d 
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The influence of inertial effect for different material viscosity at an initial temperature 
T0=373K are illustrated in Fig.5. It is evident that the inertial effect increases with 
decrease in material viscosity, i.e., as strain rate increases, inertial effect also increases. 
Moreover, it is also shown that the inertial effect appears to resist void growth. 
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Fig.5 Influence of inertial effect on void growth(Eqs.l5 and 18) 

CONCLUSIONS: A model of void dynamic growth in ductile solids, which 
incorporates thermal and inertial effects and the material rate sensitivity is proposed. 
An expression of the threshold stress for dynamic void growth is also obtained and is 
found to be dependent on porosity of the materials and initial temperature. Theoretical 
analysis presented in this paper suggests that the thermal effect on void growth is 
significant at high strain rates and it increases the rate of void growth. The threshold 
stress which includes thermal effect for void growth is smaller than that without 
considering thermal effect. Numerical calculations show that the inertial effect appears 
to resist void growth and the higher the strain rate, the greater the inertial effect. Thus 
the dynamic growth of voids is highly sensitive to the strain rate. Therefore the inertial 
effect should not be neglected in the whole process of spall fracture. 
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Abstract: In a competitive global market, maximizing mean time between failures (MTBF) 
while holding down maintenance costs is vital. To this end, the vibration data collector is a 
valuable resource. However, he can become even more valuable to the company that will 1) 
use rotating equipment craftspeople (machinists) to collect vibration data, 2) use these 
craftsmen's experience and knowledge along with the modern technology available to help 
find root causes of failures, and 3) establish formal communications between these data 
collectors and others who are involved with making decisions about equipment. 

Key Words: Jackbolt; MTBF; resonance; thrust bearing; vanepass 

Rationale: Such an integration of technology, common sense, and experience should opti- 
mize root-cause analysis, resulting in higher plant reliability, lower maintenance costs, and 
an improved relationship between craftsman and equipment. 

The following example illustrates the wisdom of this approach: A data collector analyzing 
a 200 hp motor observed a vertical vibration reading of .283 ips and a horizontal vibration 
reading of .03 5 ips, nearly an 8:1 ratio. The vertical, horizontal and axial spectra all showed 
a high IX rpm and harmonics. A resonance problem was suspected mainly because of the 
ratio of the horizontal and vertical vibration readings. The data collector noticed that the 
motor was bolted to a two-inch transition piece that overhung the original base motor sup- 
ports by six and one-half inches. A vertical reading was taken on the transition piece and 
showed a vibration of .272 ips (Fig 1). A pair of machinist planner jacks was placed under 
the transition piece and snugged up while the motor's vibration was monitored. At first the 
vibration jumped to .78 ips when the planer jacks were snugged, but it came down immedi- 
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Fig. 1 

ately to .035 ips when tightened one quar- 
ter turn. A mechanical work request was 
turned in to modify the base to stiffen 
the transition piece. As shown in Figure 
2 the vertical vibration has not changed 
much in the last two years since the base 
was modified. There was also a signifi- 
cant decrease in the lXrpm spike and 
harmonics. There was not a big change 
in the horizontal readings (Fig 3), but the 
readings were consistent and not erratic, 
which is common with a resonance prob- 
lem. 

Pipe Stress: One advantage a machin- 
ist offers as a data collector is the knowl- 
edge that pipe stress is just as critical as 
the repair, balance, and alignment (Fig. 
4). Sometimes foremen of other crafts 
not related to rotating equipment 
(pipefitters, welders, carpenters, etc.) 
have been put in charge of an alignment 
job where the equipment had more pipe 
stress than what was acceptable (nor- 
mally .002 in.). Some of these foremen 
believed that excessive pipe stress on a 
pump could be relieved by realigning the 
motor to the pump. Actually all that was 
accomplished was aligning the equip- 
ment; the pipe stress had not changed. 
The base bolts were keeping the pump 
from moving, and the pipe stress was ac- 
tually distorting the case and all the parts 
on the inside, such as the seals, bearings 
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Alignment Indicators 

and wear rings, as well as 
putting excessive stress 
on the case and flanges. 
The pipe stress could 
cause the seal sleeve to 
rub the throat bushing, 
cock the bearings, or 
cause the impeller to rub 
the wear rings. Pipe 
stress is one of the root 

causes that is very hard to diagnose on a piece of critical equipment while it is in service. 

NEV PUMP rOUNDATIDN 

Fig. 4 

CRUSH 
CHECK 

Bearing housing to sleeve bearing crush: An- 
other advantage a machinist brings to data collect- 
ing is a grasp of the importance of having the cor- 
rect crush (clearance between the OD of the sleeve 
bearing and the ID of the case) on a sleeve bearing 
(Fig. 5), whether on a pump, turbine, blower, or 
gearbox. The machinist understands that if the 
crush is too loose, the bearing can flop around, 
causing excessive wear. Also, crush can prevent 
the oil rings from lubricating the equipment prop- 
erly. On the other hand, a too-tight bearing crush 
could deform the bearing, closing the clearances 
on the ID of the sleeve bearing and causing a pre- 
mature failure. 

Few people seem willing to discuss sleeve bear- 
ings or criteria for running vibration routes on small 
general purpose turbines with sleeve bearings, to 
detect a sleeve bearing before it fails, particularly 
the bronze type and the metal/babbitt lined, both of which use oil rings or oil mist for 
lubrication. Often when a sleeve bearing fails, the vibration levels do not always increase, 
and when they do it is not much (maybe .05 ips). In approximately 50 percent of the sleeve 
bearing failures encountered, the vibration actually decreased. The assumption then is that 
when either the sleeve bearing or shaft galls, it closes the bearing clearance which would 
decrease the peak to peak displacement, accounting for the decrease in vibration. 

The advice given by many turbine manufacturers (OEM) as well as some highly respected 
consultants in diagnosing problem sleeve bearings is "get concerned when the overall ve- 
locity readings reach .30 ips or install non-contact displacement probes." Since it is not 
economically feasible in most cases to install non-contact probes on these general purpose 
turbines, the overall velocity readings must be taken. However, the majority of the turbines 
never reach .30 ips before they lose a bearing and have to be repaired, and most of the time 
the shaft has to replaced. 

VIRBRATH3N  WD  CRUSH  CHECKN 

Fig. 5 
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A one-week informal survey on 100 of these general-purpose turbines was conducted while 
running vibration routes. The average overall velocity readings of these 100 turbines was 
.05 ips, a considerable distance from .30 ips. The current standard of .30 ips may be too 
high an alarm level. One solution may be to notice any readings that increase or decrease by 
one half of the previous reading and do more checking. It is much cheaper to change a 
sleeve bearing in the field than to pull either the rotating element or the complete turbine 
for repairs. 

An experienced data collector may also be able to diagnose sleeve bearing problems an- 
other way. If the bearing crush is correct, there is not much difference in the vertical vibra- 
tion readings on the bearing cover or verticat readings on the sleeve bearing itself. Machin- 
ists set the majority of the bearing crush at metal/metal to .0005 in. loose. One recommen- 
dation in diagnosing sleeve bearings is to include the readings on top of the sleeve bearing 
itself as a reference when taking base line readings after an overhaul or new installation. 

In one actual episode, the reading on top of a sleeve bearing was compared to the vertical 
reading on top of the bearing housing. The first 35 or 40 that were checked showed the 
readings were within .05 ips of each other. Then one showed vibration readings of .034 ips 
(Fig 5) on the bearing cover but .346 ips on top of the sleeve bearing. The reading on the 
sleeve bearing was 10 times the bearing housing reading. Further investigation showed that 
the sleeve bearing could be moved from one side to the other. A maintenance work request 
(MWR) was sent in for a crush check on the sleeve bearing during the next outage. When 
the bearing crush was checked, it was .0045 in. loose to the case. The bearing cover had 
.004 in. taken off the split line in the shop, which resulted in the correct crush. The turbine 
is still running two years later. 

A second turbine found with a loose sleeve bearing showed vibration readings of .075 ips 
on top of the bearing housing and .647 ips on top of the sleeve bearing. The machinist 
found the bearing crush to be .005 in. loose. The bearing cover was then ground to the 
correct crush. Understanding how a turbine works enables employees to help save time and 
money by allowing operations time to schedule the outage for repairs instead of the turbine 
failing at a time that could affect production or cause secondary damage. The machinist's 
experience provides an insight some data collectors may not have. 

Thrust: The bearing thrust on the majority of overhung and split case pumps, both with 
mechanical seals, is set at .001 in. to .0025 in., depending upon the operating temperature 
of the equipment. This knowledge helped to detect and repair several split case pumps 
where the thrust bearing nuts had loosened before they caused any secondary damage or 
lost production. 

Something wrong in the thrust bearing end of the pump could cause a shaft to thrust axially. 
The problem could be one of the following: 1) the bearing nut or retainer had loosened, 2) 
the thrust bearings were bad, or 3) the shaft was broken. Under normal conditions if the 
flow for that particular pump was correct, there should be little or no thrust, but thrust set at 
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.0025 in. cannot be seen with the naked eye. Therefore, the pump would not thrust unless 
something was wrong with the thrust bearings. 

Third legs on overhung pumps: Another ad- 
vantage the rotating equipment craftsperson (ma- 
chinist) has as a data collector is the understand- 
ing that the third leg on a overhung pump is 
only for stability and not for alignment. The third 
leg is the last thing that is tightened up after the 
alignment is completed. The machinist knows 
to use dial indicators to check movement while 
tightening the third leg. If a hot alignment has to 
be done, the third leg needs to be loose while the 
equipment is heating up. 

Third legs come in all shapes and sizes, and 
sometimes they are the root cause of a pump's Fl8- " 
premature failure. On several occasions the third 
leg has set up a resonance, resulting in vibration readings on the third leg as high as .89 ips 
to .95 ips (Fig 6). These were problem pumps that had to be repaired on the average of every 
two to three months from 1986 until 1992, mainly to replace the thrust bearings. The origi- 
nal third leg was a triangular shape that measured 22 in. tall, 5 in. across the top, and 12 in. 
across the bottom, made out of 3/16 in plate. One suggestion was made to the reliability 
engineer that a third leg be constructed out of 3/8 in. plate (after it was determined that it 
would not affect the thermal growth) to see if that would help decrease the vibration and 
help the mean time between failure on this pump. After installing the new third leg, the 
pump ran two years before repairs were re- 
quired on a seal which failed due to contami- 
nation, but the bearings were still fine . 

Also, all third legs are not mounted on the pump 
base in the same manner. Some use a jackbolt 
and jamnut (Fig 7), some third legs just rest on 
the pump base (Fig 8), but the best are the ones 
that are bolted to the pump base (Fig. 6). Many 
OEM's agree that it is better to bolt the third 
leg to the pump base. 

Over a two-and-one-half-year period, a pump 
that used the jackbolt and jamnut method had 
several problems. The jackbolt would vibrate loose and the overall vibration level would 
rise from .147 ips to over .80 ips. It would require the combined efforts of the area reliability 
engineer (to monitor the equipment while the machinist adjusted the jackbolt and jamnut), 
one machinist (to adjust the jamnut and jackbolt), and one or two operators standing by just 
in case they had to shut the equipment down. In this case of adjusting the jackbolt with the 
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equipment running, it is possible to adjust it too much and cause the bearings to heat up due 
to misalignment. This process would normally take about an hour to accomplish and would 
have to be done sometimes as often as once a week. The last time this pump was pulled, it 
was suggested that the pump base be drilled and tapped to eliminate the jackbolt and jamnut, 
and the third leg could be bolted solid to the base. At first the maintenance foreman and 
reliability engineer objected because they said by using the jackbolt and jamnut the pump 
could float when the unit's flow rate and temperature changed, which ranged between 400 
and 550 degrees F. The machinist explained that if the pump floated with the flow and 
temperature change the alignment was floating also. They finally agreed to drill and tap the 
base and bolt the third leg solid. Not only has the vibration decreased and remained at the 
lower rate (Fig. 9), but at least 18 employee-hours per month were saved. Also, some high- 
frequency spikes in the pump's spectrum 
that could not previously be accounted for 
completely disappeared. 

Communication: Step 1 for a data collec- 
tor or analyst going into a unit to run a vi- 
bration route is to ask the operator if there 
is any piece of equipment that they would 
like checked (since the data collector is only 
around the equipment every week or two 
and the operators are around it seven days a 
week). The operators know to tell the data 
collector of any changes they have noticed 
because if there have not been any opera- 
tional changes, it could very well mean 
catching a potential problem before it causes 
an unscheduled outage. The data collector 
should then let the operators know if any 
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problems are found, and whether they need to be concerned with it or just keep an eye on it 
for any change that might take place. 

There have been several times that the equipment did in fact have to be shut down because 
the problem worsened. A prime example of this is a 100 hp motor that had been monitored 
for three years (Fig. 10). When readings were taken one day, the overall velocity readings 
were only .075 ips. A second set of readings showed .45 ips, six times as high as the first set 
of readings. A third set of readings showed a level back down to .075 ips. When timed, the 
readings would fluctuate from .075 ips to .45 ips every five seconds. Since there was no 
spare motor in the warehouse, one was ordered. The vibration readings went from an erratic 
reading to a constant vibration reading over the next several weeks, as high as .698 ips. 
Approximately six weeks after the erratic readings were discovered, operations had to shut 
the motor and pump down and replace the motor. By working together and letting everyone 
involved with the equipment know about the problem, we were able to safely monitor the 
equipment, get another motor ordered, and save a lot of unnecessary downtime. 

Decrease the vibration and increase the life of the equipment: It has been shown that if 
the vibration is decreased by one-half, the life of the equipment can be extended five times. 
If the vibration can be decreased by more than one-half, the life of the equipment can be 
increased by up to fifteen or twenty times. It has been shown that a .2 ips -.4 ips increase in 
vibration can mean a 70 % decrease in bearing life. A good example to confirm that the 
theory works is the pump with the resonance problem on the third leg mentioned earlier 
(Fig 6) that was being repaired on the average of every two to three months: After a new 
third leg was installed, it performed for over two years. Repairing such things as misalign- 
ment, replacement of bearings on double-ended pumps and turbines before they cause sec- 
ondary damage, and stiffening of third legs that have a high vibration due to a resonance 
problem can help increase the life of the equipment. Although an outage may have to be 
scheduled at first, in the long run it could extend the life of the equipment and lower main- 
tenance costs without affecting production due to an unscheduled outage. 

The knowledge gained through the additional training companies provide has paid for itself 
many times over. After listening to noted speakers such Art Crawford, Ron L. Eshleman, 
Charlie Jackson, and Ed Nelson, the data collector learned a little bit more to help in the war 
against unwanted, destructive vibrations. 

For example, Art Crawford's report on resonance resulted in the detection and repair of the 
resonance problem on the third leg mentioned earlier [1]. Charlie Jackson's lecture on 
diagnosing problems such as misalignment, imbalance, bad or locked-up couplings, and 
resonance using phase angles emphasized the importance of taking base line phase readings 
along with the other vibration baseline readings [2]. One helpful hint in becoming a better 
data collector came from Ken Jackson at a user's conference. He stated that even though the 
time waveform is a complex arrangement and could be used to find a problem that would 
not show up in a spectrum, when used in routine data collecting the data collector can tell 
immediately the severity of the problem. He said, "If it takes longer than 15 seconds to 
diagnose the severity of the problem from the waveform, time is just being wasted.[3] 
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Vanepass: Countless pumps have been torn down to find the case and impeller badly 
eroded, sometimes to the point of having to be replaced if one was available. The problem 
was evidenced by the primary vibration frequency showing up at 4 to 8 times running speed. 
Also a lot of ground noise was noticed in the spectrum raised off the floor or baseline. Then 
the correlation became clear: The vanepass was showing up at the number of vanes of the 
impeller times the running speed, and was caused by either the pump cavitating or recircu- 
lation due to either an eroded impeller or a too-large gap between the shroud of the impeller 
and the cut water. 

An article by Ed N eton in Pumps and Systems tells about trimming just the vanes of the 
impeller and not the shroud, leaving the correct gap between the OD of the impeller and the 
cut water in the pump case. Mr. Nelson stated that this could cut down on the erosion of the 
pump by eliminating much of the recirculation and extending the life of the equipment 
because of the decrease in vibration [4]. After discussing this with some engineers who also 
had read Mr. Nelson's article, we agreed that trimming the vanes and not the shroud could 
increase MTBF. Two forms have been developed to use when the pump is disassembled 
(See Figures 12 and 13). 

The common sense approach to data collecting: Approximately half of the problems the 
data collector discovered were due to a sharp increase or decrease in the vibration levels 
instead of just a high overall reading. After noticing the sharp increase, the data collector 
looked at the spectrum and relevant parameters to see if the increase was related to a me- 
chanical problem or an operational problem. Then the time waveform was evaluated to 
determine the severity of the problem. The following case histories are common problems 
found in industry today. In each case 1) the overall vibration levels never reached a level 
that most severity charts would say to get concerned about, and 2) the problem was caught 
due to a sharp increase. 

Case history #1: A 50 hp turbine's vibration 
increased from .048 ips to . 114 ips in four days 
(Fig. 11). As mentioned earlier, the severity 
charts said the readings were fair to slightly 
rough, but experience aroused suspicion ofthat 
much increase in just four days, even though 
the overall vibration level was not high. The 
operator was asked if he had noticed any dif- 
ference in the turbine, which he had not, but 
he stated the pump's flow was cut back be- 
cause an exchanger was being worked on. 
Operations preferred to run this particular tur- 
bine on the main steam valve instead of using 
the governor to control its speed. The opera- 
tor was told to open the steam valve a little to 
determine if that would help the vibration. 
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CITGO Petroleum Corporation 
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INTEROFFICE LETTER 

Impeller Trim Performance Form 

CMMS1D:. 

MAX DIA. IMPELLER. . (cmms) 

BEFORE AFTER 

TDC FLOWRATE (BPD/GPM) (CIRCLE ONE) * 
DISCHARGE PRESSURE (PSIG) + 
SUCTION PRESSURE (PSIG/PSIA) + (CIRCLE ONE) 

PUMPING TEMPERATURE (°F) 
SPEED (RPM)   (REQUIRED FOR TURBINES) 

CURRENT (AMPS) (tr AVAILABLE) 

IMPELLER DIA. (IN) (SHOP VERIFY) 

FLOWMETER LOCATION: d UPSTREAM    O DOWNSTREAM OF PUMP 

COPY: AREA RELIABILITY ENGINEER  

* AFTER IMPELLER TRIM MATCH "BEFORE" FLO WRATES FOR TEST 

+ USE CALIBRATED GAUGES OR USE ONE GAUGE FOR BOTH SUCTION AND 
DISCHARGE READINGS 

Figure 12 
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PUMP IMPELLER TRIM DATA SHEET 

CMMS!D:_ 

NO. OF PUMP STAGES:_ 

PUMP STAGE NO.:  

NO. OF IMPELLER VANES:_ 

INLET EYE DIA.:  Dcye 

IMPELLER SUCTION: O SINGLE D DOUBLE 

IMPELLER DISCHARGE: d VOLUTE O DIFFUSER 

NO. VOLUTE/DffFUSER VANES:  

BALANCE HOLE NO./DIA.:       fl- 

VOLUTE/DIFFUSER INLET WIDTH: Wr 

MAX DIA. IMPELLER: (CMMS) 

VOLUTE OR DIFFUSER TIP CONDmON: d O JC   D ERODED 
COMMENTS:^  

MEASURE AND RECORD: 
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VANS TK1CXNE2I 
-n» 

I/«" MJH. TO vr WAX 

VOUnT/WT.OtA 
(AMVXVAMITO; 

CAUCKA.(AJOVK 
naauD] 

-Oc- 
VAMEILUXUX 

tt-(Vl 
vount/actT BUST 

muxm 

IMftLLIA IKAOUO 
ILAOWLCtXULANa: 

CAf A-rtv-o.i/1    1 

ICC UCOMMCKCLATlOHl 
■CLOW 

AAO<AL VAKI TO     I 
CLCAJLANCI 

CA/ a - 10a- iHb 1 ICC l£COMM£HOADOHI 
■ fLOW                                                | 

Typ* 
pump 

Gap "A" 
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What happened next is everyone's worst nightmare 
when working around steam turbines. The gover- 
nor would not actuate the governor valve when the 
main steam valve was opened, and the trip ham- 
mer on the overspeed was trying unsuccessfully to 
release the trip valve. The spectrum showed this 
3600 rpm turbine was running at 4304 rpm and 
climbing. The operator shut the main steam valve 
while the unit supervisor and maintenance foreman 
were notified. The problem was that the trip valve 
was stuck, the governor valve was stuck, and the 
governor coupling had slid back on the shaft. It is 
always stressed to the operators to be careful around 
steam turbines and let someone know of any change 
in the way they run, no matter how small. 

Case history #2: On March 8, 1994, the axial vi- 
bration on the outboard end of the 700 hp Boiler 
Feed Water Pump had increased from .100 ips to 
.291 ips (Fig. 14). The horizontal vibration read- 
ings never rose over .08 ips, and the vertical read- 
ings were never over .075 ips. The data collector 
spectrum showed a distinct bearing problem had 
developed on the thrust bearing. A maintenance 
work request was initiated. The outer races on both 
thrust bearings had a defect in approximately the 
same spot. The marks on the bearings showed that 
the bad spots on both bearings were located at the 
top of the bearing housing. What was suspected 
to be the root cause was the packing leaking and 
spraying a stream of water directly in the vicinity 
of the bad spots. 

The machinists were able to change the thrust bear- 
ings with no secondary damage to the shaft or bear- 
ing housing and put the pump back in service in 
less than six hours. This pump has been running 
for about five years with the same bearings. An 
overhaul on this pump can run as high as $ 100,000. 

Case history #3: As shown in Figure 15, the ver- 
tical vibration on the OB (outboard) end of the J- 
7B boiler feed water turbine did not make any sig- 
nificant changes. In Figure 16, the horizontal read- 
ing made an increase and then leveled out, but was 
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still not at an alert level. Figure 17 shows the 
axial reading on the OB end steadily getting 
higher and then on April 5 making a sharp in- 
crease. A maintenance work request was initi- 
ated to check the outboard sleeve bearing and 
also the thrust bearing. The thrust bearing and 
shaft had started pulling babbitt. The shaft was 
not hurt and the machinists were able to change 
the sleeve bearing and thrust bearing and put the 
equipment back in service with no loss of pro- 
duction and no secondary damage. Waiting un- 
til the vibration had reached .30 ips might have 
been too late. An overhaul on this type of tur- 
bine can cost $50,000 or more. 
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Case history #4: The axial vibration on the out- p;„ jy 
board end of the Powerhouse J-5C blower had 
increased from .045 ips to .125 ips in one week. 
To ensure accuracy, another set of readings was taken. The second set of vibration readings 
showed .152 ips. A third set of readings showed .183 ips. (Fig. 18). Also, an oil sample was 
black, indicating a bearing about to fail. Immediately the maintenance supervisor, unit su- 

pervisor, and the area reliability engineer were 
called. 

Immediate flushing of the bearing with fresh 
oil began. The vibration then increased to .589 
ips. After flushing with oil for two and one- 
half hours, the vibration came down to .07 ips, 
and the oil stopped turning black. The blower 
was monitored several times that day and op- 
erations kept a close eye on the oil to make 
sure it was not turning black again. The next 
day another set of readings was taken, and the 
vibration had come back down to .045 ips. 
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Days: 10-SEP-92 To 12-DEC-96 

J l/| 1 
■ 

OVERALLVALUE 

- Baseline - 

Valua: .09163 

Date: 04-APR-9S 

Fig. 18 

The main concern about losing this blower was 
that there were already two boilers down for 
repairs, and if this blower went down, one of 
the main refinery generators would have to 

be shut down. The blower was shut down four months later. Operations and maintenance 
were able to schedule the shutdown without affecting refinery operations. 

The "data dog" syndrome: In conclusion, using machinists to collect vibration data and 
analyze it can not only be beneficial to your organization, but it can also instill pride in 
ownership to the ones collecting the data. The money invested in additional training for 
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your data collectors on the proper equipment will pay for itself many times over. 

The main thing for data collectors to avoid is the "data dog syndrome" or vibration fa- 
tigue. It's no fun collecting data eight hours a day, five days a week. Have enough data 
collectors available so that they can run their routes and have a couple of days to do 
analysis work, additional training, and work with others in finding the root causes on 
problem equipment. This makes the data collector's job more fulfilling and frees the engi- 
neer to work on more important projects. 
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Abstract: The concept of reliability analysis in which methodical tools are inter- 
woven has remained unchanged for decades. It seems necessary to start on a 
continuous, so called real-time analysis which combines the methods of control 
theory with those of reliability theory. A Safety and Reliability Control Engineer- 
ing concept will be presented, in which signal data are taken from the vibrating 
mechanical system. These signal data will be converted into reliability charac- 
teristics. 

Key Words: Failure rate; fuzzy logic; laval rotor; on-line analysis; reliability 
engineering 

INTRODUCTION: Since the late fifties, it has been the engineers' intention in 
the field of reliability to continuously improve the quality of their methodical 
tools. Procedures have been developed which make a realistic representation 
of systems in mathematical models possible and which are also of universal 
validity for a wide range of application. However, the concept of reliability anal- 
ysis in which those tools are interwoven has remained unchanged. All proce- 
dures were applied during the construction phase of a system. Possible modifi- 
cations, based on knowledge gained from the analysis, lead to an update of the 
model. The reliability analysis was finished with putting the system into opera- 
tion. 

It seems to be necessary to leave this narrow period of time and start on a 
continuous, so called real-time, analysis. This allows the determination of data 
during the operation of the system, which would possibly correct the results of 
those analyses done before. A continuously updated analysis allows the optimi- 
zation of strategies for maintenance, a reduction of expensive down-time, there- 
fore, a higher availability and, most of all, a higher degree of operating safety of 
the system. To reach these aims, however, it is necessary to combine the 
methods of control theory with those of reliability theory, since an early discov- 
ery of interuptions of operation and impending defects are essential for a pre- 
diction concerning the further behaviour of the system. 
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A new concept will be presented, in which signal data are taken from the 
vibrating mechanical system. These signal data will be converted into reliability 
characteristics. After their valuation the operating parameters can be used for 
control, e.g. the steam input of a turbine is controled depending on the evaluat- 
ed reliability characteristics. The main emphasis of this paper is the presenta- 
tion of the transformation of signal data into reliability characteristics. For this 
transformation eight different ways are suggested, which include the usage of 
observers, estimators, human respectively artificial experts. Furthermore, inter- 
faces for parameter identification, process characteristics or strain characteris- 
tics are intended. Finally, a brief example of application will be presented. 

CONVENTIONAL AND EXTENDED RELIABILITY ANALYSIS CONCEPTS: The 
Integrated Method System (IMS) [4] (figure 1) belongs to the concepts of the 
development of products and processes. It contains methodical tools for quality 
control and reliability analysis, which promote the creativity of those working 
groups enabling the exchange of information and leading to less subjective 
results through application of valuation techniques. Despite the devision of 
tasks within the team common aims shall be achieved. This requires both, the 
willingness of all the people involved to cooperate and the coordination of the 
single procedures. 
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planning 
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planning 

function 
analysis 

solution of 
problems 

reliability 
analysis 

planning 
of tests 

process 
control 

pp 
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QE 
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RCT 

SPC 

SCA 
i 

PCA 

Figure 1       The integrated method system as an example of a conventional 
concept 

The following abbreviations mean: SE - Simultaneous Engineering; VE-Value 
Engineering; QE - Quality Engineering. The abbreviations for the methodical 
tools are: PP-Product Planning; QFD-Quality Function Deployment; FAST- 
Function Analysis System Technique; FA - Function Analysis (hierarchical); FBD - 
Function Block Diagram; CVT-Creative Value Techniques; FMECA-Failure 
Modes, Effects, and Criticality Analysis; FTA- Fault Tree Analysis; ETA- Event 
Tree Analysis; DoE - Design of Experiments; RCT - Reliability Conformance 
Testing; SPC - Statistical Process Control; SCA - System Capability Analysis; 
PCA - Process Capability Analysis. 

626 



As it can be easily seen, a reliability analysis is carried out and completed 
before putting the system into operation. The aim of this approach is to add a 
further element to the process control. Its function is to permanently determine 
the failure probability of the system during operation, to compare this failure 
probability to the references given and finally to control the system. The pre- 
sentation (figure 2) of the approach of Safety and Reliability Control Enginee- 
ring concept (SRCE) differs slightly from the representation in the accompaning 

paper [8]. 

Figure 2      The SRCE-concept 

Basis of the SflCE-concept is to first provide a reliability model of the system 
before it starts operating. Here the conventional procedures of contemporary 
Reliability Engineering can be applied. The figures suggest an approach via 
Function Block Diagrams (FBD), fault tree analysis and its quantitive evalua- 
tion Of course, one could have also used different tools, e.g. Markov-process- 
es event tree analysis, multi-state coherent system modelling. However, this 
contribution focuses mainly on the online-transformation (Black Box in figure 2) 
of signal data taken from the system into reliability characteristics. It will be 
introduced in the next section and in section 4 the transformation will be illus- 
trated with an example. If the reliability chracteristics are given, they will be 
compared to the references. According to a control strategy, e.g. "The failure 
probability of the system should not go beyond 10-5", the operating parameters 
are evaluated. They then operate on the system to transfer it into the desired 

state. 
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CONVERSION OF SIGNAL DATA INTO RELIABILITY CHARACTERISTICS: 
Centre of the SflCE-concept is the actual determination of reliability character- 
istics from signal data and other information of the system. It is the task of 
methods of control theory to describe the actual performance of the system. 
For this, different paths are possible, as presented in figure 3. 

Q"    strain characteristics       J) (^Q   expert system      £ J) 

RELIABILITY CHARACTERISTICS 

Figure 3      Ways to convert signal data into reliability characteristics 

Closer attention will be paid to the observer and parameter identification ap- 
proaches. The main idea of observer techniques is to build up a mathematical 
relationship which uses the principal known input-output relations modeled by a 
system matrix A to use the difference between the real measurements y and 
the estimated measurements y for the estimation x of unmeasurable inner 
states x. This implies that the inner relations of A allow this, using only y=Cx, 
a part of the system states. This assumption is called observability of the pair 
(A,C). Related to the interesting area of the application example extended tech- 
niques are introduced in [5]. In the ideal case the process variables are formu- 
lated as system states to be estimated. To get suitable estimations x problem 
equivalent observer techniques has to be used. In [9] a linear, robust technique 
is proposed, which allows the robust estimation of states and also of distur- 
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bances (for example caused by system changes). If x does not represent proc- 
ess-coefficients also combinations of Si; and elements of A etc. (assumed as 
constant) can be used for calculation. The next step - the calculation of strain 
characteristics - can be done in the same way. These steps related to mechan- 
ical systems is given in [7]. Parameter estimation approaches also uses the 
input-output relation modeled by differential equations using a set 0 of parame- 
ters ay-, bj for the input-output relation 

y(k) + ... + an y(k-n) = fo0 
u(k) + b-\ u(k-1) + ■■■ + bmu Cc"m) (1) 

as a scalar difference equation or a set of equations between the output y and 
the input uand k as the actual discrete time step. The parameters a-f bj typically 
do not represent the physical parameters pj of the system, but if the relation 

0 = f(Pj) (2) 

is unique, an inverse transformation f~1 gives the physical parameters. The 
work of Rückwald [6] introduces a fast backtransformation approach. Changes 
of the physical system are assumed as changes A pj, which lead also to 
changes of the process coefficients a/, bj. The idea of FDI using parameter 
estimation and identification approaches is to observe the parameters (process 
or physical parameters) using threshold values, some heuristic methods in- 
spired from practice or stochastic decision theory. For solving the estimation 
process a lot of estimation techniques are available like least squares (LS) or 
recursive least squares (RLS) techniques. Important is that the assumptions 
concerning the available measurements (p are 

det E{(p(f)(p(f)7"} * 0 . (3) 

This includes a high information level concerning the measurements of the 
system. 

Here way ©, signal data -*- ... -*- process characteristic -»- stress characteris- 
tic -»- reliability characteristic, shall be introduced. The conversion of signal 
data into reliability characteristics occur in discrete time units with fe [0,°=); 
TQ = 0 ; Tjf-e ]0,°°) as well as K = {1,2 1}; /C,K e K ; K< k. The system fail- 
ure rate h^ for the /c-th interval [T^ ; r^]c[0,~) shall be determined subse- 
quently. Hereby a constant failure rate i^ is presupposed to minimalize the 
expenditure of calculation. If an exact modelling is desired it will be easier to 
decrease the time interval than to deviate from a constant rate. After the con- 
version of signal data into m process characteristics depending on time 
g: : f—> g:(t) with j e {1,2 m] the so-called strain characteristics are trans- 
formed. The strain characteristics 0;: g,(r) -^ ß;(g;(t)) are to be understood 
as filter, which assign different "weights" to the process characteristics depend- 
ing on the specific properties of the system. This way the graph of ß; generally 
runs relatively constant within the required operating capacity and ascents out- 
side of it. 
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A failure rate Xk for the /c-th time interval is determined from all the m values 
ßi(9j(tk>) for fke \-Tk-1 ' Tk] ■ Tne manner in which Xk depends on the strain 
characteristics is expressed by means of fuzzy logic. There has been quite a 
few publications within the last years on the topic of fuzzy logic [1,2,3, 10], 
therefore the decision making will only be briefly presented in an example with- 
out any introduction to fuzzy logic. If m strain characteristics are given, formu- 
lated depending on time, their function values ßj(g;(tk)) will first be normal- 
ized, and they will then be defined and fuzzified as linguistic variable B-, . The 
linguistic values "none", "low", "medium", "high", "extreme" strain and corre- 
sponding membership functions u*(fly) are assigned to them (figure 6 in sec- 
tion 4). The modifiers "decreasing", "constant", "increasing" and others can be 
used to subtilize the modelling. The same linguistic values apply for the fuzzi- 
fied failure rate Xiky Now m fuzzy sets Ay with 

Ay = {(fly; n(fly)) | fly € [0; 100%] c R ; n(fly) € [0; 1 ] c R } (4) 

are defined. The next step is the determination of rules, respectively implica- 
tions, which are provided by means of experts' knowledge, e.g.: "IF the strain 
characteristic fly is 'medium' AND the strain characteristic fly+-| is also 'medium' 
ist, THEN the failure rate X is 'high'". Implications with two variables present a 
convenient speciality since they can be reasonably well represented in a matrix 
consisting of rules (figure 7 in section 4). 
Based on the membership values |x^.(fly^)>0 of the /c-th time interval the 
relevant rules are chosen. These relevant rules define m subsets Aysub on 
which the carthesian produkt A1 sub ® A2 sub ® •■• ® Amsub is applied to. 
For determination of the membership function of an implication the MIN-method 
is used: The membership function of the THEN-part is limited to the temporary 
value of the IF-part. For the composition, namely the combination of all the 
relevant rules, a MAX-connection is chosen. The procedure of this MAX-MIN- 
inference is too conventional to be of any further interest here. An illustration of 
the procedure of an inference is presented in section 4. The inference provides 
a fuzzy quantity for the failure rate of the /c-th time interval Xk. The determina- 
tion of a crisp value is done by means of the centroid defuzzification method. 
The abscissa of the centroid 

b 
jX\i(X)dX 

**=V 
j\i(X)dX (5) 

is the desired exact value for Xk, with a and b as the upper and lower bound of 
the fuzzy quantity for \ik(X) > 0. If Xk is given, the constant failure rate function 

W) = ** (6) 
can be determined. 
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For a more convenient notation the reliability characteristics are determined by 
means of the auxiliary function H^with 

Hk(t) = Xkt + ck.                                                                                      (7) 
It is the integral of hk with the integration constant 

<*=X((ä.K-I-M-7"K-I)                                                                         (8) 
K   1 

For the failure probability density function (pdf) fy follows 

fk(t) = Xkexp -X"*(0 
i—1 

with   Tjf_i <t<Tk.                                       (g) 

For the corresponding failure cumulative distribution function (cdf) Fk is 

F/f(f) = 1-exp -XH*(0 
K=1 

with   Tk_^<t<Tk.                                      (10) 

APPLICATION: For illustrating the approach an elastic rotor with a transverse 
crack will be discussed (figure 4), simplified as a laval-rotor. The damage in 
form of a transverse crack of the rotor influences not only the behaviour of 
vibration but also the reliability of the system. 

transverse crack 
v/////// 

elastic bearings 

Figure 4      Example of an axle with a crack 

A crack leads to a decrease in the cross-sectional area of the axis. This caus- 
es a change of the moment of resitance w. w enters inverse proportional into 
the first process characteristic which is the bending stress a. 
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There is 

a{w) 
d2ngpL2 

16-iv 
The second process characteristic torsional stress x with 

<P* 
Pwr 

2 • % ■ n ■ wn 

(11) 

(12) 

dependents on power (wattage) pwr . It is: d- diameter, g- acceleration due to 
gravity, p - density; L - length of rotor, n - number of revolutions, vvp - polar mo- 
ment of resitance. The normalized strain characteristics ß-|(a(w)) and 02(t(pwr)) 
(figure 5) represent a subjective influence of both process chracteristics on the 
reliability of the system. It has to be noticed that the turbine is stressed fare 
below its fatigue limit and that no empirically determined characteristics are 
available in this field. 

ßAo[w)) 

Figure 5       Formulation of strain characteristics ß-|(a(vv)) and /^M^wr))- De~ 
sign strains are denoted by acjSq(iv) and xcjSg(pwr). 

In the next step ß-|(a(w)) and 02(t(Pwr)) 
are defined and fuzzified as linguistic 

variables ß-j and ß^ Linguistic values and the corresponding membership func- 
tions n*(ß-|), la.^(/32) and n*(X) are assigned to ß-|, ß2 and to the fuzzified 
failure rate X (figure 6). Two fuzzy sets A-| and A2 are defined according to 
equation (4). The implications of a matrix consisting of rules are represented in 
figure 7. There emerge 25 rules for two variables with five values each. 

If there is "no" strain, the failure rate in the example is still "small", to model the 
behaviour of aging. It can be seen in the asymmetric occupancy that the impact 
of ß2 on X is slightly higher than the one of ß-|. The classification was chosen 
monotonously increasing, which is, however, not necessarily so. 
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Figure 6       Fuzzified strain characteristics 0-| and 02. X is notated by analogy 

Figure 7 Martrix consisting of rules for the example discussed. The matrix 
represents the linguistic values of the failure rate. The hatched 
areas comprise the rules relevant for the given values. 

In figure 6 some membership values have already been marked 

^lo/c(ß1,/f=40%) = 0'4 : Hmed./c^l./c-400/0)-0'6 

^med,/c(02,/c=55%) = °.73 = ^hi,/c(ß2,/c= 55%) -°>27 ■ 
They exemplarily represent the state of the /c-th time interval. In this special 
case the four rules hatched in figure 7 are relevant: 

O      IF G-| ^ is "low" AND 02 /cis "medium", 
©      IF 0-i'fris "low" AND 0^ is "high", 

IF 01 '/(is "medium"      AND /32j/f is "medium", 
IF 0-|'^is "medium"      AND ß^k'^ "high", 

THEN Xk\s "medium"; 
THEN Xk\s "high"; 
THEN Xk\s "high"; 
THEN Xk\s "high". 
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100 0 

M*Ci) C*|ß2) f*W 
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0 8 

Figure 8 Representation of the realization of 
inference for the example with two 
fuzzy variables and four relevant 
rules. 
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These four rules define two subsets A-| g^ and A2|SUD , on which the carthe- 
sian produkt A-| sub i 

O (01 ^=40%; 02 k 
© (0^=40%; 02'/c 
© (ß-\'k~40% ; 02'/f= 55%) 
O (01'/f=4O%;02V55%) 

A2 sub is applied to. The results are: 

= 55%) -> min[n|o^01i/();Hmed|/c(02/f)] = 0,4 ; 
= 55%) -» mint|i|Oifc(01iJt)mhiifc(02^)] = 0,27 ; 

min^med,/c(ß1,/c);^med,/c(ß2./c)] = °^6 

min^med,/c(ß1,/c)^hi,/f(ß2,/c)] = °<27 ■ 
—> 

The next step is the application of the MAX-MIN-lnference. Figure 8 shows a 
detailed presentation of the forming of inference. The crisp value for X,^ deter- 
mined with the centroid defuzzification method has already been entered. Avoid- 
ing complicated illustrations in figure 8, Ik was also notated in tne normalized 
way. However, an appropriate and common representation is the logarithmic 
presentation. 
By application of the equations (6) to (10) the failure pdf and the failure cdf can 
then be computed. For this, figure 9 shows an exemplary course, but h^{t) does 
not refer to the example in figure 8. 

u 
« 

'k-4 

*3 

'k-3 

'*-2 'k-1 

'k-2 'k-1 

F(tl 

'Jc-4 'k-3 *2 'k-1 

Figure 9 Example of a series of constant failure rate functions in equidis- 
tant intervals (on the left top) and the graphs of the corresponding 
functions H, fand F. 

CONCLUSION: In this contribution the concept of conventional reliability analy- 
sis was left behind, in which the examinations of the system are completed 
before it is put into operation. The "Safety and Reliability Control Engineering"- 
concept (SRCE) is introduced which is continuously doing a so-called real time 
reliability analysis. This analysis makes it possible to determine data during the 
operation of the system, which might require a correction of the results from the 
analysis done before. The focus of this paper is the online-conversion of the 
signal data taken from the system into reliability characteristics. If the reliability 
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characteristics are provided, they are compared to the references. According to 
a control strategy the operating parameters will be evaluated. They then oper- 
ate on the system to transfer it into the desired state. 
The conversion is exemplary demonstrated at a mechanical system of an elas- 
tic rotor. First the process characteristics are transformed into subjectively 
defined strain characteristics. The dependence of the failure rate X of the strain 
characteristic is formulated by application of fuzzy logic. Here a conventional 
MAX-MIN-inference is applied. It has to be mentioned that the quality of the 
modelling depends on the ability and the experience of the analysing team. This 
concerns most of all the establishment of the rule set, respectively the formula- 
tion of the implication and the estimation of the influence of the strain charac- 
teristics on the failure rate. If X is given, the failure density and the failure 
probability can be easily determined. 
By application of the SRCE-Konzepts an optimization of the maintenance stra- 
tegies, a reduction of non-operation time, a resulting higher availability and, 
most of all, a higher safety of the system is reached. 
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MONITORING RESIDUAL STRESS IN MACHINERY USING HOLOGRAPHIC 
TECHNIQUES 

G. Salamo, G. Dovgalenko, Y. Onischenko, and A. Kniazkov 
Department of Physics 
University of Arkansas 
Fayetteville, AR 72701 

Abstract: We report the development of a nondestructive portable holographic 
technique for the detection of residual stress in materials. The technique we have used to 
achieve in-situ quantitative measurements is based on real-time holography While the 
real-time holography concept has been demonstrated by other researchers, our approach 
is novel and results in a portable instrument which can carry out in-situ measurements. 
In all previous techniques for the measurement of internal stress the application of real- 
time holography had to be carried out on a large vibration isolation table and the results 
were only qualitative in nature. In the approach we will discuss we have used a 
technique which forces the reference and object wave and the recording material to move 
together when vibrators are present. In our experiment we have measured the internal 
stress in an aluminum structure using our holographic technique and find good agreement 
between our measurement, a measurement taken using a strain gauge, and computer 
simulations. The experiment was performed without vibration isolation using a HeNe 
laser, thermo-plastic holographic camera, and a small hole drilled in the aluminum 
structure. The two new features of our result are that the technique is portable and can be 
used in real situations and the technique provides quantitative, as opposed to qualitative, 
measurements of residual stress. As a result, the instrument can be used to monitor the 
development of residual stress in machinery. 

Key Words: Displacement measurement, holographic interferometry; portable stress 
measurement, stress measurement 

INTRODUCTION: One of the main difficulties in machinery evaluation is finding 
effective methods for evaluation. Methods are needed both during production and use 
One method which has potential for meeting these needs is holographic interferometry. 

Although holographic interferometry has been studied extensively for many years, it has 
not developed into an industrial tool for non-destructive testing. This is partially due to 
the technique's sensitivity to environmental disturbances, and partially due to the fact 
that interpretation of holographic data is too ambiguous. 

Our effort, which we report on at this conference, is aimed at solving these problerns. In 
particular, we have made significant progress on both environmental disturbances and on 
unambiguous data interpretation which makes possible portable detection for diverse 
applications as shown in Fig. 1. 
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Fig. 1. Applications for holographic interferometry 

HOLOGRAPHIC INTERFEROMETRY: The basic idea behind holographic 
interferometry is a measurement of displacement of a surface and an interpretation ofthat 
displacement measurement to deduce internal stress levels, fatigued areas, or defect 
locations. Since the technique is based on a measurement of displacement of a surface it 
is reasonable that environmental disturbances, such as vibrations, play a significant role 
in the effectiveness of the technique. Moreover, as a result of the fact that the 
displacement measurement must be interpreted in terms of stress, fatigue, or defects, it is 
reasonable that accurate interpretation plays a crucial role in the effectiveness of 
holographic interferometry as a testing device. 

The holographic interferometry concept is simple to understand. Two light beams, one 
called the reference beam, the other the object beam, interfere on a holographic material 
as shown in Fig.2. This results in storage of the interference pattern in the holographic 
material. After storage, if the reference beam is redirected onto the storage material, 
both the object and reference beams, leaving the storage material are reproduced. If now 
the source of the object beam were to move slightly, a second interference pattern would 
be recorded   As a result, when the reference beam enters the storage medium two object 
beams are recreated and the interference between them results in an interference pattern 
which reveals the magnitude and direction of movement of the object. 
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Fig. 2. Writing and reading a hologram 

To use holographic interferometry to measure or monitor stress, fatigue or defects, a 
measurement of displacement or movement must be correlated to the degree and location 
of stress, fatigue or defect. Our approach to produce this correlation is based on 
scratching the surface of an object. A tiny, hairline scratch provides a trough into which 
neighboring material can move. Once this movement occurs, holographic interferometry 
can reveal the movement. The key point which correlates the measured movement to 
stress, fatigue, or defects is that if the material is perfect, then the removed material is 
unnoticed and no movement occurs. 
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In this paper we report on four measurements which indicate the progress and success of 
our research effort to develop an effective measurement device. In particular, we have 
(1) quantitatively measured stress in a thin film; (2) developed a measurement technique 
that can quantitatively image high frequency vibrations on a surface; (3) quantitatively 
measure stress using only a scratch on a surface as a load; (4) quantitatively sense failure 
points m tank like structures. We hope that the series of papers which we will present on 
these subjects will inspire possible collaborations between our team and scientists 
interested in developing techniques to monitor materials relating to machinery. 

A typical holographic interferometry experimental set-up is shown in Fig.3. The 
reference and object beam from a tank form holograms in the thermoplastic holographic 
material. Reading out both holograms simultaneously then produces the interference 
pattern. 

Reference Beam 

Object Beam 

Thermoplastic Holographic 
Storage 

Fig. 3. Typical apparatus for measuring stress by holographic interferometry 
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MEASURING RESIDUAL STRESSES USING A SMALL BLIND-HOLE 
AND PHASE-SHIFT INTERFEROMETRY 

Anatoli Kniazkov. George Dovgalenko, Gregory Salamo 
University of Arkansas, 226 Physics Bid, 

Fayetteville, AR, 72701 

Tatjana Latishevskaia 
Technical University, 29 Politechnicheskaia St., 

St.Petersburg, Russia, 195251. 

Abstract: In this paper a new mathematical algorithm is proposed for non-destructive 
determination of residual stress by creating a small blind-hole with the depth of a scratch. 
Computer simulation of this algorithm has been made. A phase-shift technique in real- 
time reflection interferometry is used to measure the out-of-plane surface displacement 
surrounding a circular small depth blind-hole in a plate with the depth of a scratch. 
Comparison of the theoretical interference pattern with the experimental interferogram is 
presented. 

KeyWords:   Algorithm;     computer     simulation;     displacement measurement; 
interferometry, residual stress. 

INTRODUCTION: The blind-hole-drilling method is a widely employed technique for 
non-destructive measurement of residual stress [1-3]. The procedure involves measuring 
surface deformations or displacements produced by the blind-hole in the plate where 
residual stress is present. Unfortunately, drilling a deep hole even if it is small in diameter 
is not exactly non-destructive. In this paper we present a new mathematical algorithm 
which is effective on a hole that is no deeper than a scratch on the surface. 

Holographic interferometry has been most widely used as a tool for displacement analysis 
over many years [3-6]. One of the difficulties associated with the use of interferometric 
methods is the small phase change produced when using a small hole with the depth of a 
scratch. Another difficulty is the absence of accurate theoretical solutions for the radial 
and tangential components of the displacement for the case of a small hole with the depth 
of a scratch similar to the well-known Kirsch solutions for a deep hole. 
We present a new theoretical solution for the components of displacement as a function 
of the hole deep, radius and thickness of the plate and a technique based on phase-shift 
interferometry to improve the sensitivity in order to determine the components of 
displacement in the case of a small blind-hole with the depth of a scratch on the surface. 
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MATHEMATIC ALGORITHM: We present a new solution to the problem of the 
displacement field associated with the introduction of a blind hole in a previously stressed 
material. In particular we considered three areas along the plate, as shown in Fig. 1. In the 
first area: (I) we have stressed the plate with a hole (the solution is well known), for the 
second area: ( II ) we have stressed the plate with a blind hole and we will find the 
solution, and in the third area: ( III) we have stressed the plate without a hole (the 
solution is well known also). Referring to Fig. 1 and Fig. 2, the theoretical solution for 
the radial and tangential components of the average values of the stresses, ar and ag, 

and for out-of-plane stress Tz respectively, near the circular hole produced in a infinite 

plate under biaxial state of stress (cr, , a 2 ) are expressed in cylindrical coordinates as 

~         ,h + A ,r     a2                    Aa1       3a\ „ „, 
& r =  (— M--T-" - S{ — + _j_)Cos2 0 

(—77 )[-1-n - Ö—— cos2<9] (1) n r r 

T . 
,h + A ^ 3a4       2a\    .    _, 
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The average displacements,   respectively,    near the circular hole are    expressed in 
cylindrical coordinates as 

j 1     h + A ,rq
2 ..4a2       a
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t        H r r r 
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where £- Young's modulus,  v-Poisson's ratio. 
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Fig. 1. The configuration of stressed the plate model as stressed the plate with hole (I), 
stressed the plate with blind-hole (II) and the stressed plate without hole (III). 

643 



3 
03 

3 
XI o 

o n. 
E o 

00 
E 

644 



To determine the principal stresses a, and a 2 we used the displacement equations on 

the border of a hole: r = a = D/2 

t7; = -^r(^4A)[(^. + CT2)(l+ v) + (tr1-ff2)(3- v)cos2ö] 
4 7i rz 

^ = T^^TT^«7* - <T,)(3- v)sin20 ( 3 } 

[/; = __(—-—)(CTl - CT2)COS20 

COHERENT OPTICS MEASUREMENT TECHNIQUES: We report the use of 
two coherent optics techniques. The first, holographic interferometry, provides the means 
to detect surface displacements, both in- and out-of-plane, produced by the introduction a 
blind hole in a material under stress. If a hologram is made as a double-exposure 
hologram, before and after blind-hole drilling, or viewed under real-time conditions after 
blind-hole drilling, the reconstructed wavefronts from the original image of the surface 
and from the deformed image of the surface after the introduction of the hole, will have a 
phase shift (p(x, y) and some interference fringes will be observed by viewing this 
images through the hologram. 

The interference pattern has been described the following equation: 

A Ur + BUS + CU, = <p(x,y) = Ink (4) 

where  k - interference number, A, B and C in the case of plane illumination wave 
referring to Fig. 3 will be: 

2 K A =  [cos(0o)cos(^o) + sgn(^)cos(ö1)cos(^1)] 
A 

2 n B = —— [cos(0o)sin(^o) + sgn(x)cos(6»,)sin(^1)]        ( 5 ) 

2rc C = —— [cos(6>0) + sgn(^)cos(Ö1)] 
A 

where X - wavelength of the illumination source, 
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The second technique, digital phase-shifting interferometry, is direct phase shift (p(x, y) 
measurement interferometry and can provide a fast and accurate means of obtaining 
surface displacement data. The application of this interferometry allowed investigations 
to be made of small blind holes with the depth of a scratch, when the phase shift (p(x, y) 
is less than 2n. That is k < 1 or when the interference pattern has less than one fringe. 

The optical setup used in the tests is shown schematically in Fig. 4. Before drilling or 
scratching the surface, a hologram was made of a given location on the test object. After 
drilling (scratching) we obtain using a CCD-camera the resulting interference fringe 
pattern that is immediately viewed in real time on a video monitor of a PC-computer. 
Discrete phase shifts are introduced into the reference arm of the He-Ne laser after 
collimation using a piezoelectric transducer that is controlled by PC-computer. These 
interference patterns of the test surface area entered in the PC-computer where they are 
processed and the principal stresses of the test object are determined. 
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TRANSITIONAL DATA FOR ESTIMATION 
OF GEARBOX REMAINING USEFUL LIFE 

Carl S. Bvington and James D. Kozlowski 

The Pennsylvania State University 
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Abstract: Past failure tests conducted on mechanical equipment were directed towards the goal 
of determining the number of cycles to some measure of failure and/or a statistical measure of 
overall reliability such as a mean time to failure. True Condition-Based Maintenance (CBM), 
however, requires the identification and tracking of the sensor observables capable of detecting 
the faults and the ability to relate these variables to the overall health and remaining useful life of 
the machine. Thus, as part of a larger-scale research program in CBM for machinery, a 
Mechanical Diagnostics Test Bed (MDTB) was constructed to provide data on a commercial 
transmission as its health progresses from new to faulted and finally to failure. The paper 
presents a full description of the MDTB research station and its instrumentation. The generation 
of continuous run/good-to-bad gearbox transitional data will be used to determine appropriate 
data fusion and approximate reasoning techniques that result in the identification and detection 
of precursors to failure. The MDTB will also provide a test and evaluation vehicle for emerging 
prognostic time-to-failure/remaining life prediction algorithms and advanced sensors developed 
either at Penn State or by other participating researchers. 

Key Words: Condition-Based Maintenance, Gearbox data, Mechanical failures, Prognostic 
techniques, Remaining useful life, Test design, Test monitoring, Transitional data 

Introduction: The development of better maintenance practices is driven by the desire to 
reduce the risk of catastrophic failures, minimize maintenance costs, maximize system 
availability, and increase platform reliability. These goals are desirable from the application 
arenas of aircraft, ship and tanks to industrial manufacturing of all types. Moreover, given that 
maintenance is a key cost driver in military and commercial applications, it is an important area 
to focus our research efforts and improve the technology. Douglas [1] states that at nuclear 
power plants, the operations and maintenance portion of the direct operating costs (DOC) grew 
by more than 120% between 1981 and 1991 - a level more than twice as great as the fuel cost 
component. The EPRI M&DC [2] cites a Forbes magazine study that concluded that a third of 
the money spent on preventative maintenance in the utility industry was wasted. Correcting for 
the inflation rate, this translates to over $100 billion annually today. 

The airline industry though has recognized the importance of incorporating predictive 
maintenance practices. [3] While time-based maintenance and statistical (reliability centered) 
measures are still the norm, condition assessment is increasing as the techniques allow. Built-in 
test equipment that provides self monitoring and diagnosis, non-destructive ultrasound, eddy 
current and x-ray have been used for some time to boost the ability of aircraft maintainers to 
detect emerging problems. As Feelar [4] describe, many mechanical failures can be eliminated 
with proper technology, procedures, and communication. This thread is common to almost every 
application domain. 
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CBM Techniques and Concepts: The primary research focus is the development of a 
prognostic capability, i.e., the ability to accurately and reliably predict the remaining useful life 
(RUL) of machinery in service. Hansen, et al [5] describe the limitations of past work that use 
probabilistic methods for failure prediction. Shortcomings associated with probabilistic 
distributions (Weibull, lognormal, etc.) include a lack of guidance towards the correct shape 
parameters and distribution for each failure mode. The result is often a hazard rate that may bear 
little or no resemblance to the actual circumstance. Application issues are compounded by the 
criticality of certain components. 

Research and development has thus proceeded down two avenues. The first relates the 
appropriate microstructural material parameters to the macroscopic observables in physically- 
based way to a given failure. The second is to monitor the condition of the equipment on a 
periodic or semi-continuous basis and develop improved methods to analyze the precursors to 
failure. Such precursors will vary depending on the failure mode. To pry prognostications from 
such a broad range of scenarios, advanced decision-making methods will be necessary. One of 
the leading methods of combining individual sensors, data fusion, appears extremely promising 
for CBM development. Moreover, significant observable synergy is possible with digital 
intelligence techniques such as neural networks, fuzzy logic, and automated reasoning. 

A roadmap of the 
technologies that will be 
required to achieve the 
objective of prognosis is 
shown in Figure 1, borrowed 
from Nickerson [6]. The top 
half of the process consists 
of monitoring the system in 
service while the bottom half 
details the analysis of data 
with a model-based 
approach. The monitoring 
includes both passive and 
active sensing systems. In 
active techniques, such as 
ultrasonic detection, a known 
signal is introduced into the 
structure and the response of 
the structure is monitored. 
Whereas with the passive 
approach, the self-generated 
vibration    and    noise    are 
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Figure 1. CBM Technology Roadmap 

monitored. Accelerometers and acoustic emission transducers are examples of passive sensors 

For mechanical systems, the dynamics of components such as shafts, gears, bearings, and 
housings are the primary concern. The mechanisms by which failure can initiate and how they 
evolve in these components can only be determined through an understanding of the signature 
that a particular fault generates and the way it translates into observables that can be detected. 
Finally, in order to accurately predict RUL, the operational environment in which the system will 
operate must be projected onto the system state. 
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An important hypothesis absorbed within the capability of predicting RUL is that failures in 
mechanical systems tend to follow a particular "failure trajectory" that may be predictable within 
a multi-dimensional state-space model sufficiently far in the future to be useful to the operator 
and to the maintainer. If this failure trajectory can be mapped and an account of the operational 
demand spectrum is proposed, then the ability to reliably and accurately predict the remaining 
useful life of equipment in service may be possible. Reference [7] provides greater detail. 

Transitional Data Need: Advanced methods in maintenance technology are still in their 
infancy. Multiple new technologies have been applied to the maintenance and mechanical 
diagnostics problem. Examples include advanced detection methods for temperature, oil 
analysis, vibration signal processing, and many methods to monitor process parameters. A 
limiting factor in the further development of CBM has been and continues to be a lack of high 
fidelity data of faults as they initiate and evolve. This shortcoming is addressed by the MDTB 
effort in that it provides a realistic test stand that effectively represents an operational 
environment and is able to bridge the chasm between typical university-scale test facilities and 
the real world. It will be used to generate realistic data sets for use in development of CBM 
technology with the intention of making these data sets available. 

Key to the current research project is 
that the ability to predict these failure 
trajectories for RUL estimation 
depends upon (1) the ability to 
accurately monitor a system via 
sensors, (2) the ability to process and 
fuse sensor data, and (3) the ability to 
model and predict the evolution of 
fault conditions. The MDTB directly 
accommodates the need for transi- 
tional data that tracks faults from 
initiation to an ultimate failure mode. 

Test Bed Description: The MDTB, 
shown in Figure 2, is functionally a 
motor-drivetrain-generator test stand. 
The gearbox is driven at a set input 
speed using a 30 Hp, 1750 rpm AC (drive) motor, and the torque is applied by a 75 Hp, 1750 
rpm AC (absorption) motor. The maximum speed and torque are 3500 rpm and 225 ft-lbs 
respectively. The speed variation is accomplished by varying the frequency to the motor with a 
digital vector drive unit. The variation of the torque is accomplished by a similar vector unit 
capable of controlling the current output of the absorption motor. The system speed and torque 
set points are produced by analog input signals (0-10 VDC) supplied by the Data Acquisition 
(DAQ) Computer and a D/A board. The MDTB is highly efficient because the electrical power 
that is generated by the absorber is fed back to the driver motor. The mechanical and electrical 
losses are sustained by a small fraction of wall power. 

The MDTB has the capability of testing single and double reduction industrial gearboxes with 
ratios from about 1.2:1 to 6:1. The gearboxes are nominally in the 5-20 Hp range. The system is 
sized to provide the maximum versatility to speed and torque settings. The motors provide about 
2 to 5 times the rated torque of the selected gearboxes, and thus the system can provide good 
overload capability. The use of different reduction ratios and gearboxes than listed above is 
possible if appropriate consideration to system operation is given. 

Figure 2. Mechanical Diagnostic Test Bed 
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The motors and gearbox are hard-mounted and aligned on a bedplate. The bedplate is mounted 
using isolation feet to prevent vibration transmission to the floor. The shafts are connected with 
both flexible and rigid couplings. Torque limiting clutches are used on both sides of the gearbox 
to prevent the transmission of excessive torque as could occur with gear jam or bearing seizure. 
In addition, torque cells are used on both sides of the gearbox to directly monitor the efficiency 
and the loads transmitted. Figure 3 shows a picture of the hardware. 

Instrumentation Design:    Figure    4 
initially    selected illustrates    the 

sensors and associated instru- 
mentation. The figure also shows 
the different data acquisition cards 
and communication ports available 
on the PC. 

Ten accelerometers and an acoustic 
microphone are placed on the test 
bed. Nine of these are single-axis, 
shear-type with a bandwidth of 20 
kHz and the tenth accelerometer is a 
triaxial, shear-type with a bandwidth 
of 8 kHz. The triaxial accelerometer 
is included to determine whether 
triaxial data can provide significantly 

better sensor fusion for gearbox health assessment than the single-axis accelerometers. 
However, the measurement trade off is that the triaxial accelerometer possesses a lower 
frequency bandwidth than single-axis accelerometers. The microphone, placed in proximity to 
the test bed, provides a frequency range up to 22 kHz, which is almost twice the bandwidth of 
human audible range. 

Figure 3. Photo of the Actual Test Bed 
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Figure 4. Instrumentation layout. 

A total of 32 thermocouples are available for temperature readings on the MDTB. The thermo- 
couples cover the gearbox and provide a low resolution image of surface temperature. A signal 
conditioner performs amplification, filtering, A/D conversion and transmits data to the PC. 
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Torque sensors are placed on the input and output sides of the gearbox. The torque cells also 
provide a speed measurement. Both torque and speed signals have a bandwidth of 500 Hz. The 
torque cell data can be used to measure the efficiency and power of the gearbox during the 
transition time before a failure occurs. 

The vector drives, which control the drive and load motors, provide output signals that are 
sampled and stored on the PC. The output parameters include the: input power to the drives, 
root- mean-square (rms) currents, winding temperatures, motor speed and generator torque. As 
mentioned previously, the speed and torque set points for the vector drives are D/A signals from 
the PC. These signals allow automation and shutdown of the motors directly through the DAQ 
PC. As an additional emergency shutoff option, a relay box was placed in the main power line to 
disconnect the power from the vector drives and can be controlled manually or by the PC. 

Sensor Level Structure: The choices for sensors used on the test bed and the priority associated 
with their introduction into the experimental program is given below. These assignments are 
based on practicality and effectiveness for analysis of fault prediction. The order in which the 
sensors are introduced on the test bed is divided into a five level structure: 

• Level 1 sensors are required to operate and control the test bed. These sensors provide the 
means to set the operating conditions and determine if the station needs to be shut down. 

• Level 2 sensors represent the most common and practical types of sensors used for diagnostics. 
Typical sensors in this level include those that measure vibration, temperature, and speed. 

• Level 3 sensors represent a more expensive type of instrumentation and include torque sensors 
and audio microphones. Torque provides the transitional data for power and efficiency. 

• Level 4 sensors are less common types of sensors such as acoustic emission (AE) transducers, 
which for instance, provide a measurement of the elastic stress waves generated at fatigue 
cracks. Given that this type of sensor requires a larger bandwidth with more expensive 
instrumentation, AE sensing is placed at this level. Infrared imaging is another example. 

• Level 5 sensors represent sensors that are new or have not been used extensively for fault 
diagnostics. Sensors that detect different types of electromagnetic signatures or that use 
microscopic or localized imaging are examples of sensors at this level. Some Level 5 sensors 
may require modification of the gearbox to accommodate the sensors. 

Data Acquisition and Storage: With the growing storage capacity of computer hardware, it 
was determined that the collected data should be stored in digital form. This choice allows the 
data to be more accessible for analysis as most of these tools are available as computer software. 

Resolution and Sampling Speed: The conditioned signals of the MDTB sensors are all 
converted to digital data format with the highest resolution to which the sensors are accurate. To 
insure that the accuracy of the sensors is preserved, 16-bit data acquisition boards have been 
used for most of the measurements. When instrumentation was determined to have accuracy 
below 16 bits, a 12-bit data acquisition card is used. The sampling speed of the data acquisition 
cards is dictated by the frequency bandwidth of the instrumentation and sensors. The highest 
sampling speed required was 20 kilo Samples (kS)/s for the accelerometers and 44.1 kS/s for the 
microphone. The thermocouples are sampled 1 S/s by the thermocouple signal conditioner and 
then transmitted to the PC via a RS-232 serial port. The torque and speed signals and the vectof 
drive monitoring signals only required a sampling of 1 kS/s. 

Rolling Buffer and Event Triggers: Storage of continuously sampled sensors would require a 
massive amount of space and may only contain a small percentage of useful information.   To 
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increase the percentage of useful information in the collected data and decrease the amount of 
required storage, a window of data is buffered in memory first. However, as the next set of 
samples are brought into the computer, the data in memory which represents the earliest set of 
samples are then deleted from the buffer. The buffered data is not stored immediately on the 
hard disk; it is first preprocessed to determine if it contains any new or noteworthy information 
about the system. One event that initiates storage of a block of buffered data is a periodic 
trigger. Accelerometer signals that exceed a threshold limit in the time or frequency domain also 
initiate storage of the data residing in the buffer. The preprocessed data for triggering is not 
saved; it is only used to determine if the buffered data should be saved. 

Data Format and Storage: The data is stored in an unconditioned raw format with a header and 
index. The stored data is not converted to floating-point format. This choice minimizes the 
amount of storage required and floating-point conversion that would result in truncation errors. 
Header identify the general information about the data such as sampling rate, type and number of 
sensors, test condition, etc. An index points to the beginning of data blocks that could represent 
different sensor readings or time intervals. 

The difficulty in using this format is that it may not be compatible with some commonly used 
databases. This format does however conform to the data standard being used within the overall 
CBM effort at Penn State. Converters are also being written so that the data can be imported into 
other desired databases. During each run of the test bed, the data is immediately stored on hard 
disk. Following the test run, the data will be moved to CD-ROM and/or digital tape. 

Test Monitoring and Safety: Continuously run mechanical failure tests can require tens to 
thousands of hours to complete. To insure that the test bed will remain at full running 
capabilities, test monitoring and safety features are incorporated into the design of the test bed. 
Test monitoring allows the PC to determine if a problem arises during a test run that might 
damage the MDTB components or corrupt the data collection. Such monitoring allows the 
operator to be notified if a sensor has failed and requires replacement. Test monitoring also 
includes providing appropriate safety measures to prevent harm to personnel in the event of 
malfunction or gearbox failure during a test run. 

Standard Methods: Some of the features within the scope of overall test monitoring are built 
into the vector control drives of the drive and load motors. Excessive speeds and/or loads will 
trigger the vector drives to stop the motors from driving the gearbox. The in-line clutches will 
decouple the motor from the gearbox if excessively high torques result on the input or output 
side of the gearbox. Dynamic braking is currently being added to the system to more quickly 
remove the stored energy in the motors and prevent damage to the rest of the test bed. A main 
power relay box provides a means of disconnecting all power to the MDTB manually or through 
the PC from the control room if the main breaker can not be reached quickly. 

The PC and instrumentation are located in a control room thirty feet from the test bed. The test 
bed itself is located in a secured area to limit access to the machinery while the test bed is 
running. A guard shield is placed around the gearbox to prevent collateral damage in the event 
of a serious failure. Moreover, it is planned to add acoustic absorption panels around the MDTB 
to eliminate some noise and limit access from the work areas. 

Smart Monitoring and Alarm: In addition to these standard measures, a smart monitoring 
procedure was designed to diagnose possible problems earlier and to quickly notify the operator. 
Early warning of a potential problem allows the problem to be corrected before it becomes 
irreversible. The early warning system allows the operator to leave the site. Figure 5 shows the 
smart monitoring procedure for the mechanical diagnostic test bed. 
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The procedure involves four computers connected to each other over a local area network (LAN) 
and/or by modems. The MDTB PC checks the test bed for problems and notifies the operator if 
any fault conditions or sensor problems are discovered. Depending on the severity of the 
problem, the MDTB PC will take different actions. An example of a low level alert would be a 
warning'to the operator that disk storage is half full. The action for a low level alert would be for 
the PC to email the operator and log the event and its nature. If the operator is at the site, he can 
check the log directly. If he is not at the site he can check his email periodically from a different 
machine that has access to the mail server. An example of a mid-level alert is a loss of a 
thermocouple signal. The PC would email the operator over the network, page him using the 
modem, and log the event. A high-level alert or alarm would occur if there is a power failure at 
the test bed site. Since the PC is powered by an uninterruptible power supply (UPS), there is a 
brief period of time for the PC to email and page the operator, log the event, and shutdown. 
Email and pager notification is also performed when a test run has completed. If the PC itself 
crashes or locks up, the test bed could remain running unmonitored but will most likely coast 
down. If this situation does occur, it could result in the loss of data or damage to the test bed. In 
order to prevent this occurrence, another smart component was added to the system. 

In addition to the MDTB 
EL 
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PC controlling and 
monitoring the test bed, 
another computer con- 
nected to the MDTB PC 
monitors it via a LAN. 
This Monitoring PC 
attempts to communicate 
with the MDTB PC to 
determine if it is still 
active. A failure of com- 
munication indicates that 
either the network is 
down or the MDTB PC 
is not functioning. To 
check the network, a 
third computer, the 
Network PC, is 
incorporated. If commu- 

nication to the third PC fails, a network failure warning is paged to the operator. At this point, 
the operator can wait for the Monitoring PC to verify the problem with the network as it attempts 
to connect to the MDTB via modem. The operator can also query the MDTB PC over the 
telephone lines using a Remote PC. If the Remote PC is unable to connect to the MDTB PC 
using a modem, the operator returns to the site to further investigate. In the event that the 
Monitoring PC successfully connects to the Network PC but fails to connect to the MDTB PC, 
indicating the possible failure ofthat computer, the operator is immediately paged. The operator 
may verify this notification by trying to connect the Remote PC to the MDTB PC. If connection 
fails, the operator returns to the site to check and possibly restart the station. The operational 
effectiveness of this smart monitoring procedure will dictate its use on future test beds. 

Test and Analysis Plan: The test bed was constructed to collect data for both gear and 
bearing failures. Table lists some of the most common types of gear and bearing faults. In 
addition, to those listed, the gearbox may experience other types of faults. The main objective of 

Figure 5. Smart monitoring system. 
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the test plan is to produce quantitative data that may contain failure precursors or warnings for a 
range of faults. Variations in operating parameters will cause different basins of fault conditions. 

Gear Faults Bearing Faults 
Wear Brinelling 

Pitting Spalling 
Scoring Retention failure 

Fatigue crack Cage failure 

i t 

Table 1. Gear and bearing faults [8] 

As stipulated in the MDTB description, the gearbox can be loaded at 2 to 5 times its maximum 
rating. By setting the torque at these levels will the same type of failure occur or can the type of 
failure be controlled by adjusting other operating conditions? The MDTB has two primary 
operating conditions that it controls: drive speed and load torque. 

Given a low contamination level in the oil, the drive speed and load torque are the two major 
factors in gear failure. Different values of torque and speed will cause different types of wear 
and faults. Figure 6 illustrates the regions where failures are most likely to occur. 

In Area 1, the gear is not running 
fast enough to develop an oil film, 
so wear occurs. In Area 2, the 
speed is fast enough and an oil 
film readily develops. The gears 
should be able to run with 
minimal wear. This area is most 
likely the best region to isolate 
bearing failures, which can be 
caused by imbalance load, 
inadequate lubrication or heating. 
In Area 3, scoring will take place 
since the load and speed are high 
enough to break down the 
existing oil film. Area 4 shows 
that with sufficiently high enough 
torque, pitting will occur. As the 
torque is increased even further, 
tooth breakage due to overload 
and stress fatigue will occur as 
shown in Area 5. 
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Figure 6. Regions of gear failures [9]. 

Based on the above discussion, the initial test plan will include test runs that should set the 
operating drive speed and load torque deep into each area to have transitional data for each of the 
possible faults. Primarily, Areas 4 and 5 will be the focus since they contain the faults which are 
more difficult to predict. In Area 2, an additional operating condition needs to be added to the 
test run to speed up the failure of the bearings without failing the gear. For example, a shaft 
imbalance causing high radial loads may result in bearing failure. Being able to control which 
type of failure occurs will allow control over the amount of data for each fault. If a particular 
type of fault requires more transitional data for analysis, adjustment of the operating conditions 
can increase the likelihood of producing the desired fault.    While this is a fairly simple to 
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describe in such a theoretical fashion, it is expected to be one of the more challenging aspects of 
the experiments. This broad range is being pursued because the underlying goal of the 
experiments is to determine appropriate fault indicators and relate them to rate of damage for 
many failure states. 

Figure 7 provides a graphical illustration of the current test plan. The two main variables are 
speed input and torque output. The torque percentages are relative to the specific nominal design 
torque. The matrix has been designed to collapse as appropriate. The first tests are those with 
fixed speed and torque using a 1.5 ratio gearbox. The goal is to progress to fully variable speed 
and torque ensembles. 
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Data Storage and Access: As mentioned earlier, data collected from a test run will be stored on 
CD-ROM or digital tape which will be available for analysis. In addition to the CD-ROM data 
library, a test run can be observed from the world wide web (WWW). The status of the test bed 
will be available as well as the most current sensor data from the run on the web page. The web 
page for the test bed allows researchers to gain a better feel for the test conditions and operation 
of the test bed. Such a page is currently available at Penn State at "http://wisdom.arl.psu.edu/". 

Analysis Using Evolving MURI Toolkit: The primary purpose of collecting the data is to 
provide the analysis team with sets of various multiple sensor data over a range of test runs. The 
analysis will proceed along the classical lines [10], [11], [12] as well as the more advanced 
MURI techniques. As more data is collected, many of the analysis tools will be modified and 
improved based on this data. Also, the selection of sensors will be modified based on the results 
of the analysis. The test plan and the analysis tools are intended to evolve in a parallel fashion, 
building on the results in each area. 

Summary: There is presently a lack of and need for transitional sensor data and multi-sensor 
data fusion that reflects the evolution of machine failures. The Mechanical Diagnostics Test Bed 
described herein was designed and built to provide a means to acquire such transitional data for 
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industrial transmissions. The test bed presently provides sensor data for vibration, temperature, 
torque, speed, and audio. However, based on previous test runs and analysis results, higher level 
type sensors such as acoustic emissions should be added to the test bed. Analysis plans include 
modeling these failure trajectories to be able to predict gear and bearing faults. The data and 
algorithms will be made available in an archive for future analysis and design of predictive 
diagnostics techniques. Collecting the data and developing algorithms in this manner will help 
to accelerate advances in CBM. 
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Abstract: Models are described for calculating curves of probability of detection (Pd) 
and probability of false alarm (Pfa) versus the threshold limits set for a vibration 
monitoring program (VMP). These values of Pd and Pfa are then used in a cost / 
effectiveness model based on the Bayes Criterion for binary hypothesis to examine the 
VMP cost benefit as a function of cost of unanticipated failure, cost for both necessary 
and unnecessary preventative maintenance or repair, and expected failure rates of the 

monitored machines. 

Key Words: Machinery monitoring, cost benefit, sensitivity, specificity, failure rate 

1.0 Introduction and Overview: The Submarine Monitoring, Maintenance and Support 
Program Office (SMMSO) administers programs to record vibration data periodically 
( approximately 100 day intervals) for most of the auxiliary rotating machinery on 
submarines. A primary goal of this Vibration Monitoring Program (VMP) is to reduce 
maintenance and repair cost by preventing catastrophic machine failures and through 
appropriate less expensive repairs, extend the machine service life. As budget constraints 
become more and more important, maintenance cost per year is considered one of the 
most critical evaluation factors. 

The Naval Surface Warfare Center Carderock Division (NSWCCD) developed the 
current submarine VMP program for SMMSO and is responsible for data acquisition, 
analysis, and maintenance recommendations. The monitoring program designed by 
NSWCCD contains interdependent factors that combine to achieve the performance 
levels described here. The basic procedures are as follows. 
1.   Data are acquired at intervals of approximately 100 days on submarine machinery and 

vibration power spectra are analyzed to determine one of four conditions: 
a. Not flagged - The machine is operating properly and no action is required. 
b. Potential - The machine requires minor (i.e. low cost) maintenance followed by 

bi-weekly monitoring by ships force. 
c. Imminent - The machines require immediate major maintenance (i.e. high cost) 

most often including replacement of bearings. 
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d.   Data Validity Problem - Data is not valid and must be reacquired. 
2. Ships force then conducts the Imminent maintenance. 
3. Ships force begins monitoring the Potential machines at bi-weekly intervals. The 

criteria (thresholds) and methods used in step 1 to determine Imminent problems are 
applied to all Potential machinery data at bi-weekly intervals. Machines that exceed 
Imminent levels during bi-weekly monitoring are repaired using the same Imminent 
recommendations used in step 1. 

In general, the data are acquired at multiple machine positions and are processed in two 
frequency bands to obtain vibration spectra. These spectra are reviewed and assigned to 
the categories described in the above procedure. 

Figure 1 illustrates important cost performance factors for the current NSWCCD VMP . 
The curves in figure 1 were derived from current estimates of VMP performance as 
measured by probability of correct detection (Pd) and Probability of unnecessary or false 
maintenance action (Pfa). Although unique VMP thresholds are defined for each 
machine type and are functions of frequency, these dependencies are normalized by 
measuring all vibration levels relative to associated maintenance thresholds. This 
normalization allows computation of the effect of an assumed constant shift in all 
machine thresholds as shown in figure 1. 

CD       CT> 
i 

Threshold Change (dB) 

Figure 1 VMP thresholdChanges Versus AnnualI Maintenance Cosr 
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Additional key program factors required to complete the calculation of the curve in figure 
1 are: cost of a miss, cost of recommended maintenance (both necessary and 
unnecessary), total number of machines monitored, monitoring periodicity, and the 
expected submarine machinery failure rates. The estimated values for these factors are 
described later in this paper. 

Important operational features illustrated by figure 1 include, 

a. The expected annual cost if no monitoring is used and machines are run to failure. 
(No correct detection or false action or Pd = 0.0 and Pfa = 0.0) 

b. The expected annual cost with a perfect monitoring system so that all calls for 
maintenance are at the correct time and no maintenance is performed sooner than 
required. With this hypothetical monitoring system the frequency of maintenance 
actions is equal to the failure rate of the machines, but the actions are less expensive 
than maintenance required if the machine fails (i.e Pfa = 0) and no machines are 
expected to fail without warning (i.e. Pd = 1.0). 

c. The expected annual maintenance cost with the illogical system that calls all 
machines imminent failures and requires maintenance on all machines at every survey 
(Pd= 1.0 and Pfa =1.0). 

d. The estimated annual cost of maintenance with the current VMP program which 
operates at values of Pd = .95 and Pfa = .01. 

e. The expected annual maintenance cost as the vibration limit curves or thresholds shift 
by a constant value for all machines in the current VMP so that as threshold is 
decreased both Pd and Pfa increase (i.e more maintenance actions are performed) and 
as threshold is increased both Pd and Pfa decrease (i.e. fewer maintenance actions are 
performed). 

Several important characteristics are evident from figure 1. 

We are at first surprised by the sensitivity to threshold change in either direction. 
However, the effect is reasonable when we consider that the standard deviation of the 
data as measured with respect to these thresholds is about 5 dB and shifts on this order 
change the probabilities significantly. More is said regarding these effects in sections that 
follow in this paper. 

Second, we see the dramatic difference in slope or sensitivity as threshold is decreased 
(Pd and Pfa go up) versus threshold increases (Pd and Pfa go down). This is explained by 
two factors; the failure rates of the machines are small so that relatively few machines are 
going to fail and need repair at any one survey (less than 3% of the population) and, the 
cost of unnecessary maintenance is not insignificant with respect to the failure cost. These 
two factors make the program much more sensitive to changes in Pfa as compared to 
changes in Pd. For the estimated miss and false action cost factors and failure rates, the 
annual maintenance cost is 26 times more sensitive to Pfa than to Pd. As an example, if 
for a new program, Pd increased from .95 to 1.0 (i.e. no misses), but Pfa also increased 
from .01 to .06, the annual maintenance cost would increase by over 14 million dollars 
per year. The change would more than double the annual maintenance cost. 
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Third, we see that the total savings possible from monitoring is approximately 19 million 
(at run to failure) minus 7.6 million (perfect monitoring) or 11.4 million. The current 
program operates at an annual maintenance cost of approximately 11 million; or 
approximately 8 million of the possible 11.4 million is saved in annual maintenance cost. 

Finally, from the above, we conclude that program improvements must clearly show that 
Pfa or false actions are reduced as compared to the current program. Increases in 
detection probability can improve the program but the room for improvement is small 
with high risk. Cost models described in this paper were used to calculate that if Pd is 
increased from .95 to 1.0 ( no misses) and somehow no increase in Pfa is observed, the 
expected annual maintenance cost would only decrease by 5.5% and would still be nearly 
3 million above the minimum cost. Program changes that increase Pfa even slightly will 
get very expensive in a hurry and with only slight increases ( from .01 to .035) the cost 
exceed the no monitoring cost. 

Sections 2 through 6 of this paper describe the cost and performance models used to 
obtain the results described above and the methods used to estimate the required inputs. 
Sections 7 and 8 summarize the lessons learned regarding the analysis of VMP 
effectiveness. 

2.0 Cost Analysis Description 
The Bayes risk function for binary hypotheses (e.g. a good machine or bad machine 
hypothesis ) is well known in detection and estimation theory [1]. The Bayes risk or, in 
this case cost equation, applicable to submarine VMP maintenance cost estimation is as 
follows, 

Cost per survey = Pd x ( Number Imminent failures per survey period ) x ( Cm ) 
+ ( 1-Pd ) x (Number Imminent failures per survey period) x ( Cfail ) 
+ ( Pfa ) x ( Number good machines analyzed per survey period) x ( Cm )     (1) 

where, 
1. Pd = Probability that a bad machine (i.e. destined to fail in the next survey interval) is 

correctly detected and maintenance is recommended. 
2. Pfa = Probability that a good machine (i.e. will not fail in the next survey interval) is 

falsely classified as needing maintenance. 
3. Survey intervals are 100 days so that the average number of surveys conducted per 

year per submarine = 3.65 (The effects of survey interval are addressed in section 3.0) 
4. Number of submarines in VMP = 95. 
5. Average cost of repair when a machine fails without warning, Cfail = $25,000.00 per 

failure (See section 6.0). 
6. Average cost of repair when the maintenance action recommended by VMP is 

executed C m = $10,000.00 per recommendation (See section 6.0). 
7. Number of machines analyzed per survey = 100 machines per survey. 
8. If 100 machines are monitored per submarine, it is estimated that maintenance is 

required on 8 of these machines each year. (Section 4.0 contains survey data and 
rationale supporting the value of 8 failures per year per submarine.) 
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The first term in Eq. (1) is the expected cost for bad machines that are detected prior to 
failure. The second term in Eq. (2) is cost of repair of machines that are missed (Note, 
Probability of a miss = 1 - Pd). The third term in Eq. (1) is the cost of false alarms 
(maintenance performed unnecessarily ). 

As baselines consider two cases. First, for no monitoring program (Pd = 0.0 and 
Pfa = 0.0). The cost equation then reduces to, 

Cost per survey period = Number of Imminent failures per survey period x Cfail 
= 208 x $25,000.00 = $5,205,478.00 per survey period, or 

Cost per year = 3.65 x $5,205,478.00 = $19,000,000.00. 
(Without monitoring and run to failure maintenance program) 

Second, for a perfect monitoring system (Pd = 1.0 and Pfa = 0.0 ) the cost becomes, 

Cost per survey period = 208 x ( Cm ) = 208 x $10,000.00 
= $2,082,191.00 per survey period or 

Cost per year = 3.65 x $2,082,191.00 = $7,600,000.00 per year. 
(For a perfect monitoring program) 

From this illustration we conclude that for the assumed values , a perfect monitoring 
program would save the Navy approximately $11,400,000.00 per year in maintenance 
cost. 

The SMMS0 VMP thresholds have been adjusted so that approximate values of Pd and 
Pfa are: Pd = .95 and Pfa = .01 ( Section 5.0 describes examples of prior studies that 
estimate Pd and Pfa). Using these values in the cost equation yields, 

Cost per survey period = .95 x 208 x $10,000 
+ .05 x 208 x $25,000.00 
+ .01 x (97.8 x 95) x $10,000.00 

= 1,978,081.00+ 260,274.00 + 929,178.00 
= $3,167,533 per survey period, or 

Cost per year = 3.65 x 3,167,533.00 = $ 11,561,500.00 per year 
(For Current SMMSO VMP program) 

This illustration indicates a net maintenance cost savings of $7,438,500.00 per year for 
current VMP performance levels as compared to a run to failure program. 

The calculations presented above do not account for the survey recommendations for 
minor preventative maintenance (such as check lubrication). These "Potential Problem" 
recommendations serve two very important purposes. First, they are a prescreen for 
on-ship monitoring and dramatically reduce total program false alarm rate. Second, the 
initial maintenance often extends the time between Imminent failures significantly. The 
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first effect has been incorporated in the false alarm calculations described in this paper. 
However, the effects of "Potential Problem" maintenance on extended time between 
Imminent failures is a significant cost savings that should be added to all cost savings 
calculations presented in this paper. 

3.0 Effect of Survey Interval and Cost versus Threshold 
Recent calculations have indicated that on average, 3.2 surveys per year are performed on 
each submarine. A first approximation for the recent statistics is that the total expected 
number of Imminent failures per submarine per year remains the same so an average of 
2.5 (calculated by 8 / 3.2 ). Imminent failures per submarine per survey are expected. 
The detection and false alarm probabilities are also assumed to remain the same (Note, 
the values of Pd and Pfa used in this analysis were based on a 100 day monitoring 
interval or 3.65 surveys per year per submarine. Analysis has shown that Pd and Pfa 
change less than 5% for 3.2 surveys per year per submarine versus 3.65 surveys per year 
per submarine.) 

4.0 Failure Rate Estimate 
Several methods were used to estimate the number of imminent failures expected per 
submarine per survey. Three of these are discussed here. First we know the number of 
total recommended maintenance actions per survey and independently the probabilities 
of detection and false alarm (see section 5); from these we would estimate 2 Imminent 
failures per submarine per quarter. Second the bearing set replacement rates have been 
tracked for submarines and are typically .3 bearing sets per submarine per month which 
gives a value of approximately .9 Imminent failures per submarine per quarter; however, 
the reporting is known to be about half which yields a number of 1.8 Imminent failures 
per quarter. Third, as a part of VMP threshold studies performed by NSWCCD from 
1989 through 1991, NSWCCD surveyed 21 submarines over a period of one year. A 
total of 11 failures of machines (included in the SMMSO program) were observed and 
counted as missed by the program. This converts to .52 missed failures per submarine 
per year. If we use a value of .05 for probability of a miss ( Pmiss =1- .95) and a value of 
8 failures per year per submarine, the expected miss rate is .05 x 8 = .40 misses per year 
per submarine. The prior NSWCCD study set the 90% confidence bounds on miss rate 
between .32 and .89 missed failures per submarine per year. Therefore, the observed 
missed failure rate is very near the theoretical value for Pd = .95 and the assumed failure 
rate of 8 per submarine per year. 

5.0 Values of Pd and Pfa 

Pd 
The probability of detection or Pd has been estimated in a number of studies and by a 
variety of methods in prior studies by NSWCCD. 

In one previous study, the trim and drain pumps were of primary concern, since Navy 
personnel suggested that the thresholds should be raised significantly to reduce what was 
perceived to be unnecessary maintenance. Data were collected and processed to obtain 
statistical descriptions (i.e. mean and standard deviation) of the levels versus time as 
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measured with respect to the "Imminent thresholds" for machines known to fail on 
specific dates. These time varying descriptions were used as the basis for calculating the 
total program cumulative probabilities that the levels would exceed "Imminent 
thresholds" with single samples for laboratory analysis and bi-weekly samples intervals 
by ships force. The single sample probabilities of assignment of the machines to bi- 
weekly sampling or "Potential " calls were also considered. The combined effects of all 
major VMP procedures were accounted for in the models. These models allowed 
NSWCCD to determine the program sensitivity to threshold adjustments. The results 
showed a surprising sensitivity to threshold. Adjustments of less than 5 dB can cause Pd 
to drop from a range of .85 to .95 to a range from .3 to .65. The estimates of Pd ranged 
from .85 to .98 depending on the data analyzed. 

A second, more direct method, of estimating Pd was to calculate the rate of undetected 
catastrophic failures with and without VMP.   If Pd is on the order of .9 for the VMP, we 
should find that the undetected failure rates for machines monitored by the VMP is 
approximately 10 times less than machines that are not monitored by the VMP. Two 
prior studies examined failure rates of machines with and without VMP.   A ratio of 
failures rates of 6.15 was estimated with a 90 confidence interval between 3 and 14. This 
corresponds to Pd = .84 with limits between .67 and .93. In a second identical survey a 
value of 9.2 for the ratio of failure rates was measured and converts to a value of 
approximately Pd = .90. 

Both methods of estimating Pd discussed above may yield values that are biased lower 
than the true values. Both estimates use primarily data corresponding to machine failures 
only. It is reasonable to assume that data obtained for machine failures may have levels 
that are more difficult to detect than data for a pool of imminent machine failures. By 
definition the monitoring program failed to prevent the machine failures and some, if not 
most, of these may have been a result of unusually low vibration levels. For studies that 
examine possible program changes and effects, we believe that the larger values obtained 
in these studies are more appropriate. Therefore, we selected Pd = .95 to illustrate the 
effect of threshold variations. 

Pfa 
The first methods described above for estimating Pd were also used to estimate the value 
of Pfa. The data for trim and drain pumps suggested a value of approximately 
Pfa = .05 for the total false alarm probability (including laboratory analysis and bi-weekly 
monitoring by ships force). An analysis of a relatively small sample of fans gave a value 
of Pfa = .02 for the data collected between 1985 and 1989. Subsequent to the 1990 study, 
the NSWCCD analysts have significantly reduced Pfa as a part of the effort to deliver 
automated systems to submarine base sites. The thresholds have been adjusted at selected 
frequency regions to reduce Pfa. Throughout this process, the data for all submarines for 
3 to 4 years has been completely reprocessed (over 30,000 measurements) to insure that 
no prior imminent problems were missed. Thus, this process has reduced Pfa 
significantly and Pd has remained constant. 
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A second independent method was also used to estimate Pfa. If we assume a known value 
of Pd and a known value of failure rate we can calculate the value of Pfa if we know the 
average number of machines called Imminent failures per survey. We have a very good 
estimate of the number of Imminent machines through review of prior messages. For all 
SSN data collected from 1992 through 1995 NSWCCD analyst Imminent machine call 
rate ranged from .8 per survey to 2.0 per survey depending on the specific site. The 
average over all sites was 1.55 Imminent machine calls per survey. A recent survey of 
the maintenance feedback obtained as a part of the VMP was completed by NSWCCD to 
determine the average number of Imminent calls per submarine per survey interval made 
by ships force as a result of bi-weekly monitoring. The average number of repairs or 
Imminent calls by ships force (including all classes of submarines ) was 1.67 per survey 
interval. Thus, an average total of 3.22 (1.55 + 1.67 = 3.22) Imminent calls per 
submarine per survey interval are made by the NSWCCD VMP process. Subtracting the 
number of expected failures per survey interval detected by the VMP yields 
3.22 - (.95 x 2.5) = .845 additional repairs per submarine per survey interval. If this 
number is divided by the expected number of good machines which is 100 - 2.5 = 97.5, 
the estimated value of Pfa is, Pfa = .845 / 97.5 = .0087. Very near the value of .01 used 
in this analysis. A value of Pfa = .01 is required to be consistent with other known 
parameters such as imminent machine message rate and machine failure rate. We 
therefore use Pfa = .01 to illustrate VMP performance effects. 

6.0 Cost of a Miss and Cost of a False Alarm 
NSWCCD has attempted to obtain estimates for an average of all machines from 
personnel at repair facilities and other sources. In this survey NSWCCD has asked that 
secondary cost such as connected failures or delays be included as well as the direct labor 
and materials costs. The values of $25,000 for a miss and $10,000 for aNSWCCD 
imminent machine call have been presented to all SSN submarine base site personnel. To 
date, NSWCCD has received general agreement that the values are reasonable. 

7.0 Discussion of NSWCCD VMP Program And It's Effectiveness 
We estimate that for each dollar spent on the current VMP, approximately 8 dollars are 
saved in annual maintenance cost. In total, for a program implementation cost of less 
than 1 million the Navy saves 8 million per year. These savings are a direct consequence 
of the very high performance levels of the monitoring. 

The medical profession is highly dependent on a variety of techniques or test procedures 
to monitor and detect diseases and the two key performance measures are Sensitivity and 
Specificity. Sensitivity is exactly equal to the term Pd as described in this paper and 
Specificity is equal to 1 - Pfa as described here. Often medical detection and diagnosis 
must be applied to populations with very few diseased patients but with cost of both miss 
and false alarm very high. These situations require very high Sensitivity ( high Pd) and 
high Specificity low Pfa) to be of value. Recently the National Institute of Health (NIH) 
requested a presentation of the methods used in the current VMP and their applicability to 
monitoring of permanently implanted heart pumps. The program initiated in 1995 by 
NIH to develop such an application will clearly need monitoring with exceptionally high 
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Specificity and Sensitivity. The values reported in this paper of .95 for Specificity and 
.99 for Sensitivity are thought to be at the levels required. 

As described previously in this paper (see section 1), the monitoring program designed by 
NSWCCD is deceptively simple but contains interdependent factors that combine to 
achieve the performance levels described here. 

Imminent levels are set to detect severe faults in the last few months of operation. These 
levels are designed to keep the incidence of unnecessary action very low. We estimate 
that only approximately 40% of imminent failures are detected during step 1 or the initial 
laboratory survey analysis. The Potential category is used to select a small population of 
machines that are very likely to include the remaining 60% of the machines expected to 
fail prior to the next survey. Approximately 10% of the machines are placed in the 
Potential category. If ships force monitored all machines using the Imminent criteria and 
surveyed all machines at bi-weekly intervals we would expect the false actions resulting 
from random variations in data to be many times higher than the single survey results 
since the data is surveyed approximately 8 times between surveys. The Potential 
category acts as a screen or filter that limits the number of machines monitored bi- 
weekly. This reduces the bi-weekly false action rate by approximately a factor often. 
Since the cost of false assignment is relatively low, the Potential criteria is designed to 
insure detection of possible future failures at the expense of a large number of false 
assignments to Potential. We estimate an average of only 1.8 Potential machines per 
submarine per survey become Imminent during the subsequent bi-weekly monitoring but 
that the probability that the true Imminent failures are contained in the Potential list is 
very near 1.0. 

Since the ships force applies the Imminent criteria to all Potential machines, a strong 
interdependence between these criteria and final program performance exists. Figure 2 
illustrates these interdependent effects. The curves in figure 2 are based on an assumed 
value for single survey detection of Imminent machines of .4 (the approximate value for 
the current VMP ) and the cost and machine failure parameters described in sections 1 
and 2. In figure 2, the values for Pfa are the combined values for both laboratory analysis 
at periodic survey intervals and ship analysis at bi-weekly intervals. As the assumed 
laboratory criteria changes and the number of Imminent machines called (Nimm) 
changes, the ships force frequency of Imminent calls goes up proportionately since we 
assume the same criteria is applied bi-weekly. As the number of Potential calls goes up, 
this criteria is applied to more machines at bi-weekly intervals. Thus, there is a 
compounding of effects. The current operating point for the NSWCCD VMP is near the 
lower curve ( Nimm = 1.5) and at approximately 10 Potential calls per survey. 

8.0 Evaluation of Alternative Monitoring Programs 
Although we have shown room for improvement exists for the NSWCCD VMP, the risk 
of degradation is high and slight changes in performance can result in loss of millions of 
dollars. The improvements are much more likely to come from decreases in Pfa rather 
than increases in Pd. 
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Figure 2 Effects of Potential Calls and Imminent Calls on VMP Performance 

In a prior study funded jointly by NASA and SMMSO [2] experiments were conducted to 
collect an extensive database of time domain vibration data for a variety of machinery 
problem types and for a statistically significant number of repeated trials. A goal of this 
study was to investigate the relative performance of a variety of alternatives to vibration 
spectrum analysis as currently performed in the NSWCCD VMP program. Processing 
investigated included: standard baseband spectral analysis, high frequency demodulation, 
general time-frequency analysis, cepstrum, process modeling techniques, Kurtosis, 
rotation synchronized processing to achieve once per revolution averages, likelihood ratio 
processing of time domain data as well as frequency domain data, and others. The data 
collected and the analysis results of this study allowed us to evaluate techniques by either 
fixing Pd and selecting the minimum Pfa or fixing Pfa and selecting the maximum Pd. 
The number of experiments was sufficient to quantify the experimental errors in the 
estimates of these quantities and to insure that meaningful performance differences were 
measured. The study demonstrated that although for specific problem types other 
techniques may achieve higher Pd or Sensitivity than spectral analysis, spectral analysis 
provided the highest Pd and lowest Pfa as averaged over problem types and allowed an 
assessment of level of severity. 

A key factor missing from the result described above was that the faults could not be 
directly related to ultimate failures. The key question was: When should a fault be 
repaired? Maintenance monitoring must address this question. The issue is NOT: Can we 
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detect a slight change in operating conditions which all machines show within hours of 
operation? Again, the question is: can we say precisely when the machine should be 
repaired so that high reliability is achieved and our cost is minimized? 

The NSWCCD monitoring program is able to answer failure question primarily because 
it has operated for over 25 years with constant feedback regarding calls that were made 
unnecessarily and machines that failed without warning. Both types of feedback resulted 
in possible threshold changes or procedural changes to correct the problem. It is our 
belief that a monitoring program can not be developed from theory alone. It must be 
developed from the machine failure experience. 
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Abstract: The paper introduces a perspective concept of monitoring and control of 
vibrating structures by combining new methods of fault detection with new approaches 
of reliability engineering. The complete concept is demonstrated with the mechanical 

example of the cracked rotor. 

Key Words: Fault Detection, Fault Diagnosis, Monitoring, Reliability Engineering, 

Reliability Control, Safety Engineering 

INTRODUCTION: Reliability and safety aspects are becoming more and more im- 
portant due to higher quality requirements, complicated connected processes and struc- 
tures. As examples of vibrating structures to be monitored / controled and diagnosted, 
the following application fields are given: turbines of power plants or modern aircrafts, 
controled wings of advanced materials for new large aircraft concepts, truss structures of 
space stations, and helicopter cabines and blades. 
The monitoring and control approaches commonly used for vibrating structures are based 
on signal analysis methods. In case of faults, system changes etc., decisions have to be 
made concerning the further operations of the structures, related to questions of stopping 
the machine, repair and maintenance strategies, and influencing the system not only 
related to the goal of optimizing the vibrational behavior, but also of optimizing the 
reliability characteristics.   The two important knowledge fields which determines this 

process are: 
• knowledge about qualitative and quantitative effects of the faults 

or in general of system changes, and the 
• knowledge about the reliability characteristics of the components and the system in 
the fault-free and the faulty state. This includes the knowledge about the past stress of 
the system and the detailed knowledge about the effects of the actual changes / faults 

related to reliability and safety questions. 
Today these decisions are typically handmade and not solved in a problem adequate way. 
Contemporary reliability engineering offers three ways to improve the performance of a 
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system relevant for safety: 
- decrease the number of components, 
- increase the reliability properties of selected components, and the 
- use of redundancy concepts for selected components or modules. 
To decide which of these concepts is the best one, the design-team provides a detailed 
model of the system during the early construction phase. The model is supposed to be 
as close to reality as possible, but it is often based on assessments about the behavior of 
the system in the operation phase. A lot of estimations have to be made about external 
influences and their influence on reliability characteristics. 
The idea of this paper is to overcome these person- and problem- related decision pro- 
blems . 

The problem is considered from a system theoretic point of view. The idea is to get a 
better and objective inner view to the system and its changes. Assuming that knowledge 
concerning the consequences of these changes is available, the actual state of the system 
can be expressed by reliability characteristics. These relations can be also used vice versa 
for control approaches. 

The paper is organized as follows: This section introduces into the problems of causal 
fault detection and related operating decisions. Getting a better and more objective 
inner view into the structure some requirements to Fault Detection and Isolation (FDI- 
) Approaches are formulated from the point of view of the closed loop consideration 
of section 2. In section 3 the interaction of the elements of the proposed Safety and 
Reliability Control Engineering (SRCE-) approach are declared. Section 4 demonstrates 
the concept from a principal point of view. Therefore the classical mechanical example 
of a cracked rotor will be used as a principal example. Section 5 briefly shows in which 
application fields the proposed ideas also can be used. 

SAFETY AND RELIABILITY CONTROL ENGINEERING - CONCEPT 
The new Safety and Reliability Control Engineering - Concept is given in fig. 1 here 
firstly in detail. The system to be considered will be understand as an input-output 
system. In this way descriptions (e.g. differential equations) are used, which describe the 
time behavior of the outputs (here: measurements - signal data) and the inputs (here: 
operating parameter and/or control inputs). 
The task of the Reliability Evaluation Modul (REM) is the real-time calculation of the 
reliability characteristics of the system to be observed. Therefore only the inputs, the 
outputs, and advanced system informations can be used. Advanced system informations 
include the knowledge of the influences of changes and the ability of the modul to ensure 
correct informations concerning to fault changes. This implies robust approaches to 
ensure these properties for the use for - due to changes - variable systems. The output 
of this module are reliability characteristics. Problem dependent this can be 
• a failure rate 

h ■ t -*■ h(t), (1) 

• a (failure) probability density function / with 

/(<) = h{t)e-Ih^dt, (2) 

• or its cumulated density function F 

F(t) = l-e-/*(<)<« (3) 
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which is the time dependent failure probability. In most applications it would be conve- 

nient to use the failure rate. 

Real System , 

Q. 
C 

Ö 

o u 

» 

System; Control" 

Reliability 
Evaluation r 

Reliability 
Characteristics 

Reliability 
Control 

Safety and Reliability Control Engineering (SRCE)-Concept 

Fig. 1: Safety and Reliability Control Engineering Concept 
The output of the Reliability Evaluation Module represents the actual information con- 
cerning the reliability characteristics. A simple control strategy can be easily build up by 
observing the output of the Reliability Evaluation Module. Related to threshold values 
• alarms can be given starting intensive supervision / controling, 
• or the system can be stopped immediately. 
Because of the importance of this modul, this task is decribed in /4/ seperately in detail. 
The idea of the SRCE-Concept is to establish a closed loop approach with the goal of 
controling reliability characteristics. If knowlegde is available concerning the relation 
Operating Parameter  ^   Actual System Behavior   ->   Reliability Characteristics 

these causal direction has to be reversed. 
If the system structure- or parameter changes due to faults, all inputs related to the goal 
of controling the reliability characteristics can be used as control inputs of the SRCE- 

control loop 

Reliability Characteristics 

System Configuration / Reconfiguration 

Operating Parameters 

Maintenance and Repair Strategies. 

In this way problems appear concerning the realization of the closed loop. Because of 
the fact that this control loop approach is not a pure technical control approach, a part 
of the necessary connections can not be given yet.  Therefore an optimal solution will 
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due to system changes 

^               AS (5) 
—►               rcj . (6) 

be the use of qualitative or quantitative and unique mathematical equations, which is 
prefered here. 
In the following some principal solutions are introduced for understanding the SRCE- 
idea. 

i) In this way the relation rc(h,f,F) = function(op,sp) between the set re of reliability 
characteristics re (h, /, F) and the problem dependent operating parameters op acting on 
the system with the system properties sp can be used by the inverse relationship 

op = function'1 (re (h,f,F)des.,sp) . (4) 

ii) If system reconfiguration strategies are also included into the SRCE-concept more 
difficult strategies have to be used, to solve the appearing problems, 
iii) The simplest way is to change the system behavior by (inner technical) control. Due 
to system changes the fault-free dynamical system Afj changes to the faulty-one Aj. 
The real-time Reliability Evaluation Module calculate the corresponding change of the 
rc-values as 

Actual system behavior Ajf 

Related reliability characteristic reff 

The task of an (inner technical) control loop may be to adapt the control law, building 
up the new system Äj to establish minimum or desired reliability characteristic rcdes.. 
Assuming a state space approach, the control law KB is 

KB = -(As(re!)-A'i}(rcdcs.)). (7) 

Because of this indirect relation related to the controled value re the correctness of the 
relation 
Actual System Behavior <-» Reliability Characteristics 
becomes to be the most important part of the SRCE-Concept. 
iv) In opposite to the above mentioned inner control loop, system reconfiguration approa- 
ches lead to much more difficult problems. From a principal point of view (also using a 
state space representation) the problem appears as follows: The system will be modeled 
using the description AJJ. In contrast to (iii) here it is assumed that this complete model 
description is not problem adequate available, or the desired re - parameters can not / 
should not established by this way. In spite of this disadvantage it is furthermore as- 
sumed that submodel descriptions /!;_// are available and the configuration concerning 
the interactions built up using the relationships cf are known. The knowlegde allows 
the calculation of the reliability characteristics rccompi. of the complete system Acompi.. 
These assumptions allow the formulation of the resulting SRCE-problem by 

rccompi. = AcompiXcf(Ai-ff)) . (8) 

The degrees of freedom concerning the control of the re are given by 
• configuration of cf, 
• inner (technical) control loop of the elements Aj and 
• combinations of both. 
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Also here the main task of the concept - the establishment of relations - 
Actual System Behavior «-► Reliability Characteristics 
becomes very important. 

ELEMENTS OF THE SRCE CONCEPT: 
Causal fault detection approaches for establishment the relation: measure- 
ments - reliability: 
The proposed concept controling the reliability characteristic of a system will be applied 
to mechanical structures. Here the main tasks are 
• the determination of suitable strain characteristics describing mechanical system states 
which allow to establish connections to the reliability characteristics and 
• building up control laws. 
Assuming that beside the measurements, system informations (e.g. input - output rela- 
tions as differential equations or linguistic (fuzzy) input - output relations as qualitative 
description) are available, different paths of creating connections from the measurements 
to the interesting reliability characteristic values are possible, cf. fig. 2. 

(        Strain Parameters        )        ( W    X-Perl System    ^   J 

Reliability Characteristic 

Real time evaluation of reliability characteristic values by moans ot control theory 

Fig. 2: Paths from Measurements to Reliability Values 
Starting with the goal of the Reliability Evaluation Module - the establishment of relia- 
bility characteristics two paths are possible: 
• a physical oriented path, and 
• a phenomenological oriented path. 
Because of the fact that the measurable signal does not content the interesting reliability 
expression intermediate levels are introduced, which allow the stepwise transition. 
Both paths connect intermediate levels (of physical parameters (physical path) or of 
linguistic formulated - or in general qualitative - expressions ) with the goal of building 
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up connections to the reliability characteristic values to be looked for. Both paths can be 
found using the experimental related knowledge of the life-time behavior of the structure 
or the estimation knowledge and experience of the reliability analysis team, cf. /4/. 
The more physical oriented path uses physical intermediate levels. The most important 
level therefore is the level described by strain parameters. Here the reliability related 
term 'strain' is described by the mechanical related term 'stress', here used as mechanical 
stress. 
In mechanical structures these kind of level is typically directly related to the reliability 
parameters. Therefore the classical experiments are done and expressed with series of 
figures of Wöhler - curves. These strain parameter level typically can not be derived 
directly form the measurable signals. In simple cases the different strain parameters 
(here: mechanical stresses) will be summarized by handmade formulas with practical 
proved coefficients. 
Different situations appear: 
• The measurable values represent the process parameters directly and only has to be 
combined using non-variant system parameters to get the strain parameter, typically by 
some algebraic equations (Path 1). 
• Inner states of mechanical structures often are not measurable. Parameter changes 
also can not be measured. Observer techniques, parameter identification techniques or 
combined approaches, can be used to get an inner view into the system using inner states 
(e.g. to the process parameters to be looked for) and other relations modeled using 
system informations (Paths 2,3,4). Using measurements and observer-based estimated 
inner states, process parameters can be calculated. Remarks related to the use of such 
techniques are given in /8/. The important criteria of these techniques is the ability of 
building up causal connections between measurements and outputs of these advanced 
modules, to get a real view to the system changes. 
The principal ideas using advanced control techniques for monitoring and supervision are 
illustrated briefly for parameter identification approaches and observers in the sequel. 
Real time calculation of Reliability Characteristics:  This important part of the 
concept is declared in detail in /4/. 
Reliability control approach: Core of the control approach is the idea of controling 
not a physical value of the system, but the reliability characteristic of the system as an 
indirect value like a quality item. 
This indirect parameter represents the comparison of the structure to be observed, related 
to the experience of a collective of identical structures (past experience), or the assessment 
with this structure (estimation) respectively. 
The SRCE-control approach should be distinguished clearly from classical control ap- 
proaches. A schematic comparison is given in fig. 3 as follows. Using the reliability 
control ideas introduced in section II an control loop will be established. Because of the 
non-existence of the necessary relationships at this stage of development of the SRCE- 
concept the control loop scheme can be only declared from a principal point of view. 
For mechanical structures the typical strain parameter seems to be the mechanical stress 
a. The stress a results by relations of 

a  =  <r(Forces, Torques Geometry) (9) 

and is - concerning to reliability aspects - related to maximal tolerable mechanical stress 
of the structure 
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Fig. 3: Comparison CCA - SRCE approach (cracked rotor example) 
The connection between the load history of mechanical stresses and strains and the failure 
rate is assumed to be described by the material depended Wöhler curve. 
The mechanical stress a directly depends on the static loads ls, the dynamics loads ld, 
the circular and rectangular cross sections Wp, W and the area A by 

<j(ls,ld,Wp,W,A) (11) 

which corresponds to a set of reliability characteristics re. The reliability related stress 
rctoi : fftol depends additionally from the load histories ls(t)Jd(t), from the time t because 
of material ageing processes, from the preload history ls(t - r), ld(t - r), the temperature 

$ as 
ato, = a(ls,ld,Wp,W,A,t,ls(t - r),ld(t - r)J).  :  rct0,, (12) 

The idea given in eq. (5) can be used for control. Typically only a few parameters can 
be used for SRCE-control (e.g. the dynamical load by decreasing the power, the angular 
velocity of rotating systems etc.) depending on the problem and the structure itself. 
The control loop is closed by the system changes itself. System changes are detected by 
the REM and analyzed concerning the reliability. The loss of reliability 

Arc = rcj - rctoi (13) 
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has to be canceled by the SRCE-control loop. 
In  general  the problem  can  be formulated  as the  compensation of the  reliability- 
characteristics-decrease Arc = re; - rctoi. caused by system changes due to 

Arc=rcf(W,t,A,d)-rctol. = ArcSRCE(h,ldJs{t - r), ld(t - r), W, A, tf).       (14) 

This includes that system changes leading to cracks etc. resulting in changes of W, A or 
because of material ageing properties t, d and can be determined. On the other hand 
Ai'CSRCE can use repair strategies to improve geometry properties W, A or in general 
operating parameters l„,ld, or use some known facts of improving material properties by 
intelligent preloading strategies using ls(t - r),ld(t - r). 

SRCE - EXAMPLE: CRACKED LAVAL ROTOR: The task of the SRCE-example 
of the cracked rotor is to control the reliability characteristic of the failure rate of the 
laval rotor similar example given in fig. 4. 

transverse crack 

7777777T      ^^^ 

elastic rotor 

elastic bearings 
Fig. 4: Principal example of the cracked rotor 
Firstly the classical supervision problem will be declared briefly. In the following the new 
SRCE-concept ist principally applied to this practical problem. 
Classical supervision concept: During the stationary operation, measurements are 
taken from the bearings. Using signal analysis methods the frequency behavior will be 
monitored very well. Changes of the mechanical structure are leading to signatures of 
the spectrums, to changes concerning the amplitude of the observed vibrations etc. . 
Using human or artificial pattern recognition, comparing the vibration amplitudes with 
maximum allowed values, changes can be detected. Because of the fact, that the causal 
relation between these parameters and the physical reason is not unique, a very difficult 
decision - problem for the operating staff appears, which depends on the knowledge and 
experience of and with the system and also of economical and psychlogical constellations. 
In the - from a statistical point of view - rare case of a transverse crack, different phe- 
nomena - viewing the vibrational behavior - appears. Therefore different diagnosis phi- 
losophies exist, (e.g. /3,9/). Independent from the unsafe and ambiguous decision, no 
statement can be given about the depth of the crack and the real reducing of the tech- 
nical functionality and the reliability. To be sure, the operation has to be stopped, the 
machine should be taken apart. Related to the viewed fault the operation is continued 
with lower strain parameters up to the next repair or inspection date, or the system 
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has to be repaired immediately. The complete process is strongly handmade and can be 
optimized in several cases using available techniques. 
As a common goal of the application of advanced techniques the introduced SRCE- 

concept can be used. 
SRCE - Concept: The relevant RME-modul for crack detection consist of two parts. 
The first part is the Proportional-Integral Observer (PIO) /7/, which is applied to the 
cracked rotor /6/. Here (with the same measurement information as used for the clas- 
sical supervision concepts - the displacements of the bearings -) and additionally the 
mechanical description of the fault-free system, the effects of the crack are estimated 
directly at the crack location. This means by using the system information AJJ and 
simple measurements y, the PIO gives the crack depth as output, cf. fig. 5. 

1 
PIO 

d(t) Measure- Logic 
Filter 

Crack 
■►  ► 

merits Depth 

Fig. 5: Scheme of the PIO as RME-element 
The crack depth d directly reduces the mechanical properties of the cross sections W, Wp 

directly. The explizit knowledge are given in the works of Mayes and Davies /2/. Here 
these analytical - geometry and material properties considering - algebraic formulas are 
used to give the relation crack depth - loss of cross sections as shown in fig. 6. 

Crack 

Depth d 

Formula of 
Mayes, Davies 

Actual 
-►   W,WD 

Cross Sections 

176     = ■ and (15) 

Fig. 6: Establishing the relation crack depth - cross sections 
Assuming that the mechanical stresses of the simple structure of the Laval rotor are 

described by 

Mb _ mge2L 

W ~    2W 

T   =   Mi=     P (16) 
Wp      2irnWp 

with the bending moment Mb, the torsional moment Mt, the mass m, the gravity g, the 
density g, the length L of the rotor, the power P, the revolutions n and the cross sections 

W,WP shown in fig. 7. 
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Fig. 7: Physical relations leading to strain parameters (here: mechanical stresses) 

679 



In contrast to a new approach illustrating advanced reliability modeling strategies /4/, 
here the old practically proved formula combining mechanical stress parameters is used, 
resulting to one compatible mechanical stress value 

<7c = \]°l + 3Kr)2 

with the practically found parameter a0 = 0.63 for turbine steel, cf. fig. 

(17) 

% 
Engineering- 
Practice Formulas 

Comparable w ^ 
^ 

w 

T 

Fig. 8: How to combine two strain parameters to one 
This parameter can be compared with the values found by numerous experiments com- 
bining the mechanical stress values, the number of stress changes and the failure rate: 
called Wöhler - diagrams, cf. fig. 9. 

Different Parameter 

1 
atol Experience: 

here: Wohler-Curve 

_^ Reliability 
^ Requirements 

Life 
time 

Fig. 9: Simple Wöhler diagram 
The formula describing the time dependent strength properties with a failure rate of 1% 
is 

aTC{N) 
If IE. 

"D 
NF 
ND 

N  + lg£TF -lgNF( ''-i)) ind[ND - 
ND 

N] + lg(7D ind[N-ND] 

ind[arg]   =    { 1 for arg > 0; 0 for arg < 0 } with 

ap, Np, (7£>, ND as pairs of the Wöhler curve and N as the number of stress changes. 
The goal of this example is to control the failure rate of 1%. Working at a lower stress level 
for tf£>, this means that the structure theoretically has in infinity life-time. Due to a crack 
at Ni load cycles the mechanical stress increases. At load cycle ./V2 the SRCE-control 
detect an inacceptable loss of the failure rate, because of the control goal dependent logic 
assumed for this example given in fig. 10. 

(18) 

(19) 

Fig. 10: Example dependent steering logic of the control unit. 
Here different logic or analytic functions as control laws are possible.   Potential field 
oriented approaches with the aim, that the max. rc-bound can not reached, are also of 
interest. 
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If the control unit works, in the case of setting restrictions to the allowed comparible 
stress Gtoi = &c,des. the SRCE-control laws can be calculated using the inversion of eqn. 
(15-16) by 

Pies. = 
mnWp 

3a? K2 
2W 

(20) 

given in fig. 11. 
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Fig. 11: Calculation of the desired control input 
Using the operating parameter of the power P the SRCE-loop for this simple example is 
closed. The complete loop is given in fig. 12. 

PERSPECTIVES OF THE SRCE CONCEPT: The idea of the SRCE-concept, 
the optimization of the life-time operation of systems by integration of 
• advanced fault detection and isolation schemes for monitoring, 
• the reliability evaluation module for calculation of reliability relevant values, and 
• the control unit integrating inner loop control, maintenance- and repair strategies 
into a mainly automated concept, can be also applied to other problems, in which the 
repair and maintenance strategy are more relevant, e.g. automated manufactoring pro- 
cesses, or in which reconfiguration approaches are important, e.g. safety relevant in- 
dustrial processes. An advanced example is the space station concept with automated 
repair-control. 

CONCLUDING REMARKS: This paper introduces a perspective concept of mo- 
nitoring and control of vibrating structures by combining new methods of fault de- 
tection with new approaches of reliability engineering. The concept of the in- 
troduced Safety and Reliability Control Engineering (SRCE-) approach is based 
on advanced modules of control and reliability engineering. Fault detection and 
isolation approaches, which allow causal fault detection, describe the actual sy- 
stem state and allow a view into the system. These informations are used by 
the   Reliability   Evaluation   Module   (REM)   to   calculate   reliability   characteristics. 
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Fig. 12: Complete SRCE-loop applied to the cracked rotor example 
The control loop can be established by turning back the knowledge needed for the real- 
time reliability determination. The complete concept is applied to the mechanical exam- 
ple of the cracked rotor. 
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Abstract: Motor efficiency and lifetime are often compromised when motors are applied 
without an understanding of motor rating and the requirements of the driven equipment. 
Simple measurements may be used to estimate a motor's efficiency and to perform cost 
benefit analysis for motor replacement. Motor Master Plus is an invaluable tool for this 
estimation and analysis. Variable speed drives can provide truly remarkable energy 
savings, and their application and some potential concerns are discussed. 

A study of a data base of motor failures has provided some interesting trends. Motor 
failures tend to be predominantly bearing related, with stator failure second, and other 
failures relatively insignificant. Incipient bearing failures are generally best detected with 
vibration analysis, but there are some very interesting new technologies for detecting stator 
condition on line. Some of the conventional stator checks, such as a megger test, are 
sometimes of little value. 

An electrical distribution system tune up can pay big dividends in ensuring optimum motor 
performance and reliability. Measurements can be made with relatively inexpensive 
instruments, and major problems are often lurking undetected. 

Key Words: Condition Monitoring; Diagnostics; Efficiency; Failure; Motors 

INTRODUCTION: There is presently a revolution occurring in the performance 
analysis and diagnostics of motors. There are a number of diagnostic tools now on the 
market which can evaluate motor efficiency while the motor is operating in its actual service 
condition, and tools which can diagnose motor problems such as cracks in the rotor bars or 
degraded bearings while the motor is operating. In fact, the best time to make these 
diagnoses is when the motor is operating and under heat and mechanical stress, and not 
several hours after it has been de-energized and is at room temperature. These advances in 
diagnostics should result in improved motor lifetime and efficiency, as well as improved 
operating efficiency. The revolution in diagnostics now allows an engineer to easily 
monitor the flow of power through the motor driven system, and to determine where 
unacceptable wastes may be occurring, whether they are in an improperly applied motor, a 
throttled control valve or damper, or due to an electrical distribution system problem, such 
as phase unbalance. 

Motor Diagnostics and Reliability: Motor diagnostics are now to a large extent 
computer based data analysis devices that analyze a large number of data points in 
sophisticated mathematical programs to detect problems in an low intrusion manner, with a 
minimum of downtime for the motor. Knowledge of motor condition and performance can 
lead to vastly improved reliability, as motors can be scheduled for preventive maintenance 
prior to failure, and service conditions which may be leading to motor degradation can be 
corrected. 
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Motor Reliability Considerations: NEMA design induction motors are designed to operate 
in clearly defined service conditions, as specified in NEMA MGI (Ref. 1). Operation of 
the motor with a 10 percent overvoltage or undervoltage at rated load may cause an 
increase in heating of the motor, which will, over time, result in a degradation of the 
insulation of the motor. Another common problem is operation of the motor with a voltage 
unbalance. Operation of the motor with a voltage unbalance produces a magnetic field in 
the motor which rotates in the opposite direction to the rotation of the rotor, producing heat, 
vibration and greater slip in the motor. NEMA provides a table of suggested motor 
derating for voltage unbalance, and for an unbalance of two percent, NEMA recommends a 
derating factor of five percent. Voltage unbalance is a common problem in older plants 
where loads have been added to the distribution system over the years without checking to 
ensure that voltage were kept balanced, and the author has been requested to consult on 
premature motor failures that were caused by a voltage unbalance when the motor was 
operated at full load continuously. It should be noted that no plant is going to have perfect 
voltage conditions, and some 1.0 Service Factor motors are now being manufactured with 
a manufacturer's recommendation that they not be operated at full load continuously, or 
premature failure may result. 

Harmonic distortion in the voltage waveform can also cause motor heating which will result 
in insulation degradation, but for motors powered directly from the bus, it is unlikely that 
harmonic distortion problems will be noticed first in the motor. NEMA (Ref. 1) 
recommends a motor derating factor of 5 percent when the harmonic voltage factor reaches 
.06, using their definition. This is a severe level of distortion, and it is the author's 
suspicion that problems with computer failure, overheated neutrals etc., would have 
occurred long before premature motor failures are noted when the problem is purely voltage 
distortion on the bus voltage. 

Other environmental factors which have an effect on motor lifetime include ambient 
temperatures above 40 or below 0 degrees C, altitude above 3300 feet, or obstructions to 
the flow of motor cooling air. Reference 1 provides a list of abnormal service conditions 
which can reduce the life of the motor, these include: combustible or abrasive dusts, lint, 
etc. in the air, salt air, abnormal axial loading, frequent starting, and many others. 

Motor Failure Categories: The IEEE recently completed a study of failures in large motors 
(Ref. 2). The study found that for induction motors above 200 hp, roughly 50% of all 
failures were in the bearings, and 25% of all failures were in the windings, and the rest 
were scattered among the rotor, shaft, external devices, or not specified. The major 
contributors for the bearing failures were listed as high vibration, poor lubrication, and 
normal deterioration with age. The major initiators for the winding failures were: 
overheating, insulation breakdown, mechanical breakage and electrical fault. For induction 
motors above 200 hp, rotor failures accounted for only 2.5% of the total population. This 
is regrettable in a sense, because rotor failures are the easiest to detect using non intrusive 
Motor Current Signature Analysis (See Below). There are a number of laboratories, 
including the author's, working on diagnostics that can be used on line for assessing 
winding condition. In the author's opinion, bearing condition is best evaluated using 
vibration waveform analysis. 

Conventional Motor Diagnostics: Conventional diagnostics include such tests as: megger 
and polarization index test, ac and dc high potential test, growler tests, surge tests, 
inductive imbalance tests, winding bridge test. These tests are all performed with the motor 
de-energized, and this is a significant disadvantage. When the motor is operating, it is 
under thermal and mechanical stresses that can cause insulation problems. When the motor 
has cooled to room temperature, these problems can disappear.    The author has had 
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personal experience with a motor that was overheated to the point where its rotor had 
melted and one end ring was in pieces in the bottom of the end bell, but after it was allowed 
to cool, the motor was still passing its winding megger and resistance bridge test. Many 
maintenance engineers are reluctant to use high potential tests because they are concerned 
that they ma damage the motor insulation. Certainly the specialized tests, such as growler 
tests, are invaluable for detecting specific problems such as cracked rotor bars, and surge 
testing is very effective for evaluating stator condition on large equipment, but in general, 
these tests are intrusive; they require shutdown and in some cases disassembly of the 
motor, and they aren't used very much on installed equipment. They are impossible to use 
for predictive maintenance when a critical motor is operating in a running production line. 

Motor Current Signature Analysis (MCSA): This diagnostic technique was invented at the 
Oak Ridge National Laboratory (ORNL) in 1987. This technique uses a clamp on Current 
Transformer to acquire the motor current waveform. This waveform is demodulated and 
filtered before an FFT is performed. The result is a low frequency plot of the energy in the 
various frequencies. Using this technology, the slip frequency of the motor (the frequency 
of the current in the rotor) can be clearly identified. The amplitude of the slip frequency is 
related to the number of broken rotor bars, and this tool is an excellent rotor condition 
diagnostic. MCSA is also quite valuable in detecting problems in the driven equipment 
because an induction motor is an excellent low frequency transducer, and many problems 
in gear trains, fan belts, etc. are clearly manifested by a low frequency signature in the 
motor current waveform. ORNL has licensed this technology to a number of diagnostic 
equipment vendors. The technology has now matured and is being used also in the high 
frequency domain and is quite useful for detection of unique faults in a variety of 
specialized motor and driven equipment. 

Motor Diagnostics Research: ORNL, as a partner in the Oak Ridge Centers for 
Manufacturing Technology, now has an Energy Conservation Center with significant 
capability in the analysis of 480 volt, three phase induction motors up to 100 horsepower. 
The Center has an eddy current water cooled dynamometer, and extensive computer based 
data acquisition and analysis capability. The Center will have the capability to test to 500 
hp soon. The Center also has a 3,000 gpm flow loop which is highly modular and can be 
assembled in many different configurations for testing pumps, flow transmitters, flow 
orifices, etc. Again, the flow loop also has extensive computer based data acquisition and 
analysis capabilities. A typical data acquisition scheme is to sample as many as eight 
channels at a frequency of 5,000 Hz for 10 seconds. The data acquisition scheme is 
Lab VIEW ™ based, and many initial analyses, such as motor efficiency and CT phase shift 
correction, are programmed into the Virtual Instruments acquiring the data. 

Motor Efficiency: In general, it is cost effective to replace standard efficiency motors with 
energy efficient motors. Energy efficient motors typically provide higher efficiency over 
the entire operating range. The figure below shows the results of a test of two 50 hp 
NEMA Design B motors from the same manufacturer, one standard efficiency, and one a 
premium energy efficient motor. It may be seen that regardless of the voltage condition or 
load, the energy efficient motor is always more efficient. 
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The Department of Energy has developed a program called Motor Challenge whose 
purpose is to illustrate the cost benefits of optimizing the efficiency of motor driven 
systems. There is no charge to join Motor Challenge, and the program supplies a wealth of 
publications and training for optimizing motor driven system efficiency, as well as some 
very useful software. One of the software programs available through Motor Challenge is 
called Motor Master Plus (Ref. 3). This menu driven program provides data base of more 
than 10,000 NEMA Design B motors, including performance and price information The 
program contains a field data module which holds all the measurements one would 
normally take in a motor field survey. The program has the unique capability of calculating 
a motor's efficifincy and load factor based on a measurement of speed or current or voltage 
and using performance data from a group of similar motors in the data base as a basis for 
this efficiency and load factor calculation. Armed with the efficiency and load factor, the 
program can then use inputs of the local electricity cost and motor operating hour's to 
perform an accurate cost benefit analyses of replacement motors. It can even do these in 
batch modes for groups of motors in a plant. This program allows the plant maintenance 
engineer to easily assemble a sophisticated motor survey for his plant and to do a state of 
the art cost benefit analysis for replacement motors. 

Reference 4 provides a survey of approximately 30 methods for estimating motor efficiency 
in the field, but for the simple combination of ease of use and accuracy, the Motor Master 
Plus method scores as one of the best. For the user who is interested in evaluating his 
motor in more detail, ORNL has prepared a software program called ORMEL (Oak Ridge 
Motor Efficiency and Load, Ref. 4). This screen driven interactive program develops an 
equivalent circuit based on the motor nameplate data, and the user may "fine tune" the 

686 



equivalent circuit to match the specific motor being examined. The program also calculates 
and reports the losses of the motor - stray load loss, friction and windage, core loss, etc. 
For the user who wishes to assess the operation of his motor under a range of voltage 
conditions, ORNL has developed a program called IMPET (Induction Motor Performance 
Evaluation Tool) that allows the user to match the motor to a number of measured 
parameters and ensure that the equivalent circuit is a valid predictor of motor performance. 
(Ref. 4) This program is also interactive, screen driven and user friendly, and is available 
for licensing. 

Adjustable Speed Drives (ASDs): 

When a motor is operated at a low load condition, the user may also want to have the motor 
slow down, as well as providing less torque. Torque is roughly proportional to the square 
of the voltage. Just reducing a motor's voltage to reduce its loading could easily result in a 
condition where it does not have enough torque, and it would stall. An adjustable speed 
drive varies both the frequency and voltage supplied to the motor, thus allowing the motor 
to slow down significantly at low loads and to operate efficiently at a wide range of loads. 
The simple ASD concept is that the 60 Hz AC is converted to DC in the rectifier section, 
and then the DC is converted to adjustable frequency AC in the inverter section, and power 
is supplied to the motor at the voltage and frequency the motor needs for its present load. 

There are three basic classifications of ASDs - Variable Voltage Inverter (VVI), Current 
Source Inverter (CSI) and Pulse Width Modulated (PWM). In the VVI, the rectifier 
converts the supplied AC to variable voltage DC. A large capacitor is connected in parallel 
with the rectifier output. The voltage is set to the needed motor voltage. The inverter 
converts the DC to the required frequency in six or twelve steps of current per cycle. In the 
CSI, the rectifier converts the supplied AC to a fixed voltage DC. A large inductor is 
connected in series with the rectifier output. The inverter converts the DC to a variable 
frequency and variable voltage AC. CSI drives have a high hp range, typically up to 5,000 
hp. In a PWM, the rectifier provides a constant DC voltage. The inverter supplies high 
frequency voltage pulses to the motor; the width of the pulse is adjusted to provide the 
needed voltage and frequency. Most ASDs sold today are PWMs. 

Because of the high frequency of the voltage pulses to the motor, the PWM can subject the 
motor to voltage stresses. In the case of very long feeder cables between the motor and 
drive, standing voltage waves can develop which can damage winding insulation. The 
ASD supplier should always be consulted regarding the motor selection and cable length to 
ensure there won't be problems with the application. Some ASD suppliers provide free 
application software. The Electric Power Research Institute has developed application 
software for Adjustable Speed Drives. (Ref. 5) 

ASD Applications and Fluid Flow System Basics: The first step in determining whether an 
ASD would be useful for a specific application is to make a few measurements and 
characterize the duty cycle. Find the pressures and flows the system operates at, and the 
durations of each. Find the motor loads for each condition. A good ASD application has a 
high percent throttling and high annual operating hours. Ensure that the existing equipment 
is not just oversized. An ASD can offer a range of very low to greater than rated speed. If 
only a few operating points are required, a multispeed motor may be a better choice. 
Another advantage of an ASD is the opportunity for system tuning. Normally a pump and 
motor are each specified with at least a 5% margin, and there is at least a 10% margin in the 
system design, for a total of 20%. This power is usually wasted across a throttling valve 
or damper. With an ASD, the valve or damper can be opened fully, and the system can be 
tuned for the best efficiency. 
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In a fluid flow system, the system curve is the plot of the pressure required to push a range 
of fluid flow. For a frictionless system, this curve would be horizontal, but in real life, 
there is friction, and higher pressure will be needed to push increased flow. 

PRESSURE 

SYSTEM   CURVE    WITH    FRICTION 

SYSTEM   CURVE   WITH   NO   FRICTION 

FLOW 

System Curve for Frictionless System and Typical System 

A pump or fan has a characteristic performance curve for a given speed. Usually a pump 
will produce more flow at a lower head. The intersection of the performance curve and the 
system curve is the Operating Point of the system. This is the point at which the flow and 
pressure will operate unless the friction changes, by opening a valve, or the performance 
curve changes, by changing the speed of the pump. 
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Moving the Operating Point by Changing Friction (Valve Position) 
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HIGHER SPEED 

PRESSURE       _ 

FLOW 

Moving the Operating Point by Changing Pump Speed 

As an example of moving the operating point to improve the efficiency of a system, the 
following figure shows how the performance curve is shifted down by replacing an'1800 
rpm motor with a 1200 rpm motor, and the system curve is also shifted down by opening 
the throttle valve. The difference between the old and new operating points is 110 
horsepower. About one half of this savings is due to more efficient operation of the pump, 
and the other half is the elimination of losses at the throttle valve. In addition to the energy 
savings, other improvements are a significant reduction in noise form the system, and the 
pump seals last much longer. These results were realized by simply making a walk down 
of the system, taking a few measurements, and then performing some relatively simple 
calculations. 
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Old Motor: 350 Hp, 1800 rpm, running at 170 Hp 
New Motor: 125 Hp, 1200 rpm, running at 60 Hp 

Electrical Distribution System Tune Up: In addition to making measurements of 
the mechanical system, it is extremely useful to make measurements in the electrical 
distribution system. As mentioned above, voltage unbalance is a common problem and can 
drastically shorten motor life. Voltage unbalance is easy to detect, and can be caused by 
unevenly distributed single phase loads, high contact resistance and possibly an open 
circuit somewhere in the distribution system. Under or over voltages are also common 
even on well designed systems and can also cause shortened motor life and reduction in 
efficiency. Harmonic distortion may be caused by non linear loads in a neighboring plant, 
and are becoming more and more of a problem to control system reliability. They are now 
easy to measure with one inexpensive instrument that can also measure power and voltage 
unbalance. A single meter can now be purchased for around $1,00000 that measures and 
records the current and voltage waveforms, calculates power and allows the user to view 
the current and voltage waveforms on the spot, along with harmonic analysis. It also 
allows the user to download the recorded waveforms onto a personal computer for further 
analysis It is really worthwhile to make these measurements of voltage, current, power, 
pre su e and flow/and evaluate the power flow through the motor driven system, because 
to are often surprises lurking, and typically, improving efficiency also means an 
improvement in reliability. 
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Abstract: With the phenomenal increase in the capabilities of reasonably priced 
microprocessors and recent advances in Machinery Monitoring knowledge, there is a 
trend toward comprehensive on-line machinery condition assessment. The powerful 
combination of on-line vibration integrated with process data allows the user an 
incredible amount of flexibility, not only for maintenance program but for total process 
monitoring and control. This integration provides a tool that can greatly aid in both 
Maintenance and Operations in the following areas. 

• Decreased cost of production 

• Decreased number of costly, unscheduled shutdowns 

• Increased overall plant efficiency 
• Increased inter-departmental cooperation 

Our purpose here is to briefly examine advances in several of the enabling 
technologies. We will then discuss their application to achieve an integrated system and 
demonstrate the benefits of such a system. 

Key Words: Condition Based Maintenance; New Technologies; Performance 
Optimization 

Introduction: We are in the business of maintenance and as a group we focus our 
interests and energies squarely on maintenance; Predictive, Proactive, Profit Centered, 
and Reliability Centered. 

Each of the above maintenance philosophies is constantly and rapidly evolving. There 
are reports of advances in the philosophies and in the enabling technologies every month 
in professional publications. It is truly an exciting time and a constant challenge to keep 
abreast of the latest changes. 

This discussion will only look at several examples of change in the following broad areas: 
Hardware and software, Internet/Intranet/Mobile Computing, Open Systems and Expert 
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Systems. After the above discussion, several examples of implementation, both current 
and planned, will be presented. 

Hardware and Software: One of the most significant advances in the recent past is 
the unbelievably fast change in the capabilities of the PC. Just two years ago shipments 
of the 90Mhz Pentium processor backed up by 64 Mb of RAM was eagerly awaited. The 
extraordinary increases in performance obtained from the Pentium 60, 66 and 75 MHz 
processors led to predictions that the 90 MHz base PC would relegate the trusted 486 to 
the closet. 

Today, Dual Pentium Pro processors with speeds of 200 MHz, 256 Mb RAM and a 4Gb 
hard drives are readily available. What is truly enabling about this technology is the 
price. The high end system costs the same or less than the Pentium 90 based PC of 2 
years ago and the cost of additional memory has bottomed out at about $10 per megabyte. 

A positive side effect of the above advancements is that those older, slower processors 
(the x86 family) are available in large numbers and at nearly give away prices. They 
provide the perfect platform for implementing local intelligent collection and processing 
of data. Local storage of the data is on inexpensive, hot swappable hard drives or re- 
writable optical storage disks. The preprocessed data is also broadcast to a data server or 
to an on line monitoring system over a fiber Optic LAN running at 100 MB/s. 

Sensors are more intelligent, hardy and less expensive and the selection ranges from 
specific task to multifunction. Today, even the Energizer Bunny has disposable sensors 
on his product. 

Utilizing intelligent local collection and processing of sensor data reduces the workload 
of the monitoring system. It also frees up resources of the data server, and the LAN. 
These resources are then available for processing more data and producing information 
that is packaged for specific end users. 

Implementation of such a system is also less expensive than traditional point to point 
systems. The acquisition cost of the processor, associated hardware, and software are low 
but the real cost savings are realized in reduced installation time and impact on plant 
operation. Hookups to data points are all localized and the only point to point installation 
is the LAN.   Cost per data point is down and will continue to fall. 

Breaking the Tether: One of the most exciting areas of phenomenal growth is 
wireless communications and mobile computing. Spurred by demands of the business 
community, technologies are now in place which allow the user access to data and 
applications without the need for a physical tether to the network. Easy, cheap and 
almost universal access to the Internet allows the user to connect to virtually anything 
from anywhere and the maintenance community stands to benefit. 
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The impact of the Internet has caused major changes in the way the systems are 
perceived. There is now a positive trend to use the Internet and Intranets as the 
foundations for standardizing enterprise operations and practices. A major advantage of 
this move is that the source of data, whether on a local drive, on the Main Frame, or on 
the Internet, is irrelevant to the operator. Another positive result is that the Operating 
System (OS) of the data source is immaterial as it is invisible across the network. 

Open Systems: Microsoft's family of Windows operating systems (Windows 3.x, 
Windows 95, Windows NT) and the well established UNK family have emerged as the 
defacto standards for operating systems. The providers of these operating systems are 
well established and can be expected to push the technologies forward and provide 
continued support.   A new attitude with respect to software is now evident. 

Industry now demands standard software packages written for the dominant Operating 
Systems instead of many one of a kind applications on non standard, proprietary 
Operating Systems. They are also demanding that new systems integrate with their 
established and future systems. In short, they demand connectivity and open systems. As 
a result of all of the above, suppliers of new technologies are responding with several 
initiatives. 
• Open Data Base Connectivity (ODBC) ... Compliant software provides assurance 

that data can be shared between different systems. 
• Object Linking and Embedding (OLE) for Process Control. (OPC) ... An OLE based 

interface standard. OPC's objective to provide greater interoperability between 
control applications, systems and devices, and business and office applications. [1] 

• Machinery Information Management Open Systems Alliance (MIMOSA) ... A group 
of users, instrumentation, technology and service providers. MIMOSA will deliver 
technology tools to make machine information system integration nearly as simple as 
plugging in a VCR. [2] An open exchange of information through a 'common ground' 
allows the customer to select best for application from the islands of compliant 
technology. 

• Plug and Play ... (Windows 95, SP-90 Fieldbus standard) ...Automatic self 
integration of hardware and software. [2] 

• VISA (Virtual Instrument Software Architecture) ... The I/O interface standard that 
will govern how all VXI plug and Play software components are built. [2] 

• ISO 9000 and ISO 14000 Series... The standards, not the implementation. These 
offer standardization and a way to distinguish between providers in the market place. 

Expert Systems: Until recently, Maintenance Expert systems relied almost exclusively 
on one - zero logic. Either a condition was true or it was not. Fuzzy Logic is now being 
incorporated into several expert systems that will soften these absolute limitations. This 
will allow Expert Systems to be written in 'Human' terms such as 'Nearly aligned' or 
'slightly open'. Decisions based upon fuzzy logic become much more natural. 
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In addition to fuzzy logic, the expert systems have the potential of becoming genius 
systems with the application of neural networks. Neural networks will add pattern 
recognition and matching coupled with data interpretation and inference to the fuzzy 
expert for a system which will be capable of 'learning' from its history. 

So What do we make of all of this? The previously cited advances in the enabling 
technologies and philosophies are all available now but what do we make of them and 
what does it all mean? Quite simply, this means that the purchaser is afforded an almost 
unlimited degree of freedom in selection of components which when carefully integrated 
will give: 
• Higher performance at lower cost. 
• The ability to 'tune' technology to the problem at hand by selecting 'best for 

application' from the technologies available. 
• The ability to mix and match 'best for' providers with integration assured. 

• The ability to grow with technology. 

• The ability to give legacy systems a technology face-lift. 

• The assurance of continuing support. 

• Expansion into areas not previously possible. 
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Demonstration Case: Figure 1 is a graphical representation of a Roots Blower and its 
subsystems. The Blower is used as the source of heated steam and is critical to the 
operation of the entire plant. A major cause of damage in the past has been surge in which 
system conditions allow the reverse flow of steam through the blower. The customer is 
anxious to move to an on line monitoring system and would like to explore possibilities 
using the blower as a test case. No sensors are currently installed. 

Maintenance Point of View with On-line Vibration: Vibration analysis is, and will 
always be a valuable and important part of the maintenance toolbox. It is typically non- 
invasive, well understood and widely accepted. It traditionally serves as a stand alone 
intenance technology or as the cornerstone of an integrated maintenance program. 

Figure 2. Roots Blower Spectra 
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In this case Figure 1 shows the on-line vibration approach.   The values displayed are 
broadband levels at on the four critical bearings.   RPM is a byproduct of the vibration 
process and so it is available for display. FFT alarms will cause the corresponding sensor 
cell to display in red even if the BB value is not in alarm.   The FFT can then be displayed 
by a click on the appropriate sensor cell. See Figure 2. 
This arrangement provides for online vibration monitoring and alarming. It focuses 
directly on the most probable sources of failure and meets the objective of protection but 
does not allow the tools needed to predict the conditions of surge. 

Augmenting Vibration: In order to anticipate the onset of surge, several other sensors 
must be added. Surge is essentially an increase of outlet pressure while the inlet pressure 
reduces until conditions are met for reverse flow. The system then goes into oscillations 
of forward and reverse flow until the causes are corrected. There are several causes of 
surge including inadequate flow to the inlet, carry over of moisture into the blower and 
low inlet temperature. Figure 3 shows the addition of sensors for surge detection. 

Oscillating motor amps and blower differential pressure are indicators of the surge 
condition and the input temperature plus differential pressure across the blower are 
predictors of the surge condition. With the addition of five simple sensors, the 
information is now available for Maintenance to understand and predict the surge 
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phenomenon. AS Maintenance increases its understanding of surge, they have the tools 
needed to enhance the expert system in an attempt to prevent it from recurring. 

Involving the Operator: There is also information that is very usable to another user; 
the Operator. The same information used by Maintenance can (and should be) be 
displayed to the operator. With forewarning of the onset of surge, an Expert can be fired 
which instructs the operator to open the bypass or shut down the system to prevent 
damage. That same expert system can simultaneously alert Maintenance over the 
network or by modem or pager to possible problems and damage to the blower. 

What has been developed is a system in which teamwork and cooperation flow naturally 
to achieve a common goal. In this case, the common goal is continued operation of the 
equipment while avoiding surge. The data is packaged for the intended user and is readily 

available to everyone. 

Improving Performance: On a one by one basis, performance variables look at 
specific items. When a related group of sensors is used as a family of information in an 
expert system, decisions and recommendations are possible based upon subtle nuances ot 

total system performance. 

Performance of the blower is dependent on the operation of the external system (the 
environment) to which it supplies energy. In order to give the operator a benchmark, 
Motor Voltage can be added. Using the capabilities of the monitoring system, Motor 
Amps Motor Voltage, and cost per kW are combined in a Virtual Sensor and displayed 
as Blower Cost in $/Hr to the operator. As the operator makes subtle changes to the 
external system, the result is displayed instantaneously as a change in the Cost in $/Hr. 

Operations now has a basic tool to begin optimization of the system. Addition of other 
sensors, including a measure of output product can be combined in the Virtual Sensor to 
benchmark Cost per unit of Product. 

Additional experts are also provided to guide operators and maintenance personnel when 
conditions exist which require corrective action. The expert system is linked into the on- 
line technical library and provides detailed step by step instructions (including verbal 
instructions and video clips) for the operator or mechanic. The expert is also linked into 
CMMS, for reporting, scheduling and planning. Links to DCS other online data sources 

are also provided. 

Optimization and Protection: Maintenance can also add sensors to the blower lube 
oil system and gearing for further protection. Addition of these sensors will alert 
Maintenance to the loss of cooling efficiency, clogged filters, loss of oil pressure or flow, 
contamination, corrosion by-products, and out of tolerance bearing temperatures. The 
information is limited only to the imagination of the monitoring system users. 
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This integrated system presents more information than can be easily displayed so the 
system is split into two pages directed at specific users. Figure 1 represents the vibration 
viewpoint and is Maintenance oriented.    Figure 4 is operator oriented but contains 

H'i~i»i.-n-r 

valuable information for Maintenance. Again, the information delivered by the system 
facilitates a natural partnership between Operations and Maintenance. 

The tools are in place now for increased system performance optimization, cause and 
effect studies, root cause analysis, multi-sensor trend analysis, dynamic performance 
alarm monitoring, and event capture. As detailed knowledge of the system is gained, it is 
re-invested back into the system as additional or improved experts. 

Administrative and Safety Reporting Requirements: As with all projects, there are 
administrative and safety requirements. Reporting of required information is mandated 
by both outside governmental organizations and also by Company policy. Information 
such as cost and utilization of resources and data to support compliance with local, state 
and federal regulations are nearly always required. The on-line monitoring system is 
already gathering information and all of it is re-usable. In many cases the information 
may already be available in as part of a performance and maintenance monitoring scheme. 
In any case, additional sensors added to meet administrative requirements would be re- 
usable in a monitoring scheme. 
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It is a simple matter to add the task of gathering the required information, packaging it for 
the intended user and either archiving it or transmitting it to the proper agency. All ot the 
required technologies are now available to make compliance with reporting requirements 
automatic and accurate. We need not burden our personnel resources with these duties. 

Security and Safety Monitoring: As with Administrative and Safety reporting, 
monitoring of safety and security are also mandated by company policy and outside 
agencies. Since the technology exists to allow video and sound as valid sensor inputs, 
gathering the data and packaging it with other related information is a simple task. 

The logic for Safety and Security are also straight forward and is easily accommodated by 
the Expert system. Again, there is no reason not to take advantage of the power of the 
monitoring system to fulfill the requirements. 

Vision and Conclusion: The opportunity exists to take a program of vibration 
monitoring (either manual or on line) to a whole new level of sophistication and usability. 
The enabling technologies exist which will allow expansion of the program into areas that 
are limited only by the imaginations of the developers and users. Augmentation of online 
vibration analysis with related process data adds the ability to gain knowledge of system 
wide inter-relationships and also allows an expert system to make inferences from a wider 
knowledge base. Continual re-investment of new knowledge into the system makes it 

continually better. 

The broad view of system operation and optimization is made available to all users of the 
system while the focus of vibration analysis is sharpened by knowledge of external 
influences. The availability of the information fosters a natural cooperation between 
departments to achieve common objectives. 

The Vision is that information and technologies will develop to allow the formation of 
extended support teams made up of company personnel, equipment manufacturers, 
service providers and software vendors, each having access to the system information. 
With ever increasing communications, remote computing, and Internet capabilities, on 
line and real time support for the operator or mechanic from any one of the extended 
support team will be a click away. 
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Abstract: This paper is concerned with the diagnosis of the damage and faults of 
mechanical systems in the diverse fields of engineering. It takes into consideration the 
various stages of the life cycle of a system from a diagnosis-orientated point of view 
and from a methodological one. Holistic modelling is the key to the methodology 
discussed. The holistic model includes the life behaviour (slow-time coordinate) as 
well as the classical dynamics (expressed with the fast-time coordinate). 

Diagnosis is based on mathematical models dependent on discrete life times of the 
system which perform a system condition assessment in the past and in the present 
through an adjusted mathematical model (adaptive model), and for the future by the 
use of prediction with the help of adaptive models. 

The principle part of the paper is the knowledge base in the form of verified and 
validated mathematical models which are adjusted to the states of the system at 
current life times. These models describe the current state of the system, permit a 
comparison with previous states, and therefore serve the purposes of fault detection, 
localization, and the cause-finding of faults and their assessment, predictions due 
to future forcings and trent predictions. The diagnostic decision-making based on 
the validated models also is mentioned. Finally, some marginal notes are made on 
the diagnostics of machines, and an example of a bridge illustrates the model-based 

diagnosis. 

Key Words: Damage; diagnostics; holistic dynamics; system identification; system 

modifications 

1 INTRODUCTION: The problem can be stated as follows: given a technical 
system, in particular a mechanical system, for example a machine or a structure from 
civil engineering, with a known (reference) condition at the life time 90. After a time 
interval i x AÖ, i = 1,..., N, iVeN, at the lifetime 0,- = 80 + iA6, a modification of the 
system is observed. Immediately the questions arise: 
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• Is the modification of the measured quantity significant? 

• Where in the system (in which component, subsystem) is the modification lo- 
cated? 

• What is the effect on the operation/serviceability of the system (assessment)? 

• What causes the modification? 

• Is action needed? 

• What are the possible remedies? 

Significant system modifications which lead to defects/faults/damage have to be de- 
tected, then diagnosis, including localization, quantification and assessment of the 
system modification(s), will result in finding the cause and the remedy. 

In the following no distinction will be made between defects, faults and damage. 
They are defined here as system modifications which will be described as parameter 
modifications of the associated mathematical model. The system condition changes 
are related to the system state (variables). Some relevant and observable functions 
of the state variables will therefore serve as symptoms for fault detection. If the 
symptoms give information about the type etc. of a fault, then they are called 
discriminants etc. 

Figure 1 gives an overview of the diagnostic process. The right branch of the figure 
shows the signature-based diagnostics [1] as commonly applied today. The prior 
knowledge of this procedure consists of the operational behaviour of the system. 
Here, fault localization is connected with symptom properties. The left branch of 
Fig. 1 is related to the model-based diagnosis. It means that a verified, validated 
and usable mathematical model is available. This is adjusted to every (discrete) 
life time of the system under observation/monitoring that is to be considered. The 
mathematical model which is verified and validated [2] with the use of measured data 
of the existing system is the optimum information available about the system. It 
performs the best knowledge base available for the system. Comparison of adjusted 
models containing possibly faulty states with a reference model will be the basis for 
diagnosis, cause finding and simulations of the effects of actions. In addition, it also 
makes possible the trend prediction of future state conditions. 

An introduction to the model-based supervision and fault diagnosis of technical pro- 
cesses is given in [3], [4]. The methods of fault diagnosis discussed there are mainly 
the classification of symptoms and inference mechanisms. The model is used as the 
causal relation between the input and the output signals in order to calculate internal 
model quantities as features of fault detection. Special methods of identification are 
applied for process model determination. 

The paper in hand summarizes the contents of the book on model-aided diagnostics 
by the authors [5]. It also discusses examples. Here the adjusted mathematical models 
are descriptions of the physical properties of the systems under investigation. 
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Figure 1: Overview of the diagnostic process 

707 



WEAK POINT 
OBSERVATION/ 

INSPECTION 

DAMAGE 
CLASSIFICATION 

PATTERNS,... 

MATHEMATICAL 
MODEL M, 

OF SYSTEM 

MATHEMATICAL 
MODEL L, 

OF LOADING 
ENVIRONMENT. 

LJ 

STATISTICAL 
MODEL OF 

CONDITION 

L_*r X_ 

MODIFIED 
MODEL 

OF LOADING 
ENVIRONMENT 

ADDITIONAL FIELD 
MEASUREMENT 

DATA ON LOADING 
ENVIRONMENT 

SCHEDULE 
RESTRICTED USE 
REPAIR 
MODIFY SYSTEM 
REPLACE 

Figure 2: The model-based diagnosis 

2 HOLISTIC MODELLING AND MONITORING: Figure 2 summarizes the 
overall model-based diagnostic procedure including prior and posteriori steps. The 
figure is self-explanatory. Consequently, only holistic modelling will be mentioned, 
and some statements will be made with regard to monitoring. For thr sake of realism, 
the mathematical models are restricted to spatially discretized models. 

The prior mathematical model of the time-variant system is 

M(t)ü{t) + B{t)ii{t) + K{t)u{t) = p(t), (1) 

where M(t),B(t), and K(t) are life time-dependent (slowly varying with time) qua- 
dratic matrices of order ra, t is the time coordinate, u(t) the (n, 1)-vector of the displa- 
cements, pit) is the (n, l)-vector of external forces, and dots represent the derivatives 
with respect to time. If the slow time coordinate 8 and the fast time coordinate t are 
introduced (see Fig. 3), Eq.(l) can be written as 

M, Miüi(t) + Biüi{t) + KiUi{t) = p(t) (2) 

The index i now symbolizes the life time #,. The life time 8N is generally smaller than 
the lifetime öj, the breakdown time of the system (Fig. 3). 

As indicated above and as is well-known, monitoring is essential in supervision and 
diagnostics. Symptoms are directly and indirectly observable features with respect to 
faults. Symptoms are sensitive quantities with respect to the properties of the system 
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PHYSICAL 
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SYMPTOM 

Figure 3: Slow time and fast time dynamics including the evolution of system pro- 
perties and of the symptom dependent on u(8,t) 

which are of interest for supervision. They are discovered by fault analysis using the 
prior mathematical model (see Fig. 2). Their use is shown in Fig. 2. 

The related measurements can be performed continuously, periodically, or on request. 
The choice depends on the system properties, the goal of monitoring, and the type of 
damage evolution (see Fig. 3). The latter can be observed in the state modifications 
as abrupt, slowly changing, or sporadic. In Fig. 3 the modification is shown as slowly 

changing with the life time. 

The system under monitoring must be appropriately equipped with suitable measu- 
ring devices. If the detected modification is significant, further investigations follow, 
and measurements have to be performed at least for model adjustment. 

3 MODEL ADJUSTMENT TO THE CURRENT STATE AND DIAGNO- 
SIS: Corresponding to Eq.(2), it is assumed that mathematical models are adjusted 
to measured states at time 0,-. This means: given the mathematical model M%-\ 
for the time 0,_i, given measurements ü;(f),üi(£),ü,-(i), the mathematical model cor- 
rected with the given measurements —> M, is sought. This is a problem of system 
identification called the correction, updating, calibration etc. of mathematical mo- 
dels. It results in parameter estimation if the irregularly varying measurement errors 
are modelled stochastically, and if the model structure is not changed between the 
time steps i — 1 and i. Additionally, it must be assumed that, in general, fewer 
measured data are available than required for estimating all the elements of the pa- 
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rameter matrices (sec- Kq.(2)), and that the identification procedure should lead to 
fault  localization. 

3.1 Brief Overview of Model Correction Methods: Additionally to the refe- 
rences already mentioned [2], [5], the hooks [6] and [7] are cited in this context. In 
the following it is assumed that the model structure is not modified within the steps 
of the life time considered. 

In order to draw attention to the measurements (erroneous and incomplete as men- 
tioned before: while systematic errors arc detected and corrected, irregular deviations 
are modelled stochastically), estimation methods are applied and subsystem model- 
ling is introduced. The latter serves for error modelling and is a part, of regularization: 
the introduction of a coarser parameter space which relatively increases the informa- 
tion available from the measurements [8]. The substructuring is done by splitting the 
parameter matrices in summand matrices as follows: 

M = EiLi .w„ 1 
«    =   £?=.«, (3) 
K    =    E,'=,A-.   J 

The parametrization is now performed through the introduction of adjustment factors 
to everv summand matrix: 

(4) 

As can be seen, the parameters chosen equal to I result in the prior matrices, and every 
estimated deviation from 1 therefore indicates a submodel modification. Consequent- 
ly, this parametrization serves for localization.The summand matrices generally con- 
sist of many zero elements which can be taken into account within the computation. 
The parameters assembled in the vector a = {a,-} = [aMl aMs. aH1...., o/v-/]

7', j = 
1, ...,S + R+I are to be estimated: a. The estimates inserted into Eq.(4) result in the 

following estimates of the parameter matrices: M, /), l\. which perform the adjusted 
mathematical model. 

The estimator of the extended least squares (EWLS)1 is recommended due to its 
penalty term which can be used for further regularization. 

In consequence, the various adjustment procedures will result from the various resi- 
duals defined. They consist of the differences between the chosen dynamic quantities 
of the mathematical model to be corrected (dependent on the parameters to be esti- 
mated) and the corresponding measured values. An extended discussion of residuals 
will be found by the reader in [9]. Figure 4 shows the possible residuals. Modal as 
well as non-modal quantities can be taken. The choice depends, for example, on the 
type of fault and the properties of the system considered, what can be monitored 

This results from the Bayesian approach with normal distributions for the random variables. 
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Figure 4: The various residuals 

and measured etc. Of course, for significance investigations the covariances of the 
estimates have to be estimated. It must be said that the covanances (at least the 
standard deviations) can often be calculated. However, unknown systematic errors 
are the pitfalls of this procedure. It is also stated that the components of the residu- 
al vectors can be taken for the detection and localization of modifications. Further 

details can be found in the references given. 

3 2 Experience with Model Correction Methods: The correction methods ap- 
plied are formulated as inverse problems which, for spatially discretized models are 
generally ill-conditioned. Therefore regularization methods have to be applied. 1 wo 
countermeasures have already been introduced: the first is parametnzation through 
submodels, and the second is the application of the EWLS with ,ts penalty term for 
controlling the solution. The latter, of course, has to be done by additional informa- 
tion about the parameters. Additional information, for example, is provided by the 
structure and the properties of the related matrices. This stems from the sensitivi- 
ty of the parameters and measurements with respect to the dynamic quantities, the 

measurement errors etc. 

Additionally, the type of formulation of the inverse problems is of great importance. 
It can be done a priori well-posed or ill-posed. The flexibility formulation is thus 
advantageous when compared with the stiffness formulation, because if test forces are 
chosen, they can be chosen in that way that the related excitation matrix will be 
well-conditioned. Similar statements hold true for the force residual method and the 

response residual method (see Fig. 4). 

All in all, it can be said that model adjustment with dynamic mathematical models 
works sufficiently well if the parametrization is adequate to the purpose, and if the 
measured data contain the information required for adjustment to the recent state of 

the system for models that are not too large in size. 
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3.3 Assessment and Decision-Making: First, confidence investigations with re- 
spect to the estimates have to be performed. These can be done by the aid of the 
Hessian matrix or the covariance matrix. 

Model-based assessment and decision use simulations with the adjusted mathematical 
model. All the features of system analysis are available. Various loading conditions, 
and various faults with their effects on dynamic and static performances can be si- 
mulated. Limit stresses, pre-given acoustic levels, limit displacements etc. lead to 
an assessment. One has to distinguish between the properties of dynamic and static 
models. Dynamic models are global, energy-equivalent models, generally with a few 
degrees of freedom (number of modes), while static models with many (static) degrees 
of freedom allow the representation of local properties. 

Cause finding and trend prediction are also based on the adjusted models. Trend 
prediction can be performed deterministically by extrapolation of the Mi, or statisti- 
cally. Decision-making follows the classical rules or can be based on fuzzy logic which 
is discussed in [5] (but not in great details). 

4 APPLICATIONS TO MECHANICAL AND CIVIL ENGINEERING: 
First, an academic example in [5] is discussed. It is a finite element (FE) model 
of a satellite. The damage is introduced by parameter modifications of the prior 
mathematical model. The measurements are also simulated, and include stochastical 
errors. The localization of the damage and the adjustment of the mathematical 
model to the simulated measured data are discussed. The application and the effects 
of regularization on the estimates are shown, taking data sensitivities into account. 

4.1 Mechanical Engineering: Some differences exist between diagnostics and con- 
dition monitoring in mechanical and civil engineering. One difference lies in the fact 
that, in addition to the structural parameters, operational parameters like rotation 
speed and pressure play an important role for systems of mechanical engineering. 
Some prior information is available for machines. For example, the detection of shaft 
misalignment can be done by observing the shaft's relative vibration with the proba- 
bility 0.8, but when observed at the bearing support the probability of detection will 
be as low as 0.1. The same applies to machine casing. With respect to the direction 
of vibration observation for this fault, the axial direction has the probability 0.5, the 
horizontal one 0.3, and the vertical one 0.2. 

Based on these data one can state that for machine diagnostics the fault location 
problem is currently not as urgent as for civil engineering systems (with the exception 
of special cases of turbosets, for example). This may also be due to the much smaller 
dimensional scale of machines in comparison with buildings (approximately ten times 
smaller). However, this does not mean that model-supported diagnostics is not needed 
for machines and equipment. Apart from this, by having a good holistic model of 
some critical machines we can verify and validate the available historical data on 
machine behaviour gathered previously. With the same model we can simulate the 
condition degradation during the modelled usage, and in this way we can build and 
then validate the models, and assess the machine conditions as summarized below: 

712 



• finding weak structural points where early degradation occurs, so that they can 
be modified in successive redesign. If this is not the case, they will be the first 
places for the installation of condition monitoring equipment 

• finding and choosing the best damage-orientated symptom S, (for detection, 
location and assessment), by simulating a number of possible measurable quan- 
tities, and by processing their signals accordingly 

• choosing the best symptom operator 4>{.) for the given case of wear, together 
with its shape factor 7, which allows us to adjust the evolution of mass, spring, 
damping coefficients in our holistic model. This will also serve for the prognosis 
of symptom behaviour in the given operational condition 

• validating by response simulations the fault detection/assessment decisions ob- 
tained from previous statistical data. 

Some of the enumerated tasks and cases are illustrated below. 

The model-based diagnostics for rotor machinery including turbosets will be discussed 
briefly. 

Rotor machinery: Diagnostics is always understood as 'detection - localization - 
assessment'. Localization is not so important due to the statistics already gathe- 
red, and also to the much smaller physical dimensions compared with other systems, 
which provides another range of dynamic phenomena and wave behaviour in particu- 
lar. Hence, with respect to the model-based condition monitoring of machines only 
the detection and the assessment problem have been studied extensively so far. As 
one of the latest examples of such research, reference is made briefly to the main idea 
and findings of paper [10]. This paper, with an extended literature survey, concerns 
the investigation of a simple supported rotating shaft loaded by a concentrated mass 
(ring), which is the model of the rotor. The problem is to develop and/or improve so- 
me known methods of signal processing for the task of the detection and assessment 
of rotor unbalance and shaft crack. It was shown by analytical and experimental 
investigations that the extended Kaiman filter and the modified instrumental varia- 
ble method can be used succesfully for the detection and the assessment of both 
faults with acceptable accuracy when compared with the real condition introduced 
experimentally. The location problem is not investigated. 

Turbosets: The oldest application of condition monitoring and diagnostics in engi- 
neering began in power stations, and with steam turbines in particular. Initially (up 
to the Sixties), this produced the so-called Turbine Supervisory Equipment (TSE) 
based on transducers, analogue signal conditioning and processing. They mainly ga- 
ve some alarm signals and sometimes caused a preselected emergency shut-off when 
the symptom limit value was exceeded. But the main work of the diagnostic inter- 
pretation of elaborated symptoms was carried out by diagnostic staff. 

The rapid development in electronics and computer signal processing has transformed 
the TSE of turbosets into Turbine Monitoring Equipment (TME), with integrated 
tailor-made computers for signal processing especially devoted to turbosets (shaft 
trajectories, cascade spectrum of run-downs and run-ups, symptom alarm and limit 
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values, etc). Since the Eighties this has been the standard equipment of most modern 
power stations, and due to the long application of both systems in practice many 
statistical data from turbine diagnostics have been gathered and elaborated. This 
currently makes possible the application of knowledge engineering and expert systems, 
in particular, to the diagnostics of turbosets. Due to the progress in identification 
theory and practice, and in computer-based systems of the FE-method, and to the 
successful modelling of some interaction effects typical to slide bearing machinery, it 
was possible to elaborate computer models for the simulation of nearly all dynamic 
phenomena important in diagnostics and in the supervision of operating turbosets. 
Another obstacle to the modelling of rotor machinery with journal bearings should 
be mentioned here: the highly nonlinear effects in journal bearings and shaft sleeves 
which were elaborated successfully quite recently. 

Hence, the possibility of elaborating some type of model-supported diagnostics of 
turbosets is now emerging. It is tentatively called the intelligent Diagnostic System' 
which, together with the expert system, incorporates and integrates two knowledge 
bases: it includes a validated dynamic model of the turboset, which can be used for 
checking the statements (assessment) previously made, for confirming the recent state 
conditions (symptom values) and for prediction. 

With regard to the current state of the development of dynamic models of turbosets 
in general, it holds true for the: 

• simulation of some dynamic phenomena (vibration, support reaction, tempera- 
ture, etc.) in good agreement with the experiment 

• modelling and simulation of some abnormal effects of operation, i.e. faults 
• description of the resulting simulated condition in terms of a set of symptoms, 

which already have a good diagnostic meaning. 

In particular, the dynamic models permit one to simulate such faults as: 

• unbalance at any point of the shaft and rotor 

• different types of oil instabilities in journal bearings 

• the evolution of the operational line of the shaft and the resulting position of 
bearing supports 

• cracks in a rotor and shaft and the evolution of the cross-section due to erosion 
• the change in the stiffness of bearing supports 

• abnormal electromagnetic forcings from the side of the generator 
• condition evolution in journal bearings 

• the misalignment of the shaft and couplings. 

This can be checked under the given simulated operational conditions, and will vali- 
date the existence and intensity of faults in terms of diagnostic symptoms and ope- 
rational parameters. The dynamic model also permits one to simulate the dynamic 
behaviour under measured operational conditions and to look for the causes of ob- 
served abnormalities. In addition, simulations with modified operational parameters 
dependent on the structural parameters lead to an assessment of future conditions. 
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Table I: Comparison of identified and calculated eigenfrequencies and modes 

DESCRIPTION 
OF MODES 

EIGENFREQUENCY [Hz] DIFFERENCE 

% 
MAC 

CALCULATED MEASURED 

1.VERTICAL BENDING 0.79 0.756 ± 0.0021 3.3 0.997 

2.VERTICAL BENDING 1.15 1.157 ± 0.0033 0.6 0.907 

3.VERTICAL BENDING 1.32 1.307 ±0.0051 1.3 0.887 

4.VERTICAL BENDING 1.99 1.911 ± 0.0043 4.1 0.932 

1.TORSION 1.21 1.173 ± 0.0054 3.2 0.996 
2.TORSION 1.56 •1.574 ± 0.0065 0.9 0.972 

3.TORSION 2.35 2.274 ± 0.0069 3.3 0.832 

4.TORSION 2.56 2.500 ± 0.0053 2.4 0.887 

The computational expenditure is very high. For low-pressure casing the dynamic FE- 
model has 60,000 DOFs, and it contains at least two nonlinear and non-stationary 
models of slide bearings. 

Consequently, model-based diagnosis in its general sense can be a very powerful tool 
for application in mechanical engineering systems, and this field is also still at the re- 
search stage. There are reports that several turbine producers are working extensively 
on the appropriate developments. 

4.2 Civil Engineering: The application here concerns an existing cable-stayed 
bridge (Norderelb bridge) which was subjected to an eigenvibration analysis and a 
modal test. A detailed description of the development of an expert system can be 
found in [11]. 

Comparison of Calculated and Estimated Eigenquantities: Table I contains 
the calculated and identified results. The mode description characterizes the main 
deflections of the mode. The relative differences between the calculated and identified 
eigenfrequencies are relatively small. The last column contains the values of the MAC2 

for the calculated and measured eigenvectors. The MAC is the cosine of the angle 
between the calculated and identified eigenvectors. In the ideal case this value is 
identical to 1. As can be seen, the eigenvectors agree relatively well with each other. 

Dependent on the catalogue of faults, it now has to be decided whether the FE-model 
used is in fact usable. If not, it has to be adjusted in order to serve as a reference 
model. Correction of the FE-model will not be performed here, because, as will be 
seen next, the FE-model is usable for the detection and localization. 

Simulated Damage and its Description: The lower chord of the main girders is 
build as a bottom flange. The cross-section is closed in the middle field of the bridge, 
and in this area the stiffness is mainly determined by the ground plate.   However, 

2Modal assurance criterion. 
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Table II: Comparison of the eigenquantities of the damaged system and the reference 
values 

DESCRIPTION 
OF MODES 

EIGENFREQUENCY [Hz] 
DIFFERENCE 

% 
MAC 

REFERENCE 
DAMAGED 

SYSTEM 
(SIMULATED) 

1.VERTICAL BENDING 0.765 0.79 3.3 0.985 
2.VERTICAL BENDING 1.157 0.89 -23.0 0.860 
3.VERTICAL BENDING 1.307 1.23 -5.9 0.562 
4.VERTICAL BENDING 1.911 2.04 6.8 ss 0 

l.TORSION 1.173 1.23 4.9 0.994 
2.TORSION 1.574 1.68 6.7 0.960 
3.TORSION 2.274 

2.37 
4.2 0.818 

4.TORSION 2.500 -5.2 0.120 
5.TORSION 2.652 2.60 -2.0 0.938 
6.TORSION 3.600 3.50 -2.8 0.922 

in the end field, defined by the large deflection of the 2nd vertical bending mode, 
the bottom flanges of the longitudinal girders are essential. It is assumed that these 
flanges are completely missing: the stiffnesses of the bottom flanges in the end field 
are removed in the related FE-model. 

The damage simulated in this way leads to the simulated eigenquantities as shown 
in Table II. Again, a comparison of the eigenquantities of the (simulated) damaged 
system with the corresponding quantities of the reference model is now presented. 
The effect is enormous. The 2nd bending eigenfrequency shows a reduction of 23% as 
an effect only of the stiffness reduction in the end field. The related mode does not 
differ in its shape from the corresponding mode of the undamaged system. Most of 
the MAC values differ significantly from 1. This is mainly due to the changed signs of 
the modal vector components (not shown). By comparison with the reference model, 
the number of DOFs (of normal modes) is now reduced. This is astonishing when one 
looks only at the stiffness modification in the end field. Here a sophisticated decision 
based on a significance test is unnecessary. This result shows the strong stiffness 
coupling of the various fields of the bridge. 

The eigenquantities permit the detection and localization of the assumed damage, 
and therefore they are good symptoms in the example considered. The 2nd bending 
mode shows the main deflection in the end field (damaged as well as undamaged). The 
eigenfrequency of the damaged system is much smaller than that of the undamaged 
system; consequently, something has happened regarding stiffness reduction (or added 
masses) in this vibrating field. Inspection will confirm the result. 

This means that the reverse method, namely the adjustment of the reference model, 
can easily be performed by looking at the used and known FE-models, and, of course, 
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when taking into account the modification of the number of degrees of freedom. The 
diagnosis is easy to perform with the available knowledge. Assessment will lead to 

action. 

5 CONCLUSIONS: Signal and signature supported diagnosis are well known and 
have already been introduced for the monitoring and diagnosis of (vibrating) systems 
in operation. Higher demands with respect to the safety and lifetimes of systems 
require efficient and automatically elapsing tools for assessment and decision. From 
the economic point of view, the costs of development, and the costs during operati- 
on/service of a system, can be reduced if the faults of a system are detected early 
and their evolution is known. Assessment of such faults then leads to action in time, 
and avoids subsequent costs. The costs of monitoring itself can also be reduced if the 
monitoring is performed state-dependent and event-dependent, and not periodically. 
With regard to machines the importance of monitoring and diagnostics is obvious, 
because condition monitoring was introduced in this field of application much ear- 
lier than in other technical fields. For civil engineering systems it is obvious that 
the deteriorating infrastructure and environment both pose challenging problems for 
engineering and diagnostics as well. It would be a great contribution to society if 
engineers could save even a fraction of the percentage of the cost by improving the 
present method of maintaining the infrastructure and by designing in a new, more 
service-orientated manner. Efficient diagnosis procedures are the basis for economic 

renewal engineering. 

Model-based diagnostics is theoretically an optimum method for damage detection, 
localization and assessment, because verified, validated and usable mathematical mo- 
dels at every state condition are the best knowledge base available. The expenditure 
is great. However, dependent on the complexity and criticality of the system and its 
societal and economic importance, the expenditure on monitoring, measurements and 
the subsequent computations can be much lower than any other approach required to 
achieve the necessary safety and performance, not to mention the breakdown costs. 

The recent advancement in computational engineering (software, hardware, and nu- 
merical methods), the development in measuring techniques and in system identifi- 
cation encouraged the authors to propose and discuss the system identification-based 
methodology for diagnosis. 

As already stated, model-based diagnosis is discussed from a methodological point of 
view; this means that the intention is to provide the reader with a stimulus and an 
overview of some methods, so that he/she will be able to start the investigation of 

his/her particular problem. 

Modified forces and environmental conditions have to be taken into account, of course. 
Environmental parameters and (resulting) special conditions, such as pre-stressing, 
have to be known and registered or taken as additional loads in the particular case. 

The quality of the models used is decisive in the procedures discussed. The results 
will only be as informative as the models are able to describe the required properties. 
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One has to distinguish between global identification and local identification. This is 
discussed through the distinction between dynamic models and static models when 
subsystem modelling is considered. Dependent on the criteria decisive for assessment, 
it can be necessary, after fault localization, to use an expanded static submodel for 
that part of the system where the damage affects safety, performance, or comfort. Or 
it may be necessary, too, to introduce additionally a damage model in order to obtain 
detailed information about the extent of the damage. These facts require adaptive 
models, but it may be a long path until a procedure which uses such adaptive models 
is achieved. 

Adaptive models should take into account expected and predicted damage and the 
resulting changed external forces in order automatically to perform an assessment 
and trend prediction. 

The content of the book [5] is restricted to linear models, although nonlinear system 
behaviour is partially discussed. In each application a check has to be made as to whe- 
ther this assumption will be approximately valid (property-dependent and purpose- 
equivalent). For systems behaving nonlinearly, the reader's attention is drawn to [12] 
and the references cited in it. 
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DAMAGE DETECTION OF DYNAMICAL SYSTEMS BY SVD 
AND INFLUENCE COEFFICIENTS 

A. Lenzen 
Ruhr University Bochum IA/6/47 

D-44780 Bochum, Germany 

Abstract: This paper deals with a new method to investigate dynamical systems based on 
singular value decomposition and influence coefficients, which are deduced from the integral 
solution of the state space equation. The investigation can be used for a damage detection 

of the dynamical system. 
Key Words : Damage detection; structural dynamics; system identifikation; singular value 

decomposition 
INTRODUCTION : Most buildings of structural and mechanical engineering are dy- 
namical constructions which can be analyzed by experimental measurement to registrate 
structural changes. Constructions are damaged as results of overloading, fatigue and aging. 
With measuring vibrations and methods of system identification it is possible to determine 
and localize these damages to repair the buildings. 
In opposite to numerical models with methods of finite elements, the new method to inves- 
tigate dynamical systems and registration of structural changes is based on the black box 
model or state space model as known in system theory. The physical system, a real dynamic 
construction, is measured and described by parameters of the state space realization. The 
parameters of the numerical model are estimated by the generalized singular value decom- 
position out of input and output quantities of the black box model. The parameters of the 
state space realization are not unique and allow no localization of structural changes. 
The introduced influence coefficients, evaluated from the integral equation of the model, al- 
low a damage detection of the dynamical system under investigation. The suitability of the 
method is demonstrated by an experimental model. 

SINGULAR VALUE DECOMPOSITION : The singular value decomposi- 
tion (SVD) is a numerical algorithm [1], which enables the decomposition of a matrix 
A G Kmx" into two unitary matrices of complex numbers (two orthogonal matrices of 
real numbers) and one diagonal matrix. The first stable computer program was presented 

in 1969 by Businger and Golub. 
The theoretical generalization of the SVD of two matrices A 6 KmX",B G Kpx", referred 
to as GSVD (Generalized Singular Value Decomposition) was first described by Paige and 
van Loan [7] [6] in the years 1976 and 1981. 
For a matrix 

A G Kmxn 0) 

the decomposition for the SVD results in two unitary matrices 

U = [u1,---,ura] G K*"xmandV=[v1,---,vn] G K"x", (2) 

so that for p = min(m, n) the equation 

U*AV= diag(a1,---,ap) G Rmxn, (3) 
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is valid whereby a\ > a2 > ... > ap > 0. 

The a, are referred to as singular values, the u, as left singular vectors and the v, as right 
singular vectors. The rank of a matrix can be determined by using the SVD. If the matrix 
A   6   iKmxn occupies the rank r then with the aid of the unitary matrices U   G   Kmxn, 
V G Knxn and the diagonal matrix E^ G R 
factors 

"  0"! 

it is possible to reduce the matrix A into 

0 

0 0 

U*AV (4) 

whereby the singular values <7i > a2 > ... > <rr > 0. 

The quotient of two singular matrices AB-1 can be presented as a generalized SVD. Two 
matrices 

A G Kmxn 

and 

B G IKpxn, 

with the same number of rows can be separated into two unitary matrices 

U=[U!,-- 

and one invertible matrix 

G K" andV = [v^-.-.Vp] G Kpx 

X Xl, G IK" 

so that 
U*AX diag(a1)- I Or, • ar+5 

V'BX   =    &\ag{ßu-.-,ßT,...,ßT+ 

■,a,,0)     e Rmx" 

■,ßk,0)     G Rpxn 

(5) 

(6) 

(7) 

(8) 

(9) 

a, = 1 ft = o i = 1,.. ., r, 
a, < 1 Ä>0 i = r + 1,.. ., r + s, 
a, = 0 ft = l i = r + s + 1,.. ., k. 

and further that in the case of nontrivial pairs of singular values the following can be said 

(10) 

Further forms of SVD algorithms can be found in the newly literature of numerical analysis. 

DYNAMICAL SYSTEMS : Dynamic constructions in mechanical and structural en- 
gineering are treated numerically by discretising them by methods of finite elements. The 
mathematical model describes the reality, under assumption of the theory of elasticity with 
a differential equation of second order. 

The equation of motion for a finite element model, if elastic material laws and small defor- 
mations are presumed, can be found as 

Myw + Dy(() + Ky w = u([) (ID 
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with M • mass matrix, D : damping matrix, K : stiffness matrix, y,y,y : displacement, 
velocity, acceleration and u : force vectors. The dimensions of the matrices correspond to 
the degrees of freedom of the chosen models y,u G R5;M,D,K G RsXs. 
It is possible to transfer a differential equation of second order into a differential equation 
of first order, thus gaining access to the state space realization. 

yw 0 I yw + 0 

. yw. -M-'K -M-'D j L y« - M l 

xw B 

UW 

11(0 

with 
I   0 Cx,, 

(12) 

(13) yw= [l u Jxw>      yw = ^xw 
As the state space [2] [8] of this model can be interpreted in direct physical terms of displace- 
ment and velocity thus it must be considered as a special case of a general representation of 
a vector differential equation with A G R2sx2s, B G Etai,C G Rsx2s,x G R2s. 
The parameters of the equation are known factors derived by the laws of mechanics thus th.s 
state space equation must be seen as a synthetic mathematical model, figure 1, representing 

reality. 
unknown : 
A G Rnx" 
B G R"x' 
C G Rpxn 

known : 
I/Op, 9 

u(t) e R' 

Input Output 

known : 
A G R2sx2s 

B G R2sXS 

C G Rsx2s 

unknown : 
I/O 

Figure 1: Analysis (left) / Synthesis (right) 

The state space, in contrast to the above example, can generally be regarded as a represen- 
tation which does not lend itself to a physical interpretation. In this case the dimension n of 
the state space is an unknown. The state space model in its entirety of <S{A, B, C} is how- 
ever depicted in reality as a mathematical model according to the principles of cause and 
effect Input and output quantities y(t), u(() connect the state space to the "outside world 
through the parameter matrices B and C by means of the following two equations: 

SW Ax(t) + Bu ■(0 
(14) 

yw = Cxw. (is) 

If the parameters A G Rnx",B G Rn*9, C G RpXn are unknown, then this method of 
state space realization is also referred to as the black box model. By determining the un- 
known parameters A, B, C with the input and output quantities it is possible to analyze a 
real system This is the reason why the black box method can be regarded as an analytical 
mathematical model, figure 1. The state space of the black box model is not a unique de- 
scription and it cannot be directly interpreted in terms of general physics, because the input 
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and output is measured and different state space models may have the same result. It is al- 
ways possible to transform the parameters of the models «S{A, B, C} with the coordinate 
transformation 

XW = P«£w> (16) 

into a alternative state space realization 52{P^)
1AP(t) - P^jP(t), P("t)B, CP(t)}. The so- 

lution to the vector differential equation of first order is known, in the case of linear time 
invariant systems it is 

y(f) = "P(()xo + J T((|<7) uw da 
to 

t 

= V(t)Xo    +T(t)    J    Q{a)    u 
to 

t 

=  TVjXo + Ce^-'o) j'eA(t°-°)Bu[a) da 

da (17) 

The hankel transformation represents a special case of state space realization, figure 2. At 
point t0 the past state is transformed into the future state. 

to_ 

Input State Output 

Figure 2: Hankel transformation 

y<o 
"■0 

"P(t)X0    ;     x0 =   /  ß(<,)U(o.) da (18) 

The special feature is that the input u(t) is turned off at point t0, thus it can be said in gen- 
eral terms that the hankel transformation can be regarded as a generalized impulse response, 
which forms the subset to this. 
The input u(t) e IR" is excited in succession through special signals, for example a im- 
pulse function. Then the time synchronous measured output y(t) G Rp will represent the 
information of the dynamical system in form of the hankel transformation. 

^0 

x0; = j eA<t0^>B 
0 

e,- = l 
0 

£((„_„) da = hi    ,     i = l,...,q (19) 
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The state space vector x0 G K" transmits the information of the mathematical model from 

the input to the output. 

After assembling the single measured output vectors y(t)ii G Rp from the selected input 
channels u(t),;  G 1R9 ; i = 1, • • •, 1 *ey will serve as information to build the dynamic 

m0deL r I I       I „       1 - Y,, - CeA('-to) B G Wxq (21) [ y(t),i I y<t),21 • ■ • I y(o.9 j - Y w - ue 

This formulation is corresponding to the parameters of the state space model. As a matter of 
fact the continuous signals Y(t) are sampled by a digital computer. The equidistant discrete 
measurements, with t^ < t, < tJ+1 and At = tJ+1 -13, j = 0,..., oo, can be formulated 

as followed 

Yo   =   Y(io) = CeA('"-f«'B 

Yl   =   Y(il) = CeA("-'»'B = C AAt B 

Yj   =   Yfe, = CeA(''-fc)B = C(eM')JB. 

The equations illustrate the interrelation between the measurement and the model param- 
eters. If the system under consideration is time invariant a so called hankel matrix can be 

constructed out of the sampled output data. 

H = 

[ Yo Y! Y2   • •       Yool 

Yi Y2 

Y2 

Yoc 

(22) 

The theoretical dimensions of the hankel matrix are infinite. 
In opposite to the infinite measured hankel matrix the numerical formulation of the mathe- 
matical model lends to a block-dyadic structure. 

H   = 

H 

C(e AAnO   1 

C(e- ,AAtU 

C(e ,AAn2 

C{eAat) 

TQ      ; 

„AAt-iO B I {eAAtYB \ (eAAt)2B 
„AAt"\oo )»B] 

Rang(H) 

(23) 

(24) 

The two matrices V G K°°xn and Q G K"xo° contain linear independent rows and 
columns which build the block-dyadic structure. The matrices although possessing an infi- 

nite dimension still occupy a finite rank n. 
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Kaiman [3] introduced this process into the systems theory by means of linear algebra. If 
the rank of the matrices corresponds to the systems order n, then the linear transformations 
are unique. 
The determination of the numerical model parameters A, B, C is based on the special fea- 
tures of the hankel matrix, the calculation is shown in the following text. 

INFLUENCE COEFFICIENTS : If the parameters A, B, C of a realization 
<S{A, B, C} for a synthesis or an analysis model are known, then it is still possible to 
change the state space by means of a similarity transformation. This is the reason why a 
direct physical interpretation of the state space realization, as presented in the introductory 
mechanical example, is only possible in exceptional cases. 
In engineering Green's function is well known as a solution to the bending differential equa- 
tion and as such represents the solution in form of an integral equation. The flexibility coeffi- 
cients Sij which appear as discrete values in Green's solution are known in civil engineering 
in the form of influence lines. 
The weighting matrix T(t|0.) when seen as an integral solution to the vector differential equa- 
tion of the first order is comparable to Green's function. 

I 

yW=/TMuwda (25) 
to 

With the aid of the spectral decomposition of the weighting matrix it is possible to gain direct 
access to a physical interpretation of a realization. After converting the fundamental matrix 
into a simple Jordan canonical structure 

eJ(*-to) = PjieA(«-io)Pj    f (26) 

it is then clearly possible, after ordering the eigenfunctions, to convert the realization with 
the state space transformation 

" Ai 
Pw = PjeJ('-(°)    ,     J = 

A„ 

(27) 

into the state form without the feedback variables S{0, S(t), V(t)}- The components of the 
weighting matrix T((|(r) = T(t)Q(<j) then decouple themselves per system eigenfunction. 

t 

y<() = V(t)     J ÖM uw da 
to 

t 

=       CeA^^j eA('°-)B uwdcr 
to 

= J2jfv^l-V >< e-*.>-*>feiiuw da 
,=1to 

n ' 

= E    Fdyn,i   / eM'_tr) uHda 

(28) 

726 



When reordered and multiplied dyadically, the integral equation then is made up of a sum 
of n constant matrices Fdyn and the corresponding system eigenfunction. The matrices 
Fdni e €pxq, which can be built up dyadically from the vectors iv<t and fC|i for every 
system eigenfunction e\ form the dynamic coefficients of influence. 
The constant dynamic coefficient of influence matrix Fdyn is comparable to the influence 
lines or 5-coefficients in engineering. The coefficients of influence can be interpreted phys- 
ically according to the principles of cause and effect. The column j of the Fdyn,i matrix 
shows the influence asserted at the p output points and how it affects a selected input chan- 
nel j with an excitation in its system eigenfunction. 
In contrast to the parameters A, B, C of a realization, the dynamic coefficients of influence 
Fdyn,i with the corresponding system eigenfunction eAi are physically interpreted character- 

istic quantities for a mathematical model. 
REALIZATION OF DYNAMIC SYSTEMS : The term "realization" is used to de- 
scribe the determination of the parameters of a dynamic system 5{A, B, C}. The deter- 
mination of the parameters of an analysis model, the black box, can be deduced by means 
of a hankel transformation using discrete measurements as is described in the following. If 
the information on a real measured dynamic system is available in the form of two hankel 
matrices Hi; (Y„i = 0,1, • • •) and H2; (Y„i = 1,2, • • •) , then it is possible to determine 

the parameters of an analysis model. 
Both hankel matrices Hx and H2 can always be constructed from a block dyadic form. In 
this case the three matrices Ti-T2-Q with their linear independent rows and columns 
together form in their entirety a generalized block dyadic structure, which in turn enables the 
determination of the unknown system parameters A G Rnxn,B e Rnx" and C G 1R     . 

Hi = T,Q = V(eAAt)°Q (29) 

H2 = T2Q = T{eA^)lQ 
,AAt    £ 

Because of the global time shift invariability of the system the parameter matrix e 
IR"*" is contained in the relationship of the two matrices Ti and T2 with their linear inde- 
pendent columns. Furthermore, the parameters C € R"x"andB € R»*« are to be found 
in the first p-rows and ^-columns of the block dyad T-Q.lt is possible to determine the 
parameters for a dynamic system 5{A, B, C} by means of the generalized block dyadic 
structure T\ - Vi - Q using two hankel matrices Hi and H2. 
The generalized singular value decomposition of the two measured hankel matrices Hi and 
H2 makes it possible to determine this sought after dyadic block form. The sought after 
linear independent rows and columns can be determined by decomposing or factonsing the 
hankel matrix with the normal pairs of singular values and the accompanying dyads. 

H, = ÜX-1 = USH.X"
1
 = T,Q = T(e^)°Q (30) 

H2 = VX"1 =VS„2X"1 = T2Q = T(eA^YQ 

The parameters of the realization are then known with the exception of a possible similarity 

transformation. 
C = T(l:p,l:n)   = U(l:Pll:„) 
B =   Ö(l=n,l:,) = X^n,1:,) (3D 
£AAt = V\Vi = tjtV 
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SEPARATION OF SIGNAL AND NOISE : The input-output values for the analysis 
model must be available in digital form. Here it is important to distinguish between two ra- 
tios of accuracy. Simulated and real measurement must be classified by means of a different 
numerical quantization. 

Simulated values are available in the digital computer precision of 7 = 10"15 and are di- 
rectly accessible for the calculation of a black box realization. In practice sampled data are 
full of errors, because of the inaccuracy in measurement [1] [4]. The so called inaccuracy 
of the measurement can be described in general as white noise. The measured date are each 
correct to within an approximately A/D-converter precision of 7 = 10"3- 
The realization algorithm when based on the generalized singular value decomposition com- 
prises a joint determination of the rank of the two matrices to be factorisied, a fact which is 
dependent on the precision of the digital computer. When analyzing with measurements of a 
high inaccuracy it is therefore necessary to insert an external rank determination beforehand, 
which can also be interpreted as a separation of signal and noise. 

H measurement H signal + Hn 
Hi 
H2 

Ui   U2 
Si 

vi (32) 

The principle singular value curve shows the significant differences between the singular 
values, which are assigned to the signals and those of the noise. The limit is to be found ap- 
proximately by CT17, which is the maximal singular value multiplied by the numerical quan- 
tization. 

The curve of 
singular values, 
selection of 
principal values. 

Figure 3: Singular values of the hankel matrix 

The complete hankel matrix is reconstructed after the selection of the signal has been made 
by means of the significant singular values which represent the amount of energy present in 
the signal to be measured. 

H signal 
Hi 
H2 

= Ui   0 
"Si 

0 
'vi' 

0 
(33) 

The calculation is reduced if the redundant information in the two hankel matrices is taken 
into consideration. 

DAMAGE DETECTION : At this point the methodology of using the dynamic coef- 
ficients of influence in order to localize a change in the system [5] together with the state 
space realization as a method of analysis are briefly outlined. An experimental model is used 
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to demonstrate the suitability of the methodology in real measured systems. The laboratory 
model is approximately 2.5 meters long and is made up of two bars with square cross section 
of steel joined together by means of soft steel bars. The real model was measured and four 
accelerator sensors were attached at intervals to a length of beam, shown in figure 4. 

|| |       I 

& 
fi~J2 

£ i 
cz 

II II 
Figure 4: Principle sketch of measuring and location of weight 

orriinate : influence    abciss: output (integer)    labeled : input (selected) 

delldyn        o-t    A-2    +-3    X- 

M>MIMO  mbm2(mbn2)   EIB:07ID7) TTT:      51.52271      56.27681   Dae:      -.49691      -.6640) 

Figure 5: Difference of influence coefficients 

An extra weight of 10 % of the overall weight was used to change the dynamic system. The 
pictures show examples of the difference in the most significant coefficients of influence on 
the corresponding system eigenfunctions. The lines of influence of the basic eigenfrequency 
do not allow us to draw conclusions as to the localization of change in the system. This 
peculiarity is due to the low number of measurement channels. 

729 



Ordinate: influence     abciss: output (integer)     labeled: input (selected) 
© -t     A-2      +-3      X-4 

t~ 

: 
/ / / / /            _-- 

\ \ \ \ 
N  \ 

r\ f\ 
i V\                              '' t \ /                   // 
: \^ V-7 \                              / / 

: 

1 '  ■ 

\j \   / 
\                     / \                  / 

^x-'                     Fn 

1.5 2 2.5 3 3.5 4.5 5 

APMIMO mbm2(mbo2) E)ecDl(Dl) Pre: 217.65611 221.2460) Dae: -2.26641  -.5377) 

Figure 6: Difference of influence coefficients 

The higher eigenfrequencies ( figure 5 and figure 6 ) and their lines of influence point to a 
change in the structure between the input channels three and four. Taking into consideration 
the consistent forms of the lines of influence ( figure not shown ) at the third of the eigen- 
frequency, it can be deduced that the change in the structure must be located in a form node. 
Overall it can be said that the lines of influence enable a clear localization of the actual point 
of change in the system, namely between input channel three and four. 
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DYNAMICS OF MULTIMODAL ROTORS WITH TRANSVERSE CRACKS 

Paul Goldman 
Agnes Muszynska 
Donald E. Bently 

Bently Rotor Dynamic Research Corp. 
1711 Orbit way, Bldg. 1, Minden, Nevada 89423 

Abstract: This paper provides insight into the lateral response of a cracked multimodal 
rotor during the transient processes of startups or shutdowns. The transverse crack on the 
rotor is treated as a structure singularity which provides an additional local flexibility and 
mass reduction. The influence of it on the global rotor behavior is estimated. The rotor 
lateral synchronous, 2x and constant response components are investigated from the mode 
shape standpoint. The sensitivity of lx mode shapes to the crack has been proved. The 
results are formulated as suggestions for vibration diagnostics improvements. 

Key Words: Multimodal rotor, crack, diagnostics, lateral vibration. 

INTRODUCTION: The continuing interest of scientists and engineers in the dynamic 
behavior and early detection of the rotors with cracks is stimulated by a relatively high 
frequency of crack occurrence. According to Bently, Muszynska [1] during a period of 10 
years at least 28 rotor failures due to cracks were documented in the USA power industry. 

The topic of cracked rotor response has been treated in many papers. Dimentberg [3] 
was apparently the first to report the effect of the rotating stiffness asymmetry on the shaft 
lateral vibration. Henry and Okah-Avae [8] performed a computer study where the weight 
of the rotor was reported to be responsible for the 2x resonance. Mayes and Davis [10] 
studied the behavior of a cracked shaft model which took into account opening and 
closing of the crack as a stiffness step-function. Gasch [5] modeled the breathing crack by 
a spring-loaded hinge, and performed a computer simulation which showed a subharmonic 
resonance. Grabowski [7] used a modal approach to the problem. He developed a 
theoretical model of the crack mechanism, which showed a good correlation with static 
experiments, and used it in a dynamic model of the rotor. Inagaki, Kanaki and Shiraki [9] 
applied the transfer matrix method. They modeled the breathing crack as a step-function 
for the bending moment and applied the Fourier series expansion to find the solution. 
Muszynska [11] considered both gaping and breathing cracks and investigated the 
interaction between rotating and stationary stiffness asymmetries. Nelson and Nataraj [12] 
investigated analytically the spectrum change due to the nonlinearities introduced by 
cracks. Bently and Muszynska [1] emphasized the importance of the observation of the 
rotor lx and 2x filtered response vector changes for early crack detection, including not 
only amplitudes, but also phases. A significant number of papers were published on the 
finite element modeling of the cracked shafts, for example: Chen and Wang [2], Dirr and 
Schmallhorst [4]. 

As it was shown in numerous publications by Bently and Muszynska, in 70% of 
successful early crack detections cases the most important symptom of the crack is a 
change of rotor lx response vector (amplitude and/or phase). The remaining 30% exhibit 
changes in 2x response.   The insufficient knowledge on the impact the crack has on the 
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rotor mode shapes stimulated the study presented below.  This paper is a continuation of 
the paper by the same authors [6]. 

MATHEMATICAL MODEL: The goal of this study is to evaluate the multimodal 
cracked shaft synchronous response behavior during startup or shutdown for further use in 
the vibrational diagnostics technique. In order to accomplish this task a simple rotor train 
supported at the ends in two bearings is considered. The rotor dynamics is described in the 
stationary coordinate system by lateral horizontal x(s) and vertical y(s) displacements of 
the rotor cross-section center with axial coordinate s, and in coordinates rotating with the 
rotor by the corresponding lateral displacements £,(s) and r/(s). The rotor is weakened by a 
transverse crack at the axial location sc in the direction of rotating axis £. Since the major 
dynamic effect of the crack on the rotor vibrational response comes from the rotating 
stiffness asymmetry, the influence of the breathing crack is neglected. The crack therefore 
can be described by the different geometric inertia moments about the rotating axes I4 and 
/,. If the rotary inertia and shear stresses are neglected, the equations for the uniform rotor 
lateral response can be written as follows: 

3s1 2     ds1 

-E 

d:? 

•    ds2) ds 

h=h.£y. 
2 

1,-1 

ds 

c?x 

sin2nt = Qx 

4   ^—}sm2nt = Q 
2    ds2) (1) 2    ds2)      ds\   2 

where Qx , Qy are the axial distributions of the radial forces projected on x and y 
directions, correspondingly. They include distributed unbalance, constant radial sideload, 
damping forces, and distributed fluid forces. The moments of inertia /^ and /, about the 
corresponding rotating axes are equal to each other everywhere except at the crack axial 
location. The appearance of a crack also affects the local linear density p of the rotor. 
The affected parameters relate to those of the undamaged rotor as follows: 

WoM i^y. WoM <^)4p='4-<^ M (2) 

where 5() is a function of Dirac.   The expressions (2) can be obtained if the crack is 
substituted   by   a   beam   element   with   the   length   As   and   moments   of   inertia 
/f'=/°H'""S^'J'   with Iinear density f = P"{sJi-~M\ and then the corresponding 

limits, when As-> O , are considered. 
Note that if there is no crack on the rotor then /, = i4 = /„(,), p = Po(s) for any axial 

coordinate s. The system for this case becomes symmetric, and the normal modes Zk (s) can 
be easily introduced. mk,Dk,vt are the modal mass, damping, and natural frequency of the 

undamaged rotor respectively. The time dependent part Qi(s)exJ{j(ni + a{s))] of the 

distributed lateral load complex vector Qx +jQy represents distributed unbalance. The 
constant component is a distributed radial sideload. The component proportional to the 
velocity is damping force density, and the component perpendicular to the displacement is a 
distributed fluid force. The relation 
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)zk(*\Q. +jQy]&=-A(io* +7Äi)+'"A"2 exp(M)-Ä +JODM*U +Jy») (3) 

describes the modal damping A„ unbalance ek {<pk = Q/+«t), radial side loadPt, and Fluid 
Circumferential Average Velocity Ratio A*. For simplicity the modal radial side load 
force pk is assumed to be vertical, downward. The lx rotor lateral response vector 

Jl\s,i)+jy\s,t) represents the system reaction to the distributed unbalance force. In 

rotating coordinates it becomes constant. 
xm(s,t) + jym{s,t) = exp(jat)[Ti1)(s) + j4{'\s)] and can be expressed for the undamaged 

rotor in the following form: 

(4) SDSt 

SDSt =mt(vk
2-tf) + jnDt{\-Xt) 

where $,£> are the components of the A-th mode lx lateral displacement in rotating 

coordinates, sosk is a synchronous dynamic stiffness of the *-th mode. The modal 
functions Xk(s) of an undamaged rotor can be used to simplify Eqs. (1) for the cracked 

rotor. In rotating coordinates they can be reduced to the following system: 

0'' + 20'k(gkacoka+j) + 0k[(ok
2-l + 2jgkao,ka{l-^)] + (»ka

2qka0k =v'" +EtjT
1D' + 

■3c£ft (5) 

where: 

\ = 
R^+RtEI^L ( ji 

mjVi. ds1 

--co. 
1-A, 

fjsc)LXk{sc) R^mJM£z* 
ßk=        mk        '*"     2       mkv

2   [ds2 

EI0{sc)L 

l-ß„M'   h    >^(l-AtXl-Ar)vrvt 

>*t *X, 
ds2   ds2 

,mka=mk{l-ßkM) 

^ = 2mkvk^-lkl\-ßkM) ' q" = 1-A, ' ** = ^2(l-ftM) ' "* = 1-^ ' 
, e^ =- 

(6) 

®t=-^-, T = Ot,4-=', xk+jyk={rik+jZk)exk{jT),0k=Tik+j£k,  0k=T}k-j£t 
Cl at 

Here instead of assumed vertically directed modal radial load (-jEh) a generalized complex 
vector £tais used. Note that nondimensional coefficients akr describes the influence of the 
mode r on the mode k due to the crack, and depend only on the crack axial location. The 
system of equations (5) includes the crack parameters M, Ä, and R(, which are functions of 

the crack depth and the geometry of the rotor cross-section at the crack location. 
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Equations (5)        are        linear        and        allow        for        a        forced 

solution^ = gto + *L-JbLgkieJa> +ek2e~JQt where ek0 represents the lx vector response 

of the cracked rotor in stationary coordinates,  V^ is a 2x vector, and ek2\s a 

constant component.    Balancing the corresponding terms of Eq.    (5)   the following 
equations can be derived for different rotor response components: 

M^
2
-

1+2
;?^(I-M+<?ä=V*.+ £ VbKf^.VAj 1(7) 

e>!\
(0^-^+V<;la,coka{2~xl!a)]+coka

2akkek2 = f; 

0»W -2JS*S»^>) 4^-1 ^ajtl =Eb+± 

\.r*k V "*; 

/«.. r&+*. 

®„»„ 

*„-<?,2|(8) 

'(9) 

IX ROTOR RESPONSE COMPONENT:      Note that Eqs. (7), which determine the 
rotor response synchronous component, include only two crack parameters /?,and R4. 

Equations (7) allow the expression of changes in the total lx rotor response through the 

new modal functions zl''\s) ((,7 = 1,2) 

y(l,2) „(2,1) . /  ' ^^ 

,        (1)   (1) 
wnere uk , wk are new modal variables: 

»1,}+M] =™^ekexp(jak)ISDSk^, SDStjM =SDSk, + SDSk2 

SDSk, =m^[wj -1 + 2,^4 SDSk, -mjtmjq,. expl^farg^,)-^] ° ° 

The derivation of relations (10)-(11) has been done under the assumption that the 
parameters of the crack V( are of the first order of smallness (/^ = 0(e), e «1) and 

the terms ofthe second order of smallness were neglected. The modification of the modal 
dynamic st.ffhess due to the crack (compare Eq. (11) with Eq. (4)), aside from the simple 
reduction ofthe corresponding modal natural frequency and effective damping factor seen 
in the first term SDSU , also includes the rotating modal stiffness asymmetry parameter gk 

in the term SDSU, which depends on the angular orientation ak ofthe modal unbalance 

The modal lx response, described by the Eqs. (11) is presented in Fig. 1 in Bode and polar 
plot format for different angular orientations ofthe modal unbalance. The maximum lx 
amplitude through the resonance corresponds to the unbalance orientation ak = 3* / 4 The 

minimum lx amplitude (lower then that of undamaged rotor) is observed at the unbalance 
orientation at =»/4 ( see Fig. 1, case 2). It is important to note that Fig. 1 describes the 
behavior of true modal coordinates which differ from the directly measured rotor lx 
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response, lx rotor response represents a sum of products of the modal coordinates and 
modal functions, which are also affected by the crack (compare Eqs. (4) for the 
undamaged rotor with Eqs. (10) for the cracked rotor). Note that modal functions in the 

of undamaged rotor (see Eqs. (4)) are transformed into 2x2 modal matrices.   The case 
modal matrices represent corresponding modal functions. 

US ..     1*      ... 3 „_      " 
Rotallva speadto natural frequency ratio 

Q- vk 

Il$v 
^•O- 

0^® " 
OJ 

Relativ i spaed torn lurall-aquer ey ratio 

L 

Figure 1. Nondimensional modal lx response Lf+jJ?])/ek for: undamaged rotor (0) and 

four different modal unbalance orientations for cracked rotor: 1) «t=o, 2) a* =45% 3) 

ak = 90° ,4)  ak = 135»   gk = 0.2 , Ak = 0A,qk = 0.2,   M = 0,Zk = 0.48 

2X AND CONSTANT ROTOR RESPONSE COMPONENTS:   Equations (8), (9) 
describe 2x and constant components of the rotor response and are investigated here. A 
small  parameter  e which  indicates the  magnitude  of the  major  crack  parameters 
( fi,,Äj = 0(e), e «l) allows the presentation of the solution of Eqs. (8), (9) as a series: 

(R,-R„ (R4-Rn K- U*+^ + f..),Oa=lf& + s(f&+*(® + f... (12) 

Substituting Eqs. (12) into Eqs. (8), (9) and balancing the terms of the same order of 
smallness the following expressions for the terms of the series (12) can be obtained: 

*£'=- ffl4.
I-4 + 2/si.»1.(2-Ai) 

<**K 
■I 

vm~     ajE' 

o*. + V?y.K   JZtimkaconl+ 2jq„K_ 
, CIT — 

toJPkc -2/?*A) 

2      (Oto-VStoKrt,, 

•^ \m.. 
2L <°b>t 

V    „       \m'°n   «M    flW -  2j    ^raJ afrVn > °k\   -  „    1      4,0l>     „     C9        I    \ 
-\t*k \mka <°ka    -/* + 2J?ka

(0ka\1-Ak) 
rTr[-«>a41» + 

Ifflt.     \      2 r=l.r*t 

e<2) = 1 

tokl-2jgkaXt 
-G>k*akk 

*t-*. 

XT' \mro 
/      ^ra, \ "k ili««?. %Ü ö(0) 

äü? + 

(13) 
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where ffa is a complex vector conjugated to the vector £fa. Sufficient accuracy can be 
achieved if the series (12) in the 2x and constant components of the cracked rotor 

response are truncated as follows:f^-^V «pC^U)   ^ «eg+ÄÖP>+*',£> 

t,        (°)    (°)    W     (2) wnere en ,0k2, 0k2 , 0k2 are determined by the expressions (13).   It is important to 

remember that (VAj^e«^^) is a 2x filtered rotor response vector at the axial location 

s, while J^et2Zk(s) is a complex vector of the rotor centerline position at the same axial 

location. 

TWO MODE CRACKED ROTOR RESPONSE: To illustrate the rotor response 
change due to the crack, an example of a rotor with uniform cross-section 
(P(S) = const,i0{s) = const) and simple rigid supports at the ends is considered. For the 

purpose of this example all modes higher than the second are neglected. The assumed and 
calculated major characteristics of the considered rotor are presented in Table 1. The 
unbalance is provided by the lumped mass with angular orientation a, positioned in the 
plane with axial coordinate su„ = 0.331. The modal radial load is provided by the lumped 
force F = -jP, positioned in the same plane. This particular point of the lumped forces 
application makes the corresponding modal forces for both considered modes equal to 
each other. The axial location used for the simulated observation point is s=0.66L. The 
rotor lateral response lx, 2x and constant vectors are calculated, using Eqs. (10), (11), 
(13) and (14), which are truncated to the first two modes. 
Table 1. Parameters of The Cracked Two Mode Rotor 

Natural 
frequency 

Modal 
mass 

mk 

Original 
modal 
function 

Xk{s) 

Modal Dam- 
ping 
factor 

Sk 

Coord, 
of 
obser- 
vation 

Crack 
coordi- 
nate 

sc 

Modal 
coefficients 

akr 

Crack 
parameters 

Stiff- 
ness 
redu- 
ction 

Stiff- 
ness 
asym- 
metry 

<Jk 

Mode 
1 *2h if       4 

\PL 

pL 
v2sin— 

L 0.48 0.1 0.66Z 02L 

a, ,=0.69 

a12=1.12 

a21 = 1.12 

a22 =1.81 

Rf = 0.3 

Ä, = 0.1 0.1 
4 

0.07 

Mode 
2 

pL V2sin  
L 

0.48 0.1 0.66Z 0.2L an = 0.69 

a12 =1.12 

aa = 1.12 

a22 =1.81 

R( = 0.3 

R„ = 0.l 0.36 0.18 

  

The lx data in nondimensional form is presented in Fig. 2 in Bode and polar plot format. 
It shows that the shift of the natural frequency of the second mode is much more 
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significant than that of the first mode. Depending on angular orientation a, which 
represent the angle between the unbalance and the shaft "strong" direction, the amplitudes 
change differently, with maximum at a=37t/4. Figure 2 represents the data which could be 
obtained on a real rotor by direct measurements: the lx response at fixed axial location. It 
shows the significant differences of lx rotor response vector of the cracked rotor from 
that of undamaged rotor mainly in the area of the second natural frequency. 

1 
I- ^ 

n= "i o= »> 
R> thespeec toralLia taquency rat» 

u 
1 / 

\ \ 

) 
v*. 4L. •v ̂  »5BI : 

^CL_ 
ft. iirwspao itoredua Irequwicy 

. t             1 

Figure 2. Nondimensional lx response of the two mode rotor: (0) original response of 
undamaged rotor, (l)-(3)   cracked rotor with the unbalance orientations <* = o, a = n/2, 

That observation is supported by the following modal data. The first mode coordinate 
(Fig. 3A) and the first mode shape (Fig. 4A) show almost no change due to the crack. At 
the same time the second mode coordinate (Fig. 3B) and mode shape (Fig. 4B) both are 
strongly affected. The presented data shows that although the modal coordinate sensitivity 
to the crack strongly depends on the crack axial position, the first mode shape is almost 
insensitive to it. On the other hand the second mode is strongly sensitive to the crack, 
even at speeds far from the second natural frequency. The same conclusion can be 
reached based on the analysis of the expressions (8), (9). The higher mode shape 
identification can be used in vibration diagnostics of machinery as a rotor crack detection 
tool. The existence of a crack at different axial locations reflects on the modification of 
the 2x resonance frequencies: when the crack axial location is close to the first bearing, the 
second mode 2x resonance frequency is reduced much more then that of the first mode. 
The 2x response mode shapes for the two mode cracked rotor are shown in Figure 5 for 
different rotative speeds. It is obvious that they are close to the original bending modes 
with certain distortions due to the local flexibility provided by the crack. 

The two mode rotor centerline position data during startup or shutdown are presented in 
Figure 6 at the single axial location and the axial distribution in the form of relative 
amplitudes and phases. The analysis of Figure 6 for two mode rotor shows two loops in the 
rotor centerline motion, each in the range of rotative speeds around 1/2 of the 
corresponding modified natural frequency. Motion along the arc, which follows the second 
loop is caused by the fluid drag. 
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CONCLUSIONS: 
• The consideration of a crack as a structure singularity leads to the interaction of the 

originally independent modes. The resulting equations describing the rotor lateral 
response lx component can be decoupled by introduction of new modified modes and 
are easily solved. The results depend on the modal unbalance orientation relative to the 
crack. The maximum amplitude for the mode occurs when the angle between the 
modal unbalance and the rotor "strong stiffness" direction is 135°, the minimum 
amplitude (lower then that of undamaged rotor) occurs when this angle is 45°. 
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Figure 3. A) first and B) second modes rotor coordinates amplitude and phase: 0) original 
response of undamaged rotor, (l)-(3) cracked rotor with the unbalance orientations a = o, 
a = x/2, a = 3x/4 . 

• The example of a two mode cracked rotor shows that the first mode coordinate can be 
affected by the crack, depending on the axial crack location, but the first mode shape is 
almost insensitive to the crack. In the case of a crack location close to the support, 
which is typical for some turbogenerators, the first mode is completely insensitive to 
the crack. 

• The second mode (and in some cases even higher modes) identification is 
recommended. As a result of crack the mode shapes are significantly changed, and 
this information can be used as a crack detection tool. From a practical point of view 
the mode identification can be achieved by the application of the calibration unbalance 
weight distributed along the rotor based on the original mode of undamaged rotor. 

• The 2x cracked rotor response component experiences a resonance each time when 
the rotative speed coincides with 1/2 of the crack-modified natural frequency of any 
mode. The phase goes through 180° shift and amplitude peaks at the resonance. The 
resonance value of the amplitude is roughly proportional to the modal asymmetry 
factor qk. The cracked rotor 2x mode shape is approximately the same as 
corresponding bending modes with slight distortion due to the crack related local 
flexibility. 

• In the case of a multimodal cracked rotor the centerline position exhibits multiple loops 
around  each  mode  at   1/2  of modified  natural  frequency  with  radius  roughly 
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A) 

proportional to the modal asymmetry factor in the second power qk . The sequence of 
loops is connected with fluid-drag-induced arc. The axial distribution of the rotor 
centerline position shows that the antinodal point is shifted from the middle of the rotor 
towards the crack axial position. 
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Figure 4. The rotor A) first and B) second modes shapes for: 0) undamaged rotor, in the 
case of cracked rotor with unbalance orientation« = 3^/4 for the rotative speeds: 1) 
a = 0.7v, (below the first natural frequency), 2) Q = l.iv, (above the first natural frequency), 
3) a = 2vi (between first and second natural frequencies), 4) a = 3.6v, (below the second 
natural frequency), 5)  n = 4.1 v, (above the second natural frequency). 

• The appearance of the rotor response 2x predominantly forward component coupled 
with the described behavior of the rotor centerline position can be used as a crack 
diagnostic tool for the cases with high rotating stiffness asymmetry. As it was 
mentioned above it constitutes approximately 30% of all observed cases. The majority 
of the crack cases has to rely mostly on the lx component observations. 
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Figure 5. Bode plot of the 2x response vector of the cracked two mode rotor and 2x 
mode shape in the form of relative phases and amplitudes for different rotative speeds: 1) 
Q = 0.3v, (below 1/2 of the first natural frequency), 2) Q= 0.5v1 (above 1/2 of the first 
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1/2 of the second natural frequency). 
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Figure 6. The two mode cracked rotor centerline position and constant displacement axial 
distribution for different rotative speeds: 1)Q = 0.3V, ,2)0 = 0.5v, 3)Q = v, ,4)Q = i.3v, ,5)Q = 2v, 
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CASE HISTORY OF FAILURE DETECTION IN THE DYNAMIC 
STRUCTURE OF A FACTORY OVERSPEED TEST FACILITY USING 

"MOVING PICUTURES" 
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Germany 

Abstract: Fault detection and diagnosis of structure vibration become important. For 
getting detailed information on the dynamic behaviour of complex dynamic structures how- 
ever a large amount of measured data is needed. The comparison and reconstruction of the 
vibration modes of a complet structure from vibration plots as Bode plots and polar plots 
allown is quite difficult. To solve such problem the use of a simulation program which shows 
the place and the motion of all measured points in one picture is helpful. Especially the 
relative motion between the measured points can easily be seen. The "Moving Pictures" 
method makes it easier to find a potential problem areas. 

This paper introduces the procedure of a failure detection for a factory overspeed test 
facility used for overspeed testing and balancing of gas-turbine rotors. This fault detection 
was started, because the dynamic behaviour of the facility had changed. As a result, the 
vibration and the forces at the bearings increased and it was impossible to run a turbine 
rotor up to their maximum overspeed. 

For this vibration diagnosis, 72 vibration pickups at different places and in several di- 
rections have been applied. With the method "Moving Pictures" the vibration behaviour 
of the system (at all measure points) has been detected and visualized at different running 
speeds. Also the harmonic modes of the system at their natural frequencies have been 
identified. With the information of the relative motion between the measuring points the 
problem area and finally the failure was detected. After the repair work was completed, 
vibration measurements within the problem area were repeated. The evaluation of the mea- 
surements showed a very satisfactory vibration behavior of the system, verifying that the 
failure detection and the repair work were successfull. 

Key Words: Overspeed test facility, rotordynamic, vibration measurement, 3D-mesh 

model 

INTRODUCTION: All our gas turbine rotors undergo an overspeed test with a maxi- 
mum speed of 120 % rated speed before final gasturbine assembly ([1],[2],[3]). This is done 
in the overspeed test facility. The purpose of this overspeeding is to set all the jointed 
and shrunk-on components of the rotor so as to minimize any changes in balance during 
operation at normal running speeds. A fault detection of the factory overspeed test facility 
was necessary, because the dynamic behaviour of the facility had changed. During running 
a gas turbine rotor up to its overspeed the vibration level at the bearings became so high, 
that it was not possible to perform the full overspeed test. The high vibration startet at 107 
% rated speed. The method adopted for locating the failure is called "Moving Pictures". 

The maine task of the method "Moving Pictures" is the representation of the measured 
motion in a three dimensional mesh model where the knots of the mesh represent measuring 
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points. For the better understanding of the measured data of the 3D-mesh model with 
moving knots ran be rotated. Furthermore it is possible to amplify the relative motion 
independently of the model geometry and to compare the results of different test runs. 

If there is a reference measurement the motion of the 3D-mesh from the faulty facility 
could be compared. 

ARRANGEMENT OF THE OVERSPEED TEST FACILITY: The defect fac- 
tory overspced facility consists of a outer and inner steel cylinder with poured concrete in 
between (11m long, outer diameter 6.15m) being supported by an external concrete foun- 
dation. Inside this cylinder is the foundation for the cross beams on which the bearing 
supports are mounted (fig.l). The bearing supports carry the lower half of the bearing via 
"dynamometer" rods (flat spring) (fig.2, fig.3). The rotor is driven by an outside located 
electric motor via a gear box and a flexible drive shaft. In the controlroom the lx vibration 
components of the rotor support system, the forces, the bearing temperatures and the oil 
wedge pressure of the bearings are monitored. 

outcrtube 
diameter 6.15m 

i%*3 Sr^i external 
foundation 

\ 
\    ,       '..- '  .-■,-•,■■     '  . 

Figure 1: Cross Section of the Factory Overspeed Test Facility 

The vibration of the rotor support system is measured with displacement transducers 
between the bearing lowerhalf and the bottom edge of the cross beam. The measurement 
is done under 45 degree to the vertical plane. The bearing force is calculated from the 
vibration which is measured in the same way as described before and with a known stiffness 
factor. For the calculation of the forces the signal of the displacement measurement is used. 

VIBRATION PROBLEMS OF THE OVERSPEED TEST FACILITY: During 
running a rotor to overspeed, the vibration level and the bearing support forces increased 
drastically. The induced forces led to excitations of building vibrations within its vicinity. 
Additionally the bearing temperature increased. The first reaction to solve this problem was 
to balance the rotor, which did not yield positive results.  To be sure, that the rotor itself 
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is not the cause of the problem, the same rotor was then overspeeded in an other factory 
overspeed test facility without any problems. With this results further investigations were 
focused on the different components of the overspeed test facility. The method "Moving 
Pictures" was selected to conduct these investigations and hence to detect the failure. 

bearing lowcrhalf bearing upperhalf 

Hal spring 

Figure 2:  Assembled Rotorbearing Support System 

Figure 3: View into the Overspeed Test Facility with a Gas Turbine Rotor 

"MOVING PICTURES": The "Moving Pictures" assumes a contemporaneous mea- 
surement of several measuring points. Therefore all signals had to be triggered with the 
same keyphaser probe. The total amount of measurement locations is limited by the hard- 
ware. One goal of good "Moving Pictures" is to measure parameters that will provide the 
best view of the mechanical conditions of the system under investigation. 
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The main function of tho "Moving Pictures" is to view the motion of all measuring points 
in a three dimensional mesh model. It is possible to show the motion for the time domain 
or the frequency domain. Also the vibration response to excitation of a modall analyse can 
be shown. 

In the three dimensional model the distance between the knots can be scaled to the real 
distances and the motion of the knots shown in different scales. There for, the user is able 
to zoom the motion independently to the scale of the model geometry to get a good feeling 
of the vibration response of the system. 

FAILURE DETECTION OF THE OVERSPEED TEST FACILITY: Several 
attempts were made with "classical" methods, like looking through the changes around the 
overspeed facility. Also the manufacturer of the overspeed facility was invited to check the 
foundation and the bearing support system. During this check the machine foundation and 
the bearing support system were excited with a shaker . Vibration measurement were taken 
at different locations. With this approch no failure could be detected. 

For the failure detection by "Moving Pictures"a maximum of 72 transducers were used. 
The electrical signals were changed into digital information with a "diffema 80" system for 
the time domain and with 8 boxes of the Bcntly Nevada system ADRE [4] for the frequency 
domain. Since the number of sensors was limited, it was not possible to measure the motion 
of the factory overspeed facility at all interesting points at once. So it was decided to split 
up the measuring program into two parts. 

a) First Part of Measurement 
With the first test run only the interesting points of the external foundation and the foun- 
dation inside the overspeed facility were observed. To be able to verify the compatibility 
of the measurements from the first and second test run the vibration on the tops of the 
bearings were detected for both test runs. The reason of this first test run was to make 
sure, that the foundation and the steel-concrete cylinder have a small vibration response to 
the excitation of the rotor. 

Figure 4: Measuring Points of the Factory Overspeed Test Facility 
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Figure 5: "Moving Pictures" of Overspeed Facility at 113 % Speed 

Figure 4 shows the place of the measuring points. The results of the measurement are 
shown in figure 5a-b. The dashed lines are the 3D-mesh model without any deflection. 
The solid lines represented the maximum displacement of the components of the overspeed 
facility. The pictures point out that the foundation, the outer tube and the inner tube do 
have a vibration behavior in the expected range based on experience. The deflection of the 
bearing support and the cross beam was however very high. There seems to be a defect 
in the bearing support system and/ or in the crossbeam. Based on this results the second 
part of measurements were started. 

b) Second Part of Measurement 
At the second test run the sensors were installed inside the factory overspeed facility (fig.6). 
Figure 7a-b shows the deflection of the bearing supports, the crossbeam and the foundation 
in the tube at 112 % rpm. This figure shows, that the top of the first bearing support 
oscillates against the crossbeam while the top of the second bearing support oscillates in 
phase with the crossbeam. The figure shows also, that the crossbeam has a larger deflection 
as predicted. The polar plots of the proximity probes on the shaft near the bearings show 
a high vibration amplitude and phase changes at 112% rated speed. It seems that the 
vibration shifts to a resonance frequency. 

745 



Figure 6: Measuring Points of the Bearing Support System 

With the "Moving Pictures" it was possible to view the motion of the factory overspeed 
facility at any rotating speed. In figure 8 the deflection of the bearing support at 85 % 
rated speed is shown. The main vibration response moves the bearing support top in axial 
direction. The amplitude of this motion seems not to be in normally high. 

Additionally to the "Moving Pictures", the information of the Bode plot points out, that 
the vibration signals at higher speed have non linear terms. This could be caused by loose- 
ness in the connection between the flat springs and the bearings or between the bearing 
support and the crossbeam. Because of the above mentioned results the bearing support 
system were disassembled. 

COMPARISON OF THE VIBRATION RESPONSE BEFORE AND AFTER 
REPAIR OF THE BEARING SUPPORT: When the bearing support was disas- 
sembled the following problems were found: 

1. The connection between the bearing support and the crossbeam was defect.   The 
screws and exactly their thread were damaged 

2. The bolted joint between the flat springs and the edge of the beraing support was 
damaged 

3. The flat springs showed some cracks 

4. The axial damping elements were defect 

After repairing these failures a reference measurement was performed. The location of the 
sensors on the bearing support and the crossbeam was not changed. 

Figure 9 shows the maximum deflection of the rotor at overspeed (112 %). The bearing 
tops oscillate against the crossbeam. The vibration of the bearing support is symmetric. 
The deflection of the crossbeam now was very small. 
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Figure 7: "Moving Pictures" of Bearing Support at 112 % Speed 
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Figure 8: Axial Deflection of Bearing Support at 85 % Speed 

MSYS 

Mode 

n= 112% 

Figure 9: "Moving Pictures" of Bearing Support at 112 % Speed 
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In the table below the ratio between the vibration amplitudes before and after repair at 
113 % rated speed are listed. 

bearing top 1 bearing top 2 

direction ratio 

[%] 

direction ratio 
[%] 

vertical 18,04 vertical 13,84 
horizontal 4,69 horizontal 5,41 

axial 4,25 axial 7,11 

The bearing top vibration level after repair were much smaller than before. From the 
plot amplitudes versus frequency with the direct signal and the lx component it is known, 
that the vibration consists mainly of a linear lx component, the non linear terms are small. 

The vibration values and the vibration behavior meet the standards and are in the range 
of experience gained during almost 2 decades of testing in this overspeed facility. 

CONCLUSION: By using the method - "Moving Pictures" - it was possible to de- 
tect the location of the failure in the factory overspeed facility. After repairing the defects 
it has been shown, that the vibration level to the original conditions decreased. "Mov- 
ing Pictures" used in cooperation with the classical diagnostic techniques - such as bode 
plots, waterfall diagrams, polarplots etc.- is a powerfull instrument to localize the defects 
in complex dynamic structures. If only the classical diagnostic techniques were used it is 
often difficult to imagine the vibration shape of the structure, and to see which part of the 
complex structure behave not in the expected range based on the experiences. 
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ROBUST FAULT DETECTION OF LARGE VIBRATING 
STRUCTURES BY MEANS OF CONTROL THEORY - 

SOME PRINCIPAL REMARKS 
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Abstract: Core of this contribution is the comparison of different fault detection philo- 
sophies applied to large vibrating structures. Furthermore ideas are given to overcome 
application problems of causal fault detection. 

Key Words: Observer, Parameter Identification, Signal Analysis, Fault Detection 

INTRODUCTION: Reliability and safety aspects are becoming much more important 
due to higher quality requirements, complicated and/or connected processes and structu- 
res. The fault detection approaches to be commonly used in machine- and rotordynamics 
- in general: of large vibrating structures (LVS) - are based on signal analysis methods. 
By this way the human knowledge of the behavior of the unfaulty system is used as a base 
for the comparison with the actual behavior. Applying signal analysis methods (fourier 
transforms, spectrums etc.) the vibrational behavior will be monitored very well, but 
has to be interpreted. 
The signal based approaches do not use the system knowledge, especially the mechanical 
parameters of the structure. This available knowledge is typically used by the operating 
staff interpreting the resulting signal parameters. 
Applying methods of modern control theory these problemes can be defused.   In this 
contribution a principal overview about results concerning observers and estimators as 
methods of the modern control theory will be given.   In this context the aim of those 
approaches is to observe the system behavior, and to detect system changes. 
In the last years several methods of modern control theory are specified and applied 
• to fault detection ascertaining a failure of sensors/components/faults in/of the system, 
• to fault diagnosis determining the existence of specified faults, and 
• to fault isolation, which implies the separation of further effects regarded as unknown 
inputs with respect to the changes caused by the fault in dynamical systems and struc- 
tures. 
Keywords of the last decade are Residual Generator, Decision Maker, Extended Kaiman 
Filter, Parity Equation and Diagnostic Observer /1,3,8,13,14/. 
Actual developments are denoted by the consideration / the separation of the influence 
of modeling errors which includes disturbance decoupling /8/, and also aspects of causal 
- based fault diagnosis, i.e. the assignment physical fault - monitoring parameter. 
Applying signal analysis methods, fault detection leads to the comparison of actual signal 
values with old values of ordinary behavior, or the comparison to maximum allowed 
values. These strategies are based on pattern recognition methods. Pattern recognition 
methods can be applied to compare the effects of the faults found in various experiments 
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or simulations to those resulting from the considered system. 
The mentioned developments are characterized by some indirect assumptions and re- 
strictions which should be noted here: The standard methods of fault detection allow 
the information condensation of the measurable dynamical behavior to some characteri- 
stic values, which are observed. This only implies the use of the outputs of the system. 
Information about structure and parameter and also of the inputs of the system are not 
used. 

1 Physics of 
the fault 

Unknown 
fault 

Known 
dynamical 
structure 

Change of the 
observations 

1 Conventional 
; Diagnoslcs: 

Q-O0-* 

mm 
New Diagnosis-    ^ 
Approach: 

Problem ot the causal fault diagnoslcs and possible solution 

Fig. 1: Procedure of the human fault reasoning process 
In fact this contains only a phenomenological study of the system using directly available 
measurements. Different faults are assumend by different signatures of the characteristic 
values, but this does not include a causal analysis of the fault or the change itself. The 
relation between the parameters determined by signal analysis and the physical fault 
is established by the knowledge and experience of the machine operator, but it should 
be noted, that this relation often is not unique, but solved by the operators in various 
practical situations. 
The typical reasoning process is given in fig. 1. The experiences are collected as results 
by doing simulations and experiments, cf. first row. Here starting with given boundary 
and initial conditions, determined system changes lead to typical results, like signatures. 
The fault reasoning process turns this direction back. From the observed phenomena it 
is concluded to the supposed causal reason. 
On the other hand several properties of the mentioned strategy make the 'human-decision- 
making process' itself difficult: 

The relation between the phenomena given by the measurements and the fault is 
ambiguous, so the results of signal analysis have to be interpreted. Especially in the 
case of methods, which are not close (enough) to the process itself, the area of possible 
interpreting errors is wide and depends on the individual human. 

Economical and psychological aspects determine the situation in which the operators 
have to decide. Proving the existence of a shaft crack by stopping the turbine of a power 
plant e.g., is a costly procedure. If the non-existence of a crack is definitly obtained, this 
increases the sensibility for the next decision situation, where the problem appears again. 
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Especially in the case of rare faults with high dangerous potential (in atomic power 
plants or in chemical industry) this 'human decision making process' is very difficult and 
critical. As a result of these experiences, the challenge is to apply new methods, which 
lead to a better inner view of the system to be observed. This can be done by applying 
methods, which use more information about the system itself. 

Physical system 

■ Amplitude signals 

i Frequency analysis 

• Compression to characteristic values 
• Alert- and threshold-values 

Vibration - Monitoring System 

. Heuristics 
{Experience, 
Test. Simulation) 

.Theory 

(Analytics, Simulation) 

'Reference' 

Conventional observation and diagnosis 

Fig. 2: Conventional observation and diagnosis 
The next sections introduce the quantitative model-based approaches briefly and from 
a principal point of view. Details for further information can be found in the numerous 

literature. 

ANALYTICAL REDUNDANCY METHODS - OBSERVERS: Observers are 
the base for an analytical redundancy approach for fault detection. Here analytical rela- 
tionships describing dynamical relations (in contrast to hardware redundancy) are used 
for detection of changes. The assumed analytical redundant description are represented 
by the plant (and possibly the failure) model. The interesting criteria are the capability 
of the scheme concerning isolability, sensitivity and robustness. 
Starting with the linear, time - invariant state space description 

=    Ax + Bu + Eddd + Kdfd    y = Cx + Emdm + Kmfm (1) 

with the n-dimensional state vector x, the r-dimensional input vector u, the m- 
dimensional output vector y, the system matrix A, the input vector B, the measurement 
matrix C, the distribution matrices Ed,Em of the unknown inputs dd and dm acting on 
the dynamics dd and the measurements dm, the distribution matrices Kd, Km of the fault 
influences fd, fm which are also of appropiate dimensions, the task to build up an obser- 
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ver using the given system description with (A, C) - observerbility (or the observerbility 
of an interesting subspace) to estimate x, or an interesting supspace, respectively. 
Differences between observed / estimated and measured behavior expressed by the esti- 
mation error 

e = x — x (2) 

are used as residuals for basic, FDI-concepts. The residual analysis by different strategies 
can be used checking occurencc of faults and their location. In this concept it should be 
noted that the FDI-concepts devide between 
• instrument fault detection (—> sensor fault detection), 
• component fault detection (—> parts of the interconnected system) and 
• actuator fault detection (—> actuators as parts of systems to be controled). 
In the context of fault detection schemes for application to LVS vibrating structures only 
the fault detection idea itself is of interest for the main task of structural and parametric 
change detection. 
The parity space approach uses the observability relation between the measurements 
(done by sensors) and the mechanical system. So sensor failure leads directly to changes 
in the observation relations. Using some structural and logic informations a so called 
parity space vector can be used in finding the failure by considering the vector elements. 
The success of such approaches based upon a good agreement between the real (unfaulty 
/ fault free) system and the representing model. In the non - corresponding case errors 
in the error equation occur and problems concerning the differentation between model 
error and appearing fault appear. 
The development of robust residual generator, in which the generated estimations of 
inner states and measurements are independent of uncertainties are the goals of actual 
developments. Here, two research directions will be declared briefly: 
Unknown Input Observer: The idea of decoupling uncertainties (caused by modeling 
errors) and change effects through faults from a mathematical exact approach is core of 
the Unknown Input Observer (UIO) or in general of the robust residual generation. Here 
a lot of scientific work has been done. Briefly a short introduction is given based on the 
papers of Frank /4,5/, where also the mathematically exact statements can be found: 
Following the description in /4/ the dynamical system 

2   =    Fz + Ju + Gy     r = L1z + L2y (3) 

with z the t-dimensional subspace of x and the v-dimensional subspace r of the outputs, 
called residual, is considered. This system is an unknown input fault detection observer 
of the system (1,2). 
The corresponding equation for the estimation error is 

e   =    z-Tx (4) 

e   =    Fz + ju + GCx + GEmdm + GKmfm - TAx - TBu - TEddd - TKdfd (5) 

with the output relation 

t = Liz + L2Cx + L2Emdm + L2Kmfm. (6) 

To fulfill the mentioned robustness requirements exactly, some equations have to be 
solved: 

TA-FT   =   GC       J = TB       TEd = 0 (7) 
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GEm   =   0       L2Em = 0       L1T+L3C = 0. (8) 

The error dynamics of the residual results as 

e    =    Fe + GKmfm ~ TK'dfd        r = lie + L2Kmfm  . (9) 

The conditions therefore are 

Rank [TKd]  =  Rank [Kd]    and    Rank (   ?  )    K, 
L2 

=   Rank [Am] (10) 

as „.. formulated in (Frank, 1993). In many practical cases these conditions can not be 
fulfilled. To solve the design procedure to fulfill eqn. (9-14), methods are given in /23/ 
using the Kronecker canonical representation, in /12/ using the eigenstructure assignment 
approach. New results are given in /9,10/. The main problem for application to LVS is 
concerned with the strong assumption that distinguishing p faults and q unknown inputs 
p+q independent measurements are needed /5/. Because of the large number of modeled 
elastic degrees of freedom this requirements often can not be fulfilled. 

Proportional Intergral Observer: The second approach to be introduced is the PI- 
observer, as an approximate procedure for decoupling uncertainties and faults. Here the 
decoupling results not from the observer design itself (as with the UIO), but from the 
high observer gains. The idea is presented in /21/ and applicated to FDI of mechanical 

schemes in general /22/. 
Assuming that the system with unknown inputs (faults, modeling errors, further external 

disturbances) is described by 

x    =    A0x + Bu + AA{x,u,t)x = A0x + Bu + Nf    , (11) 

where A0 describes the unfaulty, nominal system, and AA(x,u,i) (Eq. (19)) describes 
the influences of system changes due to faults and additional inputs due to external 
disturbances etc. .' Here N in Eq. (20) includes all the external effects acting on the 
nominal system and is of full rank. If the system (20) is observable and some conditions 
concerning the number of independent measurements n = rank C, then there exists a 
Pi-Observer introduced in /21/, which estimates the unknown inputs in r2 input channels. 
The basic idea of the Proportional Integral Observer (PIO) is to extend the usual Luen- 
berger observer with some degrees of freedom. These degress of freedom are used for the 
estimations of the unknown inputs and are driven by the integral of the estimation error 

of the measurements. 
Then the idea is that the additional inputs can be divided by 

AA(x,u,t)x = Nn = Nf + NJc (12) 

where N selects the interesting input channels for the unknown inputs / to be estimated, 
considering dynamical effects of faults, located to desired inputs selected by JV similar to 

the matrices Ed, I<d of the UIO. 
The product NJC describes the remaining inputs of the other input channels. With 

rank N = r2 < rank C = ri , (13) 
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applying high gains, this technique is easy to understand. 

With Li 

L2 
= P\ an extended error equation can be written 

1_ 

P\ 

1 

Pi I 
£1 r      1 

Ce  
Pi . 

/-I 
Pi 

Nc 

0 

From eq. (23) it follows that 

Ce = 0 

for [>i —► oo. Differentiating eq. (23) and using (24) gives 

Ce = C(A-L,C)e + CN(f-f) + CNc(f-fc)    . 

Assuming 
CN  =  0 

and eq. (24) it can be seen that 
CAe = 0    . 

In the same way assuming the observerbility of the complete system it is obtained 

CA'e = 0    i = 0,l,...,k-l    . 

Then from (24), (26) and (27) it follows that 

e = 0 

With N = p2N,    p2 

0 = Nf-Nf- NJC 

oo eq. (30) gives 

f-f=0    , 

(20) 

(21) 

i.e. the estimates x and / of the PIO (12) converge to the system states and the unknown 
inputs / desired by the matrix TV. This result is obtained in presence of other unknown 
inputs in all remaining states when px and p2 tends to infinity. The complete proof is 
given in /22/. This short introduction shows that the application of the PIO is similar 
to the application of an UIO for fault detection and isolation in the presence of modeling 
errors etc. . The conditions for applications are weaker then those of the UIO. Related 
to the LVS the conditions can be easily fulfilled. The main restrictions are that only 
displacements (instead of velocities) can be used (eq. 26) and the assumptions given by 
eq. (22). Related to the practical demand of causal fault detection both approaches have 
the problem for application of multiplicative faults. 

PARAMETER ESTIMATION APPROACHES: Parameter estimation approa- 
ches also use the input-output relation modeled by difference- oder differential equations 
using a set 0 of parameters a,-, 6; for the input - output relation 

y(k) + ... + any(k - n) = b0u{k) + biu(k - 1) + ... + bmu{k - m) (22) 
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as a scalar difference equation (or a set of equations) between the output y and the input 
u, with k as the actual discrete time step. 
The parameters a;, 6; do not typically represent the physical parameters p; of the system, 

but if the relation 

G = /(ft) (23) 

is unique, an inverse transformation /_1 gives the physical parameters. In /15/ a fast 
backtransformation approach is introduced. 
Changes of the physical system are assumed as changes Ap,-, which lead also to changes 
of the process coefficients a,-, &;. The idea of FDI using parameter estimation and identi- 
fication approaches is to observe the parameters (process or physical parameters) using 
threshold values, some heuristic methods inspired from practice or stochastic decision 
theory. For solving the estimation process a lot of estimation techniques are available 
like least squares (LS) or recursive least squares (RLS) techniques. Important is that the 
assumptions concerning the available measurements ip are 

det E{<p(t)<p(t)T}  # 0. (24) 

This includes a high information level concerning the measurements of the system. This 
can be easily be fulfilled in many practical cases beside elastic structures. Here due to 
the high number of modeled elastic degrees of freedom this assumption is hard to fulfill. 
For every degree of freedom (dof) an independent measurement is needed. 
Furthermore the robustness properties are similar to observer based methods. Here 
the structure of the input - output relation (concerning order, linearity, characterics of 
nonlinearity) also has to be known. An implicit assumption is, that the structure of 
the system (represented by the structure of difference- /differential equation(s)) does not 
change due to the fault. One way to overcome these difficulties is to consider only the 
modal characteristics (Basseville et al., 1993b). It should be noted, that this idea is based 
on a linear approach (modal characteristics, eigenfrequencies, eigenvectors). 

COMBINED APPROACHES: Using the (nonlinear / linear) Extended Kaiman Fil- 
ter /11,17/ for the dynamical model extension of the unfaulty system, a fault model is 
used, which has to be parametrized. If the nominal system is not exactly known, the same 
problems as mentioned with analytical redundancy methods appear: faults and modeling 
errors has to be decoupled. The idea of modeling the fault implies furthermore the more 
difficult problem to assume the structure and the order of the mechanical description of 
the fault (same assumptions as for parameter estimations approaches). 
In spite of the mentioned assumptions this approach has also been successfully applied to 
many practical mechanical problems. As example the work of Seibold /19.20/ is mentio- 
ned. Here some approaches for crack detection of a rotor, using only the measurements 
of the bearings, are compared. 
The idea of combining the Extended Kaiman Filter approach with an unstructured ex- 
tension (as an integral feedback like the PI-observer approach) is firstly given in /18/ 
and is called 'Modified Extended Kaiman Filter' (MEKF). 
In the case that the nominal system (which is the base building up the Kaiman Filter) also 
is not known, a combination of Kaiman filtering and parameter identification techniques 
can be used /6,7/. In this way an adaptive fault detection approach is established, which 

757 



avoids problems of modeling errors in a certain way. On the other hand systems changes 
due to faults can also be adapted as modeling errors. 

CRITICAL REMARKS: The most FDI-schemes and approaches have significant ad- 
vantages concerning special related problems /14/. Several conferences like SAFEPRO- 
CESS focus the community to this application field of observers / filters and identifiers. 
In this contribution the interest is focussed to the application of fault detection schemes 
to (mechanical) LVS. Fault detection of vibrating structures implies that only the mea- 
surements of the vibrating structures can be used beside the system / model information 
itself. 

^xCriteria 

Technique^v 
© © © ! © ! © © © 

UIO + 
1 

+ + -- 0 + 

PIO +            0 + + + 0 + 

Parity + + + +     i      + 
1 

0 + 

EKF + + + + + 
l 

+   i  + i + 

PIA + 0 - 0     ;   -- 0 + -f 

Combined 
PIA + EKF - + 0 0      i     + 0 0 

Signal 
based 

approaches 
+ + - - --       + + + + + + 

Comparis« Dn of FDI-ApproacrH as concerning large vibrating structures 

Fig. 3: Comparison table of FDI-approaches used for LVS 
(Notation: ++ : very good, + : good, o : average, - : very bad, ■ bad) 

Considerung the advanced fault detection problems of large vibrating structures (ex- 
amples: cracks in rotating machinery, wings of large aircrafts; changes of space truss 
structures) the following criteria can be build up: 
1. Suitability for On-line-use, 2. Uniqueness of the relation: System changes - Monitored 
parameter, 3. Vicinity of the observed parameter to the interesting, physical problem, 4. 
Effort to conclude from the monitored parameter to the physical change, 5. Expenditure 
for the necessary measurements, 6. Exactness of necessary system information and 7. 
Practicability concerning the realisation in situ 
• Considering criteria 1 (On-line use) the signal-based approaches are the fastest ones, 
the other approaches are realizable, the combined approach has an additional inner dy- 
namics which needs time. 
• Considering criteria 2 (Uniqueness) the Extended Kaiman Filter is the best because of 
the included fault model (costs: criteria 6). Negative results are possible if the output is 
ambigiuos related to the faults. 
• As criteria 3 the vicinity of the outputs to the faults is valuated. If a model is used for 
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the FDI-approach (like EKF) this leads to good results (costs: criteria 6), if the parame- 
ters are unrelated to faults this is negative. 
• Considering criteria 4 (Conclusion effort) the EKF get (++) notation, bacause if a 
model is available for the fault there is nothing to conclude; signal based approaches get 
(-) notation because the effort depends on the knowledge of the interpreter. 
• Considering criteria 5 (Expenditure for the measurements) (++) notation is given if 
the measurements are easy to realize (signal based approaches) or (-) notation if this is 
difficult. 
• Criteria 6 judges the exactness of the necessary model information (system and fault) 
for successful application. The EKF get (-) notation because of using typically unknown 
but necessary fault model, the signal-based approaches get (++) notation because no 
model is needed (costs: criteria 4). 
• Criteria 7 (Practicability of the algorithm itself) judges the effort for the practical 
engineer to apply and handle the considered approach. If nothing has to be done (++) 
notation is given, if the algorithm is complicated, needs corrects starting values etc. (o) 
notation is given. 
All of the approaches have advantages and disadvantages.   This is obvious comparing 
EKF and signal-based approaches. The output of EKF is clear, unambigious and unique 
but strongly model-dependent. The output of signal-based approaches is not unique and 
has to be interpreted but the application is simple. 
The combined parameter identification + EKF approach is not useful because of the 
adaptation.  The PIA can also adapt the fault, if the fault model of EKF is not exact 
known. 

WHAT HAS TO BE DONE IN FDI FOR LVS? The comparison of the different 
approaches applied to large vibrating structures in fig. 3 shows: 
• Approaches easy to apply (criteria 1,5,6,7) (-+ Signal-based approaches) have dis- 
advantages concerning to the causality assignment (criteria 2,3,4). To overcome these 
disadvantages such approaches can be combined with knowledge based techniques like 
expert systems, but it should be noted that the principal problems depicted in fig. 2 
make it difficult to solve the causality requirements for every fault problem (criteria 2,4). 
This is mainly due to the (for this case poor) information level of the measurements. 
• Approaches with an 'easy-to-understand-output' (-» EKF, Parity space approach) (cri- 
teria 2,3,4) have disadvantages concerning the assumptions related to the necessary sy- 
stem and fault model information. To overcome these disadvantages the assumption of 
the knowledge of the fault model has to be canceled. A first approach is done in the work 
of Seibold et al. (Seibold, Söffker, Fritzen, 1993b). In this case the extension of the EKF 
is unstructured. Applied to mechanical systems forces and/or torques are estimated. 
This modified EKF and the PIO are identical, beside the fact that there exist different 
techniques for the design procedure of EKF. 
• From a theoretical point of view, the ideal candidate for FDI-applications seems to be 
the UIO. Here the principal problem (of quantitative model based approaches) to devide 
model uncertainties and faults is solved by a mathematical exact approach. The costs 
for the exact solution can not be payed for the application to LVS; the measurements are 
not available in practice. 
• The same problem is connected to the application of the parameter identification ap- 
proach (PIA) for advanced purposes.    These techniques have their legitimation from 
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structural testing (of new structures etc.). For online-use during the life-time of the 
system the measurement effort is high or can not be fulfilled (criteria 5). The causal 
relation is principally not given by the parameter (a;, 6,). To overcome these difficulties 
fast backtransformation techniques have to be developed to observe physical parameters. 
• The application of the PIO is system-model dependent, but fault model independent, 
the measurement effort is low, the display parameters using the PIO-technique itself /21/ 
are mechanical states which has to be interpreted. To overcome these interpretation lea- 
kage with the goal to be closer to the physics of the fault, in /22/ a hypothesis testing 
strategy is suggested. Here the physical character of the fault can be displayed directly. 
Actual work is done to combine the testing strategy with pattern recognition qualities of 

neural networks /16/. 
• As a provisional result it can be stated, that some research directions try to solve 
FDI problems related to the application to LVS. All approaches have advantages and 
disadvantages related to the interesting field. Actual developments try to overcome these 
difficulties. • To get a good base for the comparison of different techniques, a typical 
example should be formulated as a benchmark problem. 

SUMMARY AND CONCLUSIONS: In this contribution the basic ideas of quan- 
titative model - based fault detection and isolation are introduced and compared with 
practical proved and often implemented signal-based approaches. Concerning the inte- 
resting field of large vibrating structures some criteria are formulated for comparison of 
the techniques. As a result it can be stated that some techniques (Unknown Input Ob- 
server, Combined Parameter Identification - Extended Kaiman Filter approach) are not 
problem adequate, other techniques (Parameter Identification Approaches, Signal-based 
approaches) can be applied, but do not solve the usefull causal relation in a adequate 
way. The remaining techniques to be considered (Proportional Integral Observer, Exten- 
ded Kaiman Filter, Parity Space Approach) can be applied, but have to be optimized to 
reach the causal relation: display parameter - physical fault. Further research work has 
to be done. For better comparison, a well-chosen problem adequate benchmark example 

should be chosen. 
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BEARING FAULT DETECTION VIA HIGH FREQUENCY RESONANCE 
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Atlanta, Georgia 30332 

Abstract: This paper presents a new scheme for effective detection of rolling element 
bearing faults by the utilization of accelerometer signal processed by high frequency 
resonance technique (HFRT) with adaptive line enhancer (ALE). An envelope signal 
obtained by the HFRT can be considered as the sum of narrow band signals spaced at a 
characteristic defect frequency but corrupted by broad band noise. The ALE can be used 
to detect the presence of the narrow band components by separating narrow band from 
broad band signals. The HFRT takes advantage of the large amplitude of a defect signal 
over a range of high resonant frequency, then provides an envelope signal with a higher 
signal to noise ratio in the absence of low frequency mechanical noise. The ALE 
increases the detectability of the periodic bearing defect signal by providing an enhanced 
envelope spectrum with clear peaks at the harmonics of a characteristic defect frequency. 
The integration of the HFRT and ALE provides a useful tool in the early defect detection 
of rolling element bearings. Experiments for damaged bearings with defects have been 
performed. Results show that the scheme has substantially greater sensitivity than the 
HFRT without the ALE. 

Key  Words:     Adaptive line enhancer;  bearing;  diagnostics;  fault detection;  high 
frequency resonance technique; vibration analysis. 

Notations: 
< > : Fourier transformation pair 
*: convolution operation 
s(t): bearing defect signal 
f: resonant frequency 
fd: characteristic defect frequency 

G(f): as defined in equation (3) 

3: Fourier transformation 
/min. /max: cutoff frequency of bandpass filter 
s(t), S(fi: bearing defect signal and its Fourier transform 
sh(t), Sh(/): bandpassed signal and its Fourier transform 

•*<((')> sd if) '■ demodulated signal and its Fourier transform 
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se(0 ,Se{f):    envelope signal and its Fourier transform 
/,: sampling frequency 

x{k): as defined in equation (7) 
n(k): broad band noise 
L: filter length 
A: number of delay 
X k input vector of filter 
Wt weight vector of filter 

y{k): output of adaptive filter 
e(k): error sequence 
H: adaptive step size 

P'- signal autocorrelation vector 
R- autocorrelation matrix of input signal 
E: expectation operation 

INTRODUCTION: The initial fault detection of rolling element bearings of a rotating 
machine is important to the machine maintenance and automation process. Bearing 
maintenance based on statistics has many drawbacks. For example, it is possible to 
replace a bearing that has additional several hundred hours life by a new one with only 
several hours life. Unexpected foreign objects induced through lubrication system can 
dramatically shorten a bearing life. Therefore the monitoring and initial fault detection of 
rolling element bearings have received considerable attention for many years. 

The generation of vibration due to a bearing defect was well explained by [1], [2] and [3]. 
Periodic impulses generate when a defect of a bearing contacts with another surface 
shown in Figure 1(a). The impulse includes a sharp rising edge and decays approximately 
exponentially due to system damping [2]. The short time duration of the impulse 
distributes its energy over a wide frequency band. Therefore, it is easily camouflaged by 
noise. But the impulses can excite a resonance at a higher frequency than the vibration 
generated by other machine elements with its energy concentrated in a narrow band 
around the resonant frequency that is relatively easy to detect. The frequency associated 
with the periodicity of the impulse is referred to as the characteristic defect frequency. It 
depends on the location of a defect, rotation speed and bearing dimensions, and can be 
calculated deterministically [4]. 

To detect bearing defects, many methods have been developed and studied. Time domain 
methods are usually based on the statistically different behaviors between good bearings 
and defective ones such as shock pulse counting [5], r.m.s., peak values, crest factor and 
kurtosis method ([6],[7],[8]). Some sophisticated pattern recognition methods [9] were 
developed to separate good from defect bearings. Before these methods are used, 
vibration signals are bandpassed at a high frequency range to reduce low frequency noise.' 
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In the frequency domain, simple Fourier transformation at a low frequency range is 
limited with respect to bearing defect detection. The spectrum of a defect signal is spread 
across a wide frequency band and has very low amplitudes at the lower harmonics of its 
characteristic defect frequency as illustrated in Figure 1(a), while strong mechanical noise 
is usually concentrated in a low frequency band [10]. Therefore, new methods that are 
based on the statistic dependence of the harmonics of a characteristic defect frequency 
were developed. The signal average method [1] provides the total energy of the family of 
the harmonics of a characteristic defect frequency while the bicoherence analysis [11] 
reveals the statistics dependence of the phase of them. The high frequency resonance 
technique (HFRT) ([2], [10]) takes advantage of the large amplitudes of a defect signal in 
the range of a higher resonant frequency where low frequency noise is absent. 
Demodulation of the resonance makes it possible not only to detect the presence of a 
defect, but also to diagnose the location of the defect. 

Most difficulties posed in bearing initial fault detection stem from the presence of a 
variety of noises and the wide spectrum of a bearing defect signal. Therefore, the success 
of bearing fault detection methods usually depends on how to increase a bearing defect 
signal to noise ratio. Dual-sensor based adaptive noise cancellation method [12] cancels 
only background noise and other noise originating from background-independent sources 
can not be treated. More than often, the signal of a damaged bearing is too subtle to be 
detected at the early stage of damage since it is hidden by noise. Although signal 
averaging [1] provides a method to reduce white noise, it strongly depends on the prior 
knowledge of a characteristic defect frequency to achieve a computationally efficient real- 
time analysis. It is also influenced by the noise having the frequency of some of the 
harmonics of the characteristic defect frequency. 

In this paper, a noise cancellation based technique is proposed for bearing incipient defect 
detection. In this method, the adaptive line enhancer (ALE) is used to increase the 
detectability of a periodic defect signal. It enhances the spectrum of its envelope signal 
obtained by the high frequency resonance technique. In the following, the principle and 
application of the high frequency resonance technique by using a full-wave rectifier are 
explained first. Then the adaptive line enhancer with a recursive least mean square 
algorithm for wide band noise cancellation is presented. 

PROPOSED  SCHEME  OF BEARING INITIAL  FAULT  DETECTION:     The 
proposed detection scheme can be separated into two main parts: the first is the 
conventional high frequency resonance technique and the second is the adaptive line 
enhancer. The high frequency resonance technique takes advantage of the large 
amplitudes of a defect signal in the range of a high resonant frequency, and provides an 
envelope signal with a high defect signal to noise ratio in the absence of low frequency 
mechanical noise. The adaptive line enhancer can further reduce wide band noise of the 
obtained envelope signal and, therefore, enhance the envelope spectrum of the defect 
signal with clear peaks at the harmonics of the characteristic defect frequency. The whole 
scheme of bearing incipient fault detection is shown in Figure 2. 
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measured signal 

band pass filter around a 
chosen resonant frequency    j 

HFRT 

demodulation 

J_ 
low pass filter 

jresampling at a low sampling rate 

adaptive line enhancer 

spectrum analysis 

Figure 1. Process of the HFRT Figure 2. Diagram of proposed bearing 
initial fault detection 

High frequency resonance technique:   The high frequency resonance technique ([2], 
[10]) is illustrated in Figure 1 and involves 3 steps: 

1. bandpass a measured signal around a selected high frequency band with the 
center at a chosen resonant frequency of a system. 

2. demodulate the bandpassed signal by a non-linear rectifier. 
3. use a low pass filter to cancel high frequency components and retain the low 

frequency information associated with bearing defects. 

Based on the description of the signature of a bearing defect signal, the bearing defect 
signal can be denoted as [1]: 

5(0 = e-*cos(2*/,0*£5('-'/./i) (1) 

which is the bursts of exponentially decaying sinusoidal vibration at a system resonant 
frequency fr. Its Fourier transform can be expressed as: 

S(f) = G(fXf-ifd) (2) 

where 
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G(/) = //K
5
'COS(2TT/,.0} (3) 

After being bandpassed, the corresponding bandpassed signal sh(t) will be: 

s„(t)< >Sb(f) = G(f)S(f-ifd)     where   fttSx<f<fm (4) 

The bandpassed signal is rectified by the following full wave rectifier: 

Sd(t) = sb(tK(t) (5) 

Since a measured bearing signal is real, we have the following Fourier transform pair: 

For any bandpassed signal sb(t) with the passband of [/min,/max], the nonzero 

magnitudes of signal sd(t) only exist in the range of [0,(/max-/min)j and 2|/min,/max J. 

In order to cancel the high frequency components and retain the low frequency 
information associated with a bearing defect, sd(t) is passed through a low pass filter. 

The output signal of the low pass filter is termed the envelope signal as denoted by sF(t) ■ 
For a pure bearing defect signal s(t), its magnitude is nonzero only at the harmonics of a 
characteristic defect frequency. Therefore, the spectrum of se{t) will have nonzero 
values only at the harmonics of the characteristic defect frequency that are less than the 
bandwidth of a used bandpass filter shown in Figure 1(d). In theory, the bandwidth of a 
passband filter should be greater than the maximum characteristic defect frequency of a 
bearing in order to detect all possible defects. The nonzero values of an envelope 
spectrum at the harmonics of a particular characteristic defect frequency indicate the 
occurrence of a defect, and the location of the defect can be determined by its unique 
characteristic defect frequency. 

Adaptive line enhancer [13]: In reality, measured vibration signals often include a 
variety of noises. The envelope signal of a damaged bearing obtained by the above 
method is contaminated by broad band noise making it difficult to detect the early 
damage of the bearing. From the above analysis, we see that a real time envelope signal 
x(k) can be considered as the sum of narrow band signals s€(k) spaced at the harmonics 

of a characteristic defect frequency but corrupted by broad band noise n(k): 

x{k) = se(k)+n{k) (7) 

Therefore the adaptive line enhancer (ALE) can be used to separate the narrow band 
signals from the broad band noise. The ALE was first introduced by [13] and its 
performance was studied by [14].  The delayed version of x(k) is used as the reference 
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input of the adaptive filter. The output of the filter is then subtracted from the primary 
input signal x(k) to form an error sequence e(k). The error sequence is fed back to 
adjust the filter weights shown in Figure 3. 

The principle of the adaptive line enhancer can be understood as follows. The delay of an 
input signal causes the decorrelation between the broad band noise components of 
reference input and primary input while the narrow band signal is still highly correlated. 
To minimize the error power of the filter, the adaptive filter compensates for the 
correlated signal so that it can be canceled at the summing junction. Since the filter can 
not compensate for the decorrelation of the broad band noise components, only the 
narrow band signal is output from the adaptive filter. In the frequency domain, the filter 
weights will tend to form a bandpassed function about the center frequencies of the 
narrow band input components. Therefore, the broad band noise components of delayed 
input are rejected, while the narrow band signal information is retained. Here a recursive 
least mean squares (LMS) algorithm is used for this adaptive filter because of its 
computation simplicity. The output of the filter is: 

^) = Wk
rXt (8) 

where Wk
r is the weight vector of the filter and input vector Xk is 

Xk=[x(k-A)   x(k-l-A)   ■■■   x(k-L + l + A)j (9) 

Then the error is: 

e(k) = x(k)-y(k) (10) 

The mean square error (MSE) is the expected value of e{k). LMS algorithm controls the 
weight vector of the filter so that the mean square error is minimized. The optimal 
weight vector W* to minimize MSE is [13] 

W'=R-'P (11) 

where the input signal autocorrelation vector P is 

P = E{x(k)Xl} (12) 

and the autocorrelation matrix R is: 

« = £{xkXj} (13) 
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In practice, R and P are generally unavailable because they require an expectation 
operation. The following recursive LMS algorithm is a practical method to find a 
approximate solution of equation (11).   The weights of the filter are updated by: 

Wk+1 =Wk +2u.e(£)Xk 
(14) 

where u is adaptive step size. The simulation results in [15] show that it is appropriate 
to let u satisfy the following stability condition in practice: 

0<n< 
L {power   of   input] 

(15) 

Therefore, given the input sequence x(k) and initial value of the weight vector, the values 
of filter output y{k), the error e(k) and the weight vector Wk can be computed for all 

time by equations (8), (10) and (14). 

Without the requirement of a priori information, the ALE's self-tuning capability allows 
it to find weak narrow band signals in wide band noise. Therefore, it has the potential to 
detect the line spectrum of the envelope signal of a defect bearing in a noisy environment. 

primary input 

■T(« '(*)   i 

HE1- 
-^ 

yW 

reference input 
adaptive noise 
canceler 

Figure 3. Block diagram of ALE Figure 4. Test system schematic 

EXPERIMENT AND DISCUSSION: Experiments have been performed to verify the 
proposed scheme. The experimental apparatus is composed of a base, test housing 
system, a drive system, and a data acquisition system. The test housing seen in Figure 4 
has a 5'in. bore and a built in radial load cylinder. The radial load is given by a hydraulic 
pump. A Pacific Scientific DC servomotor along with a controller and flexible coupling 
is used to drive the shaft. The controller is programmed via serial link to a PC. The data 
acquisition system is a combination of a Pentium computer along with a National 
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Instruments DAQ-1200 PCMCIA data acquisition card. A Wilcoxan 736T high 
frequency accelerometer provides a voltage signal to the PC after it is fed through a 
Krohn-Hite programmable filter. 

The test bearings are Timken LM501310 cup and LM501349 cone roller bearings. The 
defects were artificially made by scratching with a diamond scribe axially in the center of 
the outer race, and were positioned in the center of the loaded region. The bearing 
referred to as light defect bearing has a scratch on the order of 0.003 in. wide and 0.14 in. 
long. The heavy defect bearing has a larger scratch on the order of 0.006 in. wide and 
0.12 in. long. Experiments with the good, the light defect, and the heavy defect bearings 
were performed under the radial load of 1100 lb. per bearing at 1200 rpm. The position 
of the test bearings and the load distribution can be seen in Figure 4. This type of defect 
in the bearings running at 1200 rpm results in a characteristic defect frequency of 164 Hz. 

The used sampling rate was 20 kHz and the signals were prefiltered by a low pass filter 
with cutoff frequency of 10 kHz for anti-aliasing. It was found in the experiments that 
the mode of this system at the frequency of 8.2 kHz is sensitive to a bearing defect. 
Therefore, a digital bandpass filter with the passband of 7.8-8.6 kHz was used in the high 
frequency resonance analysis. After being demodulated, the signals were passed through 
a low pass filter with the cutoff frequency of 600 Hz. The obtained envelope signals were 
resampled at a sampling rate 20/15 kHz. The reason for resampling an envelope signal at 
a lower sampling rate is that its spectrum is less than the cutoff frequency of the used low 
pass filter. In addition, the decrease of sampling rate can increase the frequency 
discrimination of the ALE filter for a fixed filter length. A total of 32768 sampling 
points were obtained. After the envelope signals of 32768 points were resampled, 2048 
points were used to train the ALE. The same data were filtered by the trained ALE for 
spectrum analysis. An ALE filter length of 100 and an adaptation step size of 10"6 were 
used. 
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Figure 5. Raw vibration signals Figure 6. Spectrum of raw vibration signals 
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Figure 8. Envelope spectrum 
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Experimental results are shown in Figures 5-8. There is no clear visible indication of a 
defect from the raw signals. The peaks spaced at the characteristic defect frequency are 
only shown around the frequency of 8.2 kHz for the bearing with heavy outer race defect 
in Figure 6. However, clear indications in terms of peaks at the characteristic defect 
frequency of 164 Hz and its harmonics for both defect cases can be highlighted by the 
further signal processing of the HFRT shown in Figure 7. It is evident that the ALE can 
significantly increase the detectability of the bearing defect signals by increasing the 
signal to noise ratios shown in Figure 8. As a quantifiable measure of bearing defect 
signals, the peak ratio is defined herein as the magnitude of an envelope signal at the 
characteristic defect frequency over the average magnitude of the envelope spectrum. 
Table I provides the peak ratios at the characteristic defect frequency of 164 Hz in the 

experiment. 

Table I. Peak ratio with respect to defect size 

Peak Ratio with ALE 173.45 
Peak Ratio without ALE 36.76 

Heavy Damage Light Damage No Damage 

66.70 
7.22 

4.34 
2.31 

CONCLUSIONS: In this paper, the scheme for early and effective defect detection of 
rolling element bearings was developed by the combination of the HFRT and the ALE. 
In this scheme, the HFRT was utilized to take advantage of the large amplitude of a 
defect signal over a range of high resonant frequency and the ALE was utilized to 
increase the detectability of the periodic bearing defect signal by separating it from the 
broad band noise. The experiments for damaged bearings with defects of different size 
have been performed.    It is concluded that the ALE can significantly increase the 
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detectability of bearing defect signals and the combination of the HFRT and the ALE 
provides a sensitive and consistent method for detecting the early bearing defects. 

The authors appreciate the Office of Naval Research for support through research grant 
N00014-95-1-0539, entitled "Integrated Diagnostics." Dr. Peter Schmidt serves as 
Scientific Officer. Content does not necessarily reflect the position or policy of the 
government, and no official endorsement is inferred. The Timken Company's assistance 
in the experimental set-up is also appreciated. 

REFERENCE: 
[1]        Braun, S. and Datner B., 1979, "Analysis of Roller / Ball Vibration," J. of Mechanical 

Design Transactions, Vol. 101, pp. 118-125. 
[2]        Mcfadden, P. D. and Smith, J. D., 1984, "Vibration Monitoring of Rolling Element 

Bearings by the High Frequency Resonance Technique-A Review," Tribologv 
International, Vol. 17, pp. 1-18. 

[3]        Li, C. James and Ma, Jun, 1992, "Bearing Localized Defect Detection Through Wavelet 
Decomposition  of Vibrations," PED-Vol.   55,   Sensors  and Signal Processing for 
Manufacturing, ASME, pp. 187-196. 

[4]        Harris T. A., 1991, Rolling Bearing Analysis, pp. 950-951. John Wiley & Sons. 
[5]        Gustafsson, Olof G. and Tallian, Trbor, 1962, "Detection of Damage of Assembled 

Rolling Element Bearings," ASLE Transactions, Vol. 5, pp. 197-209. 
[6]        Dyer, D., and Stewart, R. M., 1978, "Detection of Rolling Element Bearing Damage by 

Statistical Vibration Analysis," J. of Mechanical Design Transactions Vol  100 
pp. 229-235. 

[7]        Alfredson, R. J., and Marhew, J., 1985, "Time Domain Methods for Monitoring the 
Condition of Rolling Element Bearings," Mechanical Engineering Transactions 
pp. 102-107. 

[8]        Martin, H. R. and Honarvar, F., 1995, "Application of Statistical Moments to Bearing 
Failure Detection," Applied Acoustics, Vol. 44, pp. 67-77. 

[9]        Li, C. James and Wu, S. M., 1989, "On-line Detection of Localized Defects in Bearing 
by Pattern Recognition Analysis," J. of Engineering for Industry, Vol. 111, pp. 331-336. 

[10]      Su, Y. -T. and Lin S.-J.,1992, "On Initial Fault Detection of a Tapered Rolling Bearing: 
Frequency Domain Analysis,"/, of Sound and Vibration, Vol. 155, pp. 75-84. 

[11]      Li, C. James, Ma, J., and Hwang, B.,1995, "Bearing Localized Defect Detection by 
Bicoherence Analysis of Vibrations," J. of Engineering for Industry, Vol. 117, 
pp. 625-629. 

[12]      Carney, Matthew S., Mann, J. Adin III and Gagliardi, John, "Adaptive Filtering of Sound 
Pressure Signals for Monitoring Machinery in Noisy Environments," Applied Acoustics 
1994, pp. 333-351. 

[13]      Widrow, B. et al., "Adaptive Noise Canceling: Principles and Applications " Proc IEEE 
Vol. 63, 1975, pp. 1692-1716. 

[14]      Treichler, John R., "Transient and Convergent Behavior of the Adaptive Line Enhance," 
IEEE Transaction on Acoustics, Speech and Signal Process, Vol. 27 No 1   1979 
pp. 53-62. 

[15]      Clarkson, Peter M, 1993, Optimal and Adaptive Signal Processing, pp. 166-173. CRC 
Press, Boca Raton, Florida. 

772 



EXPERIMENTAL AND NUMERICAL STUDY OF GEAR FAULTS IN 
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Abstract: Several studies were made on the effects of gear faults on vibrations and noise. 
Fault signatures were defined and procedures for fault detection were proposed. Now, the 
question is to define fault thresholds. As an experimental determination does not appear 
simple, thresholds can be defined by comparing the dynamic tooth root stress due to a 
fault to a fatigue limit of the gear material and by relating the type and the depth of the 
fault to the vibration levels and tooth root stress increase. 
The experimental study of the gear fault effect on bearing vibrations enables us to define 
descriptors which indicate the presence of fault and its nature, the experimental study will 
be shortly summed up, then a numerical model will be developed involving validation 
with respect to previous experimental studies. The dynamic tooth load and tooth root 
stress with and without fault will be presented and the risks of tooth failure due to stress 
fluctuations were discussed. 

Key Words: Condition monitoring, diagnostics, dynamic stress, gears, maintenance, 
numerical simulation, vibration analysis. 

INTRODUCTION: This work takes place in a research program dealing with the 
preventive maintenance applied on gearboxes (Alattass, 1994). The aim is to define a 
maintenance policy which required many steps: 
- observation of the mechanical behaviour of the studied system, 
- detection of a change in this behaviour which indicates a modification of the mechanical 
characteristics of the system, 
- determination of the origin and the nature of this change, 
- finally, the definition of warning levels. 
In order to achieve this task, experimentation were carried out, only mechanical 
behaviour modifications due to operating faults on tooth gears were considered. 
Vibrations from bearing housing seem to be a suitable system response to be used. The 
working method is as follow (Alattass et al, 1994 a): 
- making tests with gears without fault, 
- create fault on one pinion, then reproducing the same set of tests, 
- processing the acceleration signals from bearing housing and analysing the signals in 
different domains (time, frequency and time-frequency (Wavelet)), 
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- extracting the influence of signal parameters through statistical design procedures 
- establishing a methodology to identify the nature of fault, based on the use of statistical 
tests applied on the Wavelet analysis: KHI2 test identifies distributed fault made by 
scuffing, while "extreme values" test identifies local fault obtained by pitting (Alattass et 
al, 1994 b), 
- definition of thresholds by comparing the maximum stress to a limit value. This step is 
carried out actually using a numerical model, the measurement of stress during function is 
still an expensive operation. 

It is an evidence that experimental studies take lots of time, but one have to recognise that 
the experimental results must be magnified when theoretical or numerical models are 
used to understand trends and results. In the field of gear calculations during the last 10 
years, fine dynamic gear behaviour were achieved through a precise tooth geometry 
definition and a kinematics transmission error determination. Consequently, numerical 
tools were available to simulate gear dynamic behaviours. The purpose of this paper is to 
define the relation between the presence of a tooth fault and the tooth failure through an 
increase of the fault tooth dynamic load. 

EXPERIMENTAL PROCEDURE: The test stand (Fig. 1) is constituted of two shafts 
of 60 mm in diameter, mounted on two rolling bearings and coupled with gears. The 
input shaft (2) was driven by a 120 kW DC motor. The output shaft is braked by a DC 
motor. Rotating speed was varied between 0 and 6000 r/min and was feedback controlled. 
The input torque was varied independently from 0 to 150 Nm. The details of the test 
mountings were described elsewhere (Remod, 1991). Vertical and horizontal bearing 
accelerations have been measured with piezoelectric accelerometers Al and A2 
respectively. Other parameters ( speed, torque, oil temperature) were also recorded for 
each test 

The test gears were AGMA 12 quality with 36/38 teeth, a contact ratio of 1.3 and a pitch 
module of 2 mm. The chosen local fault simulated was pitch line pitting on a single tooth. 
The single line of pitting was modelled as a strip of metal removed at the pitch line. Three 
faults were created, their positions were determined using a marking compound (Fig 2). 
The geometrical characteristics of local faults for tested gear are gathered in the Table 1. 

(M) microphone,(Al) and (A2)  accelerometers, (Cl) and (C2) optical encoders, (El) and (E2) gears, (1) 
and (2) shafts, (3) rigid frame, (4) oil box, (5) misalignment plate, (6) isolating case 

Fig. 1: Schematic arrangement of the test gear apparatus 
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The operating test conditions were : five speeds of rotation (1000, 2250, 3500, 4750 and 
6000 r/min), and five applied loads (0, 30, 60, 90 and 120 Nm). 

<     >i 
Without fault level N° 1 

level N° 2 

Fig. 2 : Visualisation of different levels of local fault 

Table 1 Geometrical characteristics of local fault 
Width (1) Depth (p) thickness (e) 

Level N° 1 4.4 mm 0.043 mm 0.4 mm 

Level N° 2 8.7 mm 0.072 mm 0.75 mm 

Level N° 3 17.5 mm 0.23 mm 0.97 mm 

For each test, bearing accelerations were measured, then processed and analysed in time, 
frequency and Wavelet domains. The spectra was obtained from an average of 16 
successive Fast Fourier Transforms of 1024 points signal acquisition. The acceleration 
Root Mean Square (r.m.s.) levels are compared with and without faults (no units for 

acceleration). 

rms (dB) 
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Fig 3 Effect of local faults on r.m.s. :Spectral analysis 
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Figure 3 shows that the bearing acceleration rms level increases when the size of the tooth 
fault increases in spectral domain, the same trends have been obtained in time and 
Wavelet analysis. In summary, a tooth fault can be detected, but now the question is to 
anticipate the tooth failure as soon as possible. Obviously, experimental determination 
can be dangerous when one large tooth fault gives a catastrophic tooth failure and even 
test rig failure. In the opposite side, a small tooth fault can give long endurance gear tests 
not always consistent with laboratory test conditions. Consequently, numerical tooth fault 
gear dynamic behaviour might be considered. 

NUMERICAL APPROACH: A mathematical model has been developed to simulate 
tooth line pitting effect. It is based on the general equations of motion for a geared system 
(Blankenship and Singh, 1992). The experimental test rig was modelled using the Finite 
Elements Method, gears were represented with two rigid disks related by the meshing 
stiffness, the gear excitations are introduced by both the fluctuations of meshing rigidity 
and the static transmission error (Bard, 1995). These values were calculated by taking 
into account all the design parameters of the gears, using a software based on the Finite 
Prism Method (Olakorede and Play, 1991). This technique, used in the quasi-static 
analysis, allowed a 3D evaluation of the cylindrical gear elastic deformations with a fine 
definition of the load sharing and pressure distribution. A preliminary analysis begins by 
a geometrical description of the gear teeth, including profile modifications due to tooth 
fault, manufacturing errors, gear bodies position including eccentricity, centre distance 
and misalignments, then for each meshing position, potential areas of gear contact are 
located, and the unloaded transmission error and the relative distances between teeth are 
calculated and stored. Elastic deformations are then evaluated, local and global 
deformations are evaluated separately, and surface deformations are estimated by the well 
known Boussinescq theory. Final results give pressure distributions along the tooth face 
width, load sharing between different tooth pairs, stress, meshing stiffness and loaded 
transmission error. The general form of equations of motion is : 

M.X + C.X + K{8').X = K{9').{l,(0') + £„(&')} (1) 

where & is a space parameter that describes the nominal progression of meshing. It could 

be expressed by &=Q'.t, where Q' is the nominal angular velocity. K(9') is the 
general form of the stiffness matrix (it depends on 0" due to the meshing stiffness 

variations) and £o(0') + so(e') is a specific vector which simulates excitation associated 
with the static and the unloaded transmission error (Özguven and Houser, 1988). M and C 
are mass and damping matrix. 

The tests rig was modelled by 41 elements with 251 degrees of freedom. The chosen 
modal damping was 0.02 for all modes of the structure and 0.06 for gear mesh. The 
Pseudo-modal techniques were applied in order to reduce the number of equations, the 
reduced system of equations was solved using the well known step by step Newmark 
techniques. 
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The numerical model was validated with different mechanical cases in previous studies. 
For the quasi-static part, tooth root stress for cylindrical gears have been measured quasi- 
statically and the difference with the numerical simulation was less than 2% (Kim, 1996). 
For the dynamic part, good agreement was observed for the localisation of modes and 
critical speeds between the measured and the simulated dynamic transmission error 
(Bard, 1995). 

Local faults were considered in the quasi-static analysis as a modification of the tooth 
geometry, the mesh stiffness has been calculated for the three levels noted above. (Fig. 4). 
It can be noted that modifications due to levels 1 and 2 are almost negligible and those 
due to level 3 reach a 50%. 

O.O    0.2    O.»    0.6    OS     l.O     1-2 

Fraction   of   mesh   cycle 

without fault 

4.5eJ-Ooe 

O.O    0.2    O.I    0.6    OS     l.O     1.2 

Fraction   of   mesh   cycle 

level N°l 

>.Oe + OOB    - 

J.Oe + 008 

O.O     0.2     O.d     0.6     O.S      l.O      1.2 

Fraction   of   mesh   cycle 

level N°2 

O.O     0.2     0.4     0.6     O.S      l.O      1.2 

Fraction   of   mesh   cycle 

level N°3 

Fig. 4: Effects of faults on meshing stiffness evolution 

Obviously, a geometrical profile variation due to gear fault leads to a modification of the 
gear kinematics motion. In other words, a pseudo-polygonal effect appears due to the flat 
bearing segment along the tooth profile caused by the fault geometry. The static 
transmission error was determined using the kinematics simulation of mesh for fault level 
3 only (Fig. 5). 

Transmission error (rd) 

Fraction of mesh cycle 
0.00        025       0.50       0 75        100 

Fig. 5: Transmission error-fault level N°3 
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For the others levels, it was not possible to be simulated, there is always a contact area 
between teeth as the fault does not occupy the full tooth flank, that is why we have 
considered this kinematics excitation negligible, even if there is a modification of the 
measured transmission error. 

Calculations were performed for different values of input torque . The maximum dynamic 
load is presented for the three levels of fault and for the maximum torque in figure 6. The 
increase due to fault level 3 reached 60%, while fault level 1 showed no effects and level 
2 produced an increase slightly inferior to 10%. 

Max. tooth load (N) 

9000 

_^_ Without faul 

-*- Leve n° 1 

-D- Leve n° 2 

"O" Leve n° 3 

Speed (rpm) 

Fig. 6 : Maximum dynamic load versus speed 

The evolution of the maximum dynamic load was calculated for the three levels at 4100 
rpm and for different mesh positions (Fig. 7a), which represents one of the input data in 
the quasi-static analysis for stress evolution. The same trends have been observed for 
other speeds (Fig. 7b), we can deduce that the main increase is due to level 3 with the 
static transmission error, the fluctuations of the mesh rigidities have obviously no 
significant effects. 
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Fig. 7: Maximum dynamic load evolution 

778 



The tooth root stress distributions are compared with and without fault (Fig. 8). It can be 
noted that for level 3 the stress increase is located at the fault passage, for level 2 we can 
observe an increase due to fault passage in the opposite side of tooth width, and a fail of 
stress at fault position due to the loose of contact between teeth. Fault level 1 have no 
negative effect, this fault seems to have an effect of tooth correction 

WITHOUT ANY FAULT FAULT LEVEL Na 1 

Tooth width (mm) Tooth width (mm) 

Pinion nngular position (rd) 
10% GO* 

Pinion angular position (rd) 

FAULT LEVEL No Z 
FAtlLTLF.VKt.N03 

Tooth width (mm) 0.15 

Pinion angular position (rd) 

Tooth Width (mm) 

Fig. 8: Stress distributions 

Stress values were compared in a cross section during tooth passage. It can be noted that 
level 1 and 2, as shown previously, have no significant effects (Fig. 9a), and the evolution 
of the stress for different mesh positions were compared in order to extract general trends 
relating fault geometry and tooth root stress (Fig. 9b). 

The failure of stress level 3 for mesh position 0.08 and 0.15 rad is due to the looseness of 
contact between teeth, otherwise, the general trends are the same as for maximum load 
(Fig. 7b) and the measured acceleration levels (Fig. 3). 
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Fig. 9: Stress evolution 

CONCLUSION: The aim of this work is to establish relationship between fault 
geometry, acceleration levels and the dynamic stress at tooth root, in order to define 
thresholds for gear local fault. The work was carried out using a numerical model, the 
faults were considered as a modification of the tooth flank, which induce a modification 
on the mesh rigidity and the static transmission error (level 3 only). The fluctuation of the 
dynamic load and stress distribution due to faults were calculated. The same trends have 
been observed for the measured acceleration and the simulated results. The modifications 
of the mesh rigidity have no significant effects on the dynamic behaviour of the studied 
system, excitation seems to be mainly influenced by the transmission error. It can be 
noted that the rate of increase for acceleration rms and the maximum dynamic load due to 
the fault evolution from level 2 to level 3 is almost the same (30%), those trends are 
similar to those of a failure rate curve for machinery (bath-tub curve) when the increase of 
the probability of failure after the component has exceeded normal useful life. Our aim 
actually is to have a real characterisation of the exciting forces by taking into account the 
measured transmission error as data for the numerical model, then results could be 
compared to crack growth models. 
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Abstract : The basic concept of neural network and its application to diagnosis of 
rolling element bearings is described. Neural networks based on neurobiological 
systems are more adept at classification and identification tasks than conventional 
statistical and expert systems. In this paper the unsupevised learning method based 
on Kohonen network is used to study the classification of problem of common faults 
in rolling element bearings. Example patterns based on vibration analysis are used 
to train the network. The method successfully predicts the class of faults. 

Key Words : Fault diagnosis, artificial neural network, rolling element bearings, 
vibration analysis, Kohonen network. 

INTRODUCTION : Rolling element bearings are one of the most important single 
components in determining the reliability of a mechanical plant. Since these bearings 
are widely used in practically all rotating and reciporcating machines, it is essential 
to detect faults in the bearings. Rolling element bearing condition monitoring has 
received considerable attention because the majority of problems are caused by faulty 
bearings. The failure of these bearings is due to localized defects resulting in fatigue 
cracking [1]. An effective condition monitoring program must recognize the 
characteristics, conditions and developing trends of the operating mechanical system 
to predict and to make a decision for the future. To be truly effective a diagnostic 
system should be capable of indicating the locations, causes and severity of faults 
utilizing information derived from active operating conditions. 

Rolling element bearings support load by means of a finite number of rolling elements 
and therefore produce vibration and sound. These vibrations arise from bearing 
element rotations, resonance of bearing elements and supports, intrusive vibrations 
(transmitted from shaft imbalance, gear meshing, vane passing etc.). Mechefske and 
Mathew [2] developed an unsupervised classification program 'SNOB' to 
automatically diagnose faults in low speed rolling element bearings. They however, 
observed that too large a learning set of spectra may prove to be undesirable when 
the variability of the spectra is significant. As artificial neural networks have high 
parallel information processing ability, self organization, self learning and much 
stronger associative memory, they have provided another way for fault diagnosis. 
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Unal [3] applied back propagation neural network for ball bearing monitoring and 
diagnosing. In this paper, the unsupervised learning method based on Kohonen 
network is used to study the classification problem of common faults in rolling element 
bearings. 

ARTIFICIAL NEURAL NETWORKS : Artificial Neural networks provide a data 
based, heuristic approach to condition monitoring and diagnostics for rotating 
machinery. Neural computing systems are more adept at many classification 
identification tasks than both traditional statistical and expert systems. These tasks 
require the ability to match large amounts of information simultaneously and then 
generate categorical and generalized outputs. Neural networks have capacity to learn 
and store information from past operating faults via associative memory, Neural 
computation models are specified by three basic entities [4]. 

- node properties, the activation range and the activation function. 

- the network architecture (topology), the types of connection, the nodes of 
connection and the weight range. 

- system dynamics, the weight initialization scheme, the activation calculation format 
and the learning rule. 

Topology : The topology of a network refers to its framework as well as its 
interconnection scheme. The framework is often specified by the number of layers 
and the number of nodes per layer. The types of layers include the input layer, a 
hidden layer and the output layer. According to the network connection a network 
can be either feed forward or recurrent and its connection either symmetrical or 
asymmetrical. 

Learning: Learning is one of the most important features of artificial neural network. 
It is emphasized that there is no known method of finding learning rules. However, 
once a learning rule has been proposed, one can analyze and study its properties. 
The classification schemes that have been proposed are 

A) Interaction with the Environment 

1. Supervised learning 
2. Reinforcement learning 
3. Unsupervised learning 

B) Topological changes 

1. Weight change only 
2. Topology change only 
3. Weight and topology change. 
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C) Stochastic and deterministic learning 

Kohonen Network : Kohonen network which is used to study the classification of 
bearing faults is an unsupervised learning method. Each node in the Kohonen network 
receives inputs from the environment and from other nodes in the layer. When we 
build a Kohonen network it is important to properly initialize the weight vectors of 
the nodes. Both input vectors and weight vectors are normalized to a constant. Each 
node computes the Euclidean distance by taking the dot product of its weight vector 
and the input vector. Kohonen network performs clustering through a competitive 
learning mechanism called 'winner take all'. The node with the largest activation 
level is declared the winner in the competition. This node is the only node that will 
generate an output signal, and all other nodes are suppressed to the zero activation 
level. Furthermore, this node and its neighbors are the only nodes permitted to learn 
for the current input pattern. 

The Kohonen network uses intralayer connections to moderate this competition. The 
output of each node acts as an inhibitory input to the other nodes but is actually 
excitatory in its neighborhood. Thus, even though there is only one winner node, 
more than one node are allowed to change their weights. This complex scheme for 
moderating competition within a layer is known as lateral inhibition. The inhibitory 
effect of a node can also decrease with the distance from it and assume the appearance 
of a Mexican hat. The exact size of the neighborhood varies as the learning goes on. 
It starts large and is slowly reduced, making the range of change sharper and sharper. 
To simulate lateral inhibition, one simply takes the winner. The winner node and its 
neighbors will learn by adjusting their weight vectors. Kohonen learning is to make 
the winning weight vector more similar to the input vector. As learning proceeds, 
the size of the neighborhood is gradually decreased. Fewer and fewer nodes learn 
in each iteration and finally only the winning node learns. 

The Kohonen algorithm which has been used is as follows : 

Step 1 : Initialize weights 

Initiatize weights from N inputs to M outputs using small random values. 
Set the initial radius of neighborhood and initial learning rate. 

Step 2 : Present new input 

Step 3 : Compute distances to all nodes. Compute distance dj between the input 
and each output node j using. 

N-1 

dj = 2      (Xi (t) - Wij (t))2 

i = o 
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where Xi(t) is the input to node i at time t and Wij(t) is the weight from 
input node i to output node j at time t. 

Step 4 :       Select output node with minimum distance. Select node j* as that output 
node with minimum distance dj. 

Step 5 :       Update weights to node j* and neighbors weights are updated for node 
j* and all nodes in the neighborhood. New weights are 

Wij(t + 1) = Wij(t) + a (t) (Xi(t)-Wij(t)) 

The term a (t) is a gain term between 0 and 1 that decreases in time. 

Step 6 :       Repeat by going to step 2. 

VIBRATION CONDITION MONITORING TECHNIQUES: An excellent description 
of monitoring vibration signatures from rolling element bearings, generation of fault 
related signal and vibration criteria based on experience is available [5, 6]. Several 
techniques which are available for finding defects in rolling element bearings rely 
on the generation of defect induced vibration within the bearing. During the bearing 
operation, wide band impulses result from the passage of defect through the rolling 
element, race way contacts. Defects at different locations of a bearing (inner race, 
roller, outer race) have characteristic frequencies [7] at which impulses are generated. 
The characteristic defect frequency makes it possible to detect the presence of a 
defect and diagnose in what part of the bearing the defect is present. The difficulty 
in localized defect detection, however lies in the fact that the energy of the bearing 
signature is spread across a wide frequency band and therefore some of the 
characteristic frequencies can be buried by noise (due to the fact that signals due to 
intrusive vibration have sufficient strength). This problem has been practically 
overcome by using time domain methods involving indices that are sensitive to the 
impulse oscillations. Examples are RMS level, peak level, crest factor (or impact 
index), Kurtosis value and shock pulse counting. These methods would yield 
satisfactory results as long as one selects a frequency band that includes some of the 
modes that get actually excited by impact of rollers and where there are no other 
sources of impact. But unfortunately, it is difficult to predict vibration modes of 
bearing's parts and its supporting structure, and which one of these modes is likely 
to be excited by the impact on the defect. A mode excited at one stage of a defect 
may not be excited when the extent of defect increases. 

A number of frequency domain techniques have been developed to detect a train of 
impulses having some characteristic defect frequency in the bearing signal. Among 
these techniques are synchronous averaging, cepstrum analysis, high frequency 
resonance, sum and difference frequency analysis. Barkov and Barkova [6] found the 
high frequency vibration envelope method to be the most efficient for rolling element 
bearings condition assessment and with proper measurement the assurance for life 
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time prediction. It is assumed that the defect frequencies with corresponding 
amplitudes have been obtained 

IMPLEMENTATION AND RESULTS : The computer program is developed in 
C programming language with Borland C/C + + compiler. The program works for 
any number of input nodes and any number of output classes. The patterns for training 
are generated from data available in literature [7]. The input vector can have fourteen 
components. The first component is the first harmonic component of speed, the 
second element is the second harmonic component of speed, the other elements are 
vibration amplitudes corresponding to the roller, outer and inner race frequencies 
and its harmonics (upto 4th harmonic). The above input is classified into 6 classes. 
This data is fed into the program. The output layer may be 1-dimensional or 
2-dimensional. In the present study, 2-dimensional output layer is considered. The output 
layer size is not known initially. Therefore, it is set to number of output classes. The 
memory is allocated for input vector, the number of random numbers required are 
determined from number of input nodes and number of output nodes. For a 2-d network, 
the number of random numbers required for weight initialization is 

rand   = m x n x p 

n is the number of inputs, m is the number of rows and p is the number of columns 
in the network. The network is tried with five elements which correspond to the first 
and second harmonic components of speed and the first harmonic of the characteristic 
defect frequencies. Input faults are generated. Fifty example patterns are used to 
train the network. For each example pattern used for training the network, euclidean 
distances are computed, the minimum distance determined and thus the winner 
node for that example is found out. This training is done for all cycles. If the 
neighborhood is '0' or the learning rate is '0', then the loop breaks and the next part 
of the program is executed where the number of output classes are determined. 
Otherwise, at the end of fifth cycle, the number of classes obtained for the given 
input examples are determined. If this number is equal to the number of output 
classes the data should be classified into, then the network weights are finalized; if 
not the output layer size is incremented and all steps mentioned above are repeated 
until the data is classified. The final weights and the network dimensions are copied 
into a data file and the program for training terminates. The given input samples are 
classified into unbalance, misalignment, roller defect, inner race defect, outer race 
defect, no defect. 

The input vector has five components. With 1-dimensional output layer convergence 
was not achieved and therefore 2-dimensional output layer was chosen. Network 
output layer size for the given input data fixed by trial and error is 13 x 13. The 
neighborhood value used in the present problem is 5 and is application dependent. 
The learning rate at the beginning of training is 0.65 and is reduced by 0.1 after each 
cycle. The program works through all the steps of Kohonen algorithm and calculates 
the number of classes in the output layer. The network is said to converge, when the 
weights of the network remain practically the same for two consecutive cycles. 
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Testing patterns used for training the network are given below : 

Sl.No. Testing Pattern 

1. 1 2 0.375 0.37 0.8 

2. 2 2 0.374 0.371 0.8 

3. 1 3.28 0.375 0.37 0.8 

4. 1 2 0.9 0.37 0.8 

49 1.17 2.1 0.42 0.42 1.01 

50 1.1 2.09 0.41 0.4 2.6 

The defects and corresponding nodes after training are given below 

SI. No. Type of Defect Node activated 

1. 
2. 
3. 
4. 
5. 

Unbalance 
Misalignment 
Roller defect 
Inner race defect 
Outer race defect 

[8,1] 
[8,5] 
[9,0], [10,12] 
[5,6], [1,9] 
[2,3] 

6. No defect r5.41 

The patterns after training are as follows 

SI. No. Training Pattern Winner Node 
1. 1.0 2.0 0.375 0.370 0.80 [5,4] 
2. 2.0 2.0 0.374 0.371 0.80 [8,1] 
3. 1.0 3.28 0.375 0.370 0.80 [8,5] 

49. 1.17 2.10 0.420 0.420 1.01 [5,4] 

50. 1.10 2.09 0.410 0.400 2.60 [11,8] 

Testing module execution gives results as follows : 

Enter Input pattern : 1.150 2.010 0.370 0.380 0.850 
winner node is : [5,4] 
no defect 
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Try another input pattern ? If yes enter 1 : If no enter 0: 
1 

enter input pattern : 1.350 2.110 0.900 0.390 0.890 
winner node is : [10,12] 
roller defect 

Try another input pattern ? If yes enter 1 : If no enter 0: 
1 

enter input pattern : 1.350 3.300 0.390 0.410 0.910 
winner node is : [8,5] 
misalignment 

Try another input pattern ? If yes enter 1 : If no enter 0: 
0 

CONCLUSIONS : The artificial neural network is successfully tried on a typical 
bearing and the Kohonen method of unsupervised learning predicts the class of fault. 
Therefore the artificial neural network can be effectively used with an online 
monitoring system with spectral analysis capability to predict faults. 
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