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Capsule Aerothermodynamics
(AGARD R-808)

Executive Summary

This report is a compilation of the edited proceedings for the “Capsule Aerothermodynamics” course
held at the von Kérmén Institute for Fluid Dynamics (VKI) in Rhode-Saint-Genese, Belgium,

20-22 March 1995.

At present, on a world scale, different capsules and penetrators are being considered for planetary entry,
such as the Huygens probe to Titan, the Intermarsnet to Mars, and a probe attached to the Mercury

orbiter to Venus.

In addition, conceptual studies for earth re-entry are in progress for crew transport vehicles. Their
geometries vary from low lift-to-drag ratio Apollo type to more advanced and complex bent biconic

high lift-to-drag configurations.

Because of the renewed interest in Capsule Aerothermodynamics, this course was organised to
stimulate research in this field for young engineers as well as to update expertise for more experienced

aerodynamicists.

This series of lectures, supported by the AGARD Fluid Dynamics Panel and the von Kérmén Institute
for Fluid Dynamics covered all aerodynamic design aspects related to planetary probe and capsule
configurations. Critical phenomena occurring during the different regimes of flight from the rarefied
through the hypersonic, supersonic, transonic and subsonic portions of flight are reviewed. The impact
of real gas and rarefaction on capsule aerothermodynamics, and in particular on forebody and wake

flows, is addressed.

In addition, present day computational, and experimental capabilities to assess radiation, blackout,
ablation and the characterisation of the dynamic derivatives are discussed.




L’aérothermodynamique des capsules
(AGARD R-808)

Synthese

Ce rapport rassemble les comptes-rendus du cours sur “I’aérodynamique des capsules” tenu a I'Institut
von Kéarman de Dynamique des Fluides (VKI) 2 Rhode-Saint-Genéese, en Belgique, du 20 au 22 Mars

1995.

Présentement, différentes capsules et divers pénétrateurs sont considérés dans le monde entier pour
effectuer des entrées planétaires, telle la sonde HUYGENS vers Titan, INTERMARSNET vers Mars, et
une sonde attachée 8 MERCURY ORBITER vers Vénus.

Par ailleurs, des études conceptuelles de véhicules de rentrée terrestre transportant des équipages sont
en cours. La géométrie de ces véhicules varie du type Apollo de faible finesse a des configurations
biconiques complexes de finesse élevée.

En raison de ce regain d’intérét dans 1’aérodynamique des capsules, ce cours a été organisé pour
stimuler la recherche dans ce terrain pour de jeunes ingénieurs, mais aussi pour actualiser I’expertise
d’aérodynamiciens plus expérimentés.

Cette série de conférences, avec le soutien du Panel Dynamique des Fluides de 'AGARD et de
I'Institut von Kdrman de Dynamique des Fluides, couvre tous les aspects de la conception
aérodynamique reliés aux configurations de sondes planétaires et de capsules. Le point sur les
phénomenes critiques survenant durant les divers régimes de vol depuis le raréfié, a travers
I’hypersonique, le supersonique, le transsonique et le subsonique est effectué. L’influence des effets de
gaz réel et de raréfaction sur I’aérodynamique des capsules, et en particulier sur les écoulements autour
de I’avant-corps et dans le sillage, est analysée.

En outre, les capacités actuelles de calcul et expérimentales permettant d’évaluer le rayonnement,
I’occultation radio (black-out) et I’ablation et de caractériser les dérivées dynamiques sont discutées.
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CAPSULE AEROTHERMODYNAMICS: MISSIONS, CRITICAL ISSUES
OVERVIEW AND COURSE ROADMAP

Jean Muylaert
ESA Technical Directorate,
Aerothermodynamic Section, Postbus 299
2200 AG Noordwijk, NETHERLANDS

Abstract

At present, on a world scale, different capsules and
penetrators are being considered for planetary en-
try such as the Huygens probe to Titan, the Inter-
marsnet to Mars, and the Mercury orbiter probe to
Venus.

In addition conceptual studies for earth reentry are
in progress for crew transport vehicles. Their geome-
tries vary from low lift to drag ratio Apollo type to
more advanced and complex bent biconic high lift to
drag configurations.

Because of the renewed interest in Capsule
Aerothermodynamics, this course is organized to
stimulate research in this field for young engineers
as well as to update expertize for more experienced
aerodynamicists.

The course will cover all aerodynamic design as-
pects related to planetary probe and capsule config-
urations. Critical phenomena occuring during the
different regimes of flight from the rarefied through
the hypersonic, supersonic, transonic and subsonic
portions of flight will be reviewed. The impact of
real gas and rarefaction on capsule aerothermody-
namics and in particular on forebody and wake flows
will be addressed.

In addition present day computational and ex-
perimental capabilities to assess radiation, blackout,
ablation and the characterization of the dynamic
derivatives will be discussed.

1 Course Road Map

This three day course is devided in 4 parts:

e A first session which reviews the planetary probe
missions and the Earth reentry projects and pro-
grammes being carried out in Europe, USA and
Japan, combined with an overview of the critical
points associated with these missions. It basi-
cally shows that, on a world scale, quite a lot of
activities related to capsule aerothermodynam-
ics are being performed justifying this course.

e The second part of the course contains 3 ses-
sions devoted to fundamental physics, thermo-
dynamics, transport properties, reaction rates,
and scaling. In addition ballistic versus lifting

reentry strategies will be derived showing the in-
fluence of the relevant parameters such as lift to
drag ratio and ballistic coefficient.

o The major part of the course i.e. eight sessions,
will covers critical points, associated with cap-
sule configurations, such as real gas effects, rar-
efied flow effects, radiation and blackout, abla-
tion and finally the assessment of the dynamic
derivatives. It is the intention that we review for
each of these themes the state of the art of the
experimental and numerical tools required for
best estimation of their impact on the aerother-
modynamic design of probes and capsule like
configurations.

e The last two sessions of the course will be
devoted to two major programmes: the USA
Aecroassisted flight experiment and the ESA
Huygens probe. For the latter the industrial ap-
proach will be reviewed which was followed to
come up with the best shape given some strin-
gent mission requirements.

It has to be remarked that within the present
three day course not all of the capsule design issues
could be addressed. It is realized that issues such
as parachute aerodynamics, deployment and stability
could not be addressed and that transition as well as
reaction and control plume interaction with external
flow will only briefly be discussed in the appropriate
sessions.

2 Winged versus Unwinged
Reentry

The four major classes of hypersonic space trans-
port vehicles and their major aerothermodynamic ef-
fects are shown in figure 1 as depicted from reference
1.

¢ Winged reentry vehicles (RV) such as the space
Shuttle, the Buran and the Hermes.

o Hypersonic cruise vehicles (CV) such as the first
stage of the Saenger space transportation sys-
tem.

Paper presented at the AGARD FDP Special Course on “Capsule Aerothermodynamics”, held at
the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Genése, Belgium,
in March 1995, and published in R-808.
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¢ Ascent and reentry vehicles (ARV) such as the
uper stage Horus of the Saenger system.

o Aecroassisted orbit transfer vehicles (AOTV),
also known as the aeroassisted space transfer ve-
hicles (ASTV).

We will concentrate our efforts to reentry of blunt
vehicles with low to medium hypersonic lift to drag
ratio’s. The choise however for ballistic or lifting en-
try depends on a trade off of many requirements such
as : deceleration limits, atmospheric uncertainties,
landing site or targetting and recovery, mass limita-
tions etc. These mission requirements will translate
into aerothermodynamic requirements during the ve-
hicle design process where at each position in time
during flight limits imposed on ”g force”, dynamic
pressure, heatflux, heat load, wall temerature etc are
not to be exceeded.

These limits depend of course on the state of the
art in space technology. The flight aerothermody-
namic loads depend on

o the atmospheric characteristics such as density
and temperature,

o the vehicle aerodynamic parameters such as ge-
ometry, mass, and aerodynamic coefficients,

e and on flight conditions such as incidence and
speed.

The most important vehicle parameters during
reentry are :

e the wingloading
e the ballistic coefficient

o and the lift to drag ratio

Configurations with aerodynamic lift, as opposed to
ballistic vehicles where the lift is zero, have the ad-
vantage to have manoevering capability and there-
fore enhanced down and crossrange capability; i.e.
they can increase there landing region on earth as
shown in figure 2 and 3 taken from reference 2.
Figure 4 shows an overview of several vehicle con-
figurations and their corresponding lift to drag ra-
tio’s. In session 4 it will be shown that the lift to
drag ratio is proportional to the cross range and that
stagnation heatflux is inversely proportional to the
square root of the nose radius ( Fay and Riddell).
It should be noted that with increasing lift to drag
one can control also the deceleration forces much bet-
ter which depending on whether the mission is man
rated or not can be a very stringent requirement.
Typical lift to drag ratio’s and ballistic coefficients
for a range of generic configurations are shown in
figure 5 from reference 3. We are concentrating on
the low level part of the curve where L/D is lower

than 1 corresponding to the sfere cone shapes. Mer-
cury, Gemini and Apollo command modules were
sfere/cone shapes.

For ballistic reentry, the deceleration forces or g
forces are very much dependent on the entry speed
and the entry angle. Manned ballistic reentry for
entry incidences higher than 5 degrees are not pos-
sible. This is due to the limitation in negatif ”g’s”
that mankind can tollerate. Figure 6 shows the g
forces versus entry angle for some low to medium
L/D configurations. For zero entry angle one could
obtain acceptable g forces to the expense of landing
accuracy and integrated heat load. It is interesting
to note that the g forces reduce rapidly even for low
L/D vehicles. The 3 g limit can be obtained with
L/D configurations of 0.25 as long as their entry an-
gle is lower that 3 degrees. ( Apollo has L/D = 0.25
till 0.35 ).

Lift can be used to reduce the level of deceleration
as well as the heating rates during reentry. The effect
of L/D on the stagnation point heat transfer rate
is shown in figure 7. Lift allows the configuration
to decelerate at higher altitudes. The lower value
of the free stream density at these altitudes means
that the aerodynamic heating will be lower at a given
velocity. Note however that despite the decrease in
heat flux one can have an increased heat load due to
the increase in flight time.

3 Planetary Scientific explo-
ration Probes

3.1 Introduction

ESA and NASA are launching three planetary mis-
sions involving entries with very different atmo-
spheric conditions: HUYGENS, to Saturn’s satellite
Titan, ROSETTA, to a comet and back to earth, and
MARSNET, to the planet Mars. Below these three
missions will be presented, as well as their aerody-
namic characteristics, and some of the aerothermo-
chemical data related to them. Typical entry trajec-
tories are presented. Table 1 shows the Titan, Mars
and Earth properties. (reference 17).

The impact of aerothermodynamics on the design
and the feasibility of these vehicles is briefly acknowl-
edged. The aerodynamic issues identified for these
projects are listed.

The European Space Agency (ESA) is currently
studying three scientific probes for planetary mis-
sions, reference 4, in conjunction with the National
Aeronautic and Space Administration (NASA). For
the three missions, NASA will provide the European
probes with a launcher, a carrier and communica-
tions through their Deep Space Network (DSN). The




aerodynamic shape of the three probes is very simi-
lar, based on a 60° sphere-cone for their front heat-
shield. This choice represents a trade-off between
the drag and the stability of the vehicle, but is also
supported by the availability of a large aerodynamic
database. These three probes involve ballistic atmo-
spheric entries with very different conditions. For
manned missions, conservative designs are adopted.
For robotic missions, the low cost - low mass ap-
proach requires an accurate design, with small mar-
gins and a somewhat higher risk. A very good knowl-
edge of the entry environment is needed to fullfill
these requirements.

3.2 Huygens
3.2.1 Description of the mission

HUYGENS is a probe designed to perform measure-
ments in the atmosphere of Saturn’s giant moon Ti-
tan.(reference 5).

The prime contractor for its construction is
AEROSPATIALE.

Titan’s cold atmosphere is believed to have been
preserved in conditions immediately prior to life ap-
pearance. HUYGENS’ launch is scheduled in 1997.
The capsule will fly attached to Saturn’s orbiter
CASSINI. After 9 years of interplanetary cruise, the
composite CASSINI-HUYGENS is inserted in Sat-
urn orbit, and HUYGENS is ejected, approaches Ti-
tan and enters its thick atmosphere 22 days later.
The Cassini orbiter relays the communications be-
tween HUYGENS and the earth.

During the hypersonic phase of its atmospheric en-
try, the probe is protected by a sphere-cone shaped
front heat shield, and a back-cover. When a low su-
personic Mach number is reached, the back part of
the heat-shield is jettisoned, a pilot chute is opened
and finally a large parachute is deployed, to stabilize
the vehicle during the transonic phase and to brake
more efficiently as seen in figure 8. The front part
of the heat shield is then jettisoned, to allow the de-
ployment of the scientific instruments analysing the
atmosphere and the planet. The power supply is only
sufficient for a descent time of less than three hours.
Besides, the orbiter is also available for communi-
cations only during a limited time. The minimum
descent time required to perform the scientific mea-
surements is two and a half hours. In order to achieve
this, the parachute is jettisoned at an altitude of the
order of 50 km, and the last part of the descent is
free-fall.

When the probe touches the ground, it has accom-
plished its nominal mission. If the probe survives the
impact, it might continue to transmit measurements
of the ground structure for a few minutes.

3.2.2 Characteristics of probe’s entry

Titan is a planet sized satellite of Saturn. Its surface
radius is 2575 km. Its mass is 1.346 10?3 kg, and
the corresponding gravitational constant is GM =
8.976 10'? m3s=2. The atmospheric composition of
Titan is not well known. It is believed to contain
0-20% Argon (Ar), 0-4% methane (CHy4) and 76-
100% Nitrogen (N2) (mole fractions). The winds are
unknown, but represent a potential danger for the
probe stability. Its topography is presumably known
within £ 2 km.

A nominal atmospheric profile, constructed from
VOYAGER measurements, is plotted in figure 9 in-
cluding the associated uncertainties. Titan’s atmo-
sphere extends to more than 1200 km, and its surface
pressure is higher than the Earth’s one.

The diameter of the probe is now 2.7 m, and the
mass around 300 kg. The heat shield is made of
an ablative material. No significant ablation is ex-
pected, but a moderate degasing should occur during
Titan’s entry, accompanied with some mass loss.

The probe is released from the orbiter with a spin
of approximately 5 rotations per minute, and keeps
some of it during the hypersonic entry. Typical en-
try conditions are given in table 2. A corresponding
trajectory is shown in figure 10. The convective and
radiative heatfluxes are those given by crude engi-
neering correlations. The Mach number is computed
with a specific heat ratio value of 1.4 probably differ-
ent from the real one, which depends on the atmo-
spheric composition. The bump on the Mach curve
correspond to the temperature drop around 750 km.

3.2.3 Aerothermodynamics

The accurate prediction of peak and time-integrated
heat fluxes is important for the selection and siz-
ing of the Thermal Protection System (TPS) ma-
terial. Engineering correlations have shown to be
completely wrong for the radiative flux predictions.
Equilibrium flow calculations seem to overpredict
convective heat-fluxes, but underpredict the radia-
tive fluxes, since they underestimate the formation
of highly emissive products like CN molecules. The
design of the heat-shield requires the use and devel-
opment of highly sophisticated numerical tools, and
the construction of adequate databases, for the aero-
dynamic properties of the probe and for the plasma
chemical, radiative, thermodynamic and transport
properties.

The aerodynamic design of the probe relies heavily
on early work performed on Titan entry for other
entry conditions as shown in reference 6, 7 and 8
and on the properties of its atmospheric components.
(reference 9).

A more recent experimental study on nonequilib-
rium radiation from Park (reference 10) provides also
an important element for the non-equilibrium ra-
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diation predictions. Non-equilibrium Navier-Stokes
calculations are difficult because of the stiffness
and complexity of the reactions of decomposition of
methane , but they are necessary not only for the
heat flux assessment, but also to predict pollutants
harmful to on-board scientific instruments.

The prediction of the plasma flow must be per-
formed around the whole probe . The back cover has
also a significant mass impact. Again, purely empir-
ical correlations are not sufficient at this stage of the
project, and experimental verification is impossible.

In the hypersonic regime, the formation of small
amounts of CN induces a more severe heat flux dis-
tribution because of a major non-equilibrium radia-
tion contribution. This radiation is highly dependent
on the C'N electronic temperature, and on the degree
of ionization of the flow. Results of nonequilibrium
viscous flow calculations are reported in figure 11.

An accurate description of the flow field is neces-
sary for the determination of heat fluxes, and these
fluxes have a direct impact on the selection of the ma-
terial for the thermal protection system. The flight
conditions are such that it is necessary to rely on a
computational assessment of the heat flux distribu-
tion, associated with a sound margin evaluation and
an adequate experimental qualification. The non-
equilibrium radiative heat-fluxes are several times
higher than their equilibrium counterparts.

3.3 MARSNET

3.3.1 Description of the mission

In 2001 or 2003, ESA will launch a cluster of three
scientific exploration stations to Mars.( reference 12
and 13).

NASA will provide a Delta 2 class launcher, and
carriers as well as Deep Space Network support. The
MARSNET probes will form a network of robotic
mini-probes on Mars surface.

They will study the atmosphere of Mars, its sur-
face and its internal structure. Their observations
will be completed by the informations from the fu-
ture NASA’s MESUR Martian probe network. Their
nominal operation will last two years (one martian
year) in a very harsh climatic environment. The ma-
jor design drivers are the cost, the mass and the vol-
ume of the probes.

3.3.2 Characteristics of probes’ entry

The feasibility of the probes is still being investi-
gated, and their final shapes have not been decided
yet. The choice of fitting 3-4 probes in a Delta-2 class
fairing restricts their diameter to a maximum of 2m
and their mass to 120 kg. The material used for the
TPS could be the same as HUYGENS’ one, or a hot
structure solution could be retained (C-SiC or C-C).
The Martian atmosphere is very thin (120 km), and

at a low pressure, the ground pressure being typically
around 700 Pa. The table 3 summarizes the entry
conditions for VIKING, MESUR and Marsnet. It
appears that MARSNET will face more severe heat
fluxes.

Mars atmospheric pressure experiences large vari-
ations. A typical entry is represented in figure 12.
Notice that most of the heat flux found by engineer-
ing correlations is due to convection. The aerody-
namic coefficients of VIKING have shown to be very
sensitive to real gas effects. The Marsnet trajectory
predictions need to account for it.

3.3.3 Aerothermodynamics

The peak heat fluxes are expected of the same order
of magnitude as for the HUYGENS capsule. The
shock layer around MARSNET will be at a temper-
ature above 7000 K at peak heat flux altitude. The
existing thermochemical database comes essentially
from the VIKING tests; it needs to be updated and
extended to higher temperatures. The vibrational
relaxation of polyatomic molecules at very high tem-
peratures needs to be better understood and in-
cluded in existing codes. The catalytic effects of the
thermal protection materials also need to be investi-
gated as well as their characterisation in the Martian
atmosphere. The base flow prediction is also an im-
portant aerodynamic issue because of potential hot
spots on the protuberant back cover of the martian
probe.

The presence of dust in regions of Mars atmo-
sphere where the probe might have a high velocity
can lead to some heatshield erosion. and experimen-
tal background for the future space exploration mis-
sions.

3.4 ROSETTA

3.4.1 Description of the mission

In the first years of the 21° century, the ROSETTA
capsule will be launched. Six years later, the probe
will land on a comet, and would have returned to
Earth with some 20 kg of samples of the comet’s nu-
cleus. However, recently it was proposed to cancel
the return mission and to transfer the data back to
Earth by telemetry. The return to Earth was planned
to take more than five years. The most important
part of the capsule’s mission was to bring back the
samples in pristine conditions. To achieve that, the
probe should not be subject to decelerations above
50 ¢g. The heat flux and heat soak should be mini-
mum, and the landing dispersion should be moder-
ate.




3.4.2 Characteristics of probe’s entry

The probe’s shape is similar to Apollo’s shape, but no
trim angle is planned. A ballistic non-lifting trajec-
tory was chosen. The probe’s velocity during entry
would have been around 16 km/s and is significantly
higher than the maximum earth entry velocity ever
experienced, namely Apollo’s 11 km/s. At this stage
of the study, an entry angle just a little steeper than
the skip-out angle was retained to reduce the peak
flux and deceleration (table 2). Even so, very severe
fluxes were expected during the hypersonic part of
its trajectory, around 30 MW m~2, the major con-
tribution being the radiative one. A strong ionization
should be present. A typical trajectory is plotted in
figure 13. These levels of heat flux usually require
ablative thermal protections. The expected mass of
the probe is approximately 300 kg.

3.4.3 Aerothermodynamics

Typically, some shock layer temperatures may be
well above 30000 K. The plasma properties at such
high temperatures are rather uncertain. Similarly,
reaction rates for such high temperatures are not
available, and old chemical models such as Dunn and
Kang ( reference 11 ) are used.

For these high temperatures, the validity of the
Navier-Stokes equations could be questionned. Ad-
ditional processes probably need to be accounted for;
at least the coupling of radiation with the flow field,
and the ablation, and possibly electromagnetic ef-
fects. Here again, like for HUYGENS, the radiative
heat flux will be the major heat exchange process,
and ablative processes will have to be accounted for
in the heat flux predictions.

3.5 Scientific mission key issues sum-
mary

Basic and practical problems remain to be solved and
they require improvements for the experimental as
well as the numerical tools. Better knowledge of ba-
sic physical processes are required especially for the
planetary gases. In particular transport and ther-
modynamic properties, reaction rates and radiative
properties need to be investigated.

A proposed real gas validation methodology is
shown in figure 14. The thermodynamic coefficients,
transport properties , radiation properties and chem-
ical kinetics need to be reassessed using modern
shock tubes combined with the latest nonintrusive
measurement techniques. Because most of the ex-
isting data are comming from older shock tube ex-
periments where the relaxation processes behind a
moving normal shock was measured; it is believed
that new shock tube experiments combined with the
latest nonintrusive measurement techniques are re-
quired to reasses these reaction rates and thermo-
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dynamic properties. Moreover the validation of the
above coefficients need also to be done for expanding
flow fields. There is an urgent need to standardize
the chemical - and vibrational reaction rates for air
and other gases such as CO; for specific classes of
high enthalpy flows e.g. flows encountered in shock
tubes or hot shots which do not necessary require
the modelization of ions. Standardization of reac-
tion rates will also take away a source of discrepan-
cies when performing code to code comparisons.

In addition there is an urgent need to improve our
understanding of the reaction mechanisms associated
with gas surface interactions such as catalysis and
ablation. These fundamental experiments could be
performed in arc jets or in more clean environments
such as solar furnices or induction heated facilities or
plasmatrons. Finally figure 15 provides a summary
of the key issues related to the above described sci-
entific missions including the latest Mercury orbiter
Venus probe.

4 Earth Reentry capsules

4.1 Introduction

There were a lot of Earth reentry flights performed
in USA and Russia during the development of the
Apollo and Soyuz capsules. It is not the purpose
to review all flight experiments and programms but
we will only review some of the recent flight exper-
iments as well as describe the most recent capsule
programins.

o The Japanese OREX flight programm.

e The ESA Atmospheric Reentry Flight Demon-
startor ( ARD).

o The ESA Crew Transport Vehicle studies ( CTV
) which at present are just system studies where
different concepts such as the Bent biconic or
the Viking type configuration is being studied.

o The German Bremsat which was launched by
the Shuttle STS 60 for the purpose of performing
low density experiments to explore flow phenom-
ena and to validate flow models and numerical
models.

e The Express capsule which was launched in Jan-
uari 1995 with the purpose of acquiring low den-
sity as well as high enthalpy data in the contin-
uum regime; unfortunately the flight experiment
failed.

e The Mirka study performed by Germany.

o Additional studies were performed such as the
CARIANE study by CNES France, the CA-
RINA capsule programme by the Italian Space
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agency, the LARVE programme by The Nether-
lands, The Cobra studies by the germans; which
will not be adressed further here.

e Finally in view of its importance some Apollo
lessons learned will be addressed.

4.2 Orex

On 4 feb. 1994, the Orbital reentry experiment, (
OREX) took place. OREX was launched by the first
Japanese H2 launcher. Because this is a very recent
flight, some of the experimental results will be shown
as depicted from reference 13.

Figure 16 and 17 show the location and the spec-
ification of the measurement plan. Figure 18 shows
the sequents of events. Note the earlier detection of
the blackout in flight as compared to the preflight
estimation. Figure 19 gives the breakdown of the
downrange error :

e 38 Km due to error caused by orbiter injection,
e 47 Km due to error caused by deorbit burn out

e and the remaining 30 Km due to the environ-
mental errors during reentry flight.

Finally figure 20 and 21 show some examples of
the data which were taken during flight. It can be
concluded that the OREX flight was successfully con-
ducted.

4.3 ARD

The ARD vehicle is based on the Apollo shape, fig-
ure 22, with an external diameter of 2.8 m and a
maximum mass of 2.8 tons. ( reference 14 ).

It will be launched by the second ARIANE 5 flight
as a passenger in april 1996. The mission performed
by the vehicle after launch is a suborbital ballistic
flight followed by a guided lifting reentry ending with
the final phase of deceleration under parachutes and
the splach down in the Pacific ocean where the ve-
hicle shall be recovered as seen in figure 23. The
heat shield is made of 93 tiles in ” Aleastrasil” , a
compound of silica randomly oriented short fibers,
impregnated with phenolic resin. The conical part
and back cover are fitted with ” Norcoat - Liege ”
tiles. The RCS system will ensure the ARD attitude
and control during the ballistic and guided reentry
phases. It is derived from the ARIANE SCA noz-
zles ( systeme de control attitude). Figure 24 shows
the parachute sequence. Figure 25 the ARD mea-
surement plan. The flight conditions will be derived
from redundant sources of informations :

s reconstruction of flight trajectory with inertial
measuring unit;

¢ radar traking

e atmospheric characterization with lidar, bal-
loons and rockets( if available),

o pressure measurement on the heat shield,
o total angle of attack.

The aerodynamic coefficients will be derived from
the accelerometers and the RCS activation plan will
be such as to identify RCS efficiencies as well as
alfa derivatives of the aerodynamic coefficient and
dynamic stability parameter Cm,

Figure 26 show the measurememt locations. In
addition black out measurements will be performed.
Figure 27 and 28 show respectively the wall stream-
lines and the pressure contours illustrating the com-
plex structures of the separated flow on lee side and
at base of the capsule.

The ARD programme will provide a set of usefull
data for the qualification of the European design,
prediction and development tools.

4.4 Express, Bremsat and Mirka

The simulation of free molecular and transitional ef-
fects in windtunnels is not possible due to the limi-
tations in speed and size of present day low density
facilities.

Free flight experiments such as the Bremsat and
the Express are therefore of major importance for
the evaluation of low density effects.

Figure 29 shows the Bremsat dimensions , flight
conditions , experiments and equipement. (reference
15).

Two types of experiments will be performed :

o First the gas surface interaction experiment
where the accomodation coefficients will be de-
duced from the panel tangential and normal
forces; the density being measured with free
molecular ideal orifice probes and flow incidence
angle derived from the periodicity of the balance
signal output.

e Second the rarefied flow experiment which will
be performed in the transitional flow regime.
Free molecular sensors , which are mounted on
forward facing probe holders will measure the
molecular particle flux and kinetic heat flux 100
mm in front of the nose cap. Sensors of the
same geometry, which are mounted in the satel-
lite nose cap, will measure the corresponding
quantities on the surface. The surface fluxes
will be strongly influenced by the evolution of
the collision dominated rarefied flow in front of
the satellite.

The evaluation of the two types of measurements,
i.e. one in the undisturbed free stream and one in
the flow field of the nose will give a clear indication of
the first collisional processes. They can be a valuable




basis for the validation of Monte Carlo methods at
true orbital flight conditions.

Figure 30 shows the Express entry capsule and ob-
jectives. Dynamic pressure probes in the nose in or-
der to measure free stream quantities and combined
flux probes on the flare are mounted so as to deduce
surface pressure, surface partical flux, heat flux and
slip velocity.

Finally figure 31 shows the German reentry cap-
sule Mirka which is a 1 m sfere to be launched in
1996, to test new nonablative heat shield material
and structure. Figure 32 shows the mirka trajectory
in the HEG binary scaling versus speed envelop.

4.5 Apollo

It is considered appropriate to include here some
information on the Apollo because of the ongoing
European capsule technology programme and be-
cause of the many capsule programms which uses
the Apollo aerodynamic data base.

We will stress here only the influence of the real
gas effects on the trim pitching moment. Figure 33
shows the Apollo command module trim error and
comparison with the Space Shuttle. Hassan et al (
reference 16 ) simulated the Apollo at flight condi-
tions and in windtunne! conditions. Figure 34 shows
nonequilibrium Navier Stokes computations using a
5 species air model and it can be deduced that the
trim angle shift is due to the chemical reactions.

Because of the available data base a technology
programme was started in Europe using the Apollo
as a reference shape and in support to the above de-
scribed ARD project. Experiments in low and high
enthalpy facilities are planned in this ” capsule tech-
nology programme ” for the study of the influence of
real gas and viscous interaction effects on the L/D.
In addition critical issues such as RCS interaction,
dynamic derivatives, base flow sting support inter-
ference, radiation, blackout and ablation are being
addressed.

5 CONCLUSION

The present first session of this course addressed
the planetary probe entry’s for the Huygens, the
Marsnet, and the Rosetta missions and reviewed
some of the recent Earth reentry capsule pro-
grammes. Because of the renewed interest this course
was organized to stimulate research for young engi-
neers as well as to update expertize for more experi-
enced engineers. In the following sessions first some
fundamentals will be reviewed followed by critical
capsule related items and finally some lessons learned
wil close this course . It is hoped that the objectives
of the course will be met.
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Table 1: Titan/Mars/Earth properties

Titan Mars Earth
equatorial radius (km): 2575 3397 6378
rotation period: 15.9 days | 24h 39mn 24h
mass (kg): 1.35 102 | 6.4210%3 | 5.97 10**
GM km? s—2 8978 42840 398378

atmospheric composition expressed in mole fractions.
values less than .001 are reported as 0.

N, .80 — 1. 027 .79
0, 0. .0013 21
CO, 0. .953 0.
Ar 0.— .20 .01 0.
CH, 0— .04 0. 0.
Table 2: HUYGENS/MARSNET/ROSETTA typi-
cal entry and peak heat flux conditions
probe: HUYGENS | MARSNET | ROSETTA
entry in: Titan Mars Earth
altitude (km): 1270 120 220
entry || velocity (m/s): 6190 6250 — 6650 16000
angle: —64° —15° — —30° -10.5°
altitude (km): 287 44 63
peak || velocity (m/s) 5779 5280 14300
heat || pressure (Pa) 5.75 6.53 15.49
flux temperature (K) 145 148 240.1
Table 3: comparison of the different Mars entry
probes
VIKING | MESUR | MARSNET
cone angle 70° 70° 60°
diameter 35m 25m 2.m
mass 1043 kg | 304 kg 120 kg
| entry velocity | 5. km/s | 7. km/s | 6.4km/s
| entry angle —17° > —20° > —30°
| guided entry yes no no
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Figure 1: Four major classes of hypersonic space-transport verhicles, and major aerothermodynamic effects.
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Figure 4: Overview of several verhicle configuration and their corresponding lift to drag ratio
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Figure 5: Lift-to-drag ratios (L/D) and ballistic coefficients for er-entry configurations.
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Figure 8: Huygens entry descent scenario
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Figure 15: Overview of scientific mission aerodynamic key issues and challenges




DOWNRANGE ERROR
(1) ERROR CAUSED BY ORBIT INJECTION ERROR -38 km
(2) ERROR CAUSED BY DE-ORBIT THRUST ERROR -47 km
(3) ERROR CAUSED BY ENVIRONMENTAL ERRORS
DURING REENTRY FLIGHT -30 km
TOTAL - 116 km

Figure 19: Evaluation of downrange error
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ELECTROSTATIC PROBE

ELECTROSTATIC PROBE

Figure 16: OREX location of measurement mission

Contents of measurement Means of Measurement number | Altitude Range data range Data Acuuracy
(km)
Basic Aerodynamic and Aerothemodynamic Data
during Reentry
* Body Surface Temperaturs & Pressure Thermocouple g 120 - 40 0 -1600 C 3% FS
Middle Altitude Pressure Sensor 1 85 - 40 0- 0.1 atm 0.01 am
= Temperature for Recombination Heating Measurement Recombination Heating Sensor, T/C 3 120 - 40 0-1700 C 2.5% FS
* micro-G acceleration and wall prassure in rarefied flow Micro-G Accelerometer, 1 120 -85 0-1.28G 0.7% FS
High Altitude Pressure Sensor 1 120 -75 107" - 10 Tomr 1.9% FS
Basic Data to Evaluate Thermal Structures
 Temperature at varios points Thermocouples and resistance 15 120 - 0 0- 70 cC 3% FS
tharmometers 15 0- 70 cC 3% FS
* Temperatures in Ablator Themocouples in 3 depths 3 120 -40 0 -1400 C 1.8% FS
Basle Data for Communication Blackout
* Received RF Intensiry Measurement Antenna at 3 stations near impact pt. - - -
~ Electron number density measurement in boundary ly. Electro-static Proba, currents 5 120 - 80 10° - 10" /o 3.1% .FS
Thermocouple Probe, temperatures 3 120 - 80 0 -1700 C 1.7% FS

Navigation Data by GPSR in orbit and reentry

GPS receiver system

Figure 17: Spicification of the measurement system

EVENT PLANNED (SEC) FLIGHT (SEC)
SEPARATION FROM H-1i 832.7 830.8
START OF DEORBIT 6068.0 6063.5
END OF DEORBIT 6365.3 6348.3
AOS AT CHRISTMAS 1S. 7320.0 7290
AOS AT SHIP STATION 7340 7317
START OF BLACKOUT (80km) 7439 7383
END OF BLACKOUT (50km) 7516 7496
PARACHUTE DEPLOY 7630.7 7614.7
SPLASH-DOWN 7986 7982

Figure 18: OREX sequents of events
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Gas Surface Interaction Experiment
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Figure 29: BREM-SAT dimensions, flight conditions, experiments and equipment.
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Figure 30: Entry trajectory of EXPRESS- SALYUT-Capsule and objectives.
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The German Re-Entry Capsule MIRKA.
MIRKA = Mikro Rickkehr-Kapsel.

Geometry: Sphere with D = 1m

Surface: C-SiC (nonablativ)

Stabilization during reentry: C-G-offset

Task of Mission: Test of new nonablative heat shield structure.

Launch and orbital data:

Piggyback with Russian Photon in 1996
Orbit: 400/250 km

Orbital phase: 14-16 days.

Ballistic cofficient: B = 200 kg/m "~ 2

Experiments during reentry:
Measurement Airdata system (HTG)
- Surface pressures and heatflux (HTG)
Pilot probe dynamic pressure Accelerometers (KT)
- : Temperature distribution in heat shield (Dornier, TU-Stuttgart)

1,2,3 combined probes g:;l%]:xﬂux Pyrometer ( TU Stutgart)

pressure Capsule-Team:

11243 also freestream incidence DASA-Jena Optronic, DASA-Dornier

Figure 31: The MIRKA capsule project.

Rho*L , kg/m?

1.0E+00
1.0E-01 -

Envelop HEG

1.0E-02 — /

1.0E-03 -

1.0E-04 -

B
1.0E-05 - Rho*L = simulation parameter %
for binary scaling. E
1.0E-06 :
1.0E-07 ’
0 2 4 6 8 10

Speed km/s

Figure 32: MIRKA re-entry comparison with HEG performance
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Apolio U.S. Space Shuttle

Flight dats
- Preflig
6.82

Preflight preéiﬂi}m

a2
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] IACm=0.03
© 0.01
0.0
0.0
0.01 |
.01
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Angle of Attack (Deg.) Angle of Attack (Deg.)

Figure 33: Apollo command module trim Cm Error and comparison with Space Shut tle

Apollo Command Module Aerodynamics

e Hassan et al. simulated the Apollo Command Module at flight
(8.1km/s) and wind tunnel conditions

o b-species air model, latest thermo-chemical models

5-species Flight Perfect Tunnel
Air Data Gas Data
o (deg) 17.5 17.5 21.0 21.0
'y, -0.354 -0.33 -0.387 -0.406
C'p 1.397 1.26 1.272 1.27
L/D -0.253 -0.265 -0.304 -0.32
Cw,, -0.001 0.0 -0.012 0.0

e Shows that the trim angle shift is due to chemical reactions

Figure 34: Apollo command module simu lation at flight and windtunnel conditions




PLANETARY ATMOSPHERES, BASIC THERMODYNAMICS AND REGIMES

Arthur Smith
Fluid Gravity Engineering Ltd
Chiltlee Manor
Liphook, Hampshire
GU307AZ, UK

SUMMARY

In Sessions 2 to 4 we shall revue some of the bhasic
phenomena relevant to capsule aerothermodynamics prior
to the more detailed Sessions later in the course. Much of
the material in these first Sessions is undergraduate
material and refers to simple methods in order to introduce
the student to the subject with the emphasis on
understanding the phenomena rather than a briefing on
state of the art techniques. However understanding
aerothermodynamics requires understanding of basic
mathematics, physics and chemistry which is assumed for
this course.

A short list of references is given to each section which has
deliberately been kept small such that the student should
aim to read all of these in detail. Some of the classic
works have been included which although early give good
detailed explanations of the subject phenomena.

Session 2 Begins with the atmosphere structure followed
by some  basic thermodynamics used in
aerothermodynamics, and ends with a revue of the
classical ~ aerodynamic and  aerothermal regimes
encountered by a capsule during entry.

2.1 ATMOSPHERE MODELS

Prior to any mission involving an entry into the atmosphere
sufficient detail must be known or estimated in order to
construct an engineering model of the atmosphere. The
model must take account of the extremes of conditions
likely to be encountered since this will effect the entry
vehicle performance considerably. Even the atmosphere of
Earth has large variability and many unknowns particularly
in the upper atmosphere. The derivation of a model
atmosphere is the first step leading to the engineering
models which contain the extreme variability.

2.1.1 Exponential Model Derivation
Using the buoyancy equation

dpldh = -pg
and the perfect gas equation of state ( p = nkT ) an
integration can be performed to determine the atmospheric
profile. Most often the temperature varies with altitude
and so does the molecular weight and thus a numerical

integration is required. The basic variation in the
atmosphere is thus derived as:

dplp = -mg/(kT) dh

The quantity kT/mg (= RT/g) known as the scale height
(H) of the atmosphere is therefore a particular
characteristic of each planetary atmosphere and therefore:

dH/H = dTIT - dglg

When the molecular weight varies as in the upper
atmosphere due photo-chemistry effects and lower mixing,
the relationship becomes:

dH/H = dTIT - dg/g -dm/m

Defining the gradient in the scale height
B =dH/dh

gives the general equation the density in the atmosphere:
(dp g)/(pg) = (1+B)/B dH/H

This equation can only be applied up to a certain limit
after which the effect of centrifugal force must be
considered due to rotation of the atmosphere and for the
light elements such as helium and hydrogen account must
be taken of their escape from the atmosphere at the
collisionless limit (the exosphere). This extension will not
concern us at the present time but is an important
consideration for vehicles in low orbits.

Some simple approximations can be made for the
comparisons of the planetary atmospheres and the
derivation of engineering models of the atmospheres for
initial planetary entry analysis. Assuming constant scale
height (i.e. constant temperature and constant
composition) then the well known barometric height
relationship is found:

p = po exp(-h/H)

Thus the scale height is a measure of the interval in which
the density reduces by a factor of e

Accounting for the gravity field then
P = Po exp{-rph/(Ho(rpth))}
Instead of assuming an isothermal atmosphere, with

varying gravity we may assume a convective adiabatic
atmosphere as occurs at low levels then

(OT/Oh)a =T = -gIC,

Paper presented at the AGARD FDP Special Course on “Capsule Aerothermodynamics”, held at
the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Genése, Belgium,
in March 1995, and published in R-808.
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and the scale height becomes:
H= RT/(g+RT)

where the temperature drops linearly with altitude and T
is the dry adiabatic lapse rate.

These models are used in differing layers of the
atmosphere to build up complete model atmospheres.

The altitude bands for all atmospheres are typically
divided into several bands as for Earth as follows:

e  The troposphere exists from ground level where the
surface is heated by radiation and decreases with
altitude until the tropopause where the temperature
reaches a minimum. In the troposphere the
temperature exhibits an almost constant lapse rate
with altitude and is in convective adiabatic
equilibrium.

e Above the tropopause conductive equilibrium occurs
and the temperature is nearly constant (isothermal).
This is the stratosphere but a very gradual increase in
temperature occurs until the stratopause.  This
temperature increase is associated with solar
ultraviolet absorption.

e The third layer is the mesosphere and the temperature
gradually falls from the stratopause to the mesopause.
Up to the mesopause the atmospheric composition is
constant..  This band comprises much of the
atmosphere used for capsule entry into the Earth’s
atmosphere (about 50 to 85km).

e The fourth layer is the thermosphere where the
temperature increases with altitude. This is caused
by Solar heating causing dissociation and ionisation.
and a change in composition. Mixing occurs by
diffusion. The thermosphere extends to the
exosphere which is the collisionless limit.

Several more regions, the ionosphere and magnetosphere,
may be defined but are not of primary interest for entry
aerothermodynamics.

For an engineering model the second and third layers are
often considered as one nearly isothermal layer.

These bands can be clearly seen in figure 2.1 showing the
Earth US1976 standard atmosphere also with temperatures
in the Titan (Hunten-Lelouche 1988) Venus (Sieff) and
Mars (Sieff) atmospheres. The latter two benefiting from
the results of atmosphere probe measurements. Note the
data are normalised by the scale height in the stratosphere
H,

In general it is necessary to have knowledge of the
planetary constants of radius and mass and rotational
period as well as the total mass of the atmosphere (or the
conditions at any particular altitude) the atmospheric
composition and Solar flux. These values are determined

by astronomical observations in the first instance and are
later supplemented by observation spacecraft.
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Figure 2.1 Atmosphere Temperature Profiles
2.1.2 Variability

It is interesting to compare and contrast the atmospheres of
Venus, Earth, Mars and Titan. Figure 2.2 shows the
density of the nominal atmospheres again normalised by
the scale height in the stratosphere. Note the similarity in
the slopes.
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Figure 2.2 Atmosphere Density

Variations in mean density for the atmospheres of Titan
and Mars are shown in figure 2.3. Whilst the variability in
the density about the mean are shown for Earth in figure
24. (re-drawn from the 1966 US atmosphere
supplements).

In general the variations in density are quite high, say plus
or minus 20% of the seasonal mean for a known
atmosphere, and an order of magnitude for the best
estimates of unexplored atmospheres. It is clear that for
capsule aerothermodynamic design the limits of
atmospheric variation must be taken into account.
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Figure 2.3 Extreme Mean Density Profiles
2.1.3 Atmospheric Constituents

There are at least eight bodies in our Solar system with
atmospheres thick enough to use for aerodynamic
deceleration of a capsule. These are shown in table 2.1
with approximate constituents. The constituents of Earth,
Mars and Venus are well established from atmosphere
probe missions, however there remain quite large
uncertainties in the models for the other planets.
Estimates of the uncertainty are important criteria for
aerothermodynamic design since the chemistry and
consequent radiative and convective heat fluxes will
change with different atmospheric constituents as will be
seen later in the course. The estimation of constituents is
made from remote spectroscopic measurements and from
geological time-scale modelling.

60° N,
80 January, Cmmdmmma) B
\‘ July
70 6--.'1-_) .
/
E 60 &——-r-=> 4
i |
< sof ('--’L--) E
— /
40 j* -
% ¢l -
1 — L 1
—60 — 40 —20 20 40 60

Departure (percent)

Figure 2.4 Variation about the mean seasonal density for
Earth. (95% range)

Planet/ Mass diameter Surface Surface Scale Approximate Nominal Atmosphere
moon (Earth=1) km gravity Pressure Height
(Earth =1) Atm H, km

Venus 0.815 12104 0.9 95.0 53 96% CO2 4% N2

Earth 1.0 12756 1.0 1.0 7.1 78%N2 21%02 1% Ar

Mars 0.11 6786 0.38 0.0078 7.6 97% CO2 3% N2
Jupiter 317.8 142800 11%He 89% H2
Saturn 95.2 120000 80%He 20%H2

Titan 0.023 5150 0.138 0.0015 38 87%N2 39%CH4 10%Ar
Uranus 14.6 50800 15%He 85%H2
Neptune 17.2 48600 19%He 81%H24

Table 2.1 Some Characteristics of Solar System Bodies with Atmospheres

2.2 BASIC THERMODYNAMICS

During atmospheric entry the passage of the very high
kinetic energy freestream gases through the normal and
oblique portions of the strong body shock creates very high
temperatures in the shock layer between the bow shock
and the body particularly close to the stagnation point.
Beyond the stagnation region the shock layer gases are
cooled by expansion processes.

These elevated temperatures can result in chemical
reaction between the various species in the shock layer as
well as ionisation and dissociation of polyatomic species.

In its simplest form a shock wave can be considered as a
moving, stable front in a fluid, across which the fluid
properties (pressure, temperature, density, etc.) change
discontinuously. In the frame of the shock, gas flowing
through it will experience a rise in pressure and
temperature and so its equilibrium properties will change.
The gas will attain this new equilibrium by energy




2-4

exchange through intermolecular collisions. These require
a finite time to occur and in this time the fluid has moved
a certain distance downstream of the shock. Hence there
will be non-equilibrium region immediately behind the
shock front.

It is clear that to understand the processes which occur
behind the shock and in the shock layer around an entry
capsule that some knowledge of the way atoms and
molecules interact and how energy is transferred. It is not
possible to proceed very far without introducing the
Boltzmann equation:

N*=N Q" g; exp(-e/kT)

where k is the Boltzmann constant and @ is the partition
function :

0 =3%gj exp(-e/kT)

For atoms or molecules of a given species, quantum
mechanics says that a set of well defined energy levels g;
exists, over which the molecules or atoms can be
distributed at any given instant, and that each energy level
has a certain number of degenerate states g;. For a system
of N molecules or atoms at a given temperature and
density there are N*; atoms or molecules in each energy
level € when the system is in equilibrium.

The total internal energy is the sum of all the states i.e.
E =S N%
2.2.1 Monatomic gas

Energy is exchanged via translational modes and usually
only one or two collisions are needed to raise a molecule to
its final state. Typical collision frequencies are about 5 x
10°  collisions per second and so the shock front is
established in 107 seconds over a distance of a few mean-
free paths.

It is possible for strong shocks to produce ionisation of the
gas.  However, the approach to ionisation is a slow
process and takes place over a measurable length scale.
The principal processes in the growth of ionisation are (a)
atom-atom collisions, (b) photoionisation and (c) atom-
electron collisions. Initially (a) and (b) (together with
impurity effects) are responsible for the production of
electrons. Once these electrons have been produced,
further production depends on process (c) whilst the
electron gas gains energy via elastic collisions with atoms
and ions. Because of the relatively high ionisation
potential of the atoms (usually > 10 eV) only singly
ionised species are important. Electron - ion collisions are
relatively inefficient due to the mass ratio and so the
growth of the electron temperature towards the gas (or ion)
temperature is slow. Hence there will be a separate
electron temperature 7, and a heavy particle atom
temperature T. The radiation from the electron gas (free-
free and free-bound transitions) might then be important in
its interaction with the Thermal Protection System (TPS).
Radiation mechanisms are described later.

2.2.2 Polyatomic gas

The situation for a polyatomic gas is more complicated.
As well as reaching equilibrium in its translational modes,
any polyatomic gas must satisfy the same requirements for
its rotational, vibrational and dissociation energies. These
processes reach equilibrium more slowly than the
translational energy; which can then absorb some of their
energy and exceed its equilibrium state before relaxing to
its own final value as the slower modes build up.

The efficiency of collisions in exciting a given internal
degree of freedom depends upon eX where xX="1 11,
the ratio of the collision period to the natural period of the
degree of freedom. When y <= I then the collision period
is short compared to the mode period, the probability of
energy transfer is high and very few collisions are required
to establish equilibrium. In effect the thermal energy is
comparable to the mode energy and so a large proportion
of molecules can be raised to this new equilibrium. When
X >> 1 a large number of collisions are required for
equilibrium since the intermolecular force acting on the
mode oscillation changes very slowly and the process is
adiabatic in the quantum mechanical sense i.e. it will
change states without making any transitions.

The collision period is usually defined as s/v where s is the
range over which the molecules may interact and v is the
relative velocity of the colliding molecules. We can take a
value for s which is about a Bohr radius (0.5 x 10% ¢m).
For rotational modes, T, = r/v, where r is the distance of
the atom from the centre of gravity of the molecule and v,
is the rotational velocity of the atom around the centre of

gravity.

From the equipartition of energy we can take v, = v, the
translational velocity; r and s are of the same order. The
natural period for rotation is T, = r/v, = s/v and so y = I.
Thus equilibrium between rotation and translation is
established after a few collisions. Put another way, the
rotational mode spacing for polyatomic molecules is
usually small and so the rotational modes are fully excited
at moderate temperatures and are able to contribute fully
to the specific heats etc. So we can safely assume for a
dense gas (many collisions) that T, = T, where T, is the
rotational temperature.. In a rarefied gas this assumption
can no longer be made.

For vibrational modes, the natural period is T, = I/v
where v is the vibrational frequency. This is usually
rather high and so g >> 1. In other words, the vibrational
modes will only start to contribute at high temperatures
i.e. when kT = hv. From the collision viewpoint, for
vibration
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From quantum mechanics we see that the term
(h/4m2Mv)12 s the amplitude of the molecular vibration
in the lowest quantum state e.g. for N, this is 3 x 10710 ¢m
which is very much less than the range s of the interaction
forces. It is evident that unless kT = hv, then ¥ >> 1. So
a large number of collisions is needed to establish
equilibrium and if the state of the gas is changing on a
time-scale shorter than that needed for these collisions to
take place then the vibrational modes do not contribute to
the specific heat etc.

We therefore need to know not only when the vibrational
modes will be excited but also on what time-scale these
effects are important. Vibrational relaxation times, 7T,
depend on temperature and pressure; they are usually
described by the Landau-Teller approximation for
harmonic oscillators valid to about 5000K:

7, = K, 1% exp([Ko/T]'"" [p(1-exp(TJT)]}

where K; and K, are constants of the molecule and T, is
the vibrational temperature.

For slow relaxation, the vibrational energy (e,) equations,
for each species, must be added to the gas-phase energy
equation. To first order, the relaxation process is linearly
dependent on the degree of non-equilibrium:

de jdt=(e(T) - e, ),

where e(T) is the energy in vibration when the gas is in
equilibrium with external temperature T and T, is the
relaxation time. This is the vibrational rate equation.

At high temperatures this formulation may not be accurate
since very energetic collisions may raise the vibrational
energy by more than just the single vibrational level
assumed in the theory. We then have to consider coupling
between vibrational levels and possibly
vibrational/radiation coupling.

As with the Arrhenius equation empirical rate data are
required to solve the vibrational rate equation and this
presents even greater problems concerning uncertainties in
these data. Generally a large scatter is found in the data
and typical temperature ranges cover 800-6000K which
falls short of the expected shock layer temperatures in non-
equilibrium conditions. A further problem in the use of
the data is that values will vary with the collision partner
and data derived from one system will not be applicable to
another. This type of expression is only applicable to
diatomic harmonic oscillators and only takes account of T-
V energy transfer processes. However the largest mole
fraction in the Earth and Titan atmosphere by far is
Nitrogen, for Mars and Venus however the triatomic
carbon dioxide presents a problem, however as a first
approximation a similar expression can be used.

It is possible to show that the relaxation time for most
diatomic gases is of the form :

©,=1/p C1 exp (CJT)""
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where C; and C; are constants and p is the pressure.

C; and C; depend on the particular collision partners and
most often the Millikan and White correlation form is used
to determine these although other models exits (for
example Blackman, Wood and Springfield).

C,=0.0016 m"? 0"
C; = exp(-0.015C,m™" -18.42)

where m is the reduced molecular weight and 6 is the
natural vibrational temperature.

These correlations are valid to about 5000 to 8000K above
which they predict relaxation times less than the collision
time and therefore they must be ‘collision limited’ or
‘diffusion limited’ for engineering solutions and this is
achieved by adding the collision time from kinetic theory
to the relaxation time.

2.2.3 Thermodynamic data

For a perfect gas it is necessary to know the variation of
specific heat with temperature, since rotational vibrational
and electronic excitation all increase the specific heat. In
aerothermodynamics the total specific heat data for each
species is most often curve fitted with a polynomial, and 1t
is dangerous to extrapolate from such data, therefore the
range of data should cover the range of temperatures in the
particular problem. ‘Standard’ data are available to about
6000K for combustion problems etc, but in
aerothermodynamics we may require these data to 10000
or to 100000K depending on the entry velocity and
atmosphere.

In principle, one can calculate the temperature dependence
of the specific heat by using the techniques of statistical
thermodynamics and quantum mechanics. From statistical
thermodynamics, we can express the internal energy for a
system of N molecules or atoms as:

_ 2 (d1inQ
E = NkT (dT ),

where Q, the partition function, is written as:

0 = Egj exp(-€,/ kT)
J

where g, , €; are the degeneracy, total energy of level j and
the summation is carried over all energy levels. We note
that the energy is measured above the 'zero-point' energy;
we mention this as it will be important in the later
discussion.

We can express the internal energy as being a sum of the
energies of all the possible modes of the system i.e.

£ = Etnms + E-:ml + evib + Eel
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which is the sum of the energies of the translational,
rotational, vibrational and electronic modes.

To evaluate the specific heat (at constant volume, which is
related to that at constant pressure) we need to calculate
the partition function for the system. Since this involves
the energy in an exponential form, then it can be
calculated as the product of the individual partition
functions for each mode of energy. This just involves
putting in the correct expression for the mode energy into
the equation for Q. One difficulty is that the electronic
partition function, unlike the others, has no closed-form
expression. However, the summation can be usually
truncated after about three or four terms since higher
energy levels are only excited at high temperatures (T >
15000K).

From quantum mechanics through the partition function
the expressions for each of the energy terms become:

€ans = 3/2 RT

o= RT

€vis = ( hV/KT /(exp(hv/kT) -1))RT

€ ,, = data obtained from spectroscopic measurements

We can evaluate the other two thermodynamic properties
(entropy and enthalpy) needed for the database from a
knowledge of the partition functions and the equations of
thermodynamics. However, we can not calculate the true
absolute values of enthalpy because of the 'zero-point'
energy. This is the energy that the system would possess if
it were at 0 K. This cannot be experimentally measured
nor calculated since the equations cannot be expressed in
fundamental terms - for example, the ‘zero-point'
vibrational energy is (1/2)hv and the vibrational frequency
at 0 K cannot be theoretically determined. All is not lost,
however, since we can determine the absolute enthalpy
using the heat of formation of the system at O K; this will
not be the same as the ‘zero-point’ energy but the fact is
that one never needs to know the absolute value of
enthalpy. In all problems we deal with changes in
enthalpy, internal energy and entropy; the changes in
these variables will be the same whether we use true ‘zero-
point' energies or "effective” energies (sometimes called
'chemical enthalpies).

In the absence of experimental data at the higher
temperatures, one should be able to extend the database
through such thermodynamic calculations. For some
complicated species it might be necessary to resort to
detailed quantum mechanical calculations to determine the
molecular structure (and hence the energy levels).

It is instructive to plot the variation of Cp/R for typical
monatomic diatomic and triatomic gases of interest.

Since we know that for a fully excited species from Kinetic
theory that the energy will be equipartitioned between
available modes or degrees of freedom n.

Thus C/R = I+ nr/2 + n, + nJ/2 + h/R

Where n is given in table 2.2. Note for example that CO2
is a linear molecule whereas H2O is non-linear.

Mode\ nr n, n,
Species

Atomic 3 0
Diatomic 3 1 2
Linear 3 2 4
triatomic

Non-linear 3 3 3
triatomic

Table 2.2 Maximum Model Energy Contributions

Since rotational equilibrium occurs at low temperature we
expect the Cp/R values at room temperature to reflect this,
similarly vibrational excitation occurs at medium
temperatures and  electronic  excitation at  high
temperatures.

Figure 2.5 shows the variation of Cp/R as a function of
temperature. Note that for CO; one vibrational mode is
excited at room temperature. It is seen that the quantum
mechanics result for the vibrational energy approaches the
kinetic theory limit at high temperature. The rise in
electronic energy is just discernable for atomic Nitrogen.
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2.5 Specific Heat Variation with Temperature

This also illustrates why the ratio of specific heats for a
gas varies with temperature (i.e. Y= Cp/(Cp -R))

Partition of the total enthalpy or internal energy of a gas
into its modal parts is necessary to compute the
thermochemical state in a non-equilibrium flow. Figure
2.6 shows a typical partition between translational plus
rotational energy and vibrational energy for a gas in
thermal non-equilibrium. The temperature T, is
representative of the Boltzmann distribution of energy &..




This is the basis for many of the simpler ‘two temperature’
non-equilibrium shock layer solutions.

CP/R

Figure 2.6 Example Energy Partitioning in Thermal Non-
equilibrium

2.2.4 Transport Properties

When we speak of transport phenomena, we are referring
to the physical processes of viscosity, thermal conduction
and diffusion. The essence of these phenomena is the
random motion of atoms and molecules. When a particle
moves from one location in space to another, it carries with
it a certain amount of momentum, energy and mass
associated with itself. The transport of this particle
momentum, energy and mass through space due to the
random motion gives rise to the transport phenomena of
viscosity, thermal conduction and diffusion, respectively.
Such random motion also applies to electromagnetic
radiation;  photons, as they traverse a gas, can be
repeatedly absorbed and re-emitted as they interact with
the gas molecules and so arises the phenomenon of
radiation transport. Diffusion is also important in the
energy equation, especially for a chemically reacting
mixture. We can see this by considering a chemical
species, k, diffusing from location I to location 2. At the
second location the species takes part in a chemical
reaction, thus exchanging energy with the gas. That is, as
species k diffuses through the gas, it carries with it the
enthalpy of species k, and this is a form of energy
transport. This is not an energy flux due to convection but
arises because of the temperature and concentration
gradients.

These phenomena are important since the random motions
about an average flow spread gradients, mix materials at
sharp interfaces, create motion in the fluid etc. So they are
important in the macroscopic as well as microscopic sense.

We can derive the form of the transport coefficients
relatively easily. If we consider some mean property, ¢,
carried by particles and that there exists a gradient in
space of this property, then the flux of ¢ (in one
dimension, for simplicity) is:

A ~ nuh do /dy

where n is the number density of particles, # is mean
particle speed (~T"?) and A is the mean-free path ~I/(cn)
where © is the collision cross-section). So to get the form
of the viscosity, thermal conductivity and diffusion
coefficients we substitute ¢ = mv, kT and X (the mole
fraction) to get (resp.):

e s
k~T"o
Dy~ T"I5 n~T"/op

These expressions apply for a pure gas and the diffusion
coefficient is that for a binary mixture. We see that the
viscosity and thermal conductivity depend only on
temperature whereas the diffusion also depends on the
density of the gas. The above expressions are derived
from a hard-sphere model of the gas in which the details of
the intermolecular force field were ignored.

Accurate computation of the diffusive fluxes requires
accurate knowledge of the transport coefficients. We
replace the hard-sphere model with a picture of particles
moving under the influence of an intermolecular force field
which varies with the distance, r, from the molecule. One
such common model is the Lennard-Jones potential (others
are Morse etc. and they differ in their complexity and
usage.), which gives the intermolecular force as:

dod

m

dr

F =

where:

(1) =4 {(dIr)*? - (d/r)‘}

and where d is the characteristic molecular diameter and €
is a characteristic energy of interaction between the
molecules. This potential is used to calculate the collision
integrals which enter all the expressions for the transport
coefficients.

For pure species the expressions are relatively simple. For
example, viscosity is given by:

5 : !nmkkT

pk = 73 noiﬂ
"

where 6, is the Lennard-Jones collision diameter and Q
is the collision integral, which gives the variation of the
effective collision diameter as a function of relative energy
between molecular collisions. The collision integral
depends on the reduced temperature, given by:
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and on the reduced dipole moment, given by:

2

* I
o = '2' 3
Ek()'k

In the above expressions, g, is the Lennard-Jones potential
well depth and p_is the dipole moment.

The single component thermal conductivity consists of two
parts which arise from molecular collisions and diffusion
of the reacting species. The molecular collision terms are
treated by considering the separate contribution of all the
energy modes that a polyatomic gas may have:

K
k
kk - Wk (fmzrxsc v.mms+ fmtcv.ml+ fvibc V. vib+ fdcv.zl )

The binary diffusion coefficients are given in terms of
pressure and temperature as:

3
A !Zn(kT) Im
p =< <

x 16 PN()',Z'de

where m, is the reduced molecular mass for the (j, k)
species pair and O, is the reduced collision diameter. The
collision integral Q, depends on the reduced temperature
which in turn may depend on the species dipole moments

and polarizabilities.
Transport Coefficients of Mixtures

One problem is to determine diffusion velocities. Various
forms for the diffusion velocity exist. In the case of a
chemically reacting mixture, which is a multi-component
gas, one can invert the matrix equation

nn
_ —t .
G = Z Np Yy Ve
j J

where the source terms, Gk are defined as:

G =
k
ﬁ E_Ix_ " grad P K gradT
AN )\p "N P TR T
=d -q

k k

Physically, this states that concentration gradients can be
supported by diffusion velocities, pressure gradients and
thermal diffusion effects. However, the matrix algebra
involved makes this an expensive operation. A more
approximate and simpler approach is the mixture-averaged
formulation. In this case the diffusion velocities are
related to the species gradients by a Fickian formula:

The mixture diffusion coefficient for species i is computed
as

1-X

k

D =
EXJ /Djk
J

km

where X}, is the mass fraction of species k and Djy is the
binary diffusion coefficient. The mixture-averaged
thermal conductivity coefficient can be formulated from
the single component expression in a similar fashion.

Care must be taken in using the mixture-averaged
coefficients. Unlike the multicomponent expressions, the
mixture formulae are approximations and are not
constrained to require that the net species diffusion flux be
zero 1.e. the condition

K
VY =0
Kk

k=l

is not satisfied. This will lead to some non-conservation in
the solution of a system of species conservation equations
and corrective action will need to be taken.

Another note of caution is that one must be aware that the
calculation of the transport coefficients depends critically
on the assumption used for the intermolecular force
potential (from which we get the collision integrals),
which at times can be uncertain or inappropriate. For
example, the Lennard-Jones potential is suitable for non-
polar molecules; although it can be used to approximate
polar molecules over a limited range this is not the case in
general. Experimental measurements are also uncertain
and difficult to make, especially at high temperature.

In general the assumption. of simple mixture laws and
binary diffusion coefficients are adequate for most shock
layer applications where the species weights to not vary
greatly. For example the ratio of masses between carbon
and carbon dioxide is about 3.7 and is the maximum for
Earth and Mars. Introducing hydrogen increases the ratio
to between 12 and 44. Hydrogen occurs in many of the
planetary atmospheres and in ablation products.

2.3 CHEMICAL REACTIONS AND RATES

We have discussed the effects of a shock propagating in a
gas, namely, ionisation and rotational and vibrational
relaxation. In addition to these, as the fluid is heated and
compressed on passing through the shock, conditions will
be reached whereby chemical reactions will take place.
These are of the utmost importance since they can alter the
flowfield locally through the production of energy,
chemical species etc. and also affect the TPS through
radiation, species from the shock layer reactions reaching
the TPS and producing further reactions near or with the
surface etc. Transport coefficients are therefore also be
important as the gas reacts chemically and is ionised.




An important parameter in analysing chemical reactions in
a flowing gas is the Damkohler number, Da. This is the
ratio of the hydrodynamic time-scale to the characteristic
time for chemical reaction. When Da << I, then any
chemical reactions take place so slowly compared to the
fluid velocity that they do not influence the flowfield and
so can be ignored; this is the case of 'frozen' chemistry. At
the other extreme Da >> I, and chemical reactions have
reached their final state before the fluid has had time to
respond; this is the case of 'equilibrium’ chemistry, where
the forward and backward rates balance each other. In
between these two extremes, we have non-equilibrium
(finite-rate) chemical kinetics. To analyse the finite rate
chemistry processes in gas mixtures it is necessary to know
the reaction mechanisms, the rate constants and the
appropriate equations. ~ We consider I elementary
reversible (or irreversible) reactions involving K chemical
species. These can be represented in the general form:

K > K
Vit LY

k=1 k=1

where vy; are the stoichiometric coefficients and % p e

the chemical species. The species conservation equations
are written as:

dn/dt = Qk - mly

where O is the chemical creation rate, Ly is the chemical
destruction rate and ny is the number density of species k.

Often, one does not require knowledge of the individual
chemical creation and destruction rates; in such cases

these can be substituted by one variable u% which now

represents the chemical production rate of species k. This
can be expressed as:

1
% = z Vii 9
i=1
where:
= [T
Vii = Vit Vi)
For frozen chemistry, we have dn, = 0, whilst for

equilibrium chemistry, ® g = 0. The rate of progress
variable, g;, for the ith reaction is given by the difference
of the forward rates minus the reverse rates:

K K
v . v,
- ki ki
"i"‘ﬁl Ika’ kril I[Xk,
k=1 k=1

where [X k] is the molar concentration of the k& species
and kg, k,; are the forward and reverse rate constants of
the #7 reaction. It is assumed that the forward rate

29

constants for the I reactions have the following Arrhenius
temperature dependence:

where the pre-exponential factor A; , the temperature
exponent B; and the activation energy E; usually come
from experiment.

The reverse rate constants are related to the forward rate
constants through the equilibrium constants:

_kﬁ

ri .
ci

where K ; is the equilibrium constant, which is written as:

Vv,.
P ki (1% an®
K. = L ex; —4
¢i ~\ RT P\'R ~ RT

0 0
where ASi and AHi are the changes in entropy and

enthalpy due to chemical reaction.

We see that a precise knowledge of reaction rates, which
in turn depend on the equilibrium constants, is required to
be able to accurately model chemical reactions. The
equilibrium  constants can be calculated from
thermodynamical considerations and so one need only
determine the forward reaction rates experimentally.
These rates are known for many basic chemical reactions
but often they have only been measured up to temperatures
of about 6000K. One has to be cautious when
extrapolating the Arrhenius equation to higher
temperatures since it depends to an extent on the
temperature range. That is to say that a particular reaction
will have a different reaction path at high temperatures
than at low temperatures (e.g. it might form a different
activated complex in each case). In addition, a process
which might be very well represented at low temperatures
by one set of reactions will not be well described at high
temperatures by the same set. A different set of reactions
will be needed at higher temperatures and these will in
general have a different reaction rate. So it is important
not only to know the reaction rates at high temperature but
to determine which mechanisms are important in different
temperature ranges. Figure 2.7, 2.8 and 2.9 show different
reaction rates for the dissociation of N3 O, and CO,.
Therefore it is necessary to be extremely careful to select
compatible data for the problem at hand, and to understand
the effect of data variability on the flowfield.

There are two classes of reaction for which the Arrhenius
formulation does not hold. The first is reactions involving
low-activation-energy free radicals. Here, the temperature
dependence of the pre-exponential term is very important
and is not described well by the simple Arrhenius form.
The second class is radical recombination, where a third
body is required to remove excess energy upon formation
of the product. So these third-body recombination
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reactions depend heavily on the pressure and again the
Arrhenius form is not really suitable. However, sometimes
it is possible to attach an enhanced reaction efficiency to
these third bodies that takes this into account.
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2.4 VIBRATION -DISSOCIATION COUPLING

The interaction between chemical and thermal rate
processes is complicated by the rates of chemical reactions
often being strongly dependent on the state of internal
excitation as well as the translational energy of the
reacting molecules. Therefore, under certain circumstances
rates of reactions can be dependent upon the rates of
energy transfer between the various energy modes. Under
these conditions reaction products, especially of
exothermic processes, are formed in a highly non-
equilibrium energy distribution thus affecting the reaction
path.

Unlike other degrees of freedom, dissociation may become
important at temperatures much lower than the
characteristic temperature i.e. kT << D, the dissociation
energy per molecule. This occurs because of the large
possibility of dissociated states; there is a high probability
of dissociation if the relative energy between two colliding
molecules equals the dissociation energy. For example, if
we consider oxygen and nitrogen, then D/KT = 59000/T &
91600/T respectively. However, even at 3000K for oxygen
and 5000K for nitrogen, the degree of dissociation is 1.4%,
although in each case D/KT = 20 and the fraction of
sufficiently energetic collisions is of the order of 1079,
Dissociation is tied up with vibrational relaxation through
the possibility of energy in these modes being made
available for dissociation; the rate for this process would
then depend on the rate at which the vibrational levels are
populated. If » is the number of additional degrees of
freedom from which energy may be drawn, then the
Boltzmann probability factor exp(-D/kT) is increased by
(D/kT)"2/(n/2). So we see that the interplay between
vibration (and rotation) and dissociation might be
important, even at relatively low temperatures.

In a gas in thermal equilibrium the energy of reaction is
released or taken from the total internal energy of the flow.
In a gas which is not in thermal equilibrium, in which we
are solving the thermal relaxation equation, the following
questions arise,

e  How are the chemical kinetics modified ?
e Where does the energy of reaction come from ?

The mechanisms used should satisfy these question
simultaneously, i.e. the model should be consistent. Two
basic mechanisms for dissociation can be defined:

e  Non-preferential dissociation, where recombination
occurs to all vibrational levels at the same rate, or in
terms of dissociation, molecules can dissociate with
equal probability regardless of their vibrational
excitation level given a sufficiently energetic
collision.




e  Preferential dissociation, where recombination occurs
preferentially to the upper vibrational levels, or in
terms of dissociation, molecules with excited upper
vibrational levels will dissociate with greater
probability, given a sufficiently energetic collision.

An important result of preferential dissociation is the
departure of the energy distribution from the Boltzmann
distribution. A plot of the log of number density with
energy should be a straight line for a Boltzmann
distribution. However if we continually favour the higher
levels, these will be relatively depleted in dissociation, and
overpopulated in recombination and the number density-
energy plot will not be straight. This has an important
consequence for radiation.

Considering the vibrational energy drain in a dissociating
gas it is clear that more vibrational energy is lost on
average for the preferential model. Theoretical and
experimental assessment of non-equilibrium flows have
led to several models for vibration dissociation coupling.

From thermal relaxation only we have the Landau-Teller
model:

de Jdt = (e (T) - e )i,

Now we need to add the drain on the average vibrational
energy due to dissociation.  Therefore for a non
preferential model this becomes:

de Jdt = (e(T) - e, )/,- e (dni/df)

where the second term represents loss of the average
vibrational energy of dissociating molecules since (dn,/dt)
= Qi -miLy (the difference between the species creation
rate and destruction rate as before). To be consistent then
the temperature used in the Arrhenius equation should be
weighted by the energy available in all modes. In
situations where the free stream kinetic energy is much
larger than the dissociation energy of the molecules then
this temperature is heavily weighted towards the
translational temperature T.

For a preferential model this second term is modified to
account for the fact that proportionately more highly
energetic molecules dissociate, and the rate controlling
temperature is weighted accordingly.

de Jdt = (e (T) - e, )i~ E(dnidt)

The remainder of the dissociation energy (D-E) is taken
from the translational + rotational energy in either case.

Treanor and Marrone

Treanor and Marrone proposed the following mechanism
to account for the drain of vibrational energy by
dissociation where E(dnmi/df) is partitioned into forward
and backward components:

dejdt=(e(T) - ¢,)iT,
-(E(T,T.) - ¢,) Qi
+ (E(T,T) - ev) Ly

where :

E(T,T,) is the vibrational energy lost by dissociation and
E(T,T) is the vibrational energy gained in a recombination.

The second accounts for the loss of average vibrational
energy of dissociating species evaluated at the vibrational
temperature, and the third adds vibrational energy for
newly combined molecules at the heavy particle
temperature.

The forward rate ks is modified to become:

ke = kMQATIQ(THI(Q(TVQ)(-U))

where @ are the vibrational partition functions, k& the
forward rate constant under thermal equilibrium. and :

UTg=U/T,-1IT -1/U’

and Marrone and Treanor found that U' =~E/3k gave a
good result for relaxation behind the shock..

This is quite a complex model. And forms the basis for
many extensions and simplifications.

Park
Park has developed a simpler model taking advantage of
later computations of population/depopulation rates.

Using a harmonic oscillator assumption, the average
vibrational energy removed is shown to be :

E=D/2

where D is the average dissociation energy, and this is
referred to as the CVDV model (coupled-vibration
dissociation-vibration).

Since it is expected that the higher levels are densely
populated, then in a non-preferential model in the
anharmonic case then the range of the energy removal is
expected to be:

0.5<ED<1.0

However detailed solution of the Master equation which
describes how number density of individual vibrational
states change provides a lower value:

E/D=~0.3

Since D is much greater than the average vibrational
energy, even using 0.3 reduces the average vibrational
energy by much more than the average vibrational energy
and this is a preferential dissociation model.

In order to correct the reaction rate for non-equilibrium
effects, the two temperature model of Park was deduced
from experimental data the driving temperatures assuming
a mechanism associates a mean temperature of the form:
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where the exponent ¢ takes the value given in table 2.3.

Reaction type

wn

Dissociation

Neutral Exchange

Associative jonisation

Charge exchange

Electron impact ionisation

Radiative re-combination

S|—|—|ololo|ole

Reverse

Table 2.3 Typical Exponents in the Park Two Temperature
Model.

Alternate values may be found in the literature. In
particular for dissociation when ¢ = ~ 0.3 the model
becomes consistent with harmonic oscillator simulations of
dissociation reactions when these are required to produce
the same solution as the one temperature rate coefficient

when T =T,.

An explanation of the allocation of controlling
temperatures can be made as follows:

e Dissociation. T represents the energy of the colliding
partner and T, the vibrational energy of the
dissociating molecule. Thus the average vibrational
energy of the dissociating species is taken into
account.

e Exchange. The colliding partners have equal
vibrational energy on average and so the controlling
temperature is the heavy particle translational
temperature.

e  Associative lonisation. The collision partners are
atomic and so the controlling temperature is the heavy
particle translational temperature.

e  Electron Impact Ionisation. The impacting electron
has average temperature equal to T, equal to the
electronic temperature in the two temperature model
and so the controlling temperature is T,

The empirical model of Park contains no direct coupling
between the energy disposal and the correction of reaction
rates and is thus technically an inconsistent model,
although it is probably the widest used model at present.

Vibration-dissociation coupling is a current area of
uncertainty and debate in aerothermodynamics and new
consistent models and experiments will hopefully lead to
progress in this field.

2.5 SHOCK LAYER RADIATION

The magnitude of the thermal radiation from the hot gases
in the shock layer is affected by several parameters,
primarily these relate to the geometry of the shock layer
and the chemical and thermodynamic state of the shock

layer. Surface characteristics such as emissivity,
absorbtivity and the injection of ablation products (or
transpiration gases) into the boundary layer are also
important when considering the radiation to the vehicle
surface.

For an optically thin gas then the thicker the shock layer
the larger the volume of radiating gas, thus as the shock
stand-off distance for a bluff body is directly proportional
to the radius of curvature in the stagnation (subsonic)
region the radiative flux becomes proportional to the
radius of curvature of the body.

The more energetic the flow, then the higher the
temperature in the shock layer. With increasing Mach
number the gases are heated to an extent where
dissociation of the molecules begins to occur, this process
absorbs a considerable amount of energy, thus the average
molecular weight is decreased, specific heats increased
and the ratio of specific heats decreased. This results in a
lower shock layer temperature and shock stand-off, and of
course changes to the chemical composition, including
ionisation of some species. It is clear then that the
condition of the shock layer gases in terms of whether
equilibrium has been achieved or not can greatly effect the
radiation.

The thermal radiation is generated by emissions from each
of the excited species in the shock layer. Thus at the body
surface the heat flux is calculated by summing all the
emission and absorption activity from the shock layer
gases in view, and this may include absorption and re-
emission activity in any ablation products, and indeed from
the wall itself.

Some relevant mission examples are given below with
TPS type since relatively cool TPS ablation products can
cause radiative blockage by absorption and re-emission.

e High speed Earth return representative of a Mars,
Lunar or cometary mission at 13 to 16km/s with a mix
of equilibrium and non-equilibrium chemistry with
carbon surface ablation and phenolic resin pyrolysis
gas products injection into the boundary layer.
Radiation is significant for these entries and can be
equal to the convective flux. The Rosetta entry
vehicle has been used as a technology demonstrator
within ESA and will be used as an example later.
Data are available from Apollo 4 and Fire 1&2
missions at 11km/s. Apollo had an ablative TPS with
special provision for radiometry and calorimetry with
radiative fluxes about 30% of the total. PAET and
the recent UV precursor flights at between 3 and 5
km/s provide detailed radiometry for code
phenomenology  validation, for selected Earth
atmosphere shock layer species

e Venus entry. The atmosphere of Venus is very
similar in composition to Mars with a high proportion
of carbon dioxide, but entry speeds are much higher
at 11 to 12 km/s and the atmosphere is very dense.
At this speed there is a considerable radiation from
the shock layer and an ablative heatshield is




necessary. Carbon phenolic TPS has been used on
Pioneer, but an alternative such as silica phenolic is
attractive especially if its reflectivity is taken into
account. Many Venera craft have successfully
entered the Venus atmosphere.

o Jupiter entry at over 40km/s or Saturn/Uranus entry at
25-30 km/s. Much analysis has been carried out for
the Jupiter Galileo mission with its carbon phenolic
TPS, and if data is available after the entry, some post
test analysis will undoubtedly be undertaken. The
hydrogen/helium atmospheres and high ablation rates
(30-50% of vehicle mass is TPS) provides challenging
radiation dominated cases, of which only a Jupiter
mission is underway at present.

e Titan Entry. Although at modest entry velocity of
6km/s, the Huygens probe will encounter a high
radiative heat flux due to the unique atmosphere of
Titan. The low proportion of methane in a thin
nitrogen atmosphere produces a non-equilibrium
radiation environment where radiative and convective
fluxes are approximately equal. Current efforts of the
project team to estimate this environment are of
interest. The ablative TPS is low density quartz
phenolic.

e Mars Entry. Currently radiative fluxes are considered
negligible for direct Mars entry at about 6km/s. At
higher entry velocities, i.e. should higher energy
trajectories be used, radiation may become important.
Nevertheless any Mars entry mission will need to
confirm that the radiative environment is low, in
particular with ablation products from low density
ablators reacting with the atmosphere to enhance the
number density of radiating species, or the effect of
catalytic surfaces.

The importance of radiation has been illustrated above, but
where does it come from? Some of the basic phenomena
are summarised below.

251 Shock Layer Condition

At high entry velocities the temperatures behind the bow
shock wave may reach very high values with the
freestream chemical species becoming dissociated and in
some cases highly ionised. The high shock layer
temperatures lead to significant radiation from the hot
shock layer gases. For the flowfields considered in entry
problems the radiation is mainly due to electronic
transitions and is thus in the visible or UV. For typical
low ballistic coefficient entries, significant non-
equilibrium may exist in regions of the shock layer both in
thermodynamic (i.e. species internal energy distribution
between rotational, vibrational and electronic modes or
states and the translational mode) and chemical processes.
The thermal non-equilibrium is commonly expressed as
different temperatures for each mode, the internal modes
lagging the translational by differing degrees. Chemical
non-equilibrium in the entry environment of the forebody
means that dissociation reactions are delayed and the mole
fractions of molecular species and molecular indermedions
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is higher after the shock than in the equilibrium case. This
leads to the non-equilibrium overshoot phenomena.

The radiated energy travels in all directions through the
flowfield, either being absorbed by the shock layer gases
or continuing until it leaves the vicinity of the vehicle or
reaches the surface of the vehicle. Radiation that travels
upstream of the bow shock leads to heating of the shock
precursor region with corresponding increase in freestream
enthalpy. Of more significance in general is the radiation
that falls on the vehicle surface, or radiative heat flux. In
some entry scenarios the radiative heat flux is the
dominant mechanism ( e.g. for Jovian entry where entry
velocities are ~ 40km/s) with the convective contribution
becoming insignificant. The forebody flowfield of such
vehicles is further complicated by the fact that the only
viable material choice for thermal protection systems is a
charring ablator type. Pyrolysis gases and subliming or
reacting surface species therefore become significant
features of the vehicle boundary layer. In general these
products will have a beneficial effect in reduction of
radiative heat flux since they act to absorb incident
radiation. The flux is thus reduced by radiation blockage.
On the other hand the absorption of radiation will increase
the temperature of the boundary layer gases with a
possible associated increase in convective flux. The
simulation may be further complicated when ablation
products or interaction of these with freestream species
gives rise to species which themselves are particularly
strong radiators. An example of this is the formation of
CN in the boundary layer of carbon heatshields in high
enthalpy air flows.

To give an idea of the sensitivity of the radiative fluxes,
the intensity of radiative emission is strongly dependent on
the shock layer gas pressure and thickness (i.e. nose
geometry). In existing engineering correlations for both
convective and radiative heat flux, vehicle velocity, nose
radius and freestream density are usually independent
variables for a given atmosphere. The velocity exponent is
typically in the range 5 to 16 for radiative fluxes, whereas
for convective flux correlations the velocity exponent is

typically 3.
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The Rosetta entry vehicle provides a good example to
illustrate these phenomena. The effects of coupling the
radiative transport to the flowfield are shown in figure
2.10 and 2.11 showing stagnation streamline temperature
profiles and surface heat tluxes respectively
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Figure 2.11 Surface Heat fluxes, with and without
radiation coupling

252 Population Distribution

Given the flowfield, the population distributions of excited
states (primarily of electronically excited states) for the
radiating atomic or molecular species need to be
determined prior to determination of radiation emission
and absorption phenomena. For the case of
thermochemical equilibrium these population densities can
be inferred using the Boltzmann distribution for each mode
of internal energy. For example this equilibrium approach
(i.e. large Damkohler number) is suitable for post-shock
conditions of high velocity re-entries at low altitudes into
Earth's atmosphere such as for the Rosetta re-entry at peak
heat flux and for the pre-shock heating in general. At
small Damkohler number (higher altitudes or at lower post
shock densities, such as for the Huygens entry near peak
heat flux) not only is the gas thermodynamically in non
equilibrium, i.e. the internal modes are not at the same
temperature as the translational temperature, but the
population  distributions  (including particularly the
electronically excited states) are no longer Boltzmann.
The total post shock non-equilibrium behaviour causes the
phenomenon called radiation overshoot and needs to be
considered for an accurate radiation prediction.

The excited states number densities have to be determined
by models employing different complexities and
accuracies. For the description of the distribution of
vibrational and rotational states within a molecule, the
equilibrium assumption holds over a broad range. Thus,
the number densities of vibrational states within an
electronically excited state can be determined using the
Boltzmann  distribution  employing the  vibrational
temperature. For the calculation of rotational states the
Boltzmann distribution using the translational temperature
of the heavy particles can be used since the rotational

temperatures equilibrate very fast with the translational
degree of freedom of the heavy particles. For the
electronically excited states another indicator of the non-
equilibrium regime is utilised to determine which
assumptions can be made: If the time constant for
electronic excitation is small compared to the flow
residency time (Da. >>I), then it is possible to assume
that the population and de-population rates are
approximately equal. i.e. the distribution is in quasi-steady
state (QSS). In the limit of low density it has been shown
the time constant approaches the Einstein coefficient for
particular transition probability. The QSS assumption
greatly simplifies the solution necessary to determine the
population of excited states.

2.53 Radiative Processes

Once the flowfield and excited state population
distributions are known, the radiative processes
themselves can be addressed. These processes are
described briefly here. In general, these processes are
complex and require knowledge of atomic and quantum
physics.

The electronic internal energy of a gas is stored in distinct
excitation states of the bound electrons, with the addition
of vibrational and rotational states for the case of
molecules. The emission of a photon occurs when an
electron of an atom or molecule falls from a higher to a
lower excited state, with absorption causing the opposite
process. As only distinct energy states are permitted for
the transitions, these processes only occur at distinct points
of the wavelength spectrum determined by the energy
states. These internal transitions within a particle are
referred to as bound-bound radiation, each transition
producing a single characteristic line. Certain effects
cause a broadening of those lines around their initial
wavelength. The strength of the broadening is dependent
on the physical effect causing them. Important broadening
mechanisms are natural broadening, Doppler-, collision-,
and Stark broadening. The change of the emission and the
absorption coefficient as a function of the wavelength
within a line is called the line profile. Typical profiles
found are, each according to the broadening mechanisms,
Lorentz profiles (e.g. for collision or pressure broadening),
Gauss profiles (for Doppler broadening), or a
superposition of both forms Voight profiles.

A sketch of the processes is given in figure 2.12. Armows
pointed upward indicate an absorption process, arrows
pointed downward represent emission processes. Bound-
bound transitions occur in both atoms as well as ions and
molecules. In the latter, however, they are accompanied
by vibrational and rotational transitions, so that the
resulting multitude of lines or ‘band’ spectra are very
complex. The bound-bound spectrum is typical of atoms
and ions. As indicated in Fig. 2.12 the energy difference
between adjacent energy levels decreases from the basic
level upward to the ionisation level. This means that
transitions ranging from the infrared to the ultraviolet
range are generally possible. In the applications
considered here usually the lower energy levels are closely
occupied, and this is the reason why there are many




transitions with the ground state as starting or ending
state. These transitions are called resonance transitions,
due to the large difference of the energy levels, they are in
the ultra violet range. Furthermore the gas in the shock
layer is mostly strongly dissociated and partially ionised
for high speed entries, so that most of the radiation is
released by this atomic radiation mechanism, and ion lines
need to be considered.  However certain radiating
molecules such as CN can be formed in the non-
equilibrium overshoot region and these must also be
considered.

Energy
* A
Free
‘Electrons Free-Free
A
Free-Bound
Bound-Bound
Bound N
Electrons Ionization Energy
0 Y

Figure 2.12 Typical Electronic Transitions

The continuum radiation is caused by transitions of the
free electrons. It can be divided into the free-free
(Bremsstrahlung) and the free-bound radiation, see Fig.
2.12.

For polyatomic gases to be considered the electronic
transitions of these molecules are of interest and can be
found from the visible to the ultra violet range of the
spectrum. These are accompanied by vibrational and
rotational transitions.’ Vibration-vibration, rotation-
rotation, and vibration-rotation transitions are only
possible for molecules with permanent dipole moment, i.e.
hetero-nuclear molecules. Compared to the electronic
transitions these transitions are relatively weak and occur
in the infra red. These IR rotational and vibrational
transitions can be used for diagnostic purposes in ground
test facilities, but are not of interest for aerothermal
heating..

2.5.4 Classification of Radiative Mechanisms

In summary all relevant radiative processes in radiation
gas dynamics can be classified in three categories.

Free-free transitions:
This type of radiation is primarily produced by free (=

unbound) electrons that accelerate in the vicinity of ions.
Conservation of energy requires them to emit their energy
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difference as E.M. radiation, which is known as
bremsstrahlung.  The spectrum of this radiation is
continuous and can be determined from classical
elctrodynamic theory.

Bound-free transitions:

A bound-free transition is a transition of an atom or a
molecule that results in its ionisation or dissociation.

Bound-bound transitions:

Atoms can transit from one electronic state to another,
emitting or absorbing the energy difference as EM
radiation. The intensity of the spectral line is proportional
to the number of atoms that populate the higher (or lower)
energy-state, and to the specific transition probability
expressed by an Einstein-coefficient A. (The Einstein
coefficients can be computed from Quantum mechanical
theory with approximations)

The transition of a diatomic molecule from one electronic
state to another will produce a "band" of lines, due to the
different possible vibrational and rotational states within
an electronic state. The structure of such an electronic
transition band results from a selective number of
combinations of vibrational and rotational changes within
the electronic transition. The intensity of each band as a
whole is determined by the oscillator-strength f
(determined from spectroscopic measurements), and
within one band each vibrational "line"-intensity is given
by a Franck-Condon factor (derived from quantum
mechanical calculations or from measurements). The
intensity of the rotational lines within one vibrational
"line" is determined by the population-distribution
(rotational temperature) and the degeneration of the
rotational states.

2.5.5 Thermodynamics of Radiation
Complete Thermodynamic Equilibrium (CTE)

Molecular processes are in detailed balance leading to
Mazxwell/Boltzmann distribution of states. All radiation
processes occur at the equilibrium temperature of the gas
locally. Characteristically the mean free path of the gas
particles is much greater than the mean free path of the
photons. Absorption and emission are equal locally at all
frequencies.

Local Thermodynamic Equilibrium (LTE):

When the gradients of the thermodynamic variables at
certain locations are small, the local values of these
variables can be used to define thermodynamic
equilibrium states that locally approximate the real
thermodynamic states at these locations. This
approximation is called "the Local Principle”, and the gas
is said to be in Local Thermodynamic Equilibrium (LTE).
At LTE, the excited states of a gas can be described by a
Boltzmann distribution.
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In LTE as opposed to CTE, the mean free path of the
photons can be larger than the mean free path of the gas
particles and so emission and absorption processes are not
equal across all wavelengths and therefore not in
equilibrium.

Non-Local Thermodynamic Equilibrium (NLTE):

When gradients of thermodynamically variables become
large, the assumption of LTE no longer can be made, and
the flow becomes thermodynamic non-equilibrium and
Boltzmann distribution of internal energy is not strictly
valid. The radiation is no longer thermal and a more
general approach has to be considered.

2.5.6 Optical Thickness of Gases

Optical thickness is a macroscopic quality of a system and
implies nothing of local properties, but can be used to
classify particular regimes or cases and thus which
assumptions are possible

The optical depth for a given wavelength is the integral
through the depth of gas (i.e. the shock layer or the
computational cell) of the absorption coefficient and
density product.

Optically Thick Gases:

The optical depth is much smaller than the slab thickness.
A gas in CTE must be optically thick, but a gas which is
optically thick is not necessarily in CTE.

For optically thick gases the radiation has the same local
character as the molecular gas and can be supposed to be
in local equilibrium with the gas. Then LTE is valid and
the local radiative emission will be given by Planck's law,
but with a local temperature of the gas inserted.

Optically Thin Gases

The optical depth is much larger than the slab thickness.
For optically thin gases however, the LTE assumption can
not be maintained for the complete system containing gas
and radiation, since now the radiation at a point reflects
conditions within a large photon mean free path and so
violate the local principle. The radiation is then not
locally describable by an equilibrium distribution, but has
to be determined by solving a radiative transport equation.
In order to solve this transfer equation, one has to state the
absorptive and emissive properties of the gas at each
location, which depend on the local state of the gas.

In general the high temperature plasma region surrounding
are-entry vehicle is optically thin.

2.6 AEROTHERMAL REGIMES

Now that we have an understanding of the atmosphere and
the physical and chemical processes in the shock layer it is
possible to distinguish particular regimes during an
atmospheric entry where particular assumptions can be

made such that the method of solution of problems in these
regimes can be determined.

A typical entry trajectory, whether it be through any
planetary atmosphere will encompass a number of
different flowfield regimes. In the subsequent sections, a
brief physical description of these regimes is given in the
order in which they will be encountered by an entry
vehicle, followed by the boundary definition.

2.6.1 Free Molecular

At extreme altitudes, where the gas is very rarefied, the
flow has to be described using kinetic theory. This region
is known as the free molecular regime and as the vehicle
descends it enters the near free molecular regime. In the
near free molecular regime, the molecules reach the body
surface after only a few collisions with surface reflected
molecules, and in the free molecular regime the molecules
are assumed to reach the surface without colliding with
any reflected molecules since the molecules are so widely
spaced. As the vehicle descends further, it encounters a
region of transition from the near free molecular to the
continuum, and engineering results can be obtained using
bridging schemes between the two regimes.

2.6.2 Merged Layer Regime

As the vehicle descends, the flow begins to exhibit
continuum characteristics, but is still influenced by
rarefied gas effects. Within the merged layer regime, a
boundary can be identified that divides the freestream and
the shock-layer, but within the shock-layer, the shock wave
and boundary layer are not distinguishable.

The no-slip condition which is assumed to hold for
continuum flows does not hold at these high altitudes.
Specifically, at low densities the flow velocity at the
surface takes on a finite value, and also the gas
temperature at the surface differs from the actual surface
temperature. The shock wave cannot be described as a
discontinuity and the shock layer must now be treated as
fully viscous, and conventional boundary layer analysis is
no longer applicable.

2.6.3 Slip Flow

As the density increases, as the altitude decreases, the
shock wave thins to a point where it can now be treated as
a discontinuity in the flowfield, and, as the density
increases further, is no longer merged with the boundary
layer. The boundary layer remains very thick and hence
results in stronger viscous interaction.

As the altitude decreases the discontinuity in temperature
and velocity at the wall reduce. Eventually, these effects
disappear altogether, and the non-slip condition can be
assumed to hold.

2.6.4 Continuum

The assumption of a continuum flowfield requires that the
mean free path be very much smaller than the smallest




characteristic length of the flowfield. i.e. the boundary
layer thickness, so that sufficient molecular collisions
oceur to establish continuum conditions within this region
at every instance. Viscous effects can now be confined to
the boundary layer. In such environments, where the
density is high, several assumptions can be made about the
flowfield around a bluff body. Due to the entropy increase
across the shock. there are strong entropy gradients in the
nose region where shock curvature is greatest. The
boundary layer grows inside the entropy layer and is
effected by it, since it is also a region of strong vorticity.

At the high Mach numbers associated with the high
altitude end of the continuum regime. viscous dissipation
within the boundary layer causes an increase in
temperature within the boundary layer, which in turn
causes the boundary layer to thicken. This can exert a
major displacement effect on the inviscid flow outside the
boundary layer, and the resulting changes in the inviscid
flow effect the boundary layer growth. Since the flow
behind the near-normal portion of the bow shock is
subsonic, the viscous interaction will be strongest away
from the stagnation region where the flow has accelerated
to supersonic velocities.

The high temperature in the boundary layer due to viscous
dissipation and in the shock layer due to the shock wave
will mean high heat transfer rates to the surface.
Generally, convective heating dominates, but if the
temperature is sufficiently high the thermal radiation
emitted by the gas itself, radiative heating, can be
significant.

As the altitude decreases, viscous dissipation effects are
reduced, and the boundary layer thins. At high Reynolds
numbers/low Mach numbers, where the boundary layer is
very thin, the shock layer is essentially inviscid, and
viscous interaction is weak.

2.6.5 Flowfield Boundary Definitions

The various flowfield regimes can be characterised in
terms of the Knudsen number, defined as:

M
Kn=N =~Red

where: A is the molecular mean free path;
d is a characteristic dimension

(e.g. body length or diameter).

In this form, the Knudsen number is applied to low
Reynolds number flows, (typically Res < 1 0%).

When d is set to the boundary layer thickness &:

Kn = Mo= ~ -
\JRed

and in this form the Knudsen number is applied to higher
Reynolds number flows, (typically Res > 10%).
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Using these definitions, the boundaries of the various
regimes can be specified, albeit somewhat arbitrarily, as:

Free molecule M/Res > 10;
Transitional:
Near Free molecule 10> M/Re; > 1,

Merged layer I > M/Reato MRe; " > 0.1;
Slip flow 0.1 >MRes " >0.01;
Continuum flow 0.01 > MRes™"

Figures 2.13, 2.14 and 2.15 show typical ballistic
trajectories Earth return (Rosetta), Mars (Marsnet) and
Titan (Huygens).

Entry velocity 18000 nvs, Rosetta trajectory
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Figure 2.13 Rosetta trajectory parameters

Entry velocity 5800 m/s, Mars trajectory
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Figure 2.14 Mars trajectory parameters
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and evaluation of the wall conditions undertaken. In
practice however the heat transfer rates are over-predicted
using no slip and the slip condition becomes another
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Figure 2.15 Huygens trajectory parameters

Figures 2.16, 2.17 and 2.18 show the Knudsen number
(both definitions from above) Reynolds number, dynamic
pressure, stagnation convective heat flux vs. altitude for
the same trajectories. It can be seen that the high dynamic
pressure portion of the entry where peak deceleration
occurs the Reynolds number is greater than about 2 x 105
based on the base diameter and the Knudsen number less
than 1 x 1074, Therefore, for drag calculation purposes it is
quite reasonable to assume continuum flow. Figures 2.19,
2.20 and 2.21 show the boundaries on velocity altitude
plots for the three trajectories.

Entry velocity 16000 m/a, Rosatta trajectory
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Figure 2.16 Rosetta entry flowfield parameters

These figures also shows the Knudsen number based on
the boundary layer thickness (based roughly on the root of
the body Reynolds number) and the convective heating.
The definition of the classical regimes is based on this
value for the Knudsen number of the entry vehicle and it
can be seen that the entry takes place between 1 x 10°1
and 1 x 102 ie. slip flow ( vorticity interaction effects
being negligible on the forward heatshield and only
important at the expansion corner). Here we may still use
continuum techniques where the effects of boundary layer
thickness are accounted for (i.e. Navier Stokes solutions)

empirical factor.

Entry velocity 5800 nva, Mars trajectory
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Figure 2.17 Mars entry flowfield parameters
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Figure 2.18 Huygens entry flowfield parameters

Clearly entry vehicles have geometric features of largely ;
different sizes the base radius to corner radius for example !
and the definition of regimes need to be treated with

caution since continuum flowfields may exhibit rarefied

flow effects in particular regions, the corner or base for

example. The regimes are a broad guideline therefore.
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Figure 2.21 Huygens aerodynamic regimes
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2.6.6 Thermo-Chemical Boundary Definitions

The parameter which characterises the thermo-chemical
regimes is the Damkohler number, Da as described in the
discussion of chemistry. This number can be applied to
internal degrees of freedom of the molecules or to
chemical reactions in the tluids.

The Damkohler number is the ratio of the characteristic
time of particles passing a region of the flow # to the
relaxation time T in question, where the flow time is
usually the ratio of the characteristic dimension L (the
shock stand-off distance for instance) and the velocity u

Da = Li(u7)

For chemical reaction we compute the Damkohler number
as

Da = Lni/(ou)
and for thermal relaxation we can define the Damkohler as
Da = L/(t,u)

The chemical and thermal regimes may be loosely defined
as follows:

Da=10 chemically frozen

0.01 < Da < 1000 non-equilibrium flow
Da = oo chemical equilibrium.

At very high altitudes where the densities are very small or
at low speeds where temperatures are low, reaction rates
are slow compared to the hydrodynamics time-scales
(Damkohler number Da<<I). This enables the frozen
flow assumption to be used and solutions are restricted to
those which model the flow of a multi-component fluid as
a continuum (or a free molecular) problem utilising an
appropriate equation of state and real (i.e. temperature
dependent) thermodynamic data. Note that the Damkohler
number can be applied equally well to thermodynamic
relaxation (vibration, rotation etc.) as to chemical
processes and particular reactions.  For example a
particular reaction may be so fast that it can be replaced by
an equilibrium reaction. The dissociation of methane in
the Titan atmosphere for example. Or the reaction may be
so slow that it can be excluded from the mechanism.

At low altitudes the densities are high and the flow is
likely to be characterised by fast chemical reaction whose
time-scale is short when compared with that of the fluid
velocity (Damkohler number Da>>1I). In this regime the
assumption of equilibrium chemistry in the shock layer is
more appropriate.

In the mid-range density regime the assumption of either
frozen or equilibrium flow, whilst accurate in some
portions of the shock layer, would lead to over (frozen) or
under (equilibrium) prediction of temperature in other
areas.
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In reality between these two regimes the density is such
that the flow cannot be accurately characterised as being
either frozen or as being in chemical equilibrium. It is in
this flight region that non-equilibrium chemical kinetics
must be considered.

Thermal non-equilibrium influences the rates at which
certain chemical reactions proceed. Translational
temperature behind the shock is increased, but vibrational
and electronic temperatures are decreased. This implies
that the onset of ionisation is enhanced because of the
dependence of ionisation reactions (other than electron
impact) on the translational temperature, whereas
dissociation is diminished because of the dependence of
dissociation reactions on the vibrational temperature.

The combination of high thermal energy and ionisation
overshoot causes enhancement of radiation, i.e. non-
equilibrium processes can also effect the heat transfer
distribution. This phenomenon known as non-equilibrium
radiation enhancement tends to maintain the radiative heat
fluxes to the heatshield surface at a nearly constant value.
This is believed to be caused by a region of high
temperature and high concentration of excited atoms and
molecules that is created during the process of thermal and
chemical relaxation behind the shock wave. This non-
equilibrium enhancement phenomenon tends to be offset
by two phenomena known as collision limiting and
truncation.

The chemical Damkohler variation with altitude are shown
in figures 2.22, 2.23 and 2.24, with thermal Damkohler
numbers in figures 2.25,2.26 and 2.27. Note that for the
formulation employed at one tenth of the distance along
the stagnation streamline the regime boundaries were
fognd to be best fitted by lowering the critical values by
10°.

Approximate chemical and thermal boundaries are shown
for the Earth entry in Figure 2.28 and 2.29. These figures
are illustrative and use a nitrogen dissociation and
vibrational relaxation model only.

For the Mars entry a five species model was used and
Vibrational relaxation data appropriate to oxygen
Chemical and thermal regimes are shown in figures 2.30
and 2.31.

For Titan entry Figures 2.32 and 2.33 show the chemical
and thermal regimes. Since methane dissociates very
quickly the thermal regimes are also based on the
relaxation of diatomic nitrogen.

It is clear that equilibrium conditions are only appropriate
foe the Rosetta entry.

Binary Scaling

For non-equilibrium  processes involving  two-body
molecular collisions, an interesting and important scaling
can be obtained for non-equilibrium flowfields, known as
binary scaling.

Consider two different flows with the same temperature

T and velocity Ve, but with differing values of density pe
and d (characteristic length, the nose radius, say). Plots of
mass fraction against distance inside the shock will be the

same for the two flows if the product pe.d is the same

between the two flows. This product, pe d, is known as
the binary scaling parameter, and is used for matching
wind tunnel conditions to flight conditions.
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HEAT TRANSFER FOR PERFECT GAS
AND CHEMICALLY REACTING FLOWS

Arthur Smith
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SUMMARY

In this section we focus on basic principles and the
derivation of some basic relationships used in heat transfer
analysis for planetary entry. Catalytic mechanisms and
their effect on the thermal protection system is considered,
finally radiation transport and regimes are briefly
examined.

3.1 PERFECT GAS

The perfect gas equation of state is applicable at pressure
below 100bar and/or temperature above 30K when
intermolecular forces are negligible. For most entry
conditions a perfect gas can be assumed:

p=RT/y
o p=pRT

For a perfect gas the internal energy is a function of
temperature only, therefore it immediately follows that C,
and C, are also functions of temperature only.

For a calorifically perfect gas C, and C, are constant, i.e. Y
is constant.

3.2 REAL GAS

The assumption of a perfect gas may not be valid in some
ground test facilities where high pressure gases are
expanded to low temperature. When intermolecular forces
must be accounted for a real gas equation of state becomes
necessary for example Van der Waals equation of state:

p = RT/(v-b) -alv’

where a and b are constants, or by using a compressibilty
factor Z

pv=ZRT

where Z is a function of temperature and pressure, and is
available in generalised compressibilty charts.

Often in aerothermodynamics the chemically reacting gas
is incorrectly described as a real gas and we try and avoid
this confusion.

3.3 NON REACTING FLOWS.
3.3.1 Fouriers Law and Convective Heat Transfer

An empirical observation of one dimensional steady heat
flow through a solid between isothermal surfaces shows
that the heat flux is proportional to the area of the flow and
the temperature difference across the layer and inversely
proportional to the thickness and may be expressed :

0 = - kA(dT/dy)
or q=-k(dT/dy) = -paC, (dT/dy)
where o is the thermal diffusivity.

The constant of proportionality k is' the thermal
conductivity of the material, and the negative sign
indicates that the heat flow is positive in the direction of
temperature fall. This is Fourier’s law and is applicable at
all y across the layer

This therefore applies to the stationary gas in a boundary
Jayer next to an isothermal wall, but since the asymptotic
gradient is difficult to measure in practice, it is
conventional to express the heat flow from the wall to the
fluid in the form :

qc=~ hc(Taw'Tw)

the sign convention is consistent with Fouriers equation,
but the temperature change must be written to ensure
positive heat flux in the direction of temperature fall.

T.w is the temperature of the gas at the wall if the heat flux
is zero, i.e. the adiabatic wall temperature.

The convective heat transfer coefficient k. , or film
coefficient, is not a constant of the fluid but includes the
combined effects of conduction and convection in the fluid.
h. is a function of numerous variables such as the transport
properties, density and velocity of the fluid.

Before we can use the film coefficient relationship for heat
transfer calculations, it is necessary to define Ta,. This
can be found by solution of the boundary layer equations
but in engineering analysis we introduce the recovery
factor r defining the amount of energy ‘recovered’ as the
gas is slowed by friction through the boundary layer.

Tow =T, +rui2C,

while at the outer edge of the boundary layer:

Paper presented at the AGARD FDP Special Course on “Capsule Aerothermodynamics”, held at
the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Genése, Belgium,
in March 1995, and published in R-808.
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T,=T,+ul2C,
therefore:
r= (Taw - Te)/(Ta - Tt)

For incompressible laminar flow over a flat plate r = Pr'”
and for incompressible turbulent flow over a flat plate r =~
Pr”. These factors are used well into the hypersonic
regime and have accuracy compatible with the simplified
engineering analysis. We now call T,, the recovery
temperature T,.

Many non-dimensional groups are used in heat transfer
analysis and we shall now explore some of the

relationships between them by looking at the nature of h..

If we change the temperatures to enthalpies which will be
convenient later then:

q.=Stp.u(H.- hy)
where for a calorifically perfect gas the Stanton number is
St = h./(p.u.Cp)

which is the ratio of actual energy transfer rate to the
energy flux available.

Multiplying by xp.u.C,/k. gives the Nusselt number:
Nu = xh./k.

which is the ratio of convective heat transfer to conduction
only.

Now the ratio of mass flux to viscosity of the flow is the
Reynolds number Re = pxu/p (i.e. inertial/viscous ratio)
and the ratio of thermal-te-viscous-difusivity is the Prandtl

number Pr = pC,/k. therefore: /rl}}r 2 % Yhexw cwar <

Nu=StRe Pr

These groups are used extensively in engineering heat
transfer, and consequently in aerothermal analysis. In
particular heat transfer is often defined in either Stanton or
Nusselt number terms depending whichever is most
convenient.

Now since ko, = h. + u,Z/Z
and if h, >> h, then:
g~ - 0.58tp.u.’
In hypersonic flow the heat flux is therefore proportional to
the cube of the velocity, i.e. in contrast to the drag which is

proportional to the square of the velocity. This is the basic
reason why heat transfer is so important in hypersonics.

3.3.2 Newtons Law and the Skin Friction Coefficient.

Consider flow over a flat plate where a laminar boundary
layer grows due to the viscosity of the fluid. The shear
stress at any point in the fluid is proportional to the
velocity gradient at that point.  The constant of
proportionality p is called the dynamic viscosity of the
fluid so that

T = W duldy = pv duldy

This is Newtons law of viscosity. Since the wall
asymptotic gradient is difficult to measure as in the heat
transfer case, the shear stress at the wall T, is usually
expressed as a function of the local dynamic pressure:

T, = 0.5p.u’ Cs
where Cyis the local skin friction coefficient.
3.3.3 Reynolds Analogy

It is apparent that there is a similarity between the
expressions for the heat flux and the shear stress, now if
the fluid has a kinematic viscosity v equal to its thermal
diffusivity o then the Prandtl number is unity and dividing
q. by T, ignoring the sign convention and integrating
through the boundary layer gives :

4/ (tC,) = (To-To)/u,= 0./u,

this is the simple Reynolds analogy. Re-arranging this
equation gives :

xq./(8.k) = T/(pus) xpudp Cp p/x

which in terms of non dimensional groups noting that the
Prandtl number is unity is :

Nu,=0.5 CxRe,

where Cg is the local friction factor which is a function of
Reynolds number only. Hence the Nusselt number is a
function of Reynolds number. Further examination shows
that a most useful result of this analysis is :

St=0.5C;

The usefulness of Reynolds analogy lies in this simple
relationship which allows first order engineering analysis
of many viscous flows where heat transfer is of interest.
For example we shall use this result in session 4 to
examine the relationships that can be derived between
atmosphere, vehicle parameters and heating in simple
trajectory analysis.

For non unity Prandtl number, comparing the Blasius
incompressible flat plate boundary layer solutions for skin

friction and heat transfer, gives the relationship:

St=0.5C/Pr"




This result is also found to be applicable with caution for
the hypersonic flat plate laminar boundary layer, and in
region of low pressure gradient. However in regions of
high gradient, Reynolds analogy is inappropriate.

Often heat transfer results are correlated as functions of
the heat transfer parameter Nu/Re'” since for the classical
solution for the laminar incompressible flow over a flat
plate:

Nu, = 0.332 Pr'” Re,'”
3.3.4 Stagnation Point Heating

Van Driest performed detailed stagnation point boundary
layer solutions with a calorifically perfect gas and
correlated the results in the form:

g = kPro%(p )" (h,-h,) (duddx)’’

where k; is 0.76 for a sphere and 0.57 for a cylinder. Note
that this is a film coefficient formulation. The reason for
the higher heat flux in the three dimensional case is in the
nature of the flow, in two dimensions the flow can only go
in two directions (i.e. up or down), whereas in three
dimensions it can also go sideways (left and right). This
causes a thinner boundary layer and thus larger dT/dy. In
hypersonic flow the shock stand-off is also reduced.

The stagnation point velocity gradient can be determined
by assuming a Newtonian pressure distribution at the
surface and Eulers equation at the edge of the boundary
layer (dp. = p.H. du. ) as:

(duddx); = R {2(pep)ipS”

Therefore the convective heat flux is inversely proportional
to the square root of the stagnation point radius of
curvature R. This has a major impact on all capsule
designs, dictating large radius of curvature for the forward
headshield.

3.4 CHEMICALLY REACTING FLOWS

In a chemically reacting flow the chemical composition
may change through the boundary layer, from the boundary
layer edge composition to the wall composition since there
will be temperature gradients in the boundary layer even
for an adiabatic wall. If the gas is in  chemical
equilibrium the composition in the boundary layer is
determined by local conditions only. The species gradients
present give rise to diffusion fluxes of species within the
boundary layer. These diffusion fluxes provide an
effective transport of mass (and energy) and the local
equilibrium relies on a balance of these fluxes.

Local equilibrium occurs when the wall temperatures are
generally above about 2000K in typical entry situations.

When the wall temperatures are lower the reaction rates
are slow even compared to the residency time in the
boundary layer and the boundary layer gases are in non-
equilibrium. In the limiting case the boundary layer gases
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do not react at all and the boundary layer edge composition
is maintained to the wall.

Heat transfer in the chemically reacting case is the sum of
the Fourier conduction component using the frozen
conductivity (i.e. the conductivity that the mixture would
posses if no chemical change occurred when a temperature
gradient was imposed upon it) plus a chemical term
dependent on the diffusion of species towards the wall.

qc = - k(dT/dy)., + Xpc:iVih;
= - k(dT/dy),, + DipZ(h;Oc/0y)
where V; is the diffusion velocity of species i.
When considering the species diffusion terms in

engineering analysis it is convenient to introduce two other
dimensionless groups, the Lewis number :

Le =D;pC,lk

which is the ratio of mass diffusion to thermal diffusion,
and the Schmidt number:

Sc=p/(Dip)
which is the ratio of viscous to mass diffusion.
3.4.1 Film Coefficient Approach

The energy equation in the boundary layer for an
incompressible constant property low speed flow is :

u0T/Ox +vOT/Qy = 00*T/0y*

solutions are generally correlated in the form

Ggc=- h. (Tr"T»')
as discussed above. For a high speed éhemically reacting
flow, if diffusion coefficients are equal and Prandtl and

Lewis numbers are unity then boundary layer energy
equation becomes:

pu OH/Ox +pv OH/Qy = 0/dy (u OH/Jy)

where H is the total (sensible + chemical + u?/2) enthalpy.
By analogy to the low speed case above, then solutions can
be correlated in the form:

qgc=- Peuech(He"hw)

and we can define the Stanton number for a chemically
reacting flow as :

Cy= qc/(peue(He‘hw))
and Nusselt number:

Nu = xq./(k.(H.-h.))
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The heat transfer equation can now be re-partitioned
according to the enthalpy terms into the frozen chemistry
*Fourier’ part and the chemical part:

ge=- Peuech(Hr'hw)g - Peu,Ch(h,-h,.,)rw

In the first term the convective flux is evaluated using the
boundary layer edge composition. In the second term, the
chemical flux is evaluated at the wall temperature and is
driven by the difference between chemical composition of
the edge and wall gases at the wall temperature. After
partitioning the assumption of unity Lewis number can be
relaxed and a mass transfer coefficient C,, used in the
chemical flux term

qgc= - peuech(Hr'hw)e - pcuecm(hc'hw)Tw

If the diffusion coefficients are not approximately equal
i.e. when mixtures of widely different molecular weights
are present in the boundary layer then the direct chemical
enthalpy can not be used and an equivalent enthalpy h*
using a diffusion coefficient weighted average of mole and
mass fraction may be employed

ge=- ptu'C’l(H"hW)e - peuecm(h*e'h*w)Tw
3.4.2 Mass Transfer Relationship to Heat Transfer

The mass transfer coefficient is related to the heat transfer
coefficient by the frequently employed Chilton-Coburn
correlation

C./Cy=Le*
where ¢ = 2/3 is a commonly used value.

The Lewis number Le is the ratio of the Prandtl number to
the Schmidt number

Le=Pr/Sc

For dissociating air, Pr =0.71 and Sc¢ = 0.5 then Le =1.4
and C, = 1.26 Cy. In engineering estimates the Prandtl
and Schmidt numbers may be evaluated at a boundary
layer reference condition such as defined by Eckert.

3.4.3 Stagnation Point Heating.

Fay and Riddell performed detailed stagnation point
boundary layer solutions with a chemically reacting
dissociating gas and correlated the results in the form :

ge = 0.76Pr’*(pu)®! (ppr)™
{1+(Le*-1)(hah.)}(he-h,) (duldx)’®

Here hg is the enthalpy of dissociation the gas mixture. A
binary mixture, constant Prandtl and Lewis number and a
T'? viscosity law was assumed for the correlation
development.

Comparison with the calorifically perfect gas result shows
the only major difference to be the addition of the chemical
terms as expected from the partitioning result and gives

the exponent of the Lewis number ¢ for the ratio of mass
to heat transfer coefficients.

The condition of the wall and boundary layer give rise to
the following parameter values:

boundary layer/wall Parameter
condition

equilibrium $=0.52
frozen with fully catalytic ¢ =0.63
wall

frozen with non catalytic Le=00
wall

Table 3.1 Fay and Riddell Parameter Values

Note the difference between the equilibrium and frozen
fully catalytic wall case is quite small since the gas near
the wall is composed of a binary mixture of atoms and
molecules such that the diffusion flux, given the same wall
condition, is nearly equal and thus independent of the
kinetics.

When ionisation becomes important at high velocity (>
9km/s) then the diffusion of electron-ion pairs is greater
leading to reduced Lewis number. The ionisation energy
must also be taken into account. Overall this leads to an
increase in the predicted heat flux. Importantly in this
case the heat flux for the frozen boundary layer with fully
catalytic wall for a diatomic gas is progressively larger
than the equilibrium boundary layer solution with
increasing ionisation. This is because in the equilibrium
case the mixture is essentially ternary and the large
charge-exchange cross section allows a layer of atoms to
form which prevent the diffusion of ion-electron pairs
towards the wall and thus their recombination energy is
not available at the wall. In the case of the frozen
boundary layer with fully catalytic wall the recombination
take place directly at the wall from ionised to molecular
state and thus the insulating atomic layer is not present.

This effect is not seen in singly ionised atomic gases for
example Ar or He where the binary nature of the gas
would not lead to significantly different fluxes, but recurs
in multiply ionised flows.

3.5 SURFACE PROCESSES

Species can stick or adsorb to surfaces generally by one of
two processes involving either a physical or chemical
interaction, the main features of which are outlined in
Table 3.2. Adsorption is the key feature of surface
catalysis and presently the process is only partially
understood.

3.5.1 Physisorption

In physisorption there is a Van der Waals interaction
between the adsorbed molecule and the surface. This is a
long range but weak interaction and the amount of energy
released when a molecule is physisorbed is of the order of
the energy of condensation (~ 25 kJ/mol).




Physical adsorptiom: Chemisorption
Heat of adsorption less thas Heat of sdsorption gresser
about 20 kl/mole than about 200 kl/moie
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The amount of adsorption on & The amount of adsarption is
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No appreciable activation An sctivation energy may be
evergy involved
Muxi-layer adsorption Adsorbtion leads to, st most,
a monolayer.
Small changes in Large chan in
vibratonal frequency vnhmmnlg;qmy
Wesk bonding - absorbate Strong bonding - absorbae
removed by evacuation only by evacuation
oo feperature or and/or beat usually resolting
below n
Table 3.2

This energy can be absorbed as vibrations of the lattice (of
the adsorbate) and dissipated as heat, and a molecule
bouncing across what is effectively a "cobbled” surface
will lose its kinetic energy and stick to the surface in the
process known as accommodation. The energy levels
associated with the physisorption process are insufficient
to lead to breaking of the bonds of surface species. A
physisorbed molecule vibrates in its shallow potential well
and as the binding energy is low it may shake itself off the
surface. This suggests that the molecule has only a short
residence time on the surface before returning to the gas.
The rate of departure (desorption) can be expected to
follow an Arrhenius type law where the inverse of the rate
coefficient is a measure of the average lifetime of a
molecule on the surface.

It is possible to estimate the order of this time on the
surface: If the ‘activation energy’ of the desorption process
(that is the energy acquired from the surface in order to
desorb) is say 25 kJ/mol, and assuming that the pre-
exponential factor is of the order of a vibrational frequency
of the weak molecule-surface bond, say 10" s", lifetimes
of the order of 10%s are predicted at room temperature and
these decrease to

10" to 1072 5 as the temperature rises to 1000K or 1500K.

3.5.2 Chemisorption

In chemisorption the molecules stick to the surface as a
result of the formation of a chemical and usually covalent
bond. The energy of attachment is very much greater than
in physisorption, typical values being in the region of 200
kJ/mol. It is possible that a molecule undergoing
chemisorption may be torn apart as a result of the
unsatisfied valencies of the surface atoms. The existence
of molecular fragments on the surface as a result of the
chemisorption of whole molecules is one of a number of
reasons why surfaces can exhibit catalytic activity. The
enthalpy of adsorption may change with the extent of
surface coverage. This is, in the main, a result of the
interaction between adsorbed molecules: if they repel then
the enthalpy of adsorption becomes less negative (less
exothermic) as coverage increases.

The desorption of a chemisorbed species is always an
activated process bhecause the species have to be elevated
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from the foot of a potential well as can be seen in Figures
3.1 and 3.2.
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Figure 3.1 Potentail energy Profiles for Chemisorption
- zero Adsorption Activation Energy

>
£
; O, g
£
:
- g aH
(I e
1 M DISTANCE FROM SURFACE
nJ Chem i
Procwesr
State

Figure 3.2 Potentail energy profiles for Chemisorption
- non-zero Adsorption Activation Energy

The residence time at the surface can be estimated in the
same way as for a physisorbed molecule (i.e. with an
Arrhenius type law). Here, however, the ‘activation
energy' is in the region of 100 kJ/mol and an estimate for
the pre-exponential factor is of the order 10"s. This is
justified because the chemisorbed fragments have stiffer
bonds to the surface than physisorbed species. This gives
a residence time at the surface of the order 3x10° s at room
temperature and residence times of 2x10 and 3x10 ! s at
1000K and 1500K respectively.

3.5.3 Catalysis

Simply, a catalyst has the effect of increasing the kinetic
rate of a reaction without altering the final equilibrium
products. In the case of hypersonic flight where high
concentrations of dissociated species exist in the shock
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layer recombination reactions are likely as the gas cools
towards the wall and the presence of a catalyst increases
the rate of energy release of the exothermic reaction
(although not the total energy release). Where a solid
phase catalyst is involved such as a TPS surface then the
rate of heat transfer to the catalysis surface will also be
increased with a resulting increase in surface temperature
which couples back to the rate of the surface reactions. In
general this increase in heat flux to the surface is
undesirable.

The reason for heterogeneous catalytic activity is the same
as for homogeneous catalysis: the catalyst speeds the
reaction by lowering the activation energy of the rate-
determining step. Therefore, although it does not disturb
the thermodynamically determined equilibrium
composition of a reaction system, it does increase the rate
at which equilibrium is reached, that is it affects the path
to equilibrium but not the equilibrium itself. This can be
illustrated by reference to Figure 3.3 which demonstrates
the possible paths taken by a reaction, catalysed and
uncatalysed. Of particular interest here are the activation
energies associated with each stage in the catalysed
reaction path.

AH  Heatrelease
Activation Energy
absorplien

Potentiei Energy
™

! het  heteregencoms

]
4

LA \i\d

Reaction Coordinate

Figure 3.3 Reaction paths for Heterogeneous catalysed and
Homogeneous non-catalysed reactions

Illustrated in Figure 3.3 is the fact that adsorption is
almost exclusively an exothermic process; that the
apparent activation energy of the heterogeneous reaction is
less than the actual activation energy as a result of the
adsorption step; that the desorption process may be
exothermic or endothermic; and that the overall effect of
the catalyst is to lower the apparent activation energy.

The basis of much catalytic activity of surfaces is that
chemisorption (and sometimes physisorption) organises at
least one of the reactant molecules into a form in which it
can readily undergo reaction. Often this comes about
because the chemisorption process is accompanied by
fragmentation. In that case the molecular fragments can be
plucked off the surface by an incoming molecule or skip

across the surface until they encounter some other
fragment.

Molecular beam studies have shown that catalytic activity
of a surface not only depends on its chemical composition
but also in some cases on its structure. For instance the
cleavage of some bonds appears to depend on the presence
of steps and kinks, as illustrated in Figure 3.4, whilst
terraces have minimal catalytic activity. The reasons for
these effects are not fully understood and are likely to be
complex. However they do suggest that catalyst activity
may be reduced as these step and kink sites are used up.

Figure 3.4 Surface defects

The way in which different catalysts act to modify the
reaction rates of particular reactions is complex and not
always fully understood. Catalysts act in a number of
different ways to alter reaction rates. Some simply serve
as third bodies carrying away excess energy whilst others
serve as templates to hold molecules in certain positions
long enough for a rearrangement in molecular structure to
occur or for other molecules to find their way to the held
species.

Some catalysts act by causing a rearrangement of the
reacting species such that their potential energy surface is
modified particularly by lowering the potential energy
barrier thus altering the activation energy of the reaction.
Thus catalysis alters reaction rates but does not affect
equilibrium. In hypersonic flight it is the catalytic
recombination of dissociated species which is generally of
most interest. Recombination of atoms on the surface of
the heatshield is seen as a disadvantage in that such
reactions are exothermic and the heat of recombination is
likely, in part at least, to be deposited into the TPS.
Where the boundary layer gases are already in equilibrium
then a surface which acts as a good catalyst will have no
effect. However as the dissociated atoms approach the
cooler body wall then equilibrium will be shifted towards
a less dissociated state, i.e. recombination will take place
either at the surface or in the boundary layer close to the
surface. The heat released from this recombination
reaction increases the heat flux to the surface by thermal
conduction. Generally the limiting heat flux is associated




with equilibrium conditions and the heat flux to a fully
catalytic surface in non-equilibrium tlow is approximately
the same as this maximum heat flux as has been shown
above.

Catalytic effects are closely tied to diffusion processes in
that reactions at the surface create a species gradient
which drives diffusion to the wall which further increases
heat flux.

The main problem here is the scarcity of data for
heterogeneous and catalysed reactions.

3.5.4 Mechanisms Of Heterogeneous Catalysis

The classical sequence of events in a surface catalysed
reaction comprises:

i) the diffusion of reactants to the surface, usually
considered to be fast

ii) adsorption of the reactants on the surface, slow if
activated

iii) surface diffusion of reactants to active sites

iv) reaction of the adsorbed species, often rate
determining

v) desorption of the reaction products, often slow
vi) diffusion of the products away from the surface.

Processes i) and vi) may be rate-determining where the
solid surface is porous. Process ii), the adsorption of the
reactants is often rapid, on the other hand process iv), the
desorption of the products, must be activated by the heat of
adsorption which can be slow particularly at lower
temperatures.

One of the reasons why contact catalysis is able to provide
a reaction path that is faster than the homogeneous one in
the case of bimolecular reactions is that the concentration
of the reacting species can be much higher in a surface
film than in the gas phase. Consequently a catalysed
reaction may be faster purely because of the concentration
factor and it is not necessary that the surface reaction is
any different in character than the homogeneous one. In
many cases however catalysed reactions follow
intrinsically different reaction paths and the nature of the
solid surface can be unimportant. This is clearly the case
with uni-molecular reactions for which the surface
concentrations effect is not applicable.

In general the surface geometry of a catalyst appears to
affect the activation energies and strengths of adsorption
and desorption and to control the nature, concentration and
mobility of the surface species. If these surface species are
radicals then reaction occurs through  various
recombination reactions and with a rate enhanced because
of the surface concentration effect. Alternatively a catalyst
may act by promoting reactions through the formation of
intermediates. '

More recently the discovery of a third type of adsorbate.
neither chemical nor physical (see Table 3.2) but
characterised by changes in vibrational frequencies which
range from small to very large and by weak bonds have led
to a new understanding of catalysis. The quantative
description of this third type of adsorbate, the intermedion,
requires a new concept of a continuous function relating
the vibrational frequencies of molecules and ions to the
number of valence or outer shell electrons.

With vibrational frequencies which are intermediate
between those of neutral molecules and ions, intermedions
have vibrational frequencies which correspond to a non-
integral number of electrons, the fraction (perturbation
fraction) of which is a constant characteristic of the
metallic component and its oxidation state in the
adsorbent. Intermedions are thought to be the key to
catalysis and have been shown to lead to simple
mathematical relationships which designate the catalyst
metal, its oxidation state and details of the mechanism of
the catalytic reaction. Thus intermedions whilst weakly
bonded to a surface as in physical adsorption may show
large changes in energy as reflected by the changes in
vibrational frequency and consequently may be expected to
exhibit significant changes in chemical reactivity. It is the
perturbation fraction which is the single property of the
metal which is shown to determine its activity as a
catalyst, and which has been shown to be the result of the
fractional population of the low-lying excited electronic
states of metal ions. This theory may well provide an
analytical basis for understanding catalytic effects in the
future.

Currently in hypersonics, surface catalytic reactions are
modelled by assigning to the surface a species
recombination probability (y) and a surface kinetics
parameter or catalycity K (Figure 3.5). The surface
reaction rate is then given as:

r=K"py

This recombination probability is the ratio of the mass flux
of recombined species to the mass flux of incident
dissociated atoms. The 7y are temperature dependent and
are characteristic of the recombining species and the
surface. They are generally independent of pressure and
density as most recombination reactions are first order.
The 7y are generally only available at the elevated
temperatures experienced in hypersonic flight for a small
number of reactions e.g. nitrogen/oxygen recombination.
Data that are available suggests an Arrhenius type
expression which leads to an analogy with gas-phase
reactions and an energy barrier or activation energy which
must be overcome by atoms colliding with the surface.
The value of y are of the order <.01 on ceramic surfaces
whilst on metallic, metallic oxide or graphitic surfaces
values might be expected to be >0.1 and are normally
assumed to be fully catalytic, that is equilibrium exists at
the surface.
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Figure 3.5 Catalyst Surface Recombination

There is evidence to suggest that it is the existence of
metal atoms as impurities in otherwise non-metallic TPS
which are the primary cause of catalytic activity. Metal
atoms need not be present in the surface coating itself as
solid state diffusion, which increases exponentially with
temperature, would bring these atoms to the surface. This
may explain the 'breakaway' phenomena exhibited in the
rate of evaporation shown by samples of oxide and nitride
coated beryllium when heated as discussed in Section 9.
Modelling also needs to take account of incomplete energy
deposition when atoms combine on a surface.
Observations have shown a lower heat flux than would be
expected during surface recombination reactions and that
recombined molecules may leave the surface vibrationally
or electronically excited. The source of this excess energy
is generally thought to be a fraction of the atom
recombination energy which remains with the desorbing
molecule as internal energy.

To account for this excess energy retained by the desorbing
molecules an accommodation factor P is introduced and
the energy deposited by the recombination, or other
reactions, is thus reduced. P is thus the ratio of the
chemical energy deposited into the heatshield to the total
energy of dissociation available and can be written as:

ﬁ -
m; B ;g

where g, o, 15 the chemical energy flux, m; is the mass
flux of dissociated species and AH ;¢ is the energy of
dissociation. Very little is known about B for real space
vehicle TPS's consequently restricting its use.

Traditional explanations of surface recombination consider
two mechanisms: the Langmuir-Hinshelwood and the Eley-
Rideal mechanisms. Both involve the use of 'sites' on the
metal surface where clearly defined potential wells or
bond locations exist at specific lattice locations. These
sites are thought to behave as species in homogeneous
reactions with much higher number of degrees of freedom
which enable them to dissipate recombination energy very
much like third bodies in gas collisions. In the LH
mechanism reaction takes place between two adsorbed
species whilst the ER mechanism proposes the reaction to
be between an adsorbed atom and a gas phase atom. The
ER mechanism tends to dominate at lower temperatures
due to the low mobility of adsorbed atoms and consequent
high probability of collision with in-coming gas atoms.

At higher temperatures where adsorbed atom mobility is
high this probability is low and the LH mechanism will
tend to prevail. An important conclusion here is that in the
ER mechanism the molecule formed by the gas surface
collision may leave the surface with a portion of the
collision energy. If the time required to break the weak
surface-atom bond is shorter than that required to form the
molecular bond then the molecule will leave the surface in
a state of non-equilibrium. In the LH mechanism the
reaction is not one involving collisions and consequently
the desorbed molecules will tend to leave in thermal
equilibrium and thus the full recombination energy will be
deposited into the surface. However there is no way
currently of accurately predicting the temperature at which
these mechanism switches from ER to LH.

The overall surface reaction involves three steps,
adsorption, reaction and desorption. At the elevated
temperatures adsorption can be modelled by a first-order
Arrhenius process and a half power temperature factor.
Until intermedion theory becomes more available realistic
predictive techniques for surface reactions will not be
possible. Currently surface reactions are modelled by
analogy to gas-phase reactions using Arrhenius type
expressions. Desorption,  particularly at  high
temperatures, is treated as a second order process.
Desorption is then a fast step and often the desorption and
reaction processes are considered as one process.

At low temperatures chemisorption is preceded by
physisorption and the activation energy is the difference
between these two absorption states (see Figure 3.1). At
the high temperatures associated with hypersonic flows
physical adsorption is much faster and may be neglected.
On some metals nitrogen tends to form stable bonds with
the metal in an exothermic reaction. In order to desorb
from the metal the nitrogen has to climb out of a potential
well.

7 for nitrogen recombination on metals can be of the order
of 0.1 to 0.2 and metal impurities are thought to be the
primary cause of surface reactivity. As previously




discussed solid state diffusion of metal substrata particles
through a non-catalysing TPS material can occur at high
temperature, a fact which further complicated analysis of
catalytic effects.

Typical catalytic recombination reactions and planets
where radiative heatshields may be used are :

CO+0=C0, Mars
C+0=C0O Mars
0+0=0; Mars and Earth

N+N=N; Earth and Titan

The accommodation coefficient approach allows a
specified portion of the energy released in a surface
recombination to be imparted to the local flowfield, the
remainder forming a diffusive heat transfer component to
the wall. The energy released to the flow is assumed to
vibrationally excite the gas.

The complete adsorption, surface reaction and desorption
properties can be modelled individually:

The adsorption rate w g is as follows:-
Wads = J Pads (N*-N)/IN*
where:

Pads is the adsorption probability
(= exp(-Eq4s/RT).

J is the flux to the surface of

a toms/molecules undergoing recombinations.
N* is the density of surface sites.

N is the density of occupied surface sites.

This stage is then proceeded by the surface recombination
which is described by an Arrhenius form w,. as follows:

wy = ke [O*][O¥] or kg [O*][O]

where * denotes a surface adsorbed atom and the absence
of * denotes a gas atom.

In the previous equation the case of the surface
recombination of oxygen atoms has been considered. The
last process to be considered is that of desorption which
for the case of oxygen recombination has a rate wges as
follows:-

Wdes = kg [O*]2

The justification of the form given for wj,s, when a form
such as wg,o = kf [02*/2 might have been expected, is
that surface recombination and desorption are often
thought of as a single process. This assumption simplifies
the model and allows an overall form such as that
proposed by Langmuir for adsorption to be used.

dN/dt = (P, s/(2n mkT)0-5)p(N*-N)-f
exp(-Q/kT)

where:

39

s is the surface area occupied by the
adsorbed atom.

m  is the mass.

Q is the surface atom/atom bond strength.
[ is the desorption probability per unit
time.

In summary, of the two approaches described the one most
compatible with the gathering of essential empirical data is
often preferred. This will most likely lead to the simpler
first approach.

Catalytic Computational Example

To illustrate the magnitude of the effects of catalytic
activity on the TPS, Figure 3.6 shows for a Marsnet entry
vehicle at peak convective heat flux the diffusive and
conductive components of heat flux for a fully catalytic
wall compared to a non-catalytic wall. The diffusive
fluxes caused by the catalytic action are potentially very
large. However convincing the TPS designer that this
saving can actually be made is quite a different matter and
requires extensive materials testing to determine the actual
catalytic performance of the TPS in the particular
atmospheric environment.
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Figure 3.6 Heat transfer rate profile around the Marsnet
forebody at peak convective flux

Figures 3.7 and 3.8 compare the species concentrations
along the stagnation streamline showing clearly the effect
of a fully catalytic wall on the boundary layer chemistry.

Figures 3.9 and 3.10 show the stagnation streamline
temperature profiles. It is interesting to note that while the
boundary layer temperature profile remains very similar,
the shock stand-off increases slightly for the fully catalytic
case.




Figure 3.7 Principal species mass fractions along
stagnation streamline - non-catalytic wall
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Figure 3.8 Principal species mass fractions along
stagnation streamline - fully-catalytic wall

SITANNETE

—

0 Q.01 0.02 .03 0.04
from point, xRn

Figure 3.9 Temperature profiles along stagnation
streamline - non-catalytic wall

008 0.08 0.07 008

Temperature, K

_BEEEE8EEY

0 0.01 0.02 0.03 0.04 0.05 0.08 0.07

Figure 3.10 Temperature profiles along stagnation
streamline - fully-catalytic wall

Finally we note from Figure 3.11 that on the aft cover of
such a capsule catalytic activity may be equally important
although the magnitude of the fluxes is much lower.
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Figure 3.11 Heat transfer rate profile around the Marsnet
forebody at peak convective flux

3.6 RADIATIVE FLUX
3.6.1 Radiation Regimes

The determination of the radiative flux incident on the
TPS surface is of great importance for capsules during
atmospheric entry. The individual radiation mechanisms
have been outlined in Section 2, however the emitted
energy needs to be transported through the flowfield where
it may be re-absorbed prior to reaching the TPS surface or
escaping from the shock layer by passing through the bow
shock.

Clearly the loss of energy from the flowfield in this way
leads to a cooling of the flow, and this energy is taken
from the vibrational and electronic energy components.
The gas then becomes non-adiabatic in nature. Where




significant absorption is occurring, the flow even if
supersonic becomes elliptic in nature because of the
upstream transfer of energy.

When the flowfield cooling becomes significant this will
alter the chemistry and the resultant radiation thus the
processes are truly coupled.

The radiation parameter I" can be used to determine when
coupling is necessary:

T = 46T kS/(postichts)

where :

& s the shock stand-off distance

k  is the frequency averaged volumetric
absorption coefficient

o s the Stefan-Boltzman constant

s subscript are conditions in the shock layer.

T, is the ratio of the radiant energy flux emitted from an
optically thin shock layer (the Planck limit) of thickness &
to the enthalpy flux across the shock front. Note that the
shock stand-off is proportional to the vehicle radius of
curvature so that for stagnation heating, the radiative flux
is proportional to the radius of curvature of the TPS (nose
radius). This can become a major consideration in entry
vehicle design.

For the optically thick cases (known as the Rosseland
limit) then:

Tk = 166T*k/(3pctichs)

T is the ratio of flux to the surface TPS to the enthalpy
flux across the shock front.

The approximate radiative regimes are :

r<io’® radiation is not important

10°<T <10 radiation is important but
coupling is not necessary

r>10° coupling of radiation to the
flowfield is necessary

to evaluate the radiation influence parameter " an estimate
of k, is necessary. An approximate relationship is:

1T=0k

where T is the optical depth. Since the absorption
coefficient is the inverse mean free path until absorption,
the optical depth is analogous to an inverse Knudsen
number.

Now the transparent gas approximation is acceptable up to
an optical depth of about 0.2 while for an optically thick
gas the approximation is acceptable until the optical depth
of the boundary layer falls below 5.

When the gas is neither thick or thin then the radiant
energy flux to the surface is approximated the black body
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value, and the ratio of energy flux to the surface to
enthalpy flux across the shock is the inverse of the
Boltzmann number :

Bo™ = oT,*/(3pwticahs)

For Earth entry these regime bands are shown in figure
3.12.
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Figure 3.12 Radiative transfer regimes for a blunt body of
0.3m nose radius.

The approximations made to define the radiation
interaction are rather sweeping and the effects of non-
equilibrium, frequency dependence of the emission/
absorption broaden the regime boundaries. Thus this
analysis provides an initial guideline. For high speed
Earth return, full coupling is required, while for Huygens
and Earth-Lunar return radiation is important but full
coupling is not strictly necessary, and for Mars entry
radiation is not important.

3.6.2 Radiation Transport

The net energy flux at a point in the flowfield is given by
the difference between the emission of the gas € which is a
function of local parameters (number densities
temperatures) and the absorption of incoming radiation
from the surrounding flowfield and is the integral over all
wavelengths of the integral over a solid angle of 47 of the
absorption coefficient Intensity product kvl

Several simplifications can be made to ease the solution of
this relationship:

e assume of an optically thin gas requires only the
estimation of emission, but overestimates the flux to
the surface.

e assume thermal equilibrium allowing the absorption
and emission coefficients to be related through the
Planck function;




e treat the shock layer locally as one dimensional - the
infinite slab approximation.

However it has been found that the accurate prediction of
radiative fluxes is extremely sensitive to the thermal
condition of the gas, and thus simplified schemes should
be treated with caution.

Assume the radiation from an emitting and absorbing gas
is a black body then

Bo! = 6T, /(3pticahs)
and ¢, = oT"/3

for gas in equilibrium assume:

T = ~ u12C,*
where kg = TSCP* then:
gr=~ 0 u/(48 C,*)

which over predicts for a real situation and therefore

8
4r < Uoo

This illustrates then sensitivity of the radiative flux.

3.7 TYPES OF THERMAL PROTECTION SYSTEM

While so far we have considered heat transfer to the
surface of the vehicle, one has to consider how to manage
this heat load.

The outer layers of the capsule which manage the heat load
due to aerothermodynamic heating are called the thermal
protection system or TPS. There are several basic
mechanisms which are used in the design of the TPS:

e  Re-radiation. As the surface of the vehicle becomes
hotter, much heat can be re-radiated if the surface
emissivity is high. TPS systems which rely on this
mechanism alone are called Radiative TPS. These
are used when the surface temperatures are less than
about 2000K, and are usually Carbon or Ceramic
based. If the TPS has a very Ilow
emissivity/absorbtivity then it acts as a radiative
reflector. These type of TPS have been postulated but
not used in radiative environments thus far.

e Conduction. The hot TPS surface will conduct heat
to its interior. Thus for low surface temperatures a
high conductivity will enable the surface heat load to
be conducted away quickly. Typically these
conductive heat shields are metallics such as
Beryllium, and due to mass penalties associated with
absorbing high heat loads are confined to low heat
load regions. Of course the use of high conductivity
TPS materials allows the potential use of internal
fluids as coolants such as fuel.. For a high surface
temperature TPS then the minimum conductivity is
required to minimise the heat soaked to the interior.

e  Ablation. There are three distinct mechanisms of
ablation. At very high surface temperature, the
surface of the TPS can be expended in sublimation
which absorbs energy, at intermediate temperatures
however it may oxidise and deposit energy to the
surface, additionally the material may thermally
degrade in depth absorbing energy and releasing
gases which further cool the material as they pass to
the surface. Once released from the surface these
pyrolysis, and or oxidation and sublimation gases act
to block the convective and perhaps the radiative
fluxes. This type of TPS is particularly efficient at
high surface heat fluxes, and in fact is the only
practical solution in many capsule cases.

e Melting. Melting of material at the surface followed
by its removal due to shear forces removes energy due
to the latent heat of fusion, however this is not as
efficient as sublimation since the latent heat is lower.
Some ablators such as those with Silica may melt at
the surface during the ablation process.

o  Blowing. The introduction of cool gases to the inner
boundary layer absorbs heat and thus insulates the
surface. These transpiration cooling methods can be
particularly useful near sensitive instrumentation
ports etc., but generally require too much coolant for
whole TPS applications. Also this system is active in
that some action needs to be taken to maintain the
functioning of the system, and reliabilty and
complexity aspects need to be addressed.

These mechanisms may all contribute to a real TPS in part
and aerothermodynamic analysis is responsible for the
supply of the surface boundary condition to enable the
efficient design of a TPS. Since the ablator forms an
important class of TPS for capsule entry this will be
covered in depth later in the course.

3.8.1 Surface Energy Balance

Of course these mechanisms also exist together, and at the
outer surface of the TPS the various heat fluxes to and
from the atmosphere and to and from the TPS surface must
balance. This surface energy balance may be written using
the film coefficient approach as follow:

k(dT/dy) (the conduction from the surface)
= Pcuech(Hr‘hw)e
(the convective flux to the surface)
+ Peuecm(h*e'h*w)Tw
(the chemical flux to the surface,
including reactions at the surface)
+ g
(the radiative flux to the surface)
+ dmg/dt hy
(the flux from pyrolysis gases
arriving at the surface)
+dm./dt h,
(the flux from surface recession
arriving at the surface)




. (pv)w h
(the flux taken by blowing
from the surface)
-dmj/dt by
(the flux taken by liquid phase removal
from the surface)
-oeT,’
(the flux leaving by radiation
from the surface)

Note that from mass continuity at the surface:
dmg/dt +dm./dt h. = (pv), + dmjdt

The magnitude of the various terms is of primary interest
to the TPS designer.

3.8.2 Reduction of Convective Heat Flux by Blowing

The flow of ablation products into the boundary layer
provides a boundary condition for the solution of the
boundary layer equations whereby a mass flux normal to
the wall is present.

For a single perfect gas it is obvious that a component of
velocity normal to the wall will decrease the asymptotic
gradient of the tangential velocity such that the shear stress
at the wall will be decreased:(T = 1 du/dy). Also we may
expect from Reynolds analogy that the heat flux will also
be decreased.

In an ablation or transpiration cooled system the injected
gases are most likely to be of different chemical
composition to the boundary layer gases. Diffusion and
mixing will take place, chemical reactions will occur and
energy will be transferred. Thus the process will be
complex.  For aerothermodynamic assessments it is
convenient to use empirical laws and many have been
developed. Of course we expect different performance
with differing atmosphere and blowing species.

The corrections are made to the Stanton number and are of
the form:

Ci/Cho = f(B’)

where Cj is the corrected Stanton number and Cy, is the
unblown value and B’ is the non-dimensional blowing
rate: :

B’ = (dmyg/dt +dm/dt h.)/(p.u.Cho)
A widely used correlation is :
Ci/Cho = 2AB’ J(exp(2AB’,)-1)

where A is the blowing correction coefficient and is about
0.5 for laminar flows and about 0.4 for turbulent flows. It
can be seen that at sufficiently large blowing rates, the
convective flux can be significantly reduced. This form is
used to correct convective flux if the blowing rate is
known. Often the ablation rate is coupled to the heat flux

Meat fhux (MW/?)

and so the inverse is of interest to compare blowing
effects:

Ci/Cho = In(2AB’+1)/ (2AB’)
Blowing Regimes can be considered as follows:

e B’, < 0.1, Lightly Blown. Convective fluxes are
reduced by less than 5% and the effects can be
ignored to first order.

e 0.1 <B’, <1, Moderately Blown. Up to about 40%
reduction in convective flux. The flowfield and
ablator response can be loosely coupled. (B’ <2)

e [ < B’, <4.5, Highly Blown. The convective flux is
reduced by up to 95% and full coupling is likely to be
required. (B’ <100)

e B’, > 4.5, Massively Blown, These situations occur
only in radiation dominated environments such as the
highest energy entries to Jupiter etc. Full radiation
flowfield TPS coupling is required. (B’ > 100)

To illustrate this, Figure 3.13 shows the reduction in
convective flux for a high speed Earth entry where
convective fluxes are reduced by between a factor of 3 and
10. These results were computed in a loosely coupled
radiation, fully coupled flowfield and surface ablation.

Roselts Re-entry at 78ion Aliude, 16.7knvs
. Effect of Radiative Cooling and Boundary Layer Blocksge
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Figure 3.13 Effect of high Blowing rate on the Rosseta
entry vehicle.

3.8 ENGINEERING METHODS

For planetary entry assessments simple correlations of the
entry flux can be developed based on simplifications of the
stagnation flow analysis (of for example Fay and Riddell).
The general form of the correlation is

q=kp® (R)*(VI10°)* (H-H,)/(H,-H300

This may be applied to the radiative flux as well as the
convective. Tables 3.3 and 3.4 give typical values of the
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constants with limiting conditions. Other values for these
constants are abundant in the literature and cover not just
the stagnation region but swept cylinders, laminar and
turbulent surfaces etc. The accuracy of such correlations
can be within 5% of more definitive methods provided
sufficient number of ranges are used.

In practice the results of a matrix of boundary layer, full
shock layer computations or coupled radiation solutions
(usually 1D slab) are curve fitted to provide the constants.
In this way the effects of non-equilibrium are taken into
account. This may result in altitude (density) and velocity

dependant values of the constants.

k (g in|a b c range

W/em?) km/s
Venus 19513 0.5 -0.5 3.04 Oto 16
& Mars

Earth & | 20668 0.5 0.5 3.15 Oto 8
Titan

Table 3.3 Stagnation Convective flux Correlation
Constants

k (q in{|a b c range
W/cm?) km/s

Venus 7.7e5 052 1048 19.0 ~11

Earth 6.54e6 1.6 1.0 8.5 Oto8

Mars 3.84 1.16 1056 (215 [Oto7

Titan 8.83e8 1.65 | 1.0 5.6 4t07

Table 3.4 Stagnation Radiative flux Correlation Constants

To illustrate the effectiveness of such correlations, it is
interesting to look an example. Table 3.5 shows the
convective and radiative fluxes at the stagnation point for
entry to Venus and Mars.

The velocity at peak convective flux is close to 85% of the
entry velocity as expected. The convective correlation
developed for Mars entry agrees well with Navier Stokes
and boundary layer codes throughout the range but falls
below the boundary layer code at high speed due to the
influence of ionisation taken into account in the boundary
layer code transport properties. This is as expected. The
increased effect of blowing on the convective fluxes can be
seen, such that for the high speed entry the convective flux
can be ignored and the material ablation is radiation
driven.

The radiative fluxes agree reasonably well at 1lkm/s
where the cormrelation was developed from 1D slab
equilibrium radiation solutions. The radiative cooling of
the flowfield at 14km/s lowers the radiative flux by a
factor of about 3 to the value shown.

Marsnet Pioneer ESA Venus

Large

Vem/s 5563 11660 15500

V (G max) | 4780 9920 13560

m/s

qc W/em? 32 2794 12400

correlation

q. W/em? 28 2771 13600

Integral. b.L.

code (ibl)

q. W/em? 34 2210 (Moss

Navier VSL)

Stokes

qc W/em? 250(Moss 184(ibl)

Blown VSL)

V (@ mx) | 5305 10633 13887

m/s

q W/em® | 021 3635 22170

correlation

(cooled)

q- W/cm? 2915

coupled (Moss)

(cooled)

Figure 3.14 Stagnation point heat flux comparison for
Entry into CO; atmospheres of Mars and Venus
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ENTRY AND VEHICLE DESIGN CONSIDERATIONS

Arthur Smith
Fluid Gravity Engineering Ltd
Chiltlee Manor
Liphook, Hampshire
GU307AZ, UK

SUMMARY

In session 4 we shall look at basic equations of motion of a
capsule during its approach and entry and note some
relationships between trajectory, vehicle parameters and
structural and thermal loads in order to investigate which
vehicle characteristics are important in  capsule
aerothermodynamic design.

Typical entry scenarios are explained including orbital
transfer, aerobraking and aerocapture.

Design considerations for a ballistic capsules are explored
with reference to Mars, Titan and Earth return, while a
lifting capsule trade-off is considered for Earth return.

4.1 ENTRY SCENARIOS
4.1.1 Exo- Atmospheric Trajectory

A spacecraft in the solar system has an absolute velocity

V. relative to its launch site dependent on the sum of all
the impulses and gravitational effects it has received since
launch. When the spacecraft nears a planetary mass, the
gravitational field begins to influence the spacecraft, and
the spacecraft is accelerated towards the planet. For a
simple two body system where velocity is now relative to

the new planetary mass the specific total energy is V‘..,Z/Z
while the local gravity is

g = GM,/(r,+h)*

This is the differential of the specific gravitational
potential function -M,G/(h+rp). Thus the specific energy
equation for the spacecraft has both kinetic and
gravitational potential components:

Vol = V.2 - 2M,Gl(h+ry)

where:

Ve is the inertial velocity;

V. is the entry velocity;

M, is the planet mass;

G is the universal gravitational constant;
h is the altitude above the surface;

rp is the planet radius.

Applying this relationship to the launch situation gives the
escape velocity :

Vese = (2M,GIr,)** = (2g.rp)"°

where g, is the gravity at the planet surface.

Clearly an interplanetary return entry velocity must be
equal or greater than the escape velocity. The velocity for
a circular orbit is given directly by centrifugal balance as

Veire = (MpGl(rp+h))**
Which for low orbit r,>>h

Veire = (8o, p)u
Which represents 70% of the escape energy.
The amount of energy to be lost in a braking manoeuvre is
very large and this must be dissipated by heat. Some of
this heat passes into the capsule, but most is given to the
atmosphere and this is a necessity given the total specific

energy. The total specific energy for several planetary
missions is given in table 4.1.

Planet/ Typical entry Entry Specific
moon velocity range altitude energy
V. km/s he km MJ/kg
Venus Pioneer 11.5 120 66
Mercury orbiter
16 128
Earth suborbital: 6 120 18
orbital: 8 32
Lunar return
Apollo: 11 61
Mars/Comet
return:
13 to 16.5 85 tol136
Mars Viking: 4.5 120 10
Marsnet: 6 18
Mesur: to 8 32
Jupiter Gallileo: 48 1152
Saturn 25 313
Titan Huygens: 6 1000 18
Aerocapture: 8 32
Uranus 25 to 26 500 313 to 338
Neptune | 24 to 27 450 288 to 365

Table 4.1 Initial specific energy for some atmospheric
entry missions

The general form of the energy equation is known as the
vis-viva equation :

V2 = M,G{2/(h+r,) - 1/a)

where a is the semi major axis of the trajectory conic.

Paper presented at the AGARD FDP Special Course on “Capsule Aerothermodynamics”, held at
the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Genése, Belgium,
in March 1995, and published in R-808.
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4.1.2 Aerobraking

To directly sample the atmosphere of a planet or to land on
its surface requires the capsule to decelerate from the entry
velocity at arrival to a low descent speed. All capsule and
probe missions flown to date except the Vikings (lifting
entry from orbit) and Apollo Lunar returns (aerocapture to
ground) have been of this type.

There are two types of capsule designs, those which are
purely ballistic with no means to control the course of the
trajectory save changes in drag and those which have a
lifting capability where an on-board control system is
required to shape the trajectory.

The decision as to whether a ballistic or lifting entry is
chosen rests on a trade-off of the requirements:

e deceleration limits (payload sensitivity i.e.
instruments, humans or samples);

e  atmospheric uncertainties;

e targeting Or recovery;

e mass and cost limitations;

e lower ballistic coefficient limit.

It is possible to make a direct aerobraking entry into all of
the atmospheres considered subject to the above
constraints. For Mars in particular the ballistic coefficient
must be low enough to allow a deceleration to the required
descent velocity prior to impact. In practice the minimum
achievable ballistic coefficient is about 20kg/m2 due to
material and complexity constraints.

Thus for the first entries to Mars, Viking had a modest
lifting capability to ensure deceleration to parachute
deployment velocity at sufficiently high altitude. The
Mars atmosphere model had large uncertainties at that
time.

For early manned Earth orbital missions a ballistic entry
(Mercury, Vostok Voshkod) was used since deceleration
levels were endurable (8g) and landing dispersion
acceptable for recovery at that time. It should be noted
that even Mercury had a control system to initiate spin and
maintain zero pitch and yaw to control dispersion and
lateral loads. For later missions (Gemini, Apollo) a lifting
capsule with roll control was necessary to lower entry
deceleration from Lunar return and also provided a means
to reduce dispersion and subsequent recovery times due to
atmospheric and vehicle performance uncertainties.

4.1.3 Ballistic Entry

We shall now follow the classic approach of Allen and
Eggars to examine some of the ballistic entry parameters.

The simple planar equations of motion of a ballistic
vehicle are:

Fhidf = -g +0.5pV?ACim Siny
&xldl = 0.5pVACs/m Cosy

where:

x is the downrange direction

A is the vehicle reference area;

Cy is the drag coefficient;

m is the vehicle mass;

v is the entry angle below the local
horizontal.

The ballistic coefficient m/(CsA) occurs generally in the
equations of motion and is shown to be the primary entry

vehicle parameter for ballistic entry.

It can be shown that for most ballistic entries the
deceleration is much larger than 1g and so to a first
approximation the deceleration due to gravity can be
ignored. This reduces the equations of motion to a single
equation along a straight line trajectory:

-dV/dt = 0.5pV*ACi/m
noting that dV/dt = -VdV/(dh/Siny) and that for the
straight line trajectory y = 7. then the equation of motion
becomes:

dV/V = 0.5pAC4/(mSinY.) dh
assume an exponential atmosphere:

P = o exp(-Bh)
where B is the inverse of the scale height H
then:

dv/V = 0.5poACy/(mSinY.) exp(-Bh) dh

Integrating and noting that at high altitude
V =V, the general equation for velocity is determined:

V = V.exp(-0.5poAC4/(Bm Siny.) exp(-Bh))
the deceleration is then

-1/g, dVIdt = 0.5peACV *I(mg,) exp(-Bh)
exp(-poAC4/(Bm Siny.) exp(-Bh))

the altitude at maximum deceleration is therefore:
hym = 1/B In(peAC4/(Bm Sinvy.) )

and the velocity at maximum deceleration is
Vm=V.exp(-1/2) =~0.61V,

with maximum deceleration

(1/go dVdS) ax = 0.5BV.? Siny. /(g,e)




It is clear that the maximum deceleration is independent of
the physical characteristics of the entry vehicle and
depends only on entry speed and flight path angle. The
vehicle speed at maximum deceleration bears a fixed
relationship to the entry speed (~61%), while the
corresponding  altitude depends on the physical
characteristics and flight path angle but not on the entry
speed.

In practice the above equations are limited to entry angles
greater than five degrees, since these equations predict
zero deceleration for a zero degree entry angle when in fact
the minimum achievable is about 8g for an Earth entry.
More detailed analysis should be undertaken with a three
degrees of freedom simulation of the full equations rather
than pursuing higher order closed form solutions since
with modern computers numerical simulation is very fast.

Turning attention to heating of the body then if we make
the following assumptions for the entry vehicle:

Convective heating only;
Calorifically perfect gas;
Unity Prandtl Number;
Reynolds Analogy,

then the heat transfer coefficient at position x on the
vehicle can be determined in relation to the friction
coefficient from simple Reynolds analogy.

hex = 0.5p,V.CxC,

if we assume that T,-T,, is constant over the whole vehicle
and T, << T, then

Gee=~ hee VA(2C,),  dh/dt = VSiny,
and

dQ/dh = -0.5V/(2C,Siny,) p<V<CiC, dS

where @ is the heat transferred to the whole vehicle and §
is the vehicle wetted surface area

rewrite this as
dQ/dh = -0.5pV’SC//(2Siny.)
If we assume that C/ is constant then :

dQ/dh = -0.5pcV.2SC/ /(2 Siny.) exp(-Bh)
exp(-poAC4/(Bm Siny.) exp(-Bh))

this equation is directly comparable to the deceleration
equation.

Total Heat Load

Integrating from entry until impact gives the total heat load
to the vehicle:

0 =0.5mV C/S/(2C4A)
(1-exp(-poACa/(Bm Siny.)))

43

From the velocity equation the velocity at impact (k = 0) is
Vi= V. exp(-0.5poAC4/(Bm Siny.))

and so the total heat input may be expressed as:
0=0.5m(V72 -VHC/SI(2CA)

however V; is effectively zero for scientific and manned
entries and so

Q=0.5mV.? C/S/(2C.A)
Since many simplifying assumptions are made then only
comparative remarks can be made for the heating

relationships.

To obtain the least heating the factor

B = poACy/ (Bm Siny.) is relevant

For a heavy vehicle B<<I and

0 =~ 0.5poV.? SC//(2BSiny.)

then the entry vehicle passes through the atmosphere with
little retardation (ie a slender vehicle), and thus the skin
friction is the main contributor and should be minimised.
For a light vehicle B>>I and

Q0 =~ 0.5mV 2C/SI(2CA),

In this case the total heating is reduced by increasing the
drag provided that the skin friction does not increase in the
same proportion, (i.e. small wetted area §). This
physically means that the fraction of kinetic energy given
to the missile is C/S/(2C4A), the remainder is transferred
to the atmosphere. These are the essential design criteria
for the light blunt body entry vehicle.

Heat Transfer Rate

The heat transfer rate to the whole vehicle surface is given
by

q. = 1/S dQ/dh dh/d¢
where dQ/dh = -0.5pV>SC7/(2Siny.)
therefore

q.=1/dpV’ C/
or in terms of the entry quantities

q. = -poV.>Crl4 exp(-Bh)
exp(-3poAC4/(2Bm SinY.) exp(-Bh))

The velocity for maximum heat transfer rate to the whole
body occurs at
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V=V.exp(-13)=~0.72V,
at altitude

h=1/B In(3poAC4/(2Bm Siny.) )
Analysis of the stagnation point convective heat flux by
assuming a laminar incompressible relation between
Nusselt. Reynolds and Prandtl number and a viscosity

proportional to T%° leads to the relationships for maximum
stagnation point heat transfer at:

V=V.exp(-1/6)=~085V,

Cylinder forward
o/q hsr ~ 0.3
Cylinder rear
a/q hst ~ 0.2
Heatshleld rear Separation point
60° ~0.10 (.13 used)

Stag

at altitude
h=1I/B In(3poAC,/(Bm Siny.) )

The relationships for stagnation heating have been
discussed in Section 3 and can be used with the above
conditions to give reasonably accurate results.

It is clear that the vehicle speed at maximum heat flux
bears a fixed relationship to the entry speed (~72 to 85%),
while the corresponding altitude depends on the physical
characteristics and flight path angle but not on the entry
speed.

Entry Corridor

If the entry angle is too shallow then the entry vehicle may
not lose enough energy and the vehicle will pass through
the atmosphere and escape to orbit (as in orbital transfer)
or escape completely. This critical angle is termed the
skipout angle or overshoot boundary. If the vehicle enters
too steeply then large deceleration and peak thermal flux
may cause failure. This is called the undershoot boundary.
The difference between the two can be thought of as the
entry corridor for ballistic vehicles.

For a high energy entry the undershoot boundary to limit
the deceleration (on a human crew for example) may be
above the overshoot boundary thus the entry is not viable
with a ballistic vehicle. In this case some means to raise
the overshot boundary needs to be found. Clearly reducing
the velocity by chemical propulsion may make the corridor
width real. However the use of vehicle lift has the same
effect since the undershoot boundary may be lowered by
employing upwards lift and the overshoot boundary raised
by employing downwards lift (i.e. inverted flight).

For the ballistic vehicle it can be shown that once the
flight path angle changes sign, the vehicle will skip out.

Ve Ye Map

For ballistic entry it is common to express the performance
envelope in the form of a V. ,¥. map onto which various
vehicle design limits can be placed. As an example we
shall look at the map developed for an ESA study of a
cometary encounter and sample return vehicle ‘Caesar’
shown in figure 4.1,.

Ve
KM/S

Figure 4.1 Caesar Earth Return Capsule

The initial concern was to limit entry deceleration to 50g
to avoid sample crushing. The map of deceleration is
shown in figure 4.2 for the range of return velocities being
considered. The left hand boundary is the skip out
boundary, and the right hand the maximum deceleration.
The complete map to -90 degrees is shown in figure 4.3.
The entry maximum entry load was increased during the
study to 200g.
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Figure 4.2 Initial Caesar V. ,y. Map

The final design map is shown in figure 4.4. The right
hand limit is still the maximum deceleration (now 200g)
but considerations of heat soak into the heatshield and
consequent TPS and insulation thickness led to the
deletion of the shallow entry angles including skip entries.
Thus the left hand limit is now a heatsoak limit.

For a given velocity the heat soaked into the vehicle
surface is dependant primarily on the re-entry time and
thus the shallowest lowest velocities impose this design
limit, designated lower left. (LL in figure 4.4). As the
entry velocity is increased then the total heat load
increases and the maximum occurs for the fastest
shallowest entries designated upper left (UL). Finally the

maximum heat transfer rate occurs for the fastest steepest

entry designated upper right (UR). These are the main
aerothermal design cases to be considered for a ballistic




entry vehicle and will determine TPS type and mass, as
well as primary structural strength.
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Figure 4.4 Final Caesar Design V. ,y. Map
4.1.4 Lifting Entry,

Again follow the classic approach of Allen and Eggars to
examine some of the lifting vehicle entry parameters.

The simple equations of motion of a simple lifting vehicle
are those of the ballistic vehicle with additional terms for
the lift. If we assume that the vehicle has a ratio of Lift to
Drag L/D the equations of motion for the lifting vehicle
with spherical Earth are:

Lhlde = -g+V¥/(ry+h)
+ 0.5pV?AC,(Siny + LIDCosy)/m
and

&xldf = 0.5pV*ACCosy- LIDSiny)/m
these may alternatively be cast as:
d(Vi/(g(r+h))/dp =

VEAC/( mg(ry+h)BSiny) + 2/p(r,+h)B
and

d(cosy) /dp = L/D AC4/(2Bm)
- (g(r+h)/V? - 1)Cosy l(pB(ry+h))

Simplifying the flight equations for a lifting vehicle by
assuming a shallow entry (siry = ¥ and Cosy = I and
d(cosy)=~0 give:

Vi(g(rp+h) =
I/[I+0.5(r,,+h)pm4C,;/m L/D exp(-By)]

This is the equilibrium glide result where the gravitational
force cancels the sum of the centrifugal and lift forces.
The flight path angle becomes

y = -2/{B(rp+h)(LID)(V Ig(rp+h))]

and is typically -1 degrees. The tangential deceleration
during equilibrium glide is:

alg = (V¥Ig(r,+h)-1)((L/D)

Note that equilibrium glide is appropriate to entry from
orbit since :

Viiire = g(ry+h)

Therefore superorbital entry implies negative lift i.e.
inverted flight.

It is seen that the deceleration increases as velocity is
reduced and that even moderate L/D can reduce the
deceleration significantly. For example the Gemini
capsule with L/D about 0.2 enabled the peak load to be
reduced to about 5g compared to the 8g of the Mercury
ballistic entry along the same initial flight path. For
Shuttle with L/D about 1.1, the deceleration is reduced to

1g.
The range of the equilibrium glide phase is determined as:
s = 0.5r,(LID)In(1/(1- V./gr,))

and maximum range is achieved with maximum L/D. A
cross range capability is available if the vehicle is rolled
through an angle ¢ and using an equilibrium glide
assumption then

& = (n/48)(L/D) SinZc

where ¢ is the change in latitude relative to the initial
great circle entry plane. A bank angle of 45 degrees gives
the optimal cross range since half of the L/D is given to
cross range and half to keep the vehicle in the air. Again
maximum cross range is gained with maximum L/D, and
this equation is reasonably accurate for L/D up to 1.5.

The equilibrium glide is not the only lifting entry of
interest since at superorbital speed skip trajectories may be
used where sufficient energy is lost prior to an exit from
the atmosphere at suborbital velocity followed by a second
suborbital entry. This is a form of aerocapture and was
studied for Apollo.
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Alternatively the vehicle lift can be used to keep the
vehicle in the atmosphere until velocity is suborbital when
the vehicle may be rolled 180 degrees. This was adopted
for Apolio and was used in ESA studies for the Rosetta
lifting capsule.

Heating relations for the lifting entry can be derived in a
similar manner for ballistic entry and for the equilibrium
glide vehicle the maximum average heating rate to the
whole vehicle oceurs at

V= (gr/3)"

which if we assume that entry occurs from a circular orbit
2
(V°. = ~grp)

V=055V,
This occurs at altitude:
h = 1/B In(LID rypoACa/(4m) )

The velocity at maximum heat flux is a fixed ratio of the
(glide) entry velocity, while the altitude depends on the
ratio of L/D to ballistic coefficient

4.1.5 Orbital Transfer

Studies of orbital transfer techniques to lower energy
orbits have been made using atmospheric braking.

In 1990 the spacecraft Magellan used the atmosphere of
Venus to circularise its orbit due to a lack of onboard fuel.
This was achieved in 840 passes losing only 1.5m/s per
pass. Magellan was not designed for this purposed but has
demonstrated the feasibility of such manoeuvres to save
fuel.

The low velocity decrement on each pass makes the
navigation and control of such manoeuvres relatively
straight-forward since errors can be corrected in successive
passes. Such manoeuvres require only vehicle drag (i.e. a
ballistic vehicle) since orbit is assured and a deep entry is
avoided in any case. Maximum deceleration using a
deployable brake is likely to be in the order of 0.1g for
future aerobraking spacecraft designs.

An interplanetary spacecraft would use chemical
propulsion to insert itself into a highly elliptic orbit and
then use a small apoapsis burn to lower periapsis into the
atmosphere after radio occultation data had revealed the
atmospheric profile. A chemical propulsion periapsis raise
manoeuvre halts aerobraking when the orbit is slightly
elliptic (say 5:1). Control becomes more difficult with
longer time spent in the atmosphere as the errors due to
unknown atmosphere variability mount, and of course
comiplete circularisation within the atmosphere would lead
to entry.

The accuracy of prediction of the drag in the rarefied flow
regime is sufficient to predict successive periapsis
altitudes to within about 1 km for about five orbits ahead.
The limits imposed for excess heating at too low a

periapsis probably require predictions to within about 3
km altitude. However the analysis can be calibrated
accurately by onboard accelerometers.

The disadvantages of orbital transfer by aerobraking are
the long time required for multiple passes, and of course
an orbital velocity must already have been achieved. Thus
the technology is suitable for missions where only a small
performance margin over the initial propulsive manoeuvre
to orbit is required.

The analysis of orbital transfers with aerobraking is very
similar to the analysis using chemical propulsion with the
addition of a time varying drag force dependent on velocity
and altitude. Such schemes are outside the scope of the
present course.

The US AFE was a vehicle design to explore the single
pass orbital transfer or low performance aerocapture and
had a lifting capability to control the energy lost. For a
high margin over propulsive systems and short time scale
of operations and indeed for hyperbolic arrival the single
pass orbital transfer or aerocapture may save propulsive
mass up to twice the payload in orbit.

4.1.6 Aerocapture

On arrival at a planetary destination, the spacecraft may be
required to manoeuvre into an orbit in order to make
scientific measurements, drop probes or relay information.
In all missions to date this has been carried out using
chemical propulsion systems in a periapsis retro-bum to
slow the spacecraft down to orbital velocity. This may be
followed by minor orbital transfer manoeuvres again using
chemical propulsion.

The transport of the required propulsion system and more
importantly the propellant is a mass expensive solution.
Many studies have been carried out into the use of the
planetary atmosphere to provide the means to lose the
required amount of energy.

Aerocapture is achievable with low L/D provided the entry
corridor is large enough. In general a large (compared to
capsules ) L/D is required to achieve an aerocapture to
orbit with large superorbital arrival velocity. Since all the
excess energy is taken out in one pass, this requires
precise control during the atmospheric pass and a higher
level of technology compared to direct aerobraking or
orbital lowering.

The vehicle uses its lifting capability to maintain a
constant drag in the continuum flow regime until the
desired velocity is reached. The vehicle then pulls up
above the atmosphere and at apoapsis uses a small
chemical propulsion burn to raise periapsis above the
atmosphere. Alternatively the vehicle may remain in the
atmosphere and decelerate to descent speed. Apollo’s
Lunar return was an aerocapture to ground from 1lkm/s
and achieved this with L/D ~ 0.3 and within 12g
deceleration. Aerocapture to Earth of high speed comet or
planetary return capsules has also been studied at speeds
up to 17km/s and is also possible with modest 0.3 L/D.

L




The modulation of the lift is achieved by either pitch
control or by rolling a fixed L/D vehicle. The latter
method simplifies vehicle design but requires greater
attitude changes because bank reversals must be used to
equalise the effects of the out of plane lift on the cross
range.

The rationale for following a constant drag profile as
opposed to a position, velocity or entry angle profile (i.e. a
constant flight path angle also assures entry) is because on-
board accelerometers can easily measure drag directly
whereas estimates of position require more sophisticated
techniques and integrations which may compound errors.
Also variations in the atmosphere can be accounted for
directly. For aerocapture to orbit then prediction of the
time to pull up is also simplified and use of full pull up is
desirable to shorten the exit phase in an essentially
uncontrolled final manoeuvre.

Aerocapture to orbit in this manner applies to almost all
atmospheres but performance advantages diminish for
planets with masses larger than Uranus due to the large
TPS mass requirements. However this could be overcome
to a certain extent at least for Saturn by using an
atmosphere bearing moon such as Titan to perform the
capture to Saturn orbit.,

Three factors determine the aerocapture aerodynamic
shape and performance characteristics

e  volumetric efficiency
e  accuracy
e  vehicle mass

The accuracy requirement essentially sets the L/D. During
the initial entry the vehicle must have sufficient L/D for
control to keep the drag constant and avoid under or
overshoot, either of which would be disastrous. L/D
defines the width of the corridor, and increasing L/D
widens the corridor to a certain extent. Aerocapture
accuracy increases with increasing L/D until it reaches a
maximum at about 1.5.

Low ballistic coefficient (M/(CiA)) vehicles generally
have low L/D. For example the US manned capsules
(sphere segment with offset cg) with L/D 0.18 t 0.3
(Gemini Apollo), raked cones and cones with offset cg
0.14 to0 0.28 (AFE and Viking).

High L/D (>1.) vehicles generally have high ballistic
coefficients such as Shuttle, Buran. Lifting bodies such as
Hermes, Bor HL10/20 etc. are in between.

The vehicles most often proposed for aerocapture missions
are bent biconics and assume the geometric ratios of 2:1
for forward/aft cone angle and aft length over forward
length for a maximum L/D of 1 to 1.5.
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In the remainder of the course we shall consider capsules
i.e. either ballistic for joint science missions or low L/D
for manned entry such as ACRV, MSTP Mars return etc.

The entry corridor achieved is the result of exo-
atmospheric manoeuvres in response to the onboard
guidance, navigation and control system. In general the
entry corridor is measured as an altitude band normal to
the hyperbolic approach velocity vector asymptote. This is
then related to the entry angle . by :

Cos Y. = Bl(rp+h) {1+2GM/((r+i)VE)}"

where B is the altitude in the B plane to the intersection of
the asymptote of the hyperbolic trajectory. The B plane is
a plane containing the planet centre and normal to the
asymptote of the hyperbolic trajectory.

Thus the navigation, guidance and control system must be
capable of delivering the entry vehicle into the corridor for
which it is designed. The achievable direct entry corridors
range from about a degree for Earth, Mars and Venus to
about 10 degrees at Uranus where the scale height of the
atmosphere is large due to the low molecular weight.

It is clear that the vehicle maximum L/D will be required
to perform at and recover from the extremes of the entry
corridor.

4.1.6 Manoeuvre During Entry

Manoeuvring systems can be grouped into two main types.
Firstly, there are the bank-to-turn concepts, which roll the
vehicle and use pitch plane generated lift to provide the
manoeuvring capability. Such systems require separate
roll control and pitch control devices, an example being
the single windward flap designs. In these designs, the
roll control can be provided by roll thruster, control
surfaces or internal moving mass, and the windward flap
itself can be split to generate a roll torque. The second
main type of manoeuvring system is the skid-to-turn
concept, which use full roll, pitch and yaw control.
Examples of this type of system are missiles with
cruciform control surfaces. Such systems provide full 6D
control of the vehicle attitude in flight, but are usually
more complex have aerodynamic heating problems and
may be heavier compared to the bank-to-turn concepts.
The concepts used for capsules have all been bank to turn

Aerodynamics Of The Manoeuvre

A capsule will generally be designed to fly at maximum
L/D, and so the roll control system provides the primary
control mechanism for entry.

To achieve the required static incidence two moments
must come into balance. These are the control moment
and the vehicle restoring moment. The former is
generated by the control force comprising normal lateral
and axial components, all of which act about the vehicle
centre of gravity. Clearly the relative magnitude of the
moments at a given attitude depends on both the
magnitude of the forces and the length of moment arm.




Control System Characteristics

Here some common systems are described and their
limiting characteristics identified.

e Windward Flap. The windward flap s
conventionally located at the rear of the vehicle
usually on a body slice. It is deployed as a reverse
acting mechanism in that it is deployed into the flow
to achieve zero trim and retracted to achieve a given
trim. By splitting the flap roll moments can be
induced thus combing pitch and roll control. Hinge
moments and aerothermal response are the main
design driver interests here. In the case of
aerothermal response, this includes non-equilibrium
effects, separation and attachment heating (and for an
ablator shape change).

e Bent Nose. The bent nose vehicle achieves its
control by inducing vehicle camber. The nose may be
bent by conventional hinge which involves a complex
joint or by a simpler rotational mechanism.

e Jet Interaction. Here a transverse jet is used to
provide the control moment. An augmentation of the
control moment is afforded by the interaction of the
jet and hypersonic shock/boundary layer. The system
has the advantage of also being used for exo-
atmospheric attitude control. Accurate analysis of the
augmented control force is difficult to estimate but
generally a factor of 2 is used.

e  Moving Mass. By moving the centre of gravity out of
the pitch plane, then a roll torque is induced due to
the offset lift. This system of course requires a
moving internal mass say along a track near the
vehicle maximum diameter and accrues no
aerothermodynamic penalty.

4.2 BALLISTIC ENTRY VEHICLE DESIGN
CONSIDERATIONS

In this section some of the background to the early
configuration issues for the Huygens, Marsnet and Rosetta
Earth return entry vehicles is given as a guideline to the
design considerations for ballistic capsule entry. So far of
course only the Huygens Probe is destined to fly.

The forward aeroshell of some ballistic Probes is shown in
figure 4.5. Significant differences in geometric features
are apparent due to differing design criteria and
philosophy.

4.2.1 Vehicle Design Philosophy

The design of the entry vehicle needs to fulfil the
demanding requirements of the mission. The mission
environment consist of the following phases:

*  Assembly and Test
e  Transport and Integration

Launch

Inter-planetary Cruise
Hypersonic Entry
Supersonic/Subsonic Descent
Landing/Impact

On-surface performance

e o o ¢ o o

The environment effectively imposes engineering
constraints on the overall design, and possibly of greatest
interest is the hypersonic entry which lasts only a few
minutes but can dictate most of the aeroshell configuration
and a large proportion of the mass budget.

As well as the environment the remaining engineering
constraints are provided by time-scales, both launch
opportunity and mission lengths, and most importantly in
these times, costs.

The cost driver has become predominant for these tightly
budgeted missions and has had a great influence on the
designs.

This influence has been subjective at early stages of the
projects and has resulted in the adoption of the following
philosophy which should allow the maximum confidence
in performance at the earliest possible time. This is
particularly important at pre-feasibility stage.

e Adoption of ballistic entry where possible (no
guidance)

e  Simple generic shape to take maximum advantage of
existing aerodynamic data, and to simplify analysis.

e Interpolation within the existing data where possible
rather than extrapolation. This may lead to sub-
optimal design, but higher confidence.

e Maximum commonalty in geometry between
missions, such that the confidence in performance is
built up and common problems are more likely to be
discovered.

4.2.2 Entry Dynamics

Before considering the aerothermodynamic problems, it is
instructive to look at the simple rules which contribute to
the commonalty in entry design.

Consider the ballistic entry vehicles so far defined for the
three missions. All are separated on direct approach to the
planet, and to preserve their attitude for entry are spun
slowly at separation.

Since the separation can occur several days prior to entry,
nutation of the motion is to be avoided, and as such the
principal inertial axis should be arranged to be the spin
axis.
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The vehicle enters the atmosphere at an angle of attack
which is a combination of exo-atmospheric coning motion
and the inclination of the coning axis to the trajectory
velocity vector. The coning motion is caused by the
separation tip-off errors from the spacecraft at spin eject
time, combined with the mass characteristics of the body,
principally the dynamic imbalance. During entry as the
body experiences atmospheric forces, an aerodynamic
moment is generated which acts to decrease the angle of
attack. The motion becomes gradually more dominated by
the aerodynamic forces and less by gyroscopic effects. The
entry vehicle begins to respond in a pitching motion. As
the aerodynamic stiffness increases, the angle of attack
envelope is reduced. This motion is damped by the
dynamically induced aerodynamic force generated called
the pitch damping torce. After peak dynamic pressure the
angle of attack envelope would again increase, however
due to the damping of the pitching motion, the angle of
attack continues to reduce and becomes asymptotic to the
static trim angle of attack.

Blunt cones exhibit a pitching reinforcing (positive)
damping force in the transonic to low supersonic regime
and while this does not effect the hypersonic entry phase,
it is important to note that the destabilising coefficients are
maximum for the blunter configurations, and the effect
must be considered for the supersonic-transonic motion
which  may include parachute deployment or
aeroshell/decelerator jettison sequences. Also of note is
that the destabilising coefficients reduce with increasing
angle of attack, such that by 20 degrees incidence the
damping coefficients again act to reduce the pitching
motion.

Structural modes should be well clear of the pitch or spin
frequency to prevent any aeroelastic coupling. For the
high atmosphere deceleration, low spin rate entries, the
frequencies are of order a few Hz, and major structural
modes are well above these, for the current designs.

On entering the atmosphere, it can be arranged that the
spin axis is aligned with the velocity vector, however a
small angle of attack is allowable, 15 degrees maximum
has been used for all three missions. This is chosen for
several reasons :

e The vehicle aerodynamics are not well characterised
above 30 degrees incidence.

e Allowance has been included for exo-atmospheric
coning motion.

e  Large lateral forces are not desirable.
e Cyclic heat flux variations are not desirable.

e Large pitch angles are not desirable for atmosphere
analysis from trajectory data.

Effect Of Asymmetries On Vehicle Motion

a) Centre Of Gravity Lateral Offset

A centre of gravity (cg) lateral offset from the geometric
central (spin) axis is normally due to the accuracy of the
static balance and leads to both the offset of the principle
rotation axis from the geometric centreline and to the
generation of a trim angle of attack during atmospheric
entry. With the very statically stable entry vehicles
considered, (the static margin is about 50-60% of the base
diameter) the consequences of cg offset on the trajectory
are small and any initial angle of attack is quickly damped
to the trim angle of attack. The main consequence of cg
offset alone is lateral accelerations which have been shown
to be very small, and as a small roll damping effect which
always acts to reduce the spin rate. The resultant static
trim angle of attack for the Huygens Probe for example is
under four degrees for every centimetre lateral cg offset,
such that a very small trim should be achievable with a
balance within Smm.

A much larger maximum cg offset was used in Monte-
Carlo six degree-of-freedom trajectory stability studies of
this vehicle, such that the probe is shown to be statically
and dynamically stable during entry.

For Rosetta, sample density and load asymmetry were
shown to have a small overall effect on trim.

b) Aeroshell Asymmetry

During manufacture, assembly and flight the aeroshell or
decelerator will gain some degree of distortion. The
distortion may be in both hoop and axial modes.

Axial symmetric distortions and even harmonic hoop
distortions of even large magnitude will have very little
effect on the trajectory or entry vehicle (apart from roll
moments) and will be well within the predicted accuracy
of the ballistic coefficient. However first harmonic hoop
distortions and axial body bending modes could produce
significant trim moments. These again in isolation
produce a trim angle of attack which will act the same as a
centre of gravity offset discussed above.

The first harmonic hoop mode on the aeroshell or
decelerator (equivalent in effect to first body bending
‘shuttlecock' mode) produces the largest trim moment for a
given deviation from the nominal shape as may be
expected since the higher harmonics are cyclically
symmetric. Figure 4.6 shows the static trim angle of
attack resultant from first harmonic radial distortion of the
decelerator on the Huygens Probe. The distortion is
assumed to be zero at the decelerator/probe joint station
and linearly increasing to the maximum at the decelerator
rear. Also shown in Figure 4.6 are the cg offset effects on
trim. The figures for Rosetta are shown for comparison.




Figure 4.6 Static Trim from Asymmetries

4 -
cg offset
Huygens
3 4 cg offset
Rosetta
»
o
@
<
¥ > 4 Distortion
-; . Rosetta
; - : Distortion
. 3 . -~ Huygens
(== + f 4
0 5 10 15

mm

In addition where there is a large amount of surface
recession due to ablation, similar asymmetries may occur.
For the Rosetta entry vehicle the effect was estimated by
allowing the carbon phenolic char layer to 'strip’ from one
side of the vehicle only, although in practice this is
unlikely with the shear forces predicted. The resultant
trim was very small (less than one degree).

¢) Combined Asymmetries- Spin Rate Limitation.

Mass and geometric asymmetries in combination and
depending on their angular relationship can produce
significant roll torque's which may either spin the entry
vehicle up or down (and through zero roll rate). The
angular relationship is critical but for low spin rates an out
of plane (90 degree) relationship is close to the worst case.
Six degree-of-freedom entry simulations with varying
asymmetries are used to produce spin rate histories.
Figure 4.7 shows contours of spin rate excursions from the
spin rate at the start of the entry phase to Mach 1 for a
typical Huygens entry. While these will vary with
trajectory, this type of figure serves as a design guide-line
for geometric and mass tolerancing. The heatshield roll
damping due to skin friction has not been included. The
effect is likely to be small for these classes of entry but
always acts to reduce the spin rate.

The choice of an adequately low initial spin rate (initially
60 deg/s) ensures that the spin rate at the start of the
descent phase is in the desired range for Huygens (i.e. the
limiting spin up case), and may be a consideration for
Rosetta and Mars entry for parachute deployment.

Only sufficient spin to ensure low exo-atmospheric
‘wobble' is necessary. These entry vehicles do not require
spin for entry stability, and even spin excursions through
zero roll rate do not contribute significantly to 'ground’
dispersions when compared with initial trajectory
alignment errors and atmosphere density variations.
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Figure 4.7 Change in Huygens Probe Spin
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d) Moments Of Inertia

To avoid nutation and consequent tumble during coast,
pitching/spin resonance problems during entry, and to
relax the tip off error rotation rates budget, the spin or
polar moment of inertia Ixx should be larger than the
lateral moments of inertia Iyy and Izz. This should also be
observed for the Huygens Probe without decelerator as the
Probe pitching frequency is quite low after decelerator
jettison and should the probe spin rate have increased
during entry then a resonance could occur.

The possibility of a resonance is removed (and the need for
analysis) if Ixx remains greater than Iyy & Izz. The
Huygens Probe for example has acceptable inertia ratios of
about 1.4 : 1.

Asymmetry of Iyy and Izz is of little consequence during
entry, resulting only in sine squared variation in the spin
rate during 'coning' motion. For the missions considered it
is desirable to measure roll acceleration to examine the
aerodynamic performance and therefore Iyy and Izz should
be close.

Non zero products of inertia Ixz and Ixy cause the principal
polar axis to be at an inclination to the geometric axis.
During exo-atmospheric flight this leads to a coning
motion even in the absence of pitch and yaw impulses
during spin up and separation from the spacecraft. During
the entry phase so long as the entry vehicle spins then an
additional 'trim' angle of attack is induced which is
dependent both on the spin rate and the aerodynamic
pitching frequency. This effect together with c.g offset and
trim asymmetries may increase or reduce the roll rate
depending again on the phasing, however the effect is
small as when the entry vehicle is close to peak dynamic
pressure the aerodynamic pitching frequency is highest and
the roll rate low even for large asymmetries. Therefore
products of inertia are only limited by the initial angle of
attack generated by the exo-atmospheric coning motion.
The coning motion angle must be added to the inclination
of the coning axis to the trajectory to form the total angle
of attack. The practical limit of products of inertia are
recommended to be less than 2% of the difference between
the polar and lateral moments of inertia. This may be
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relaxed considerably once the mission trajectories become
more firmly established in post feasibility stages of the
project.

Dynamic Instubility
There are several possible causes of dynamic instability:

e Roll Resonance’s. If the spin frequency becomes
equal to the aerodynamic pitch frequency then a
resonant lock-in can occur. This may case large pitch
angle increases and large lateral loads and perhaps
failure. Lock in can occur twice, initially as the
pitching frequency increases prior to peak dynamic
pressure and passes the spin frequency, and then as
the pitching frequency decreases after peak dynamic
pressure or as the vehicle spin rate increases due to
asymmetries. Usually first resonance occurs at high
altitude where aerodynamic forces are low, and
usually no problem occurs, however at lower altitude
especially if the vehicle has an increasing roll rate
due to asymmetry, a problem can occur. The resonant
phenomena is entirely avoided if the vehicle spin axis
is the major inertial axis. This has been the design
goal for all three vehicles.

e  Pitch Damping.  Instability can occur if there is
positive pitch damping. This commonly occurs with
bluff vehicles at low supersonic and transonic speeds.
Axi-symmetric vehicles have this characteristic at
zero or small angle of attack, and the bluffer the
vehicle the worse the problem. It is therefore avoided
by one of 3 methods:

1. Avoid flying through this flight domain.
Supersonic parachute deployment is a possibility
but can impose additional problems for the
parachute design.

2. Adapt the geometry to a less bluff shape.
This is the common route and is a performance
trade-off

3. Fly at angle of attack where the effect is
minimised. A lifting entry requires a guidance
system and can increase complexity and costs
significantly. This is therefore to be rejected if
adequate performance  in terms of
deceleration/altitude can be achieved with an
aerobraking ballistic entry.

'‘Unsteady’ Aerodynamic Effects. For example
unsteady flows in separated regions can lock in with
the vehicle motion. Similarly re-attachment points
can move with the vehicle motion, again resonance
can occur. Base flows for the vehicles presented here
are of concern, and re-attachment is avoided by
ensuring that the base aeroshell is within the shear
layer up to maximum expected angle of attack.
Blowing from ablation is an example where forebody
aerodynamics can be effected adversely. The lag in
ablation product formation is caused by the heat soak
time constant of the material to react and produce

pyrolysis gases. This can occur if there is a
significant coning motion where the windward
meridian is rotating in body co-ordinates. This is
avoided by ensuring a low initial angle of attack and
low coning motion.

®  Aecroelastic effects. Although not strictly dynamic
instabilities, a structure - flowfield coupling can
occur, for example panel flutter. No aeroelastic
analysis has been carried out in the early stages, but
natural structural modes have been checked against
aerodynamic frequencies.

For example the decelerator natural frequencies are
well above the Probe pitch and spin frequencies, base
flow pressure oscillations have been assessed as very
low, and forebody acoustic excitation is avoided with
a laminar boundary layer, step size minima and
roughness criteria being set.

Conclusions From Entry Dynamics Discussion.

The entry vehicle should ideally have the following
features :

e Geometric axi-symmetry.

e Inertial axi-symmetry about the geometric symmetry
axis (statically and dynamically balanced).

e Spin axis as the major inertial axis.

e Arrange major structural modes away from
Aerodynamic modes.

e  Small initial angle of attack.
4.2.3 Aerodynamic Configuration

The primary mission requirement which drives the
aeroshell geometry is for deceleration at the highest
altitude.  For Huygens this is so that atmosphere
experiments can begin at the highest possible altitude, 170
km is the target, whilst for Mars the atmosphere density is
so low that maximum deceleration is required to provide
sufficient altitude for parachute deployment at some of the
chosen higher altitude sites. For Rosetta the requirement
is to provide minimum mass, at a sufficiently steep entry
angle to provide acceptable downrange dispersion for
recovery, thus the trade-off is between heat flux and TPS
thickness and area.

The aerobraking scenario uses a low ballistic coefficient
vehicle for a 'direct’ entry and aims to lose sufficient
energy in the upper atmosphere to achieve the desired
velocity and altitude conditions for the later mission
phases. For a non lifting ballistic entry no guidance or
control is necessary provided that dispersions are
acceptable. The aerobraking concept is therefore less
costly than its aerocapture equivalent but places emphasis
on the design of an acceptably low ballistic coefficient
stable aeroshell.




To achieve a low ballistic coefficient, a large area, high
drag coefficient, low mass vehicle is required. For all of
the missions considered, the mass is critical and the scope
for mass reductions below the provisional budget
allowable was small. Therefore the design drivers are for
a large area and high drag coefficient entry vehicles.

Large drag coefficients are achieved usually at the expense
of stability, and since the mass and cost budgets can not
provide an onboard stability and control system, the
geometric configuration must be sufficiently stable in free
flight.

The philosophy of the studies undertaken was to provide a
minimum cost solution and the adoption of a simple sphere
cone with large half cone angle and sufficient stability can
make use of a large amount of existing aerodynamic data
and is therefore the natural choice.

Cone Angle

Studies have covered the range of half cone angles, 30
degrees 45 degrees and between 56 and 75 degrees. A
cone angle of 70 degrees as used on Viking produced a
near maximum drag coefficient, further increasing the cone
angle has little effect on drag coefficient. Stability of the
large angle cones however is lower and therefore to
achieve a nominal zero angle of attack through peak heat
flux and peak dynamic pressure during entry, 60 degrees
was chosen for Huygens. This configuration has an
acceptably large drag coefficient (only 4% less than the 70
degree cone) but a higher static stability. Low
supersonic/transonic dynamic stability is also greatly
improved.

Figure 4.8 Typical Drag and Moment
Coefficients Varying Cone Angle
(Experimental Results at Mach 9.5)
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Figure 4.8 shows experimental pitching moment
coefficient about the stagnation point and the drag
coefficient for a range of cone angles together with the flat
disk limit.
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The maximum base diameter vehicle is utilised with Mars
entry for three landers and for the single Huygens probe,
consistent with the space envelope available on the
Spacecraft.  Deployable decelerators were rejected in
initial studies on grounds of complexity. The base
diameter is the single largest contributor to a low ballistic
coefficient for these missions. The lowest ballistic
coefficient also provides the lowest heat flux.

For Rosetta the choice was complicated by the high heat
fluxes which required a dense charring ablator. With a
heavy heatshield which is the most massive part of the
vehicle, increasing the area increases the mass
proportionally  since the ablator thickness is only
marginally reduced, and thus the performance driver is
minimising the mass. A changeover point in TPS material
to a lower density may alleviate the situation as the fluxes
reduce with decreasing ballistic coefficient. However even
increasing the base diameter to the maximum allowable
(3m) in the space envelope did not produce a lower mass
even with a TPS material change. Therefore given the
high drag shape to give lowest fluxes, the total mass may
be minimised by reducing the volume to the minimum
required for the payload by reducing the diameter, this of
course increases the ballistic coefficient but reduces the
total heatload. Further optimisation involving the rear
TPS was not carried out.

Nose Radius

The nose radius has been chosen as a near optimum for
minimum heatshield mass, ease of fitment in the
spacecraft and launch envelope, and for maximum drag
coefficient.

Although the effect of nose radius on drag coefficient is
small a large radius gives a slightly larger drag coefficient
and less mass per unit base area.

Huygens. For Huygens phase A with a Carbon TPS, the
decelerator and forward heatshield have adequate thermal
margins, and thus the mass is governed by the structural
loading and by the thermal insulation requirement,
therefore the smallest area will give the lowest mass, as
the insulation mass is secondary. An instrument cover
nose cap had a mass fixed by the ballistic separation
requirement, and was independent of the nose radius to a
first order.

Therefore the largest nose radius consistent with
aerodynamic stability and existing data availability (i.e.
certainty in aerodynamic coefficients) should provide
minimum insulation thickness for a radiative heatshield
concept given the low radiative heating environment (at
phase A configuration). The maximum geometric value
was 1.5m allowing the decelerator to be conical.

A Beryllium forward TPS was rejected for lack of thermal
margin, while a low density ablative design was also
rejected due to excess mass.
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Boundary layer heat transfer analysis shows that the total
convective heat load to the Probe forebody (i.e. less
decelerator) reduces with increasing nose radius, this is a
combination of reducing stagnation heat transfer and
reducing total area. This is achieved despite the fact that
the conical section has lower heat transfer rates than the
spherical section.

The 1.25m radius chosen was consistent with the limit of
bluntness ratio where transonic aerodynamic data is
readily available for the Probe less decelerator. This
ensures good confidence in the design by using
computational  methods  to  interpolate  between
experimental data rather than relying on extrapolation
beyond the available range of data.

Marsnet. No optimisation was carried out in the early
studies, the initial geometry was chosen as identical to
Huygens in order to utilise the same aerodynamics
(factored as necessary for atmosphere differences).
Reductions in base diameter have been made for
Spacecraft envelope fitment purposes with three landers
each with reduced mass. However the maximum nose
radius produces the lowest convective coefficient and
highest drag and the nose radius remains large at 1.25m.
Radiative fluxes were found to be negligible with the low
entry velocity and relatively low shock layer temperatures.
The current ratio of nose radius to base radius is still
within the existing aerodynamic databases for bluntness
ratio, and therefore there is room for optimisation in later
studies.

Rosetta. For Rosetta since the radiative fluxes are
significant, the nose radius was optimised for minimum
total radiative plus convective heat load. Two distinct
designs evolved, Tteration 1' is a steep entry providing
close to the maximum deceleration load allowable for the
payload of 100g. Tteration 2' is a shallower entry designed
to give the payload an easier ride at 45-55g and is the
shallowest entry with acceptable downrange dispersion.
The steep entry has a shorter duration heat pulse and even
though the heat fluxes are higher this leads to a thinner
heatshield. The nose radius is 0.5m for this case. The
shallower entry was preferred by the project team since all
structural and payload loadings are the smallest
practicable. The nose radius for this case is increased to
1.0m. Nose radius was chosen to give the combined
minimum convective plus radiative heat flux since
convective flux is proportional to the inverse square root of
nose radius while radiative flux is directly proportional to
nose radius. . In these selections of nose radius there is
uncertainty in the magnitudes of the fluxes particularly for
radiation. due to non-equilibrium effects. Although no
blockage effects were taken into account recent analysis
still supports the initial design. Figure 4.9 shows the
effects of convective flux blockage by ablation products
and radiative cooling of the shock layer.
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Figure 4.9 Rosetta entry at 70km, 15.7 km/s
Aeroshell or Decelerator Corner Radius

The final geometric feature is a radius to limit heating in
the expansion corner region of the decelerator due to flow
acceleration. For Huygens and Marsnet, the provisional
Carbon-Carbon (C-C) and Ceramic (C-SiC) decelerators of
the entry vehicles had a large thermal margin, however the
corner heating, similar to the nose convective heating,
increases as the corner radius decreases.

For a sharp corner the calculated heat transfer at the corner
is very large value. At angle of attack, test data show that
the corner heating is further increased, and even the high
temperature ability of the Carbon and SiC may be
exceeded locally.

Introducing a progressively larger corner radius to the rear
of the decelerator produces a lowering heat flux at the
corner which at zero angle of attack becomes less than the
stagnation heating. This is the criteria used and a 5 c¢m
corner radius has been selected representing a corner to
base radius ratio of 0.03 for Huygens. Analysis shows that
even at large angle of attack (20°) the heat flux should be
limited to less than twice the zero angle of attack
stagnation value. This increase in heat flux only increases
the surface equilibrium temperature by about 20% and
therefore is easily within the TPS capability.

6dof trajectory studies show that angle of attack excursions
near peak heating are small, consequently the design
assumptions are adequate. A secondary effect of a corner
radius is a contribution to hoop stiffness where it is most
required, and therefore mass penalties should not accrue
from this feature.

Introducing a corner radius reduces the drag coefficient
while the centre of pressure is moved forward, static
stability is increased by the compensating increase in
normal force producing an increase in the moment
coefficient. The 5 cm corner radius selection reduces the
drag coefficient by about 2.5% over a sharp comer, again
the wind tunnel data is scaled by Newtonian

(1)




aerodynamics. The corner radius should be reduced to the
minimum in to allow the maximum drag coefficient. The
adoption of an elliptic corner profile may prove to be more
efficient but is outside existing databases. The same
corner radius is provisionally selected for Marsnet.

For Rosetta the situation is similar even with a different
TPS, here the TPS is ablating and whilst the reduction in
drag coefficient is important with increasing corner radius,
it was judged more important to preserve a nearly constant
thickness of forward TPS in order to lessen manufacturing
complexity. A smaller radius thicker TPS may be lower in
mass however, but shape change and consequent
aerodynamic effects would be larger. The corner radius is
thus sized to give a total heat flux equal to the stagnation
value at zero angle of attack. Radiative flux uncertainties
are also taken into account for this computation. The
resulting corner radii are larger than for the radiative TPS
of Huygens and Marsnet at 8 cm for the Iteration 2
geometry and 16 cm for the Iteration 1 geometry.

Conclusions from the Aeroshell Geometry Discussion

The entry vehicle geometric features are determined by:
e Minimum ballistic coefficient
e Availability of existing aerodynamic databases

e  High drag shapes consistent with stability constraints
and existing databases. This leads to the choice of
large angle sphere cones.

e Nose radii based on minimum mass, maximum drag.
This leads to maximum radius for large margin C-C
and C-SiC TPS limited only by Bluntness ratios in
aerodynamic databases. The minimum heat load is
the criteria for ablators, with equal radiative and
convective components.

e  Corner radii minimum for maximum drag based on
thermo-structural limit for C-C and C-SiC radiator
and constant thickness for an ablator.

e Base diameter maximum for minimum ballistic
coefficient for maximum altitude missions. Non-
deployable decelerators chosen for low cost and low
complexity.

Boundary Luyer Transition.

Boundary layer transition for all the bluff vehicles is based
on the Viking assessments of a boundary layer momentum
thickness Reynolds number of 140 as being pessimistic.
Using this value, Huygens and Marsnet maintain a laminar
boundary layer throughout the entry, whilst on Rosetta the
boundary layer becomes turbulent after peak convective
flux, such that the total heat load is not greatly affected.
This is fortunate for all vehicles since transition
uncertainty prior or close to peak heat flux significantly
effects the TPS sizing.
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No attempt was made to utilise a more sophisticated
transition law' developed for other vehicles or flow types
since extrapolation to this type of vehicle would be
dubious considering the small database available.

Conclusions from the Transition Discussion

e Lack of suitable transition data specific to this class
of vehicle leads to pessimistic assumptions.

Base Flow

Base flow effects on these class of vehicle need analysis
for two main areas :

e  Shear layer impingement on the rear cover can cause
local heat flux increases, plus re-attached flow can
cause stability problems if the attachment point 'locks
in' with the dynamic motion.

e The base convective heat fluxes determine the rear
TPS design and mass.

For Huygens the rear cover is well clear of any
impingement and therefore only recirculation region
heating is of interest. Using a thin C-C decelerator TPS
also produces a radiant heat flux to the rear. For Rosetta
the rear conical heatshield was designed to be inside the
shear layer based on flat base computations and a k-g
turbulent model with perfect gas (frozen) flow. The
forebody boundar