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ABSTRACT 

The field of ocean optics is characterized by an evolution of driving forces, primarily within 
the last half of this century. In the 1970s, the field was a source of new information on the scales 
of variability of ocean dynamics, in terms of surface productivity and deep ocean sediment 
transport. Subsequent remote sensing developments dictated the development of more 
sophisticated understanding of radiative transfer and the measurements of optical properties in situ. 
By the late 1980s, US Navy operations and an ever-quieting submarine fleet demanded increased 
investment in non-acoustic technologies for antisubmarine warfare. Now the oceanographic 
community is being redirected and trends for ocean research point toward new applications: 
improved interannual forecasts relevant on global scales; hazard mitigation, especially in the coastal 
zone, where weather, anthropogenic, and natural processes are to be dealt with, and; new concerns 
for national security. Optics should play a key role in the development of global ocean observation 
systems: optical sensors are now recognized as standard indicators of change in the chemistry, 
biology and physics of the sea, and the marine boundary layer. Modeling efforts tied to prediction 
of thermal dynamics will require treatments of radiative transfer theory on temporal and spatial 
scales heretofore underserved. 

1. BACKGROUND 

The field of ocean optics is relatively new, even by oceanographic standards. While work 
was first performed in the 19th century, and there were initial discoveries of the variability of water 
clarity 1. the real growth in underwater optical observations began in the first half of the 20th 
century. During this age of discovery, new photographic capabilities lent themselves well to 
measurement of deep water characteristics2, such as detection of the deep nepheloid layer and 
qualitative assessments of the profile of surface irradiance. 

Subsequent to the end of World War II optical oceanography was seen as a potential tool 
for Naval applications. Specifically, early studies hinted at the potential role for optics in 
antisubmarine warfare and general surveillance. This promising area of development spawned a 
range of observational capabilities which were then applied to a diverse set of basic research 
applications. 

1.1 Sediment transport 

Earlier studies with photographic nephelometers indicated that more quantitative techniques 
exploiting the stability and resolution of new light sources (e.g. light emitting diodes and lasers) 
were at hand. The Sea Tech transmissometerS, as just one example, was developed in response to 
a need for deep ocean measurements of total suspended load and sediment transport During the 
High Energy Benthic Boundary Layer Experiment (HEBBLE) of the late 1970s, the measurement 
of beam attenuation at depths of more than 4000 meters proved to be the initial indication of the 
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amazing volume of sediment being transported by the western bottom current in the Atlantic*. The 
same measurement was also used to characterize the nature of particle resuspension during coastal 
upwelling (Coastal Upwelling Ecosystem Analysis experiment off Oregon and Peru). It was also 
during this time that the measurement of beam attenuation was introduced as one of the most 
sensitive indicators of the presence of ocean hydrothermal ventsS. 

1.2 Sedimentation 

Optical techniques were also developed in conjunction with new sediment traps. Concerns 
about the degradation of 'preserved' sediment samples from sediment traps could best be 
addressed using a variety of time-series based optical characterizations^. 

1.3 Productivity 

It was also during the 1960s through the 1980s that optical techniques became the primary 
tool for assessing biological productivity. Traditional Secchi disk assessments of surface water 
turbidity and color were replaced with silicon photodetector-based measurements of the up- and 
down-welling radiance and irradiance fields?. These, coupled with the explosion of spectral 
remote sensing capabilities gave way to whole new realizations of the temporal and spatial nature 
of biological productivity. 

1.4 Radiative transfer theory 

Simultaneous to the observational developments described above were the improvements 
being made in hydrological optics theory. Through new approaches to numerical modeling, the 
applications of the theory of radiative transfer were broadened considerably«. Similarly, improved 
observational resolutions in space, time and the electromagnetic spectrum bolstered the need for 
renewed analytical treatments of the theories of optical variability in the sea. 

2.0 DRIVERS OF CHANGE 

The changes in sensing or modeling capability were driven by a range of new capabilities 
and new scientific interests. 

2.1   Technology 

One of the critical drivers of improvement in underwater optics was the general need to 
ground-truth the ever increasing set of measurements being made with remote sensors. The 
Coastal Zone Color Scanner (CZCS) of the late 1970s and early 1980s demanded capabilities for 
measuring ocean color over large areas and through the full measure of the photic zone (or at least 
to one optical depth). 

The ability to make these kinds of measurements rested strongly in the development of new 
sources and detectors. Whereas the photographic and visual systems of the first half of this 
century proved important in giving us a sense of the qualitative nature of optical variability, the 
explosion of quantitative sensing and new generations of light sources allowed for the development 
of quality instrumentation. Stable, low power sources, such as light emitting diodes and laser 
diodes replaced the power-hungry wide band incandescent sources. Dye lasers provided 
wavelength selection and multispectral measurement heretofore unseen. Silicon based detection 
systems, including SIT cameras and supercooled detectors allowed for sensing down to the single 



photon levels, thus permitting characterization of the natural light field at ever increasing ocean 
depths. It is important to note that as the sources were becoming more stable and less power 
hungry, the improvements in electronic design also resulted in smaller packages. This had the 
clear advantage of ease and diversification of use. For example, where earlier radiometers relied on 
one detector and a series of filters, the newer generation of these sensors could be built with a 
series of detectors, each tuned for a different spectral band, and often in a much smaller box. 
Other electronic and mechanical improvements (e.g. surface mount board configurations and 
computer aided machining) also worked to the great advantage of the seagoing optical 
oceanographer. 

From the analytical and theoretical perspective the explosions in computational science were 
enormously valuable in accelerating our knowledge of ocean optics. Numerical modeling via 
Monte Carlo simulations, once the bailiwick of large mainframe time-shared systems, could now 
reside on dedicated, inexpensive desk top workstations, thus allowing much more flexibility in 
model design and testing. Similarly, parallel computing capabilities opened up a new opportunity 
for processing large volumes of data. Also notable were the improvements in data communication 
which resulted from the development of impressive networks and databases. 

But not all of the drivers were based on new technologies. There were also changes in the 
focus of research in the ocean. Interdisciplinary studies in a range of new oceanographic problems 
strongly influenced the trends in optical oceanography. 

2.2 Disciplinary focus 

Global climate change became a critical area for research starting in the 1960s, but not fully 
attended to until the middle of the 1980s. At this time several multinational, interdisciplinary 
programs emerged. One such example, the Joint Global Ocean Flux Study focussed on the 
budget, transport and process studies associated with a range of parameters, including carbon and 
carbon dioxide. The role of marine primary productivity was recognized early on as critical in 
these studies. Simultaneously, the oceanographic community identified a central role for the use of 
optics, specifically ocean color as a key indicator of both the distribution and intensity of marine 
organic material worldwide. It is also worth noting that, in a related sense, the role of ocean 
circulation, as embodied in the World Ocean Circulation Experiment, was simultaneously defined 
relative to transport of marine carbon, and, again, optical parameters were quickly identified as 
independent variables to be included in standard measurements. 

More recently, a range of global research advisory bodies have highlighted concerns about 
diminishing marine biodiversity. Since the days of microscopy-based taxonomy are long gone, 
new and more accurate techniques for quantifying species diversity and biogeography are in 
demand. A range of optical methodologies based on particulate scattering functions (e.g. flow 
cytometry) and fluorescence spectra were developed to provide rapid identification of planktonic 
species in the oceans. 

Of course there were many other focal points for new research in the ocean, and this list is 
hardly comprehensive. The point is that both technology and research interests provided the 
driving forces for increased attention to optical oceanography in the last several decades. The 
numbers are impressive. Between 1986 and 1996, the investment in basic research in ocean optics 
by the US Navy alone increased by more than an order of magnitude. Of specific interest to the 
audience of the Ocean Optics series of meetings is the dramatic increase in the number of papers in 
the proceedings of this biennial meeting. This growth is also evident, although not as easily 
quantifiable, in terms of the diversity of support bases for research in ocean optics now, as 



compared with twenty years ago. 

3. FUTURE TRENDS 

The question at hand, therefore is "Where are we going?" This is best addressed, again, in 
terms of technology and disciplinary focus. 

3.1  Technology 

A critical capability for the oceanographic community in general is that of autonomous 
sampling. The costs and limitations of manned operations demand a supplemental robotic 
approach. Observational networks, not unlike the mesh of terrestrial meteorological stations are in 
the offmg for the ocean. The message to the optical oceanographic community is that the first 
sensors to be deployed on such sampling networks will be those with the greatest improvements in 
power requirements, size, and operational simplicity. Many ocean scientists understand the value 
of measurements of solar irradiance, beam attenuation and fluorometry. These measurements will 
soon become standard for inclusion on automatic sampling platforms. 

Light sources of the future will always be used by the optical oceanographic community. 
The question, then, is what does the future bode? Recent discoveries of lasing properties of 
plastics and organic material suggest a whole new generation of very inexpensive, highly 
monochromatic light sources, with relatively efficient optical outputs, even in the short 
wavelengths. Some of the current measurements (e.g. 3-D fluorescence spectroscopy) which are 
limited to bulky and power hungry laboratory instruments may realistically be performed in situ 
within just a few years. 

Similarly, very fast pulse (femto-second) lasers are becoming a reality. Given the spatial 
dimensions of a femto second light pulse (of order 1 micron or less) we can start looking into the 
spatio-temporal kinetics of light absorption by marine phytoplankton (size of order 10 microns and 
larger). Research on the kinetics of phytoplankton fluorescence could also be addressed in this 
way. 

The astronomical research community has developed new concepts in "smart optics", 
especially the applications of phase conjugation for image enhancement. What originally started as 
mechanically adaptive optical systems has evolved into sophisticated electro-optical methodologies 
for removing the range dependent noise in an optical signal. Work is just starting in this area, but 
extrapolation from the atmospheric efforts to date suggests that these techniques might drastically 
improve the optical depth penetration of underwater imaging systems. 

3.2 Disciplinary support 

As with the improvements of the past, the trends for the future are driven as much by the 
disciplinary research requirements as by the technological developments. What, then are the 
research opportunities and drivers for the next decade in optical oceanography? 

This question is part of a larger set of issues regarding the trends for oceanographic 
research in general. The history of applications to warfighting missions, or to pollution will 
continue, but the set of societal concerns addressed by research in ocean sciences must broaden 
and diversify. This need for broadening applications has been the focus of a set of continuing 
discussions and debates over the last several years. One studyio has recently identified four focus 



areas for ocean research of the next decade: national security, quality of life, economic 
development and education/communication. 

3.2.1 National Security 

Where optical oceanography was a linchpin in the development of new concepts for 
nonacoustic antisubmarine warfare, the focus in the next decade will be on a range of applications, 
generally specific to littoral warfighting. 

• Coastal warfare 

Strike warfare, in which 'stand-off weaponry is called to attack specific critical 
targets (e.g. through the use of cruise missiles) depends critically on accurate 
definitions of the nature and variability of optical transmission in the marine 
atmospheric boundary layer. This requirement will translate into needs for 
improved aerosol characterization and the development of models capable of data 
assimilation for forecasting targeting parameters (e.g. visibility for optical 
navigation). 

Amphibious Assault / Special Operations - the nature of covert operations is such 
that all potential signals must be characterized. For the underwater optics 
community this might mean improved understanding of shallow water 
bioluminescence. The exigencies of this warfare area also call for coupled acoustic 
and optical samplers capable of characterizing the full set of objects and particles in 
the water from micron size (as might affect visibility) to meter sized (obstacles). 

Mine Warfare - with time the variability in types of mines and materials used in their 
construction will increase. The ever-increasing sensitivity of in situ chemical 
probes suggests that chemical sensors exploiting high resolution spectrometry and 
spectrofluorometry may be a high priority. Of course continued development of 
imaging systems such as line-scanners (>20 O.D. object identification) will be an 
imperative. 

The needs for submarine detection have not disappeared. Shallow water ASW will 
persist and active range gated systems, passive detectors of surface properties, and 
a variety of chemical sensors may continue to be developed. 

Much of the present debate on national security focusses on the set of issues, such as 
counter terrorism and low intensity conflict, which strongly depend on a robust intelligence 
capability. This also implies direction for developments in optical oceanography: 

Remote sensing - ever increasing resolution in both imaging and non-imaging 
remote sensing will continue. These capabilities cannot be developed without 
reliable and accurate sea-truth observations. 

Monitoring and surveillance - observational systems, especially adjacent to coastal 
harbors and ports will depend on the availability of long term, reliable, low power, 
non-fouling sensors and simple interpretation methodologies. The concepts 
embodied in the Navy's fixed sound surveillance system (SOSUS) arrays 
established in the 1960s for long baseline acoustical surveillance of the world's 
oceans will be reflected in similar optical systems in shallow water.  In a related 



fashion, the nature of some covert operations will require new developments in 
microsensors, deployable from aircraft, and, similarly, robust modeling capabilities 
derived from studies performed in natural laboratories, serving as surrogate 
environments, 

3.2.2 Quality of life 

Developments in optical oceanography will also broaden to include a more active role in 
support of society's needs in terms of quality of life issues. 

Pollution - The control, prevention and remediation of marine pollution will continue to be 
a central issue for the environment and the agencies associated with its regulation. Policies 
regarding the specifications within environmental impact statements may require more 
quantitative optical information such as total suspended load, particle size distribution, and 
chemical constituency. The recognition that this kind of measurement and monitoring 
needs to be performed universally also implies portability, ease of use and straightforward 
interpretation for the measurements. The hand held optical sensors of environmentally- 
relevant indicators will have to be made robust and easy to apply. 

Health/Biomedicine - There is a growing recognition of the role that the oceans play in 
defining or ameliorating public and individual health. Globally, it is the improvement in 
ocean observation and long-term forecasting which will help remediate deleterious effects 
of climate change (e.g. the spread of disease vectors into new global regions). Optical 
sensors, as described above, will play an important role. In terms of individual health 
issues the ocean shows great promise as a source of biomedical resources'i. Current 
requirements demand careful search and capture of specific organisms containing key 
extractable compounds - will ROV-based optical sensors allow improvements for 
identifying and obtaining these flora and fauna? 

• Recreation - The decades to come will undoubtedly yield new opportunities for recreational 
activities in the coastal zone. Ecotourism is just one example. Observationally based 
measurements of coastal optical properties such as ocean color and bottom nephelometry 
may support early warning systems for food quality (e.g. is a red tide imminent?) and for 
sport fishing (e.g. is the water clarity supportive of a high population of visual feeding 
sport fish such as tuna?). 

3.2.3  Economic development 

Recently many commercial sectors have recognized the need to develop a better 
understanding of environmental variability, specifically for the purpose of investment security. 
Where traditional applications of ocean sciences in the commercial sector have been somewhat 
limited (e.g. to fisheries, oil and gas, and commercial shipping), there is a burgeoning set of 'non- 
traditional' industries which will become increasingly dependent on continuous and accurate 
description and forecasting of ocean environmental variability. 

Property Development - All aspects of real estate development, from zoning decisions to 
building design to market surveys, depend on a good understanding of the nature and 
quality of the location: what do climatological data suggest about aesthetics of one site over 
another? Can forecasts be made of the annual cycles in algal blooms along beach property? 
The simple fact that a blue water lagoon sells more property than a brown swamp suggests 
optical surveying may be developed as an important component of property development 



interests. 

Insurance - In a manner similar to that of property development, there is a clear commercial 
need for accurate modeling of the environment within the insurance (especially the 
reinsurance) industry. What optical parameters will improve the forecasting ability for 
coastal hazards (including hurricanes, and red tides)? 

Sensor development - Central to most of what has already been described above, is that 
there continue to be healthy progress in the research and development of optical 
instrumentation for the ocean. What are the market demands for new parameters (e.g. 
polarimetry). Much of this may be driven by the need to ground truth the next-generation 
of satellites. 

3.2.4 Education/Communication 

There is currently a very active movement to strengthen the national science education base 
at all levels within K-12. Ocean science is barely a part of this, but efforts are underway for 
improvement. The fundamental concept is the ocean science represents an ideal platform for 
implementing the new ideas of continuing, interdisciplinary, inquiry-based, hands on learning In 
this regard ocean optics holds great potential. 

Formal (i.e. classroom based) education - Optics plays a key role since it is relevant to all 
disciplines, and its theories lend themselves nicely to all aspects of mathematics. Optical 
measurements of the simplest nature should be incorporated into the growing set of K-12 
based environmental observational programs being used for instructional purposes in 
classrooms worldwide. It is also incumbent on the community of theoreticians working in 
ocean optics to strive to have these studies used as models of application of mathematics, 
including geometry and calculus in high school texts and curricula. 

Informal education - Aquariums and science museums are being constructed at 
unprecedented rates. These forums for informal education represent wonderful sites for 
demonstrating the wonder of underwater optics, as long as the measurements and concepts 
can be kept simple. To this end there is a need for the optical oceanographic community to 
work with outreach directors of the aquariums and science centers to fold these ideas into 
the displays and exhibits. 

4.  CONCLUSIONS 

In the decades to come ocean optics will play an increasingly critical role in a wide range of 
societal applications. These applications will be much more dispersed than those to which the 
research community has become accustomed in the last half century. As a result, funding sources 
will have to become more disperse. 

We should look to other communities as examples of how this has happened in the past 
The researchers working on radio detection and ranging, radar, originally developed their field and 
its seemingly quirky tools exclusively to find ships and aircraft for battle. This field broadened its 
horizons after the second World War and now works in support of an astoundingly broad set of 
societal and commercial interests from weather forecasting (doppler radar), to long-term climate 
change research (sea ice synthetic aperture radar), to crime detection (police radar) and 
archaeology (ground penetrating radar). 



Ocean optics must also expand. One obvious consequence of this diversification is that the 
field of ocean optics will continue to be a growth area. We must be prepared to answer the 
question of where the students and experts are going to come from. Ocean optics centers of 
excellence were once formally recognized (e.g. The University of Copenhagen and the Scnpps 
Visibility Laboratory). The research community should take steps now to redefine such centers; 
they should develop by design, not by default. 
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ABSTRACT 

We present sketches of the solution of several inverse problems in environmental optics. The solutions include 
all significant orders of multiple scattering and have the attribute that, when the retrieved optical properties are 
substituted into the radiative transfer equation, they accurately reproduce the given apparent optical properties. 

Keywords: radiative transfer, oceanic optics, atmospheric optics, inverse scattering, polarization 

1. INTRODUCTION 

In the direct problem of radiative transfer the inherent optical properties (IOPs), the absorption coefficient and 
the volume scattering function, are used with the radiative transfer equation to derive the radiance distribution 
In contrast, in the inverse problem the apparent optical properties (AOPs), the radiance distribution or its low- 
order moments, are combined with the radiative transfer equation to derive the IOPs. In both the ocean and the 
atmosphere IOPs derived from solution of the inverse problem have the desirable property that they are not limited 
by the small sampling volumes typically associated with insitu instrumentation. 

We examine two inverse problems in environmental optics: (1) the retrieval of the absorption and backscattering 
coefficients m an oceanic water column by inversion of vertical profiles of the up- and downwelling irradiances or 
the upwellmg nadir radiance and downwelling irradiance; and (2) the retrieval of IOPs for an optically thick slab 
e.g., the atmosphere, from measurement of the boundary radiances. These problems are related by virtue of their 
importance in the remote sensing of ocean color, and by the fact that very similar methods are employed in effectine 
a solution. 6 

2. GENERAL METHOD of INVERSION 

The method we use for solving the two inverse problems described in the introduction falls under the general 
category of implicit solutions. Briefly, our technique involves solving the radiative transfer equation fRTE) in the 
scalar (SRTE) or the vector (VRTE) form using a trial set of IOPs. The trial solution (radiances, irradiances, etc ) 
is then compared to the experimental data and, based on the difference between the trial solution and the data a 
"revised" set of IOPs is estimated. These are then inserted into the RTE and a new trial solution is derived The 
process continues in an iterative manner until the differences between the trial solution and the data are as small 
as desired, i.e., the resulting IOPs accurately reproduce the given AOPs. Clearly, the key to this process is the 
manner m which the IOPs are varied prior to the nlh iteration based on the results of the nth - 1 iteration We 
have found that, for the problems of interest here, this can be effected by simple approximate formulae relating the 
measured quantities to the IOPs. 

3. SPECIFIC PROBLEMS 

3.1 Homogeneous Ocean 

The ocean problem, the retrieval of the absorption (a) and backscattering (bb) coefficients in an oceanic water 
column by inversion of vertical profiles of the up- and downwelling irradiances (Eu and Ed) or the upwelling nadir 
radiance and downwelling irradiance (Lu and Ed), is central to remote sensing of ocean color, as the diffuse reflectance 
of the ocean is governed by the ratio bh/a. In this problem we use the SRTE, i.e., polarization is ignored. Estimation 
of a at each iteration step in the solution is not difficult because an exact equation is avaliable: Gershun's law 7 

To estimate bb we simply assume that the usual relationship between the irradiance reflectance R, just beneath the 
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surface, and the IOPs,8'9 i.e., R « h/Za, is a good approximation at all depths. This, and a guess for the scattering 
phase function of the medium, provides the information necessary to continue the iteration. Fortunately, the results 
are insensitive to the assumed scattering phase function as long as it is realistic2. Embedded in our inversion code is 
a Monte Carlo SRTE subroutine consisting of an ocean of arbitrary optical properties and a fifty-layer atmosphere 
including both Rayleigh and aerosol scattering. Thus, the entire radiative transfer process is treated in a realistic 

manner. 

The results of simulations suggest that for a homogeneous medium, a can be estimated with an uncertainty 
of < 1%. The error in bh is similarly small if the assumed phase function is correct; however, with incorrect, 

but realistic phase functions, errors < 10 - 20%2 are typically encountered. We also inverted the experimental 

data of Tyler10 in which sufficient measurements were carried out that Gershun's law could be used to obtain an 
experimental value of a. Approximating the phase function by a Henyey-Greenstein with asymmetry parameter g, 
the results shown in Table 1 were obtained. The last row provides the experimental value of a. Clearly, the retrieved 
a is insensitive to the phase function estimate. 

Table 1: Test of the «radiance algorithm with 
Tyler's radiance data from Lake Pend Oreille, ID. 

Algorithm a 

m"1 

bb (x 1000) 

m-1 

g - 0.85 

g - 0.90 

g = 0.95 

0.1203 

0.1183 

0.1174 

6.18 

5.98 

5.70 

Gershun's Law 0.116 — 

A similar algorithm was developed to utilize the upwelling radiance (Lu) in place of the upwelling radiance {Eu). 
These quantities are related by the Q-factor:11 Q = Eu/Lu. In this case, the algorithm is initiated with Q = ir, 
which enables estimation of Eu(z) from Lu(z). Then at each step of the iteration the Q-factor from the solution to 
the SRTE in the previous step is employed to estimate new values of Eu from the measured Ln. The Eu estimates 
are used to provide revised estimates of the IOPs. Otherwise the algorithm is identical to the irradiance algorithm. 
Simulations show that the radiance-irradiance algorithm performs as well as the irradiance algorithm; however, the 
derived h is more sensitive to the assumed phase function. Inversion of Tyler's data using the Lu-Ej. algorithm 
provides results similar to those in Table 1. The addition of a lambertian reflecting bottom to the ocean poses no 
difficulty in the retrieval of a, even in cases for which the bottom strongly influences the upwelling light field; however, 
in such situations the retrieval of 6j can be very poor. 

3.2 Stratified Ocean 

We have been studying the extension of the irradiance algorithm to cases in which the IOPs vary with depth. 
Estimation of a at each step of the algorithm is the same as in the homogeneous case, as Gershun's law can still be 
used. However, estimation of h(z), where z is depth, is now more difficult, because R(z') depends on the variation 
of the IOPs for z > z'. We assume that the Gordon and Clark12 relationship between Ä(0) and bb(z)/a(z), can be 
extended deeper into the medium. Specifically, we assume 

R(z), <*(*)> 

where 

(X(z)) = 
S~ X{z')g{z,z')dz' 

fz   g{z,z')dz' 

g(z,z') = [Ed(z')/Ed(z)]2, 
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Figure 1. Operation of the Eu-Ed algorithm in a vertically stratified ocean: (a) Ed{z); (b) Eu(z); (c) bb(z); and (d) 
a{z). Ed(z) and En{z) are normalized to Ed(0), and a and bb are in m"1. Lines are the true values and dots are the 
retrieved values. 
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where z' > z. This enables estimation of X(z) from the R(z) profile; however, since an estimate of a(z) already 
exists (Gershun's law), X(z) provides an estimate of h{z). In practice, the upper limit on the integrals (oo) is 
taken to be the maximum depth at which data is available. We are in the process of testing this algorithm for its 
ability to retrieve profiles of a and fej. Figure 1 provides the results of one sample test in which a(z) and bb(z) vary 
independently with depth. Clearly, the approach appears promising. 

3.3 Atmospheric Problems 

Our application of the inverse problem of radiative transfer to the atmosphere is focused on two needs: (a) 
estimation of the aerosol optical properties for use in atmospheric correction, remote sensing of aerosols, etc.; and (2) 
estimation of aerosol properties to predict top-of-atmosphere (TOA) radiances for on-orbit calibration of ocean color 
sensors. In these problems, measurement of the radiance exiting the bottom of the atmosphere (BOA) Iß, or when 
polarization is included, the Stokes vector Iß, and the optical thickness of the atmosphere r are always assumed to 
be given. However, space-borne or aircraft-borne sensors may in addition provide TOA radiances in various viewing 
directions, IT and IT, the scalar and vector radiances, respectively. 

Wang and Gordon3 provided an algorithm for estimating the scattering phase function Pn(0), where 0 is the 
scattering angle, and the aerosol single scattering albedo, w0, when only BOA measurements are available. Briefly, 
ignoring reflection from the sea surface and Rayleigh scattering in the atmosphere, the BOA radiance in the single- 
scattering (scalar) approximation, is given by 

lB „ pll2-Pll(e) (i) 
4ir cos 6 

where F0 is the extraterrestrial solar irradiance, and 0 is the viewing angle with respect to the zenith. 0 is the 
single-scattering angle appropriate to 9. The Wang and Gordon algorithm operates in a manner similar to the ocean 
algorithms above. Using an assumed form for the product a>0Pii(©) and the measured optical thickness, the SRTE 
is solved, for an atmosphere bounded by a Fresnel-reflecting ocean, to provide an estimate of Iß ■ This estimate 
is compared with the measured Iß and an error determined. A portion of this error (25-50%) is then assigned to 
woPn(0) using Eq. (1), providing a new estimate of woPn(0)- The iteration then proceeds as in the ocean example. 
Since only single-scattering angles 0 < 0 < x/2 + 60, where 60 is the solar zenith angle, are available from the 
surface, an assumption regarding the phase function at larger scattering angles must be made, e.g., it is constant. 

Gordon and Zhang4 provided an extension to the Wang and Gordon algorithm for cases when measurements 
of IT are available. This was effected by using an equation similar to Eq. (1), but applicable to the TOA radiance. 
Examples of the performance of this algorithm, and its sensitivity to errors in the measurements, are provided in Ref. 
4 and Ref. 6, respectively, for aerosol optical thicknesses as large as 2, i.e., situations in which multiple scattering 
totally dominates single scattering. 

When the full Stokes vector I is measured at the BOA, more information can be derived from the sky radiance. 
In this case, the equation corresponding to Eq. (1) is 

^ii(0)     \ 
■ yg»  i        -„.*„   i P12(©)cos2a . , 

AB - |  TT_   | ~ ,_„_, I  p12(0)sin2a I ' W 

where Pn(0) and Pi2(0) are the 11 and 12 elements of the scattering phase matrix P(0). The 11 element of 
P(0) is usually referred to as the phase function. The angle a in Eq. (2) is the angle between the plane formed by 
the propagation vectors of the incident and scattered photons (the scattering plane) and the plane formed by the 
propagation direction of the scattered photon and the zenith (the standard reference plane for defining polarization 
state of photons in the atmosphere). Retrieval of w0, Pn(0) and Pi2(©) from Iß follows a path similar to the 
retrieval of o>o and Pn(0) from Iß, except that the VRTE is used to provide the estimate of Iß at each stage.13 

Assumptions must be made regarding the remaining elements of P(O). If we assume that the aerosol particles are 
spheres, only P33(0) and P34(0) are required. We use the maritime aerosol model of Shettle and Fenn,1  with relative 
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humidity of 0 (which we refer to as MOO), to estimate these. Fortunately, the retrieval of Pu(&) and P12(G) is not 
too sensitive to the assumptions regarding P33(©) and P34(0). When TOA measurements of I are available as well, 
they can be included in the retrieval algorithm in the same manner as in the scalar case. In Figure 2, we provide 
a simulated example of the retrieval of w0, Pn(0) and P12(0) for  the Shettle and Fenn14 tropospheric'model with 
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Figure 2. Retrieved elements of the scattering Mueller matrix for T50 at 865 nm with an aerosol optical thickness 
(ra) of 0.2. The P33 and P34 elements were taken from an incorrect aerosol model (M00). Solid curves are the true 
values and solid circles are the retried values. Panel (a): a>oPii(0), Panel (b): Pi2(O)/Pii(0). 

50% relative humidity (T50) and an aerosol optical thickness of 0.2. Although this optical thickness may appear 
small, the multiple scattering effects are still severe enough that if they were neglected, the error in the retrieved 
Pii(0) could be as much as a factor of two over a large range of scattering angles. The small error in the retrieval 
of P12(0) for 100° < © < 145°, is due to the assumptions regarding P33(0) and P34(0). The pseudodata used in 
the preparation of Figure 2 consisted of 1B measured in the solar almucantar (with 00 = 60°) and then the principal 
plane (opposite to the sun) down to the horizon, while IT was measured in the principal plane. We have been able 
to obtain similar results for aerosol optical thicknesses as large as 2.0, indicating that the algorithm is as effective as 
in the scalar case. We are in the process of carrying out a complete sensitivity study of the stability of the solutions 
to errors in the input data. 

4. CONCLUDING REMARKS 

Iterative algorithms, in which the RTE is solved at each step, can be devised to retrieve IOPs from measured 
AOPs. The key to the process is the use of simple relationships to "nudge" the solution (the trial IOPs) in the 
proper direction at each step. In the case of the ocean, the relationship between a and bb, derived from multiple 
scattering simulations, • was used. In contrast, in the atmospheric problems, appropriate single scattering solutions 
were employed. It should be stressed, that these relationships are used only to push the solution in the proper 
direction, the solution itself contains the effects of all orders of multiple scattering. 
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Effects of absorption and boundary conditions on the utility of diffusion theory 

Curtis D. Mobley 
Robert A. Maffione 
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ABSTRACT 

Comparison with exact numerical simulations shows that diffusion theory adequately describes 
light propagation in sea ice, when optically far from surface or bottom boundaries. More importantly, 
diffusion theory provides a link between easily measured quantities and other quantities that are crucial 
to radiative transfer theory, but which cannot be measured directly. In particular, formulas are presented 
which give the scattering asymmetry parameter and albedo of single scattering as functions of diffuse 
attenuation and absorption. 

Keywords: radiative transfer, diffusion theory, sea ice, optical oceanography, absorption, scattering 

1. DIFFUSION THEORY 

Classical diffusion theory describes light transport if two conditions are met. First, absorption 
must be almost negligible compared to scattering and, second, the region of interest must be far from any 
boundaries. However, there is no simple means to quantify these two conditions or to predict the 
increasing inaccuracy of diffusion theory as the conditions become less well satisfied. We have therefore 
used numerical simulations to product exact radiance distributions for given absorption and scattering 
properties and for given boundary conditions. These exact solutions are then compared with the 
predictions of diffusion theory to quantify the errors resulting from the use of diffusion theory. 

For later reference, we note that diffusion theory predicts that the radiance (and hence all 
irradiances) decay with depth at a rate give by 

K = yfdD, (1) 

where a is the absorption coefficient of the medium, and D is the diffusion coefficient. The diffusion 
coefficient is related to the inherent optical properties of the medium by 

D = 
3c(l-#coo) (2) 

Here c = a + b is the beam attenuation coefficient, b is the scattering coefficient, g is the scattering 
asymmetry parameter (the average cosine of the scattering angle), and o0 = blc is the albedo of single 
scattering. Substituting Eq. (2) into Eq. (1) and rewriting gives a useful form for K: 
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2. NUMERICAL SIMULATIONS 

Using the Hydrolight radiative transfer model (Mobley, 1994), numerical simulations were 
performed for a three-layer system consisting of air, ice, and water. A given sky radiance was incident 
onto the ice surface, which could be rough or smooth. The ice inherent optical properties were 
expressed in terms of w0 and g, which was used in conjunction with a one-term Henyey-Greenstein phase 
function. The water below the ice was infinitely deep; its optical properties were specified by appropriate 
values of co0 and g. 

Figure 1 shows an example profile of the diffuse attenuation coefficient for scalar irradiance, K0. 
The incident sky radiance was given by a cardioidal distribution, which corresponds to an overcast sky. 
The ice surface was smooth. The ice was highly scattering, o>0 = 0.98, and had a strongly peaked 
scattering phase function, g = 0.9. The water was more absorbing, G>0 = 0.9, as is appropriate for blue 
light. Depth is expressed as optical depth; thus K0 is nondimensional. The solid line shows the exact K0 

as computed by Hydrolight; the dashed line is the K predicted by diffusion theory. Diffusion theory 
clearly gives a good prediction of K0 in the center of the ice layer but is quite inaccurate near the 
boundaries. However, the notable feature of this profile is that near the air-ice surface, the actual K0 is 
less than K, but at the ice-water boundary, the actual value of K0 is greater than K. This qualitative 
behavior holds true regardless of the details of the boundary conditions: clear or cloudy sky, rough or 
smooth surface, different water optical properties. 

This observation suggests that the average diffuse attenuation throughout the ice layer might be 
a good approximation to K. Indeed, detailed analysis reveals that K can be estimated to within five 
percent accuracy (for co0 = 0.98 andg = 0.9) by using an average Kd, which can be measured as follows. 
Place a plane irradiance sensor in the air just above the ice to obtain £d(air); then make a corresponding 
measurement in the water just below the ice to obtain £d(water); then use these two irradiances to 
compute the average Kd for the ice layer. Such measurements are routinely made by sea ice researchers. 
Likewise, it is relatively easy to measure the average absorption coefficient a of the ice layer: extract and 
melt an ice core and then measure the absorption of the meltwater in a spectrophotometer. 

Solving Eq. (3) for g and replacing K by the average Kd yields 
2 

(4) 1        1 
g = _ - _ 

(o 3 CO. 

*/ 
a 

This equation enables us to estimate the scattering asymmetry parameter. We measure the average Kd 

and a as described above. Observations made in sea ice (MafFione, 1996) indicate that the w0 for sea ice 
is in the range of 0.97 to 0.99; we can thus make an educated guess of, say, co0 = 0.98. Equation (4) then 
yields an estimate of g. As an example, using Kd = 2.5 m"1, a = 0.53 m"1 (appropriate for a wavelength 
of 670 nm; see Maffione, 1996), and o)0 = 0.98 gives g = 0.87. Because the scattering centers in sea ice 

17 



- brine pockets, embedded particles, salt crystals, and the like - are much larger than the wavelength of 
light, we expect that the scattering phase function will be strongly peaked in the forward direction. Thus 
a value of g = 0.87 is physically plausible. 

3. A CONNECTION WITH TURBID WATERS 

In a series of papers, Kirk (1994, and references therein) found from Monte Carlo simulations that 
Kd deep in natural water bodies is well approximated by the simple equation 

K = sja2 + Gab, (5) 

where G is a regression parameter determined by the best fit of Eq. (5) to the numerical results of his 
simulations. Kirk's simulations span the range from o)0 = 0 to 0.995, and he used a highly peaked phase 
function for whichg= 0.924. For large co0, Kirk finds G = 0.233. Since Kirk's simulations extend into 
the large-G)0 domain where diffusion theory should be useful, it is interesting to compare his results with 
diffusion theory. 

Equation (5) can be rewritten as 

K = cl/l-2uo + a£ + Gü>o(l-coo). (6) 

Equating K and K from Eqs. (3) and (6), respectively, and solving for G gives 

G = 3(l-g) + 2 
/ ;H- 

Substituting g= 0.924 and co0 = 0.995, Eq. (7) gives G = 0.238, which is only two percent different than 
the value Kirk determined by regression. Diffusion theory therefore predicts the value of Kirk's empirical 
G parameter. In a similar fashion, all of Kirk's results for the behavior of apparent optical properties at 
high co0 values are well described by diffusion theory. 

4. RECOVERY OF g AND co0 

Kirk performed his simulations using a highly peaked phase function, and his results appear to be 
quite good in the diffusion regime. We have already seen indications that the phase function of sea ice 
is also highly peaked. It is therefore reasonable to try to apply Kirk's empirical results to sea ice. We 
can do this by regarding Eq. (4), which rests on diffusion theory, and Eq. (7), which incorporates Kirk's 
G parameter, as two equations for g and co0. Solving for g and co0 gives 
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-f 

V 
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+ G - 1 

a 

(8) 

and 

0).  = 
2+G-3(l-£) 

Using Kirk's value of G = 0.233 along with Kd = 2.5 m"1 and a = 0.53 m"1 as before, we find g 
o^ = 0.99. These are both very plausible values for sea ice. 

(9) 

: 0.93 and 

The importance of Eqs. (8) and (9) cannot be overemphasized. They give us a means of 
determining both the scattering asymmetry parameter and the albedo of single scattering from easily 
made measurements of diffuse attenuation and absorption. Obtaining g is especially important, because 
it has never been measured in situ in sea ice. As was seen in Fig. 1, diffusion theory fails when near 
boundaries. However, the values of g and a>0 obtained by Eqs. (8) and (9) give us the information that 
is needed as input to the Hydrolight radiative transfer model, which can then compute light propagation 
within the ice, including the boundary effects. 

We thus see that the value of diffusion theory is that it enables us to connect easily measured 
quantities with scattering parameters that are crucial to understanding light propagation in sea ice, but 
which themselves cannot be easily measured. 
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Figure 1. The solid line gives the depth profile of the diffuse attenuation coefficient for scalar irradiance, 
as computed by Hydrölight for conditions as described in the text. The dashed line is the corresponding 
value of K within the sea ice, as given by diffusion theory. 
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Absorption and scattering coefficient estimation with 

asymptotic apparent optical properties 
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ABSTRACT 

In deep homogeneous waters with no internal sources at a particular wavelength, the vertical profiles of the 

refl ctanceP'*(*) L the downward diffuse attenuation coefficient Kd[z) *^R^^£™Z^Z 
inherent optical properties (IOP's) of the water. The apparent optical properties R(z) and ^^^J 
from the upward and downward monospectral irradiance measurements;Eu(z) and Ed(z) that are comnionly 
available to optical oceanographers. Given a specific scattering phase function, there are unique correlations 
be ween these'asymptotic IOP* and the absorption and scattering coefficients « and that can be derived from 
the radiative transfer equation. Here we evaluate a method for first determining the asymptotic IOP s from 
E (z) and EAz) and then using the correlations to estimate the absorption and scattering coefficients a and b 
At depths near he asymptotic radiance regime, both R(z) and Kd(z) can be fitted to a three-parameter model 
That sometimes helps in the determination of the asymptotic IOP's. A good estimation of a can be obtained from 
the asymptotic IOP's even when the scattering phase function is unknown; however, estimates of b are highly 

dependent on the assumed phase function. 

Keywords: ocean optics, radiative transfer, optical properties. 

1    INTRODUCTION 

The absorption and scattering coefficients a and b of natural waters are inherent optical properties (IOP's) 
that are of primary interest in the field of optical oceanography. They are fundamental inputs to biological 
and radiative transfer models. In theory, the absorption and scattering coefficients can be determined rom 
the combination of monochromatic irradiance and monochromatic scalar irradiance measurements (e.g. from 
Gershun's relation1). Since monochromatic scalar irradiance detectors are not yet readily available, though we 
restrict our attention to the use of in-water downward and upward irradiances. The absorption coefficient has 
been estimated from near-surface irradiance measurements used with simultaneous estimates of the mean cosine 
of the radiance distribution or with measurements of remote-sensing reflectance. However, such surface methods 
are complicated by surface waves and ship-shadowing, while above-surface methods require empirical correlations. 
Thus, there remains a need for a convenient and robust method of in situ measurements to determine a and b. 

Here we evaluate a method for determining the single-scattering albedo w0 = b/c and c = (o + 6) from 
only monospectral upward and downward irradiance measurements Eu{z) and Ed(z) at several depths * through 
calculations of the asymptotic values of the reflectance R(z) and downward diffuse attenuation coefficient Kd(z. 
MTOP's of the water in the euphotic zone are assumed to be constant with depth, and there are assumed to 
be no light sources at the wavelengths of interest. The homogeneous IOP assumption is valid where either the 
surface waters are well mixed or light attenuation is high, both of which are more common in coastal waters 
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than in deep ocean waters. The no-source assumption is valid in waters and at wavelengths where fluorescence 
bioluminescence, and Raman scattering are negligible. 

The reflectance and the downward diffuse attenuation coefficient are apparent optical properties (AOPs) the 
vertical profiles of which asymptotically approach IOP's of the water, R^ and Kx, respectively.23 At depths 
near the asymptotic radiance regime, both R(z) and Kd(z) can be fitted to an exponential model4'5 that may 
help in the determination of the asymptotic IOP's because one parameter is the desired asymptotic IOP The 
depths at which this model may be helpful depends on the IOP's and the surface illumination. 

In this work, we follow the lead of Gordon et al.« in which the scattering phase function is approximated by 
the Henyey-Greenstein function7 parameterized by the scattering asymmetry factor g. Given a specific value of a 
here are unique correlations between the asymptotic IOP's and W„ and c that can be derived from the radiative 
ransfer equation (RTE). Thus, if the phase function is known, measurements of Rx can be used to iteratively 

solve tor w„. Once w0 has been estimated, data for Kx can be used to determine c. 

2    BASIC EQUATIONS 

entitlSRTE0Pagati0n * & ^ WaVelength in hom°geneous, source-free waters is governed by the integrodiffer- 

h   M 1 
ßdL(z,ß)/dz + cL(z,ß) = -J2(2n + l)fnPn(ß) f   Pn{ß>)L{z, ß'W, 

71=0 J-l 
(1) 

tllohi cos- radiTr integr
t?u °Ver the arUthal anglG Wh°Se P°lar angk With reSPect t0 the vertical direction z is cos     ß    The azimuthally-integrated scattering phase function expanded in (M + 1) Legendre 

colrnTsfor8 fr Henvev C^ T '?  V"    ^/^ "" ^ ^^ ^0m^ »d ^ «Ä coefficients for the Henyey-Greenstein function are /„ = g». The irradiance reflectance R(z) = Eu(z)/Ed(z) 
where Eu(z) and Ed(z) are the upward and downward irradiances, "*W/*dW, 

Ed(z) = ^  (xL(z,fi)dn       and        Eu{z) = j   \ß\L(z,ß)dß. (2) 

The downward irradiance diffuse attenuation coefficient is defined by Kd{z) = -d{\nEd(z)] /dz. 

At large depths in homogeneous waters with no internal sources the values of R(z) and Kd(z) approach 

s7bX°teIcj::; ir+ \~ var; ^ To evaiuate R-and K- * ter™ °f «•« ^t] r^t substitute L(z, M) = 4>{±Vj,ß) exp(qcC2/^) to find the discrete eigenfunctions 4>(±Uj,ß) satisfy 

M 
H±^ß) = 2^^)J^2n + 1^9n(±^)Pn(ß),     !/,•>!. (3) 

The Chandrasaekar polynomials gn satisfy the recursion formula 

ngn{vj) = K-iVjgn-iivj) - (n - l)gn.2(vj), (4) 

WNlMkntCllnJ 1)(1 " U°{n)' Startlng With 9~l = ° and 9o = L Fr0m the sPherical harmonics (PN) method.« 
TV odd, the positive eigenvalues i/j are approximately the solutions to8 

9N+i(v) = 0. ^ 

The value of Rx can be determined exactly from the scalars w0 and g and is given by5 

R    = /o <!>(,-^uß)tidfj. 

J"o *(+"i.AOMi' (6) 
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and the value of Kx is determined exactly from the values of the scalars w0> c and g and is given by 

K00=c/u1, (7) 

where v\ is the largest positive eigenvalue. 

3    ESTIMATION OF THE ASYMPTOTIC IRRADIANCE REFLECTANCE 
AND DIFFUSE ATTENUATION COEFFICIENT 

In the asymptotic regime the profiles of R(z) and Kd(z) are constant with depth, and just above that, in 
the near-asymptotic regime, the profiles of R(z) and Kd(z) approach Ä«, and Koo in an exponential manner. 
These regimes exist at smallest optical depths when w0 is large.9 One way to estimate R^ and Kx is to measure 
R(z) and Kd{z) in the asymptotic regime and take Rx « R{z) and K^ « Kd(z). Alternatively, one can take 
measurements in the near-asymptotic regime, where4'5 

R(z)    =    Rx + \R(zr) - floe] exp \-V{z - zr)),    z > zr, (8) 

Kd(z)    =    Koo + lKdiz^-K^expl-Viz-Zr)},    z > zr, (9) 

where zr is some reference depth, and V is an IOP that depends on the eigenvalues.   Using measurements of 
R(z) or Kd(z) at three equally-spaced depths z0, zi, and z2 (2zi = z0 + z2), -Roo or #«, can be found from, for 

example.5 

R(z0)R(z2) - R
2(zi) (1Q) 

K°°      R(z0) + R(z2)-2R(z1)' 

and similarly4 for K^. Although the asymptotic values are usually computed from deep-water irradiance mea- 
surements, it would be more convenient to be able to obtain these from near-asymptotic measurements if this 
method is sufficiently accurate. To evaluate the two methods we compared values of Roo and Kx, obtained from 
simulated irradiance "data" using each method, to the theoretical values calculated from Eqs. (6) and (7). 

It was found that when no simulated noise is added, excellent estimates of Roo and Koo are obtained from 
Eq. (10) in both the asymptotic and near-asymptotic regime; when noise is present, Eq. (10) was found to give 
poor results, even after smoothing of the irradiance data. Better results are obtained by fitting Eqs. (8) and (9); 
however, whenever noise in R(z) or Kd(z) is severe enough to mask their exponential form, it is better to simply 
take the average of R(z) or Kd{z) at large depths rather than attempt to extrapolate to the asymptotic values. 

4    ESTIMATION OF THE ABSORPTION AND SCATTERING COEFFICIENT 

The theoretical value of Rx is an exact function of u0 and g and is shown in Fig. 1, so given Rx and g it is 
possible to obtain a unique value of wo- We can solve for w0 numerically through repetitive calculations of R^ 
while varying w0 within a search routine until the calculated Rx matches the desired (measured) value within 
the desired precision. Because the function Äoo(wo.ff) is smooth, such a search is not difficult. 

It can be seen from Fig. 1 that the value of g has a significant effect on the value R^, especially for high 
UQ. This is unfortunate because we may not have any a priori information about the phase function. Clearly, 
better results are obtained if one can put narrow limits on the possible values of g. It was found from numerical 
simulations that the calculated value of u)0 is relatively insensitive to g when the true value of g is small, but can 

be very sensitive to g when g is large. 

Once too is obtained, c can be easily calculated from Eq. (7) with c = uiK^. The value of vx = v\{w0,g) is 
already available because it is required in order to calculate Rx. Any relative error in the measurement of Kx 

results in a relative error in c of the same magnitude. An additional error in c results from any error in vx arising 

from errors in R^ and g. 
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Figure 1: Asymptotic reflectance versus the single-scattering albedo w0 and scattering asymmetry factor g. 

Table 1: Estimates of a and b for g = 0.85, w0 = 0.7, c = 1.0 when R^ and K^ are known 

g       error in g        a        error in a        b        error in b 
0.75 
0.95 

-12% 
12% 

a 
0.304 
0.296 

1.5% 
-1.3% 

0.418 
2.110 

-40% 
200% 

The calculated values of u>0 and c are easily converted to o = c(l -w0) and 6 = cw0. An important observation 
is that when the guess for g is too high, the resulting estimates of u>0 and c are also both too high and vice versa. 
Therefore, errors in w0 and c due to g are magnified when calculating b, but are significantly reduced when 
calculating a. Table 1 gives example solutions for a and b when R^ and K^ are known but g is not. Despite 
large errors in g, the estimates for a are very good. Conversely, the estimates of b are quite poor. 

5    SUMMARY AND CONCLUSIONS 

The two IOP's .Roc and K^ of a well-mixed, optically-deep, source-free water column can be obtained from 
only irradiance profiles Eu{z) and Ed(z). These IOP's can be estimated by taking the average of measured R(z) 
and Kd{z) values within the asymptotic regime. It was found that under favorable conditions good estimates of 
Roo and Kx can alternatively be found by fitting an exponential model of R(z) and Kd{z) in the near-asymptotic 
regime. 

The conversion {Rx, K^} —> {ui0, c} is unique provided that the scattering phase function is known. Because 
the phase function can not be extracted from Eu(z) and Ed(z) alone, we assume the phase function to be well 
modeled by the Henyey-Greenstein function. It was found that good estimates of a can be obtained and that 
precise knowledge of the scattering phase function is not necessary. Conversely, good estimates of b can not be 
obtained when the scattering phase function is not known. Good estimates of w0 and c are possible only for 
certain ranges of the true IOP's and if the value of g is known to lie within a small range. The normalized 
sensitivities of a, b, u)0. and c to errors in Kx are unity, while the sensitivities to errors in Rx are significantly 
less than unitv. 
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These results were obtained under a few important limitations, namely that the waters are deep, spatially 
homogeneous and source-free. Due to higher concentrations of both organic and non-organic matter in coastal 
waters, most Case II waters are optically deep despite having smaller geometric depths. Nonetheless, the effects 
of the bottom on this algorithm will be investigated in future work. 
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ABSTRACT 

A simple analytical solution for reflectance at the sea surface is presented. The form of 

this analytical solution is similar to many earlier solutions, in that reflectance depends on the 

ratio of bb to (a + bb). But it brings out explicitly the role of the zenith angular distribution 

of the underwater light field in modifying reflectance, through the quantities fj,d and //u, which 

determine the mean path lengths of downwelling and upwelling photons, respectively, per unit 

vertical excursion. The solution also shows that reflectance depends on the shape of the phase 
function for scattering. 

The analytic solution is compared with the results of Monte Carlo simulations to establish 
its limits of applicability. Limitations of the model when multiple-scattering effects become 

important, and some possible modifications to the model to deal with such cases, are discussed. 

Keywords: ocean colour, remote sensing, sea-surface reflectance, absorption coefficient, back- 
scattering coefficient, mean cosines. 

1. INTRODUCTION 

Changes in intrinsic ocean colour are determined by spectral variations in sea surface re- 
flectance R, defined as: 

where Eu(X,0) is the upwelling irradiance at wavelength A at the surface (depth z = 0), and 
Ed(\,0) is the corresponding downwelling irradiance. Several existing models of ocean colour 
express R as a simple function of the absorption coefficient a and the back-scattering coefficient 
bb- These models often take the form of either1 

V      ; a(A,0) + 6fc(A,0) {A) 

or2,3,4 
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Equations (2) and (3) are equivalent for the condition bb « a, which is often satisfied in oceanic 

regions. In equations (2) and (3), the factor r is a proportionality factor. It has been shown2'3 

that T often takes the value of 0.33. But it has also been shown that r changes with the zenith 
angle of incident light1'45 and with the shape of the phase function6-7. In this paper we develop 

a simple analytic solution based on quasi-single scattering approximation8 for the factor r, which 
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is consistent with these earlier results. The solution is extended to include Raman scattering, 

and finally, we examine some consequences of multiple scattering. 

2. FIRST-ORDER ANALYTIC SOLUTION 

Elastic-scattering case: 
The solution is sought for the simple case in which we can assume that all optical properties 

(inherent and apparent) are invariant with depth, and the ocean is optically thick. The approach 

used is to estimate the contribution from each depth z to the upwelling flux at the surface, and 

then integrate over depth to obtain the total upwelling irradiance Eu(X,0). The method has 
some affinities with those of Gordon et al.1, Gordon and McCluney9 and Kirk10. Since we are 
assuming no depth dependence in optical properties, the irradiance reaching depth z is simply: 

Ed(X, z) = Ed(X, 0) exp[-K(X)z], (4) 

where K is the diffuse attenuation coefficient for downwelling irradiance. Upward elastic scatter- 

ing of Ed(X,z) at z over a layer of thickness dz generates an irradiance dEu{X,z) given by: 

dEu(\z)=s{X)b.[[X)Ed(X,z)dz, (5) 

where fid is the mean cosine for downwelling light, and s = bu/bb, where bu is the upward 
scattering coefficient11. Note that, as defined, s is a shape factor similar to, but not identical 
to, the shape factor used by Aas12 and by Stavn and Weidemann13. If we now define K as an 
attenuation coefficient for upwelling irradiance as it travels from z to the surface10, then the 

irradiance dEu(z,0) reaching the surface from z would be given by: 

dEu{X, z, 0) = dEu(X, z) exp [-K(X)Z] . (6) 

The total upwelling flux at the surface, EU(X, 0), is then obtained by integrating equation (6) 

from the surface to infinity: 

EU(X, 0) = f°° s{X)b.\[X) Ed(X, 0) exp [K(X)z] exp [-K(X)Z] dz . (7) 
Jo /MA] 

Taking the solution to equation (7) and dividing by Ed{X, 0) we get an expression for Ri, the 

first-order solution for reflectance at the sea surface due to elastic scattering: 

Eu(\0) s(X)bb(X) . 
KllA'UJ      Ed(X,0)      ßd(X)[K(X) + K(X)Y K) 

The development of the solution up to this point is identical to that of Kirk10, except that Kirk 

developed his solution for the asymptotic regime. Since inherent and apparent properties are, by 

definition, independent of depth in the asymptotic regime, the solution is exact in this domain. 
When applied to shallower depths, as done here, the model becomes an approximation10. Since 

our interest is to express the solution in terms of a and h, we have to express K and K as functions 
of a and V Based on Sathyendranath and Platt14 and Gordon15, we can use the approximation: 

= a(A) + MA)| (9) 

Vd{X) 
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and, by analogy, we can use 
...      a(A) + 66(A) 

«(A) = ,,°V     , (10) 
MA) V

    ' 
where //„ is the mean cosine of the upwelling flux. However, a note of caution would be in order. 

Although Gordon15 has shown that equation (9) is a good approximation for K in near-surface 
waters using Monte Carlo simulations, no such evidence exists for K. In equation (9), we are able 

to use bb rather than bu, because the incident light field near the surface is only weakly diffuse. 

Since this is not true in general of the upwelling light field, equation (10) may not perform as 

well as equation (9) in high-scattering waters. Substituting for K and K, equation (8) becomes: 

R.(\Q\-     MA)s(A) 6t(A) 
'   '      (MA) + MA)]      [a(\)+bb(\)}> til) 

and by comparison with equation (2) we have: 

A*u(A)s(A) 
r = 

k(A) + MA)]' (12) 

The expected dependence of r on the angular structure of the incident light field appears through 
the mean cosines /zu and fj,d, and the dependence on the phase function appears through the 

shape factor s. Comparisons with Monte Carlo simulations have shown16 that the results are 
in good numerical agreement with the results of Gordon et al.1 for relatively clear waters, in 
which molecular scatter apparently dominated upward scatter. In the case of particle-scattering- 
dominated waters also, the model is able to reproduce many of the features seen in Monte Carlo 
simulations5. However, for the particle-scattering case, the accuracy of the model decreased with 
increasing scatter, with relative errors in r reaching up to 17% for the cases simulated. Since 
all the simplifying assumptions made in deriving the solution hold best under low-scattering 
conditions, these results are not entirely unexpected. 

Raman-scattering case: 

The result for the elastic-scattering case can be easily extended to include Raman scattering. 
To obtain the first-order solution, we can follow the same procedure as for the elastic-scattering 

case, with the following changes: the single upward scattering event now becomes a Raman- 

scattering event, and, to obtain the Raman upwelling flux at wavelength A, we have to consider 

downwelling irradiance at a source wavelength, say As. The reflectance at the sea surface due to 
first-order Raman scattering, RR then becomes17: 

RR(X 0) = Ed(XS,0)  bR(Xs) 1 
{,)       Ed(X,0)   ßd(\S)      [A-(AS) + «B(A)] ' (13) 

where the superscript R on bR indicates a Raman-scattering event. Note that the value of K after 

a Raman-scattering event (K
R

) may be different from the corresponding value after an elastic- 
scattering event, since the mean cosines for upwelling associated with the two events need not 

be the same. Since the phase function for Raman scattering is symmetric, the shape factor for 

Raman scattering will always be unity and so does not appear explicitly in the solution. The 

total reflectance at the surface is obtained by adding the contributions due to elastic and Raman 
scattering. 
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3. CONSEQUENCES OF HIGHER-ORDER SCATTERING 

Multiple, elastic scattering: 
Multiple, elastic scattering can affect reflectance through a number of mechanisms: 
(1) Multiple forward scattering can progressively modify the angular distribution of the 

downwelling light field, and hence modify Hd- This effect is not accounted for here, since we have 
used the quasi-single-scattering approximation, which assumes that downward-scattered light 
undergoes no change in direction. 

(2) Similarly, the upward-scattered light, as it travels to the surface, can undergo multiple 
forward scattering, leading to changes in the value of [iu. This effect is also ignored here. 

(3) Upward and downward scattering events occurring in pairs will introduce additional 
terms to the solution. Only the odd-numbered scattering events will produce a flux in the 
upward direction. Following a similar procedure to that followed in the previous section, we 
can obtain a solution to these additional terms, and the equation for reflectance due to elastic 
scattering will then have the form: 

RE = Rl{l + R2R3 + R2R3R4Rr0 + ...) (14) 

where the subscripts indicate the sequence of scattering. The term Rx is the same as the first- 
order solution for reflectance due to elastic scattering presented in equation (11). The higher-order 
terms differ from the first one only in the mean cosines that are applicable to each of them, which 
could, in principle, be different from those for the first-order term. 

(4) Downward scattering of upwelling light will introduce a negative term into the equation 
for K, tending to reduce it. In fact, an exact representation for K can be found in Preisendorfer 
and Mobley18: 

g(A) = q(A) + MA)_fl(A)MA) (15) 

where bd stands for downward scattering of upwelling irradiance. The second term on the right- 
hand side of equation (15) can be determined by an iterative procedure, with initial estimates of 
R being used to refine the estimates of K, which could then be used to improve R, and so on. 

According to our initial analyses, it appears that, of these four effects, the most important 
are those due to (1) and (2). The extra terms in equation (14) had only a minor effect on 
the solution, since, for the simulated cases, Ri (i — 1,2,...) were of the order of 10% at the 
most. The higher-order terms could be potentially important in highly reflective waters. The 
additional term introduced to the expression for K in equation (15) also had a negligible effect, 
again because of the small values of R simulated. Thus, the changes in /xu and \id emerged as 
the most important effects of multiple scattering. Further improvements to the analytic model 
should therefore focus on refinements to the estimation of these quantities. 

Higher-order Raman Scattering 
The first-order solution for reflectance due to Raman scattering can be extended by incorpo- 

rating additional terms due to multiple scattering. Sathyendranath and Platt17 have considered 
additional terms that emerge in the solution due to: (a) a downward Raman-scattering event 
followed by an upward elastic-scattering event; (b) an upward elastic-scattering event followed 
by an upward Raman-scattering event, and (c) two Raman-scattering events in sequence. Based 
on order-of-magnitude estimates, they suggested that the term (c) and higher-order scattering 
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terms could be neglected, compared with the first-order term. The solution obtained can be sim- 

plified further for application in relatively clear waters for which we can assume that molecular 

scattering dominates upward elastic scatter. The simplified solution can be expressed as: 

RRam(X,0) = RR(X,0) 
\ ,     hW bb(\

s) 
2ßuK*(\) " /iu [K(\S) + K(A

5
)] 

(16) 

where RR is the first-order scattering solution presented in equation (13). Numerical simulations 

using a Monte Carlo model incorporating Raman scattering were in good agreement with the 
analytic solutions for relatively clear waters (oceanic waters, with chlorophyll concentrations less 
than lmgChlm-3). 

4. CONCLUSION 

The analytic model developed shows features that are consistent with earlier models and 

results based on numerical simulations. Since the model was developed for low scattering waters, 

the numerical agreement between the analytic model results and Monte Carlo simulations are 

better for fairly clear waters than for highly turbid waters. The model is extended to include 
Raman scattering. 
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Approximation to beam propagation in ocean water 
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1. ABSTRACT 
Using a modified form of the anomalous diffraction approximation we first derived in 

closed form an analytic expression for the phase function of Mie scatterers integrated over 
an inverse power law (Junge) size distribution . A simple analysis explained the apparent 
singularity seen experimentally at the forward scattering angle. Relationships were derived 
that related the inverse power law as a function of scattering angle in the near forward 
direction to the power law of the size distribution. The parameters of the formula are 
the relative index of refraction and the inverse power of the size distribution. Using the 
formula and path integrals, we have derived approximate analytic expressions that model 
laser beam propagation in ocean waters. The effect of strong absorption on beam shape 
and temporal spreading is accounted for. The results are currently being integrated into 
a comprehensive model of underwater active imaging systems. 

Keywords: propagation, multiple scattering, phase function, underwater, path integral 

2. INTRODUCTION 
In previous work1 a simple set of approximations involving the anomalous diffraction 

theory was used to derive from the basic physics an analytic phase function whose param- 
eters can be related to a limited set of physically meaningful quantities. A comprehensive 
data base of oceanic phase functions2 was then fitted to this form. The phase function is 
given by the following expression: 

A       )       8sin(-7ru) [(1 - S2)8V_ 

([v(l-6)-(l-S')] + ±[(l-6*1)-(v + l){l-6)]\ 

3 — ft 

(1) 

Where 

v = 
2 
„2 

(2) 

6 = 
3(n^T)2~ (3) 

u = 2sin(0/2). (4) 

In these expressions, // is the exponent of the inverse power law of the particle size dis- 
tribution, A is the wavelength and n is the index of refraction of water.  From this form 
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of the phase function it is easy to derive the behaviour at small angles. The constant 
of proportionality C depends on all the parameters but the inverse power v of the phase 
function near 0 = 0 only depends on the inverse power \i of the particle size distribution 

function. 
v = 5-p (5) 

The slope of the phase function near 0 = 0 contains information only about the power law 
of the particle size distribution. The variation of the total scattering coefficient b is also 
an inverse power 7 of the wavelength. 

7 = ^-3 (6) 

Furthermore, equations 5 and 6 can be used to relate the wavelength dependence of the 
total scattering coefficient to the logarithm of the slope of the phase function as a function 
of angle in the near forward direction. 

7 = 2-1/ (7) 

The feature of interest in this formulation is the singularity in the forward scattering 
near 0 = 0. This implies that small angle forward scattering should be completely dominant 
in ocean waters. To verify this hypothesis, equation 1 was fitted to a data base of oceanic 
phase functions2. The distribution of values of the mean square scattering angle< 92 > 
for a large sample of measured phase functions confirmed the overwhelming dominance of 
forward scatter. 

3. PATH INTEGRAL SOLUTION TO BEAM PROPAGATION 
Multiple scattering can be viewed as a sophisticated random walk problem and as 

such is particularly amenable to the path integral method. Feynman and Hibbs4 used the 
path integral approach to solve the neutron scattering problem in the small forward angle 
regime. Their solution, with an appropriate change in notation, is directly applicable to 
light scattering in waters where forward scattering dominates. For the time independent 
one dimensional case, Feynman and Hibbs show that: 

P(X,9x,l) = Ce  *^J°^' (8) 

where P is the probability of finding a photon that started at z = 0, x = 0,9 = 0 at 
z = /, x = X, 9 = 0X, b is the total scattering coefficient and < 9\ > is the one dimensional 
mean square scattering angle 

^•00 

<ef>=        f(9i)9fd9i. 
Jo 

(9) 

In equation 8 x(z) is the solution of the differential equation 

d4x 

*«-0 (10) 
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with the boundary conditions 

*(«) = 0,(1)^ = 0.^ = ^.(1)^-,. (U) 

This solution is given by: 

z(z) = (3X-6tl)(j)   +(8xl-2X)(j\* (12) 

^)^(3X-M(y)+^-2X)(i)2 (13) 

^ = f (3X - 0xl) + £(«,/ - 2JT)(i) (14) 

Using equations 8 and 12, and taking into consideration the fact that the scattering in 
the x and y planes is independent, the two dimensional photon probability distribution is 
given by: 

p(x,Y,ex,ey,i) = ^exp|=l[3(jr-«x//2)a+3(r~flf//2)2+(tf,o2+(^Oa]}, (is) 
where 

u = b<92 > I2 (16) 

and 

<e2>-. 1   f°° 
2J(    ß(6)63d6. (17) 

Note that the factor of 1/2 in front of the integral in equation 17 is there to account for the 
one dimensional nature of equation (9). Equation 15 is equivalent to the expression found 
by van de Hülst and Kattawar for the time contracted distribution5. The only difference 
is in the method of derivation. The various contracted distributions can be obtained from 
equation 15 by simple integration over the desired variables. All the resulting formulas are 
analytic and will not be quoted here as it would take too much space. 

4. CENTRAL PATH APPROXIMATION FOR ABSORPTION 
The particular virtue of the path integral approach is the ease with which it allows 

one to include the effects of strong absorption. Multiplying equation (14) by the following 
factor accounts for the absorption of the photon along the various paths. 

p(x,Y,ex,ey,i) = e-aS^e*>e"')p(x,Y,6x,ey,i) (17) 

In this expression a is the absorption coefficient and S is the mean path length covered by 
the photon. This mean path length can be expressed as follows: 

s(*,M.,,„o=J(yi+(§)*+(£)*.       (18) 
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One can then use equation 13 to obtain an explicit expression for dx/dz and dy/dz. The 
exact solution of equation 18 leads to a complex set of elliptic integrals. For small values 
of the path derivatives, which is always the case for small forward angle scattering, the 
binomial expansion can be used to obtain the expression: 

S{X, Y, 6X, 6y, I) = I + s(X, Y, 6X, 9y, I), (19) 

where 

<*™,*,o-(i)jf(g*+(i)jr(2)*.   .(*» 
5. RESULTS 

By substituting equations 19-20 into equation 17 and integrating over the appropriate 
variables one obtains the following expressions for the contracted distributions: 

P{0\1) 
,-al 

u(au/5 + 2) 
exp 

(a2u78 + 13au/3 + 10) ,„2 

2u(au + 10) 
Iff* d(W2), (21) 

with 

and 

with 

and 

e2 = el + el 

P(r2,l) = 
3e -al 

u(au/15 + 2) 
exp 

,(a2u2/8 + 13au/3 + 10)  r 2   1 

P(/) = 

2u(au + 30) 

r2=X2+Y\ 

 lOe""'  

(a2u2/8 + 13au/3 + 10)" 

(j) 
r 

d(j), (22) 

(23) 

Equations 21 and 22 have some significant consequences. If we write the half width 
of the distributions a2 in terms of their half width in the limiting case of no absorption a2 

we obtain 
2 2 a   = a, 

au + 10 

a2u2/8 + 13au/3 + 10 ) 

for the angular distribution and 

2 2 a   = cra 

au + 30 

3(a2u2/8 + 13au/3 + 10) ) 

(24) 

(25) 

for the radial distribution. Note that the correction factor for absorption can be entirely 
expressed in terms of the dimensionless variable 

au — ab <82 > I2 (26) 
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The importance of this parameter has been noted before and the present derivation clarifies 
its origin. If we take the limit of equation 24 as / -+ oo we obtain: 

2       16 
° - u- (27) 

Equation 27 shows that when absorption is significant in the small angle approximation the 
angular distribution of radiation will narrow indefinitely. This implies that the existence of 
an asymptotic radiance distribution in the ocean is not a direct consequence of a balance 
between the beam expansion due to scattering and the narrowing due to absorption. This 
asymptotic state must instead be reached by a complex feedback between the backward 
and forward scattered radiances. 

In order to verify the accuracy of equations 21 and 22, we used a previously developed 
Monte-Carlo code. The accuracy of this code was verified against the data of Tyler for Lake 
Pend Oreille6. Since this code gives the radiance distribution, we compared its results with 
equation 21. Figure 1 shows a comparison of the ratio of the half width with absorption 
to that without absorption for a uniform scattering function between 0° and 5°. As can 
be seen the match is excellent and confirms the accuracy of our results. 

6. CONCLUSIONS 
Using path integrals, we have derived simple formulas for the beam spread function in 

the case of small forward angle scattering in the presence of the strong absorption typical 
of ocean waters. We have compared our results with a Monte-Carlo code which itself had 
been verified against high quality experimental data. We are currently in the process of 
simplifying the formulas for the time dependent solutions. At this point, the results of van 
de Hülst and Kattawar5 can be used in the case of strong absorption by simply multiplying 
them by the following factor: 

('-at" 
exp      

\ nc 

Where t is the time, n is the index of refraction of water and c is the speed of light. This 
approach is exact since both the effect of absorption and the delay in the time of arrival 
are directly proportional to the path length. We are presently implementing these results 
in a comprehensive model of underwater active imaging systems. 
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Figure 1. Comparison the analytic formula for the half width ratio with the results 
of the Monte Carlo code for a uniform phase function between 0° and 5°. The horizontal 
axis is in units of au. 
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ABSTRACT 
We are carrying out parameterizations of Type 1 oceanic waters to Type 2 coastal waters and determining the effects of 

minerogenic matter on attempts to retrieve the backscattering coefficient from radiance and irradiance data. This new param- 
eterization involves the incorporation of suspended minerogenic matter into our ocean optical models. The deeply "lobed" 
backscattering portion of the volume scattering function for suspended minerogenic matter (clay-like and quartz-like) in coastal 
Type 2 waters has a profound effect on the upwelling radiance signal and therefore on algorithms that utilize upwelling radi- 
ances. Clay-like minerogenic matter can create a 200% overestimate of the backscattering coefficient for Air Mass 1 conditions 
and a 50% underestimate of the backscattering coefficient under Air Mass 2 conditions in the surface layers of coastal waters. 
Quartz-like minerogenic matter, range of diameters 60 - 360 |im for size distributions typical of California and Florida, stirred 
up with and added to suspended clay-like particles, will radically alter further the backscattering shape factor and the error of 
inversion of the backscattering coefficient. In this case a nearly 30% error of underestimate results in the surface layers that then 
increases with depth to more than a 15% overestimate of the backscattering coefficient under Air Mass 1 conditions. There is 
then a 20% overestimate at all depths under Air Mass 2 conditions. 

Keywords: scattering, backscatter, remote sensing, coastal ocean modeling 

2. INTRODUCTION 
As part of the Littoral Optical Environment Program (LOE) of the Naval Research Laboratory, we are interested in predictive 

optical models of the coastal ocean. This is the type 2 water defined by Morel1 as being significantly influenced optically by 
minerogenic matter. Such matter makes a very complex optical environment in contrast to the relatively simpler open ocean 
water type. Among the difficulties of investigating type 2 waters is the rapidity with which the suspended materials can be 
changed by advection (such as longshore currents), wave disturbance, internal waves or solitons, and similar processes. We 
demonstrate some of the rapid changes that occur optically as well as underlying causes of variability and inaccuracy in algo- 
rithms developed for the open ocean that have been applied to the coastal ocean. We have shown in the LOE program that some 
of these algorithms for inverting optical properties are extremely inaccurate. 

An optical parameter of importance is the backscattering coefficient bb( X,z) which is the subject of many inversion algo- 
rithms and studies26. This parameter is a useful measure of suspended matter in the oceanic hydrosol and its nature is important 
not only for passive remote sensing but also in the interpretation of the return signals for active remote sensing and laser 
bathymetry. The backscattering coefficient, especially in shallow coastal waters, is strongly influenced by the shape of the 
backscattering lobe of the volume scattering function, ß (y,X,z), for the marine hydrosol. The upwelling light signal (both active 
and passive) is essentially generated by single scattering off suspended particulates and thus the relative placement of "peaks" 
and "troughs" in the backscattering lobe will directly influence the strength of the upwelling optical signal. The suspended 
mineral matter in the coastal hydrosol will be predominantly clay-like and quartz-like material depending on local coastal 
conditions. Shifrin7 has reported distinct peaks and lobes in the backscattering portion of the volume scattering function for a 
polydisperse array of clay-like particles of refractive index 1.15. There are distinct peaks in backscattering at 175°-180° and also 
at 100° -120°, described by Shifrin as rainbow and glory effects. To our knowledge, the effects of these irregularities in the 
backscattering lobe have been largely ignored8. Nearly all algorithms that attempt to retrieve the backscattering coefficient from 
inverting irradiance data make the assumption that the backscattering function is of uniform shape. 

We have been using concepts derived from the Zaneveld's algorithm5 on Monte Carlo simulations of the radiative transfer 
equation to evaluate the effects of variations in the volume scattering function on the efficacy of inversion algorithms for the 
backscattering coefficient.  The Zaneveld algorithm is an accurate derivation from radiative transfer theory that relates the 
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radiances and irradiances of the marine hydrosol to the inherent optical properties of the hydrosol. Any errors found from 
applying this algorithm can be considered the "best case" for accuracy of retrieval of the backscattering coefficient from in- 
verted ambient irradiances and the nadir radiance8•'. All of the optical properties for the marine hydrosol and the light field itself 
are wavelength dependent and this will be considered implicit for the rest of the report. The Zaneveld algorithm utilizes a 
remotely sensed reflectance defined as RSR = L(rc)/E|Kl, the ratio of the nadir radiance to the downwelling scalar irradiance. In 
the derivation of this algorithm, a function called the backscattering shape factor, fh, is produced which has been shown to be a 
measure of the error in retrieval of the backscattering coefficient from a given hydrosol with given suspended components1'. Not 
only is the backscattering shape factor a measure of the error of inversion for the retrieval of the backscattering coefficient but 
it can also be partitioned. That is, the information available in our Monte Carlo simulations of the solution to the radiative 
transfer equation can be used to determine the contribution to the shape factor, or error of inversion, of each component of the 
hydrsosol. The shape factor is a function both of the inherent optical properties of the hydrosol and of the radiance distribution 
of the hydrosol. This makes the backscattering shape factor an apparent optical property. Thus it must be demonstrated that this 
apparent optical property can, in fact, be partitioned among the components of the hydrosol. We will demonstrate this in the 
next section and this partitioning will allow us to determine the importance of the suspended minerogenic matter in the accuracy 
and efficacy of inversion algorithms for the backscattering coefficient. 

3. PARTITIONING THE SHAPE FACTOR FUNCTION 
Consider the radiative transfer of the nadir radiance L(7t), no azimuth information needed 

_dLM=_cL(7l,z) + L*(7c,z), 0) 
dz 

where c is the beam attenuation coefficient, the sum of the absorption coefficient a and the scattering coeficient b while the path 
function 

p2jt rit 

L*(jc,z) = f Tß(7te,,<M)L(e\<t>',z)sine'd8,d<t), . (2) 
Jo    Jo 

or, focusing on the scattering angle, the difference between the nadir angle (7t) and the zenith angle (0') of the trajectory of the 
radiance contributing a scattering component to the nadir radiance, 

L * (TC,Z) = f * f ß(7C-0 ,z)L(0' ,<)>' ,z)sin0' d& d$  , (3) 
Jo    Jo 

where $' is the azimuth angle of the radiance contributing a scattering component to the nadir radiance. It has been shown 
elsewhere58 that the contribution of the path function to the nadir radiance implies a backscattering shape factor (fb) when 
attempting to invert the RSR, defined as L(7t)/Ei)d, to retrieve the backscattering coefficient bb 

f'K f2 ß (Tc-e ,z)L(8' ,Q ,z)sinff d6' d<t>' 
     Jo    Jo  fb(z) = ^ 57J5  ■ (4) 

This parameter measures the effect of "lobing" in the backward volume scattering function on the upwelling flux of the nadir 
radiance. That is, the denominator of Eq. (4) represents an "average" ß in the backward direction based on the assumption of 
uniformity in the backward scattering lobe. The numerator is, of course, the actual contribution to the nadir radiance by the 
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backward scattering from the volume scattering functions of all the components of the hydrosol. By and large, evaluation and 
analysis of such a function remains the job of the modeler. We are of course, making great strides in instrument development, 
who knows what the future holds? 

Since the b and ß functions are linear and additive, they can be partitioned as follows: 

bb(z)   =   bbw(z) + bbql(z) + bbm(z) + bbo(z) + bba(z) + bbb(z) 

ß(Y>z)   =   ßw(Y.z) + ßqI(Y.z) + ßm(Y,z) + ß0(y,z) + ß.(y,z) + ßb(y,z) 

where w represents molecular water, ql represents quartz-like material, m represents suspended minerogenic matter, o repre- 
sents suspended, paniculate organic detritus, a represents algae cells, and b represents bacteria. We can define a shape factor for 
each of these hydrosol components, molecular water for example: 

2      - 

_ Jo'
tJo

2ßw(^-e',z)L(e',(|)',z)sin0'de,d(t)' 
fbw(2) -   "i-2 £~U)    . (5) 

When we wish to partition fb into its component fbs, it is convenient to start with the numerator in Eq. (4). Thus, 

J^Jo
2ß(^—©',z)L(e" ,<)>■ ,z)sinG' d0' dcj>'   =   j*'j*fl„(n-& ,z)L(& ,Q ,z)sin8d&d$   + 

r2*r- 
Jo j^Jt-e'^Ue'^'^sine'de'dcl)'   + ... . 

(6) 

Each of the individual integrals in the RHS of Eq. (6) can be expressed in the same way as we do here for molecular water by 
rearranging Eq. (5): 

rTß»(7i-e''z)L(0'^''z)sine'de'd^ = fbjz).-^.Eod(z).    (7) 

Now by substituting Eq. (7) and similar terms into Eq. (4): 

In 
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b  (z)                      b   (z)                      b   (z)                     b (z)                    b (z)                     bjz) 
f (z) ■   —    +   f (z) ■  —    +   f (z) ■   ——   +   f_(z) ■   —— +   f (z) ■     +   fjz) ■     

271 " 2it '" 27t 2jc 2jt ?JL_ 
{{z)    = _ 

2K (9) 

And the final collection of terms gives us the partitioning of the total hydrosol shape factor into the shape factors for each 
hydrosol component 

b   (z) b  (z) b  (z) b (z) b (z) b  (z) 
f (z)    =    f (z) ■   —    +   f (z) •   —    +   f (z) ■   —    +   f (z) •   —— +   f (z) ■   —— +   fjz) •     

b <z) *' b (z) "" b (z) bK(z) bh(z) b((z) 

(10) 

We see that the total shape factor is not a simple linear addition of the shape factors for each individual hydrosol component 
in its interaction with the radiance distribution, but rather a sum weighted by the proportion of the backscattering represented 
by the particular hydrosol component. 

A partitioning of the backscattering shape factors for the observations in Hamlet's Cove, Florida before a storm event is in 
Table 1. 

Table 1. Partitioning of Backscattering Shape Factors: Hamlet's Cove Experiment, 
Air Mass 1,0 m depth, 532 nm, 6 March 1995 

f f f f f f f 
b Tolal b water b quartz-Ike      b miiK'nigenic b organic b bacteria b algae 

3.175       1.359      2.536      3.582 0.710     0.898        0.866 

(2.19%) (0.85%)  (84.6%)     (9.91%) (1.33%)     (1.08%) 

With a nearly zenith sun as utilized in the Monte Carlo model and a polydisperse Mie calculation for a clay-like minerogenic 
suspension, the clay-like suspension contributes about 85% to the total error of inversion of the backscattering coefficient. 

4. ANALYSIS OF 2 COASTAL SYSTEMS 
4.1 Methods 

The NRL Blue Water Model10, extended previously to cover Type 1 coastal wateriw is now being extended into Type 2 coastal 
waters. The extension will be complete when more comprehensive coastal surveys will have been incorporated. At present the 
model has been extended to cover aspects of California shallow coastal situations and aspects of Atlantic and Gulf Coast 
beaches. We have assumed a distribution of Clay-like particulates, 1 - 60 |im diameter, as shown in Fig. 1 and reported by 
Robert Arnone and Rick Gould for the nearshore area of Jacksonville, North Carolina during a Naval Research Laboratory 
(NRL) exercise on 25 April 1996. The distribution of minerogenic particulates (0.75 - 360 ^m diameter) we utilized is shown in 
Fig. 2 as reported by Collin Roesler for the NRL exercise off Oceanside, California, 21-25 October 1995 and extrapolated to 
smaller diameters. The total minerogenic distribution for Hamlet's Cove, Florida is shown in Fig. 3 and represents the data for 
5 - 60 |im reported by Collin Roesler, extrapolations to smaller diameters, and the data for 60 - 360 |J.m diameters was interpo- 
lated and incorporated from a size distribution for beach sand near Panama City, Florida collected by Robert Arnone. The beach 
sand size distribution reported by Arnone had a distinct mode at 220 |im diameter. Data on absorption of all components for the 
exercises at Oceanside and Hamlet's were available as was chlorophyll concentration. The chlorophyll concentrations were 
utilized to determine the scattering contribution of algal cells, organic matter, and bacteria. These components were then 
subtracted from the totoal hydrosol scattering to determine the scattering coefficient attributable to suspended minerogenic 
matter8. Because of an interest in active remote sensing, the wavelength used in all simulations was 532 nm. 

41 



The model simulations were conducted at solar zenith angles of 11 ° (Air Mass 1) and 60° (Air Mass 2) with 27.4 % and 43.7% 
respectively of the global radiation due to skylight". All simultions were homogeneous with a flat water/air interface. The 
Monte Carlo code has been extensively verified12. The radiances and irradiances generated by the Monte Carlo model utilizing 
the input of the inherent optical properties of the extended NRL optical model are combined during the simulation to calculate 
the backscattering shape factors fh. If there is not significant interaction between the shape of the backscattering function and the 
radiance distribution, then the value of f„ is 1.0. Any value below 1.0 represents a percentile underestimate of the backscattering 
coefficient while any value greater than 1.0 represents a percentile overestimate of the backscattering coefficient". The volume 
scattering function for the minerogenic matter was determined from Mie calculations on the diameters reported for suspended 
sediment from the two experimental areas1115. A refractive index of 1.15 was assumed for the clay-like suspension and a 
refractive index of 1.25 was assumed for the quartz-like suspension. The size distributions were used to combine the Mie 
calculations of the individual particle diameters into a polydisperse calculation714. The volume scattering function for the clay 
polydispersion is in Fig. 4, while the volume scattering functions for the Clay/Quartz suspensions of Oceanside, California and 
Hamlet's Cove, Florida are in Figs. 5 and 6. Optical Parameters utilized in the simulations for the two coastal areas are in Table 
2. 

Table 2. Optical Properties of Field Sites Utilized in Monte Carlo simulations 

Hamlet's Cove, Florida 

Before Storm Event, 2-6 March 1995 

Hamlet's Cove, Florida Oceanside, California 

After Storm Event, 9-14 March 1995 25 October 1995 

Chlorophyll: 8 mg/m3 

a(532) = 0.3033 nr1   b(532) = 2.86177 nr1 

Chlorophyll: 5 mg/m3 Chlorophyll: 3 mg/m3 

a(532) = 0.4972 m-' b<532) = 4.3172 nr' a(532) = 0.5 nr1 b(532) = 3.5 nr1 

ba(532) = 0.2712 m-1 

bbo(532) =0.1033 nr' 

bo(532) = 0.2692 nr1 

b (532) = 2.1876 m-1 

ba(532) = 0.1695 nv' 

bJ532) = 0.08087 nv1 

bo(532) = 0.2374 nr1 

bm(532) = 3.7989 nr1 

b (532) = 0.1017 m-' 

b. (532) =0.062008 nr' 

b (532) = 0.6220 nr1 

b (532) = 2.68377 m-' 

4.2 Results 
A major event during the observations of Hamlet's Cove, Florida was a heavy storm which occurred during the dates of 6-9 
March 1995 (Table 2). We assumed that for the period preliminary to the storm that a predominantly clay-like suspension would 
hold for the minerogenics while for the period just after the storm there would be significant sand stirred up and mixed with the 
clay-like suspension. The chlorophyll levels dropped after the storm and the scattering coefficient increased. The backscatter- 
ing shape factor for the pre-storm period (predominantly clay-like suspension) showed a value of 3.175 at the surface and a 
decline to 1.09 at 3 meters for Air Mass 1 conditions. For Air Mass 2 conditions the backscattering shape factor was 0.495 at the 
surface and gradually increased to 0.873 at 3 meters depth. The post-storm event (mixed clay/quartz suspension) had backscat- 
tering shape factors of 0.744 at the surface with a gradual increase to 1.186 at 3 meters for Air Mass 1, while the backscattering 
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shape factor was approximately 1.2 or greater for all depths at Air Mass 2. All the above values are found in Table 3. 

Table 3. Backscattering Shape factors, fb, Hamlet's Cove, Florida 

Before Storm Event After Storm Event 

Depth 
Clay-like Quartz/Clay-like 

(m) Air Mass 1 Air Mass 2 Air Mass 1 Air Mass 2 

0.00 3.175 0.495 0.744 1.234 

0.25 2.628 0.582 0.891 1.232 

0.50 2.241 0.650 0.985 1.237 

0.75 1.956 0.701 1.046 1.236 

1.00 1.742 0.740 1.089 1.231 

1.25 1.578 0.770 1.118 1.226 

1.50 1.449 0.794 1.138 1.221 

1.75 1.351 0.813 1.155 1.215 

2.00 1.273 0.830 1.164 1.210 

2.25 1.211 0.844 1.172 1.208 

2.50 1.162 0.856 1.179 1.206 

2.75 1.121 0.864 1.182 1.205 

3.00 1.090 0.873 1.186 1.203 

During the Oceanside exercise the scattering coefficient increased greatly over a very short period and the optical properties 
for this rapid increase are in Table 2. To effect comparisons between Hamlet's Cove and Oceanside, we maintained the same 
optical properties for Oceanside but changed the volume scattering function. In Table 4. we have backscattering shape factors 
recorded for a clay-like minerogenic suspension and a mixed Clay/Quartz suspension under Air Mass 1 and 2 conditions. 

Table 4. Backscattering Shape Factors, fb, Oceanside, California 

>epth 
Clay- ■like Quartz/Clay -like 

(m) Air Mass 1 Air Mass 2 Air Mass 1 Air Mass 2 

0.00 3.039 0.516 0.727 1.130 

0.25 2.434 0.614 0.856 1.172 

0.50 2.034 0.684 0.942 1.196 

0.75 1.758 0.734 1 .000 1.205 

1.00 1.559 0.770 1.040 1.206 

1.25 1.414 0.798 1.070 1.205 

1.50 1.306 0.819 1.092 1.202 

1.75 1.225 0.837 1.109 1.196 

2.00 1.164 0.852 1.121 1.195 

2.25 1.118 0.865 1.132 1.189 

2.50 1.081 0.875 1.139 1.189 

2.75 1.053 0.884 1.145 1.185 

3.00 1.032 0.893 1.151 1.182 

43 



For the simulation with a clay-like minerogenic suspension the backscattering shape factor is 3.039 at the surface and 1.032 
for Air Mass 1 conditions while the shape factor is 0.516 and slowly increasing to 0.893 for Air Mass 2 conditions. For the Clay/ 
Quartz suspension the backscattering shape factor is 0.727 at the surface and increases slowly to 1.151 at 3 meters under Air 
Mass 1 conditions while the shape factor is 1.13 at the surface and mostly at a value approaching 1.2 for all other depths for Air 
Mass 2 conditions. 

5. DISCUSSION 
We illustrate here some of the difficulties in determining a general model for Type 2 coastal ocean waters. We have much 

work to determine the probable nature of the suspended minerogenic matter and furthermore the effects of this suspended matter 
on our optical inversion algorithms. The storm event at Hamlet's cove delivered significant amounts of resuspended minerogenic 
matter to the coastal hydrosol in a matter of a day or so while solitons or internal waves at Oceanside increased scattering by an 
order of magnitude, presumably by increasing the suspended minerogenic matter, in a space of a few hours. The studies 
reported here demonstrate by how much the accuracy of open ocean algorithms for retrieving the backscattering coefficient may 
be degraded. The nature and amount of degradation will depend on the nature of the suspended minerogenic matter. 

We assumed that the clay-like suspension (Fig. 1) was representative of a coastal system for which larger and denser materi- 
als had settled out. The volume scattering function determined for this suspension type exhibits a very strong backscattering 
peak at 180° (Fig. 4) which creates significant over estimates (200%) of the backscattering coefficient (Tables 3 and 4), both for 
Hamlet's Cove and for Oceanside. As the light field penetrates, the backscattering shape factor indicates a decreasing error of 
inversion for a high sun (Air Mass 1). As the radiance field becomes more diffused, the error situation for the high sun becomes 
less serious as the potential backscatter into the nadir radiance occurs more and more between the angles of about 140°- 150° off 
the scatter axis and less energy is returned in the nadir direction for these angles. Thus the "trough" balances off the "peak" in the 
backscattering function and the error is minimized under these conditions with depth. However, for Air Mass 2, the region of 
strong interaction of the backscattering function with the radiance distribution is now the region of the "trough" only and there 
is an underestimate of 50% at the surface that ameliorates to an underestimate of 10 - 15% with depth (Tables 3 and 4). 

We utilized the mixed Clay/Quartz distributions for situations that would appear to be affected by vigorous resuspension of a 
sandy bottom. The storm event provided convenient controls for Hamlet's Cove while we simply utilized the Clay/Quartz 
distribution for the same optical conditions as the Clay-like distribution for Oceanside. When suspended quartz sand is added to 
the particle distribution, the volume scattering distribution is radically altered (Figs. 5 and 6). Now the peaks in the backscatter- 
ing function occur at about 125° and 150° and the region of 180° can be considered a "trough." The sand distributions were 
different for Hamlet's Cove and Oceanside (Figs. 2 and 3) but this had no effect on the Mie calculations for the volume scattering 
function (Figs. 5 and 6). Now the error of inversion for the high sun is a significant underestimate of about 25% in the surface. 
However, as the light field penetrates deeper, the more diffused radiance field interacts with the backscattering peaks in the 
region of 150° and creates an overestimate error of about 15 - 20% with depth. Here the error increases with depth and doesn't 
simply approach an "averaged" or "compensated" error situation that would help an inversion algorithm. For a low sun (Air 
Mass 2) a nearly 20% error of overestimate persists for all depths and for both field sites. The interactions here are with the 
backscattering peaks at 125° and 150° and the error remains constant with depth as the radiance distribution remains nearly 
constant with depth. 

Thus, the potential errors in inversion are a function of both the nature of the suspended minerogenic matter and the solar 
angle. We see some encouragement in the fact that the optical interactions of the different types of suspended matter are fairly 
consistent between the 2 different field sites. 

7. SUMMARY 
1. The deeply "lobed" backscattering portion of the volume scattering function for suspended minerogenic matter (clay-like and 
quartz-like) in coastal Type 2 waters has a profound effect on the upwelling radiance signal and therefore on the retrieval of the 
hydrosol backscattering coefficient. The minerogenic matter makes at least an 85% contribution to the error of retrieval. 

2. Clay-like minerogenic matter, range of diameters 1 - 60 u.m and of size distribution typical of wave-washed near shore coastal 
waters, exhibits pronounced backscattering peaks in the regions 100°- 120° and 175°- 180° off the scattering axis. This can 
result in a 200% overestimate of the backscattering coefficient for Air Mass 1 conditions and a 50% underestimate of the 
backscattering coefficient under Air Mass 2 conditions in the surface layers of coastal waters. 
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up with and added to suspended clay-like particles, exhibits peaks in the backscattering function at 122°- 125° and 152°- 156° off 
the scattering axis. There is a distinct "trough" in the region of 180°. This results in a nearly 30% error of underestimate of the 
backscattering coefficient in the surface layers that then increases to about a 15% overestimate of the under Air Mass 1 condi- 
tions. There is then a 20% overestimate of the backscattering coefficient at all depths under Air Mass 2 conditions. 
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Figure 1. Particle size distribution for near shore wave-agitated region, Jacksonville, NC. 
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Figure 2. Particle size distribution for near-bottom nepheloid layer, Oceanside, CA. 
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Figure 3. Particle size distribution constructed from Oceanside, CA nepheloid layer and beach sand distri- 
bution from Panama City, Florida. 
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ABSTRACT 

We have investigated numerically and experimentally the scattering of a light beam by turbu- 
lence. We compare the effects of scattering by typical coastal and oceanic particulate distributions 
with those of turbulence-induced scattering. We find that turbulence can dominate scattering up 
to 5-10° for the coastal region and for the upper layer of the open ocean. Our preliminary experi- 
ment confirms predictions that the frequently observed in situ high values of the volume scattering 
function at small angles are related to scattering on turbulent inhomogeneities in seawater. The 
ability of turbulent flow to scatter light more than particulates at small angles affects underwater 
visibility. Current models of underwater visibility account only for the effects of particulates and 
totally ignore the effects of turbulence. Here we show, with the support of the older experimental 
data, that turbulence can limit the resolution to an object of size 1 m over a viewing distance of 
10m for strong coastal turbulent regimes. 

1. INTRODUCTION 

It has been proposed that the propagation of light in the ocean is affected by the presence of 
particulates and by inhomogeneities in seawater density caused by turbulence Yura1. We refer to 
any process by which the direction of an individual photon is changed as scattering. In seawater 
the light beam direction can be changed either by interaction with water inhomogeneities or par- 
ticulates. The basic quantity describing the scattering ability of the medium is volume scattering 
function (VSF) ß{9). The goal of this work is to compare the properties of the near-forward 
scattering on particulates and temperature inhomogeneities in seawater. 

2. INTERACTION OF LIGHT WITH TURBULENT INHOMOGENEITIES 

Maxwell's equation governs the propagation of a light beam through the turbulent medium. 
The magnetic preambility of water is negligible while the dielectric constant (refractive index) is 
assumed to be space variant and the effect of depolarization is negligible. If backscatter is not 
important, then light propagation is described by the parabolized (diffusion-like) Helmholtz equa- 
tion Bogucki2. For small propagation distances L this equation can be simplified to geometrical 
optics approximation where the light phase change across the turbulent flow is proportional to the 
integral JQ n(x, y, z)dz, where n(x,y,z) is the index of refraction. The index of refraction must 
be known in order to describe the interaction of light with turbulence. We obtain n(x,y, z) by 
numerically simulating temperature in water. 

Since most geophysical flows have a large range of scales (dependent on the Reynolds number of 
the flow) we must first determine which spatial scales of the flow are relevant for light scattering; 
in the ocean temperature variability ranges between 1 mm and 1 m.   It can be shown (see for 
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example Tatarski3) that the largest contribution to scattering comes from the smallest scales 
present in the turbulent field. Thus any numerical simulation of the temperature fluctuations used 
to investigate light propagation in the turbulent flow must reproduce the smallest scales correctly. 
We chose a model of homogeneous and isotropic turbulent flow to describe the inhomogeneities of 
the temperature field - Bogucki4. 

The most important quantity, from a light propagation standpoint, is the rate of dissipation 

of temperature variance, x (x = (dT'/dx)2^ where T" is fluctuating temperature ), which is 
routinely measured in the ocean. The physical meaning of \ is the rate at which the temperature 
fluctuations dissipate to uniformity. The spatial size of the smallest temperature structure, 77 , is 
determined by another turbulent parameter, the rate of dissipation of turbulent kinetic energy, 
e, such that 77 ~ (^3/e)4 where u is the the kinematic viscosity and is approximately equal to 
10~6m2/s. Typically x ranges from 10~2 ° C2/s a few meters below the surface Farmer5 to 10~8 

°C2/s in the mid water column. The range for e is from 10~4m2/.s3 in a fairly energetic upper 
layer to 10_9m2/s3 in mid water column Anis6. 

After scaling the strength of temperature fluctuations in the computational domain given the 
values of x and e we calculate the light beam phase distortion on the exit plane of the computational 
volume. We then calculate VSF for different turbulent flows characterized by different x and e. 

To confirm our calculations, we have carried out a preliminary tank experiment Bogucki2. The 
most important outcome of the experiment is the confirmation that turbulence dominates scat- 
tering at small angles, 0(1°), for typical concentrations of particulates. Scattering is thus well 
represented by our numerical DNS database. In spite of large uncertainties in the turbulence 
quantities of the experiment, the observed scattering was highly consistent with the numerically 
simulated VSF. 

We can estimate the values of x and c for specific flow regimes using the following dimensional 
arguments. If we assume that x is driven by the mean large scale temperature gradient, ST, and 
the turbulent time scale {u'/L) (where u' is the typical rms current velocity and L is a length 
scale such as the depth of the water column or the mixed layer, about 10 m in the coastal region), 
we obtain the relationship x ^ ST2/(u'/L). From this argument, a maximum value for x is 10~2 

°C2/s. This is consistent with measurements in the upper few meters of open ocean. The coastal 
value of c can be given analogously by e ~ u3/L and can be as high as 10~3m2/s3. Using a range 
of typical values of e and x (10~9 - 10-2 °C2/s), we have estimated the VSF for conditions which 
are likely to be encountered in a turbulent patch in the coastal region (Figure 1). 

3. SCATTERING ON PARTICULATES 

We have used the VSF standard for open ocean water Hodara7 and a particle size distribution 
that is characteristic of coastal waters Brown8. The standard small angle VSF form for open ocean 
waters (with no turbulence) is given by ß(6) = e0/2n(92 + 6>2)3/2 with 6Q = O.OZrad. The slope of 
the entire (cumulative) coastal particulate size distribution is -3. The VSF corresponding to the 
particulates of coastal and open ocean sites has been calculated and is also plotted in Figure 1. It 
is clearly shown that in our simulations of the coastal zone, turbulence scattering can dominate 
to angles as large as 5°. 
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Figure 1: Comparison of VSF due to oceanic turbulence and due to typical open ocean partic- 
ulates. Turbulence scattering dominates light propagation in the coastal ocean at angles smaller 
than 5°, and for angles smaller than 10° in the upper layer of the open ocean. 

4. LIMIT OF UNDERWATER VISIBILITY IN THE PRESENCE OF TURBULENT FLOW 

4.1. Mean scattering angle of a light beam 

We use the geometrical optics approximation to quantify the relationship between the root- 
mean-square spread of the light beam and the x- We assume that the light beam is traversing 
a domain filled with discrete eddies consisting of fluid with slightly different temperature than 
ambient. We will focus on a typical eddy, whose size / is much larger than the wavelength. The 
considered light beam will undergo refraction on boundaries of the eddy. For a single refraction 
event we apply Snell's law which relates the incident angle of the light beam 0X to the refracted 
angle 02: nisin(6i) = n2sin(ö2), where «i and n2 are the index of refraction of the eddy and 
ambient fluid respectively. For small incidence angles: ni8x ~ n202. We define the change of 
the refractive index An and the beam deflection angle A0 as: AO — 02 — #i, An = n2 — n\. 
Substituting them into the previous equation and simplifying we obtain: A0 ~ An for the eddy. 
The beam deflection over a short path-length L (short in a geometrical optics sense), A0L, is 
A0jr, ~ L/lAn. This result tells us that the contribution of a single eddy to the beam scattering 
angle is proportional to the change in the refractive index across the eddy. Since we are interested 
in the averaged beam spread over a given path-length, the root-mean-square angle of the beam 
spread a is defined as: a = A02

L*. From above considerations and the definition of x (given 
above) 

CT~L/ZÄö2*~L//Ä1?*~L2^~X*» (1) 

Thus the root-mean-square angle of the beam spread a is proportional to the dissipation rate 
of the temperature fluctuations, \-  It 's known (from the MTF approach to visibility) that a 
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depends on the propagation distance R as: a2 

one, we obtain: 
<7Q R/R0. Combining this relation with previous 

a = a0 S/R/RQ y^/^ (2) 

where a0 is the root-mean-square angle of the beam spread for the beam traversing a range R0 

where the rate of dissipation of temperature fluctuations is Xo- This relationship requires an 
experimentally known 'standard' a0 corresponding to measured #0 and Xo- Presently the only 
available data are from the thesis of Hodgson9 and from Mertens10 From the experimental data 
of Hodgson9 we find a0 = 10~4rad for distance R0 = lm and Xo = 10-8 °C2/s. A similar value of 
cr0 = 10~4rad was estimated by Mertens10 for "relatively clear and thermally quiet fresh water". 

4-2.  Underwater visibility limitation due to turbulence 

Having estimated a0 for a given distance and Xo we can find the value of the rms beam scattering 
angle and estimate the resolution for realistic propagation distances and for typical environmental 
values of x- Large values of x for the coastal zone are associated with thermally-stratified portions 
of the water column and range typically between 10~5[°C2/s} and lfr4[°C2/s]. In a typical vertical 
profile for the Southern California shelf in 60 m deep water x attains a value of 10"4[°C2/s] between 
40 m and 50 m depth with a background value of 10~7 [°C2/s]. In the vicinity of large scale vertical 
temperature gradients and of strong currents, x is likely to be high. Thus the coastal zone is more 
likely to have a large value of x than the deep ocean and xs of order = 10~3 °C2/s could be 
observed due to mixing by long internal wave propagating near the bottom. 

Using the derived formula for a and the above estimated values of x we have calculated the 
mean beam spread angle and effective resolution, at the distance 10 m from the object (Table 1). 
Results indicate that resolution may be as low as lm for strong turbulence. 

Table 1. Beam spread and resolution for various coastal environmental conditions at 10 m range from the bottom 

corresponding to coastal measurements of \. 

Conditions 

Weak turbulence 

Typical turbulence 

Strong turbulence 

X[deg2/s] 

10" 

10" 

10" 

a[deg] 

0.06 

1.8 

5.7 

Resolution [cm] 

32 

100 

5. CONCLUSIONS 

• Turbulent scattering may dominate particulate scattering up to 5° in the coastal zone and 
to 10° in the upper layer of the open ocean. 

• Experimental estimates imply that turbulence may limit underwater visibility in coastal 
conditions. 
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Abstract 

Anisotropy in the polarization state of backscattered light from a polarized beam incident on 
suspensions in water analogous to hydrosols in seawater has been observed experimentally. 
Viewed through an orientated polarizer, characteristic patterns in the backscattered light are 
produced. We wish to present the results of Monte Carlo simulations of these physical effects 
demonstrating excellent agreement with published and unpublished experimental observations. 
These simulations show that the effects observed are produced by the incoherent scattering of light 
in the range of volume fractions reported and that this treatment should allow predictions to be 
made about the application of this technique to ocean probing lidar. 

Keywords:   lidar, polarimetry,  Monte Carlo,  incoherent scattering,  polarization anisotropy, 
Mie scattering, Rayleigh scattering, remote sensing, laser light scattering, 

1.  Introduction 

The observation by Pal and Carswell1-2 of polarization anisotropy in the backscattered light 
from a laser beam incident on water droplet clouds and aqueous suspensions of polystyrene 
spheres has important ramifications to remote sensing in the atmosphere and ocean. Fig.(la) 
shows the total light return without the aid of an analysing polarizer compared with the returns 
observed with polarizers orientated parallel and perpendicular to the incident beam's direction of 
polarization in the case of an artificially generated cloud of water droplets. Immediately one sees 
the characteristic polarization cross observed when laser light is focused on a human eye3 and the 
returned signal is viewed through a polarizer in the perpendicular configuration, strong evidence 
that it is scattering in the different regions of the eye and not gross geometrical features of the eye 
which produce these anisotropies in the backscattered light. 

Fig. (lb) shows the systematic investigation of these polarization patterns in the 
backscattered light using suspensions of polystyrene spheres in water. Since it is the size 
parameter that determines the single scattering characteristics in a Mie calculation, this quantity is 
used to label the individual observed patterns. Clearly the crossed polarizer configuration shows 
minimal variation with increasing size parameter. Since exposure times are arbitrary, perceived 
differences in the crossed orientation examples must be discounted. The qualitative change in the 
shape of the parallel orientation cases is quite striking. One sees that in the case of the smallest size 
parameters a horizontal bar is formed with its long axis perpendicular to the incident polarization 
direction. As the size parameter increases there is the formation of a bar along the incident 
polarization direction leading the pattern to assume a "+" appearance. This trend is very suggestive 
as the basis for a means of determining size parameters by polarimetric methods. 

Also of interest is the work done by M. Dogariu and T. Asakura4-5. They have recorded 
the appearance of the patterns produced in the case of a crossed analyser configuration and 
attempted to explain this appearance using a coherence theory. We believe that such a treatment 
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Fig.(l). Observed polarization anisotropy in the backscattered light from water droplets and from 
polystyrene spheres in suspension as reported by Pal and Carswell.' 
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may be useful when interparticle separations in the suspension become quite small. However, 
when the turbity is low as in clear ocean waters we expect that an independent scattering treatment 
will produce the correct quantitative behavior observed in all analyzer orientations. 

2. Double-Scatter Calculation 

Since we expect a diminished degree of polarization for multiply scattered photons, it is 
interesting to examine the case of doubly scattered photons and calculate the patterns produced 
when only the second scatter contribution is considered. This calculation produces all the 
qualitative features reported in Pal and Carswell1-2 for both analyzer orientations. 

Initially we inject the photons with a Stokes Vector referenced to the y-z plane. If the 
polarization is parallel to the y-axis then the Stokes Vector is, 

/, inc 

(1\ 

1 

0 

\0j 

(1) 

In Fig.(2) one sees that to observe the return at a surface point whose radius vector makes an angle 
of <}> with the y-z plane we need to first rotate the initial Stokes vector into the scattering plane. 
Then one must modify the Stokes vector by two scattering operations whose scattering angles are 
supplementary. It is then useful to rotate the Stokes vector back into the y-z plane with the result 
that the final Stokes vector is merely the incident Stokes vector modified by the product of four 
matrices as, 

Ifin=R(4>)L{n-G)Uß)R(ili)h inc- (2) 

The calculation is simplified by the fact that for Rayleigh or Mie scattering the Mueller matrices 
have the form 

L(0) 

fa 

b 

0 

b 

a 

0 

0   0 

0 

0 

d 

e 

0\ 

0 

—e (3) 

and e = 0 for Rayleigh scattering. The final result may then be expressed in terms of the elements 
of the two scattering operations and the angle <|) of the exit point, 

Ifin = 

(aja2 + b]b2) + (ajb2 + a2b]) cos(2<p) 

(a]b2+a2b])cos(2(t)) + (a]a2+bjb2)cos2(2(j))-(d]d2-'e]e2)sin2(2(f)) 

-(ajb2 + a2b})sin(2(j)) - (ala2 + bjb2 + djd2 + e}e2)cos(2(l))sin(2(f)) 

(e]d2-d]e2)sin(2(l)) 
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(4) 

Using simple trigonometric relations and the substitutions, 

a - ajci2 + b]b2 

ß = afti + a^°l ^ 

7 = djd2 - eje2 

one sees that the first two Stokes vector elements for the backscattered light have the forms 

I = a + ßcos(2(j)) 

Q = ßcos^) + [^y[^)cos(4<p) ■ 

The intensities received by the detector with the analyser perpendicular and parallel to the incident 
polarization direction are proportional to the sum and difference of these first two elements as 
follows, 

Perp = I-Q = (^^-\l-cos(4(])))   , and (7) 

Para = I + Q = (^j1) + 2ßcos{2(f) + [^- )«w(40). (8) 

It is interesting to note in the case of perpendicular orientation that the characteristic "x"-pattern 
formed is independent of the size parameter. The four-lobed pattern is produced in the case of 
Rayleigh scattering as well. 

3.   Monte Carlo Results 

The results of a double scatter Monte Carlo calculation using the size parameters from Pal 
and Carswell are shown in Fig.(3). Clearly the numerical simulation captures all of the qualitative 
patterns observed in the backscattered light as viewed through the analyzers. Since the volume 
fractions and scattering coefficients are not reported in the Pal and Carswell articles, it is not 
possible to exactly simulate these cases. However, such close matching of the images with a 
second order Monte Carlo simulation suggests that the volume fractions were very low. 

4.  Conclusions 

This Monte Carlo technique produces excellent agreement with the observed polarization 
anisotropy in backscattered light in the case of laboratory produced suspensions. Since particle 
separations are smaller here than in the ocean we expect our simulations to be quite accurate in 
producing similar effects due to both elastic fluctuation and Mie scattering by paniculate matter in 
the water. 

We believe that the behavior observed in the parallel returns with increasing size parameters 
will allow us to remotely determine size distributions of particulate suspended matter. Also, the 
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Fig.(2). The geometry of a double scattering event which allows a photon to exit the sample 
along a radius making an angle of ty with the y-z plane. 

Size Parameter 0.57 1.70 5.00 45.36 

Perpendicular 
Orientation 

Parallel 
Orientation 

Fig.(3). Results of a Monte Carlo simulation when only second order scattering events 
contribuate to the backscattered light. The characteristic "X" pattern is produced when 
the analyser orientation is perpendicular to the polarization direction of the incident beam. 
Note the behavior of the parallel orientation returns with increasing size parameter. 
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contrast of the crossed polarizer orientation has shown a marked dependence upon the scattering 
coefficient and thus upon the volume fractions of the suspended particles. This will allow 
predictions to be made about determining particle concentrations from the perpendicular orientation 
once the size parameter distribution has been fixed by looking at parallel returns. 
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Models of light pulse propagation in water and determination of inherent optical properties from parameters of the 
transmitted pulse 
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ABSTRACT 

The simple analytical models for the front of laser pulse passed through the water layer, and for decay of the pulsed 
signal due to diffuse scattering of the pulsed light beam, are derived. It is shown that the whole set of water optical 
properties may be determined from measurements of temporal and angular distribution of the radiance on the beam 
axis 'at the given distance from a light source. 

1. INTRODUCTION 

The known methods of laser remote determination of water inherent optical properties (IOP) are based on analysis 
of the backscattering signal.However,a laser pulse passed through a water layer also carries the information on IOP. 
In particular, the existing theoretical models of light pulse propagation in turbid media with a strong anisotropy of 
scattering1-3 allow to determine the water scattering coefficient (b) (for the known water phase function) by the 
difference in durations of emitted and received pulses. It is possible in conditions when a received signal is formed 
mainly by directed component of underwater light field (ULF) ,i.e. light unscattered and scattered at small angles. 
Below is shown that the more complete information about IOP is available from measurements of pulse amplitude 
depending of receiving direction, and of pulse decay in conditions when received signals are formed by diffuse component 
of ULF. 

2. THE INFORMATIVE PROPERITES OF THE FRONT OF A SHORT LIGHT PULSE 

Monte-Carlo simulations of pulsed light beam parameters in sea water 4 shows that the front of the pulse with 
initial duration Ai0 < 10 ns passed through the water layer of optical thickness r < 20 -f 30 is formed mainly by 
unscattered and single scattered radiation. It allows to determine a rather simple relation between volume scattering 
function (VSF) of water ß($) and angle distribution of maximal (peaked) values of radiance Lm (0) on the beam 
axis. 

In particular, if the power of the emitted signal is expressed as 

'W^O1^)1^-!«!). (i) 

Ut)-I i.   <>o, 1W"\ o,    *<0, 
then above-mentioned relation will be determined by the formulae 

r vWexp(-cr)   _.„.„,„, 

..(. —„-x{ v-r.  /<;. 
N /sin fl + sin 90       \ r 

1      2   V sin(0 + 0o)       V   ' N ~ vAt0 ' (3) 
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where  6   is the angle of the ray deviation from the beam axis direction,   W-  the emitted pulse energy,  At0-  the 
half-duration of the initial pulse,  20o -  the initial beam divergence angle,  v = 2,25 • 108 m/c-  velocity of light in 

SPIE Vol. 2963 • 0277-786X/97/$10.00 



water, c - attenuation coefficient of water, r- the distance between the light source and the receiver. In this case 
the tadiance takes its maximum in the time moment 

tm = r/v + Atm(0),   Atm = {   *£•/>     ff^\ (4) 

The shift of the signal maximum Atm in dependence on angle 6 is shown on Fig.l. The foregoing formulae were 
derived on the assumption that cvAt0 < 1 , At0 < r/v , 9 » 00 . They allow in principle to retrieve the scattering 
phase function (SPF) of water p(6) with angle resolution of the order of ~ 90  from the measured dependence Lm (0) 

using the equations: 
p(9) ~ Lm(0) I* {9)   . (5) 

- f p(9)sin9d9=l . (6) 

o 
The weight function <S>(0) for several values of 90 and N is shown on the Fig.2. Under conditions Nsm00 < 

1, ?r - 0 » N sin 0O for determination of SPF, a very simple equation may be used 

p(0) ~ sinö • Lm{9) . (?) 

For testing the considered model of the pulse front forming, we used experimental data obtained by the Gol'din's 
group from Ocean Optics Laboratory of P.P.Shirshov Institute of Oceanology 5 . Fig.3 demonstrates the results of 
SPF-retrieval (using Eq.7) from peaked values of radiance on the beam axes, measured at the distances r = 25, 50 
and 75 m in the Indian Ocean. The SPF measured in the same region by standard method is also shown. Taking 
into account that receiving angle in the experiment was about 10° ,the result of SPF retrieval may be considered as 
satisfactory. Retrieval of SPF for 9 > 90° by the use of Gol'din's experiment turns out impossible since the beam 
"corn" fell entirely in the receiver's view. 

3. THE INFORMATIVE PROPERTIES OF THE DIFFUSION COMPONENT OF A PULSED 
BEAM 

A specified information on water optical properties can be obtained from the measurement of the pulsed radiance 

in the direction Tl ,which forms a rather large angle with the beam axis (F0) • 
This may be achieved owing to the existence of a rather simple relation between the time structure of the diffusion 

component (Ldij) of the pulsed ULF and the space structure of the directed component of the corresponding sta- 
tionary in time ULF. The mentioned relation emerges when calculating the diffusion component using the quasi-single 
approximation 3 . 

In this approximation the radiance of the diffusion component of ULF at the time moment t in the point f and 

in the direction   fi   is defined by the relation 

LdiJ (t,f,li) = f dt' J du'I dü" JLaa (t'y, n') 
-co 4ff 4* V 

x ß (T?', £? "\ LUJS (t - ?, r - f, - ü  - -If") dV   , 

where L,„ is the small-angle component of ULF of a pulsed beam, L"a
ps \t,ri - r2,Q\ - l?aJ  is the small-angle 

component of ULF in the point f2 and in the direction lh from the unidirectional point source (UPS), radiating at 

the time moment t ^ 0 infinitely short pulse with the unit energy from the point n in the direction fii . Taking 
into account the strong anisotropy of the fields Lta  , LUJS from (8) follows the approximate expression 

(8) 

°° /   —   \ 
Lat (<,r-, fl) = j dt' jE.a(t',f) ß (n0, «) 

-oo V 

xEu
sa
ps(t-t\r-*r',-n^d?r'   , (9) 
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where 

'rVPSdQ." Esa = JLsadQ'  ,E?fs = JL™ 

the unit vector   fio {?') characterizes the direction of the maximum of the field radiance L,a in the point r'  . 
We limit our problem by the analyses of the dependence Ldij on t in the time interval r/v < t < r/v + At,where 

At <C r/v .Then the expression for Ldij may be reduced to the sinle integral using the simplest model of the 
distribution of the scalar irradiance from UPS : 

£faPS («,r - r',Tl)=6(t- l/v)6(pi)exp(-a./) • 1 (/)   , (10) 

ae = a + b-b45 (11) 

*45 = ^   f p(B) sine de, (12) 

p=r' — f,l= f f2 p 1 , pi = p — /fi , a-absorption coefficient. This model ignores the effects of the small-angle 

scattering.The attenuation of the beam power due to the light scattering by large angles is taken into account by 
introducing the "effective" absorption coefficient ae , which as a rule slightly differs from a .because the typical values 
of the parameter 645 (the scattering probability for 6 > 45° ) lie in the interval 0,03 < 645 < 0,1 . The substitution 
of (10) to (9) leads to the formula 

Ldij (t, r,Qj=Jß fjf,, lf\ Esa (t - l/v , f- ll?} exp (-ael) dl   , (13) 

in which /?(•) depends on   flj = Qo I r' = r — /fi j 

Now we analyse the relation (13) based on the concrete model of distribution E,a (•)  . 
In the small-angle approximation the distribution of irradiance from pulsed collimated source has the form 

Esa(t,r) = W-Esa{r)exp(-aeZ)f(t-z/v)l(z)    , (14) 

where Wf(t) is the power of pulsed beam, E,a -exp(-ae*) is the distribution of irradiance from the continuous 
source with the unit power and with the directivity diagram similar to that of the pulsed source. At f(t) = 6(t) the 
substitution of (14) into (13) gives: 

Ldi] (t^,^ =r^-/?|lT','fiJexp(-ae^)^a(r')l(<i)  . (15) 

t\ = t — z/v , Q! = fi0 (r1) , f' = r — n i _ K . The calculation of the diffusion component of ULF with taking 

into account the finite duration of the probing pulse is reduced to smoothing the fine structure of distribution (15): 

oo 

Las (*,r, I?) = J f(t-t')L6
diJ (t',r,H\ dt' (16) 

The feasibility of Eqs. 15, 16 is limited by condition 

3(Arx)2(l-fi2)
3 » b<6l5>(vhf   , 

as well as by condition At0 > Ati or Att <^ Ar^ / v , where Ar||  and Arx are the scales of spatial inhomogeneity 

of distribution E,a  in the direction   Q   and in the perpendicular direction, 

T/4 

< oli >= i J e2p{e)smede (17) 
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is the variance of the scattering angle for 6 < 45° , At, is the broadening of the signal Esa (t) as it propagates from 

the source to the receiver. . 
The formulae (15) (16) relate the space structure of the continuous light beam with the form of the pulsed signal 

recorded in the fixed point of water medium.They show, in paticular, that the results of measuring the radiance of 
the pulsed light field in two different directions (0, =0,-1) may be used for defining the parameter ae and the 
irradiance distribution £3a(rx,z) in the transverse cross-section ( z = const ) of the narrow light beam. As it is 
follows from (15) (taking into account the weak dependence of ß on 0 at 6 ~ 90°  ) 

E,a(rx,z)= [i;^/?(J)]_1-exp(ae(2 + rx)) 

xLs
diJ(t1 = r±/v,rx = 0,z,Q2=0)   , 08) 

where rx is the distance between the point ? and the beam axis, L6
di} (•) is the radiance of the pulsed signal at 

the time moment t = (z + r±)/v on the beam axis ( rj. = 0 ) at the distance z from the source in the direction 
perpendicular to the beam axis ( II, = 0 ). To get the analogous relation for the case A<0 * 0 in the right part 
of (18) one must substitute LdiJ - Ldi} ,and the function E,a should be considered_as the distr.but.on of the 

irradiance from the continuous source having the transmitting angle (beam divergence) 26» = 20o + VMQ/Z , where 
20o is the transmitting angle of the pulsed source. 

It is seen from (18) that to define E3a together with the function Ldi} one has to know the parameter a, . In 
order to measure it one may use the back-scattering signal ( fi, = -1  ) on the beam axis. According to (15) 

vW 
Lau (t, fx = o, *, n, = -l) = — ß (») • exP (-o«"0 

*£,fl(o,z+^)-l(t,) (19) 

In the small-angle diffusion approximation under the condition that 

In (< B\5 > 130g) + In bez < bez < 2 J     < ^ > 
(20) 

we have , 
£Sa~|exp(-ri/5)   , (2D 

s=l-be<el5>z3 , (22) 

be= (1-645)6; (23) 

be is the effective scattering coefficient.In this approximation from (19) we obtain: 

Thus  the value of ae  and distribution E,a (rx) dependent on parameter d = be < 0|5 > are determined by the 
decay of'the signal Ldif  for fl, = 0, -1  . Therefore, the order of the retrieval of the entire set of IOP may be the 

following: 
1. p{6) is determined by Eq.5. 
2. Parameters 645 and < 0|5 > are computed by Eqs.12,17. 
3. ae is determined by Eq.24 . . 
4. Dependence Esa on rx  is defined by Eq.18 and on the basis of this dependence parameter be is determined. 

5' Scattering and absorption coefficients are determined by formulae 6 = —— j- f^T  ■    a = ae - 6 • 645 ■ 
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ABSTRACT 

Using the numerical radiative transfer model (Hydrolight 3.0), we investigate vertical changes in the average cosine of the 
underwater light field throughout the water column and into the asymptotic regime in the presence of Raman scattering. 
Results from these simulations show that Raman scattering strongly influences the asymptotic average cosine at wavelengths 
greater than about 500 nm in clear waters and 600 nm in more turbid waters. At these wavelengths both the vertical behavior 
and the asymptotic value of the average cosine differ drastically in the presence of Raman scattering as compared to source - 
free waters. In red wavelengths and in clear waters, the effect of Raman scattering on the average cosine is most pronounced 
and a quasi-asymptotic field may be present. Our radiative transfer simulations confirm that the asymptotic diffuse 
attenuation coefficients at excitation and emission wavelengths are equivalent in the presence of Raman scattering. Using 
Gershun's equation with a source, we identify a new parameter P* which is the ratio of scalar irradiance due to local inelastic 
scattering to total scalar irradiance. Similar to the asymptotic average cosine, P*« is only dependent on the inherent optical 
properties of the asymptotic field. 

Keywords: average cosine, Raman scattering, radiative transfer modeling, asymptotic regime, underwater light field, 
inelastic scattering, diffuse attenuation coefficient, Gershun equation 

1. INTRODUCTION 

Below sufficient depth in a source-free homogeneous ocean, the angular shape of the radiance distribution and the rate of 
decay of the magnitude of radiance are constant and depend only on the inherent optical properties of the water. This is 
referred to as the asymptotic field. In the asymptotic field, both the average cosine of the light field, fi, and the diffuse 
attenuation coefficients K for any radiance or irradiance are constant. The existence of the asymptotic regime was discussed 
by Preisendorfer1 and subsequently proven rigorously by Hpjerslev and Zaneveld2. However, underwater radiance at a given 
wavelength can include contributions not only from direct or elastically scattered solar radiation, but also inelastic sources 
such as Raman scattering. Stavn and Weidemann3'4 used Monte Carlo simulations of radiative transfer and showed an 
increasing effect of Raman scattering on \i as depth increases in the ocean. Gordon et al.5 and Gordon and Xu6 have 
provided analyses of the asymptotic field with Raman scattered light. Gordon et al.5 focused their study on the asymptotic 
diffuse attenuation coefficient K„ in particle free seawater in the presence of Raman scattering. They concluded that if the 
source-free diffuse attenuation coefficient at the excitation wavelength is less than that of the emission wavelength, then in 
the presence of Raman scattering the asymptotic diffuse attenuation coefficients at excitation and emission wavelengths will 
be equivalent. Gordon and Xu6 developed a method to solve for the asymptotic radiance distribution in the presence of an 
inelastic source. 

However, none of these studies have involved radiative transfer simulations in the presence of Raman scattering to the great 
optical depths necessary to reach the asymptotic field. In this study we perform such simulations through the water column 
and into the asymptotic regime and we present complete profiles of both the average cosine and the diffuse attenuation 
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coefficient. We have also found that Gershun's equation with a source provides a useful basis for understanding changes in 
the average cosine in the presence of Raman scattering. 

2. THEORETICAL CONSIDERATIONS 

We can gain insight into the effect of Raman scattering on the asymptotic field by considering Gershun's equation with a 
Raman source term, . 

JE0(Z,X )bR(/. ,X)dX 

P(z,a.)KE(z,X) = a(z,A.)-^ !~ra ' 0) 

where Kg is the diffuse attenuation coefficient for net irradiance, a is the absorption coefficient, E0 is scalar irradiance and 
bR is the Raman scattering cross section.  The wavelength of emission is symbolized by X, and the Raman excitation 
wavelength by X'. We define the term, 

JE0(z,X )bR(A,,A )dX 

**<*.*> = * EJIX) ' (2) 

which represents the ratio of local Raman scattering to total irradiance. If we assume that an asymptotic radiance distribution 
exists in a vertically homogeneous ocean, the asymptotic diffuse attenuation coefficient and the average cosine are depth 
independent, and Eq. 2 can be written as, 

iI«(X.)K«(»,) = a(X)-P*0.(X
,
IX). (3) 

Note that the ratio P*oJ,X\X) must become independent of depth as z->°°. As discussed by Gordon et al.5, Raman scattering 
will be important in the asymptotic field when in source-free conditions, Koo(X') < KoJiX). In this case, in the asymptotic 
field E0(X) will consist entirely of light which has been Raman scattered. Thus, the numerator of P^A-W) becomes 
proportional to the denominator via the asymptotic diffuse attenuation coefficient. Alternatively, if ¥Lco(X') > ¥i^(X), there is 
negligible inelastic scattering and P*oo(A.',X,) is zero. In this case, Eqs. 1 and 3 reduce to the well-known Gershun's equation 
for a source-free medium. 

3. APPROACH 

Our study is based on radiative transfer modeling. We used Hydrolight 3.0 code which is a numerical model for solving the 
radiative transfer equation.7-** An important feature of the Hydrolight code is that the accuracy of the solution does not 
decrease with depth. This feature is important to us because we can exactly solve the radiative transfer equation down to 
great optical depths including the asymptotic regime. 

In order to run the Hydrolight model, one must define the boundary conditions at the sea surface, the inherent optical 
properties of the water body and bottom boundary conditions. In our simulations the incident spectral distribution of 
irradiance9^0 a^j ^e angular distribution of incident radiance1* were modeled realistically. The sun was placed at 45° from 
the zenith and the sky was 70% overcast. There is a 5 m s"1 wind across the sea surface. To obtain approximately realistic 
values of the spectral absorption and scattering coefficient, we used bio-optical models based on the concentration of 
chlorophyll a, Chi. Three concentrations of chlorophyll are considered, 0.05, 0.5 and 5 mg m~3. The absorption coefficient 
was calculated according to the model proposed by Prieur and Sathyendranath1^ and later simplified by Morel.13 The 
corresponding model for the spectral scattering coefficient was given by Gordon and Morel14 and Morel.15 The phase 
function J3(\y) includes both molecular and paniculate scattering components (y is the scattering angle). A pure water phase 
function ßw(y) which is nearly isotropic was used for the water component.7 A particle phase function ßp(y), determined 
from measurements made by Petzold16 in San Diego harbor as described by Mobley et al.17, was chosen for the particle 
component. We assume a vertically homogeneous ocean where a(X), b{X) and ß(y) are independent of depth. The bottom 
boundary conditions are defined by assuming that the ocean is infinitely deep. Raman scattering was included in the 
simulations as described in Mobley' (Sect. 5.14 with typographic errors corrected). 

All of our calculations were made to at least to 35 optical depths and in some cases to over 100. The asymptotic field was 
assumed to be reached when fi varied vertically 1% or less between two consecutive discrete output depths. The simulations 
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were performed spectrally from 355 to 675 nm using 10 nm wide wavebands. Output is given for the nominal wavelengths 
that correspond to the center of the wavebands. 

4.1 Average cosine profiles 

4. RESULTS AND DISCUSSION 
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Figure 1. Profiles of jl(z) for three wavebands from 
simulations in the presence of Raman scattering (solid 
lines) and in source-free simulations (dashed lines) for the 
three Chi concentrations, 0.05 (A), 0.5 (B) and 5 (C) mg 
m"3. The dotted lines are the analytical values of £<„ 
calculated for source-free water. The numbers next to the 
profiles indicate wavelength in nm. 

Profiles of the average cosine for source-free simulations and simulations which include Raman scattering are presented in 
Figure 1. Three major patterns can be observed. First, at the blue wavelength, 455 nm, p!(z) is not affected by Raman 
scattering regardless of Chi. In simulations which include Raman scattering, the profiles of jl(z,455nm) are characterized 
by a small decreasejn the surface and then an exponential-like increase with depth to the predicted asymptotic value for 
source-free waters, \i„. Second, at the red wavelength, 660 nm, p[(z) is strongly influenced by Raman scattering for all Chi. 
The profile of |i(z,660nm) has a complex shape, characterized by a strong vertical gradient and a low asymptotic value. 
For the low and medium Chi concentrations, there is a quasi-asymptotic field between about 50 and 100 m, below which the 
deep asymptotic value is reached. Finally, the behavior of p!(z) at the green wavelength, 540 nm, shows the most 
complicated patterns in the presence of Raman scattering. At low and medium Chi, jl(z,540)profiles are affected by Raman 
scattering, which is reflected in the presence of a significant vertical gradient and a low asymptotic value. The influence of 
Raman scattering decreases with increasing Chi, so that at high Chi = 5 mg m"3, p[(z,540) behaves more like jl(z) at blue 
wavelengths with no discernible effect of Raman scattering. 

4.2 Asymptotic average cosine 

Figure 2 compares the spectra of the asymptotic average cosine in the presence and absence of Raman scattering. The most 
remarkable feature in Fig. 2 is that three spectral regions are observed in the curves: 1) at the shorter wavelengths in the 
visible spectrum, there is a negligible effect of Raman scattering on jI^CX) and ^«.(X.) is relatively large; 2) at the longest 
wavelengths, there is a strong effect of Raman scattering on $„(\) and the £„(*,) values are very low; and 3) between these 
two parts of the spectrum, there is a region where n„(A.) decreases significantly with wavelength. The wavelength at which 
the decrease in [1^(1) begins increases from 490 nm at Chi = 0.05 mg m"3 to 510 nm at Chi = 0.5 mg m"3 to 590 nm at 5 
mg m"3. 
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Figure 2. Spectra of fi^ for simulations which 
include Raman scattering (triangles) and for source- 
free simulations (circles) for Chi = 0.05 (A), 0.5 (B) 
and 5 (C) mg m~3. 

For all Chi concentrations at the shorter wavelengths Raman scattering has a negligible effect on fl«, its spectral behavior is 
governed by the single scattering albedo and the scattering phase function, just as for source-free waters. *° This is consistent 
with the pattern observed in vertical changes of p(z,410) in Fig. 1. At longer wavelengths JL,(A) is strongly affected by 
Raman scattering and its value is lower than the source-free values of fü,. These low values of p« result from the fact that 
the asymptotic field at longer wavelengths consists of Raman scattered photons and the associated Raman scattering phase 
function is nearly isotropic. As discussed for JI(z,660nm) in Fig 1, the vertical behavior of jl at longer wavelengths is 
characterized by relatively strong vertical gradients and a very low value of £„,. 

The value of £!<«, in the green part of the spectrum is most difficult to characterize because it is located within the region 
which shifts behavior with variations in inherent optical properties (or Chi concentration). For example, recall the behavior 
of jl(z,540nm) for the three different Chi. For Chi is 0.05 and 0.5 mg m~3, 540 nm is greater than the beginning of the 
decrease in pM(X) (490 nm and 510 nm, respectively) and both jl(z,540nm) and p„,(540nm) are strongly affected by 
Raman scattering (Figs. 1A and IB). When Chi = 5 mg m"3, the decrease in JÄ„(A.) begins at 590 nm, longer than 540 nm, 
and jl(z,540nm) as well as poo(540nm) show a negligible effect of Raman scattering (Fig. 2C). 

4.3 Profiles of P* 

Figure 3 shows profiles of P* for the low Chi concentration. At 440 nm, P*(z) is zero indicating that the contribution of local 
Raman scattering is a negligible portion of the total irradiance. This is consistent with the observation that p(z,455nm) and 
jl„(455nm)are the same in the presence or absence of Raman scattering (Fig. 1A and 2A). For this blue wavelength, Eqs. 1 
and 3 reduce to the well-known Gershun equation for source-free water. 

In the upper water column, P*(z,540nm) and P*(z,660nm) increase vertically as local Raman scattering becomes a greater 
proportion of the total irradiance. At approximately 150 m and 50 m for P*(z,660nm) and P*(z,660nm), respectively, the 
profiles become vertically constant. These depths correspond to the depth where jL, occurs in Fig 1 A. The profile of P*(z, 
660nm) confirms the presence of a quasi-asymptotic field, similar to that observed in the profile of jl(z,660nm). As 
discussed in Section 2, the asymptotic behavior of P* results from the spectral behavior of Koo. 
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Figure 3.   Profiles of P* for Chi = 0.05 mg rrT3.   The 
numbers next to the profiles indicate wavelength in nm. 
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Figure 4. Profiles of Kg for Chi = 0.05 mg m"3 from 
source-free simulations (dashed lines) and from 
simulations which include Raman scattering (solid 
lines). The numbers next to the profiles indicate 
wavelength in nm. 

4.4 Profiles of K 

The diffuse attenuation coefficient for net irradiance for 455, 540 and 660 nm is shown in Fig. 4. We have chosen to 
illustrate these three wavelengths because 455 is the center of the Raman excitation band for 540 nm and 540 nm is the center 
of the Raman excitation band for 660 nm. Note that for the source-free simulations, K00(455) < K<x,(540) < Koo(660). 
According to our earlier discussion, this indicates that in the presence of Raman scattering we expect Kco(455) = Koo(540) = 
Koo(660). 

For the simulation which includes Raman scattering, KE(z,660) is initially very large and solar light is attenuated quickly 
allowing Raman scattering to make an increasingly greater contribution to the light field with depth (see Fig. 3). This 
decreases the rate of attenuation of light at 660 nm, until it reaches the same value as that of the excitation band, 540 nm, 
KE(z,540nm) = KE(z,660nm). This occurs between 50 and 100 m and is the region of the quasi-asymptotic field observed in 
the profiles of P*(z,660nm) and £(z,660nm) (Figs. 3 and 1 A). However, as the solar light at 540 nm continues to decrease 
with depth, the contribution of Raman scattering at 540 nm makes a greater contribution to the irradiance decreasing the rate 
of attenuation of light at 540 nm. K£(z,540nm) therefore decreases until it reaches the value of it's excitation band, 455 nm. 
K£(z,660nm) follows the decreases in K£(z,540nm). In the asymptotic field all three values of K«, are equivalent. 

5. SUMMARY 

Our simulations have shown that Raman scattering has an important effect on both vertical changes in and the asymptotic 
value of the average cosine at wavelengths longer than about 500 nm in clear water and 600 nm in more turbid waters. At 
these wavelengths, vertical decreases in y. are accompanied by increases in P* as local Raman scattering accounts for a 
larger proportion of the scalar irradiance. Finally, the diffuse attenuation coefficient becomes equivalent to the diffuse 
attenuation coefficient at its Raman excitation wavelength in the asymptotic field. All three of these apparent optical 
properties become constant in the asymptotic field indicating that they depend only on the inherent optical properties of the 
water, much as in the case of the source-free asymptotic field. In the future we hope to develop relationships between these 
various components of Gershun's equation with a source in order to provide a solution method for the average cosine in the 
presence of Raman scattering which depends only on the inherent optical properties of the water. 
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Calculation and implementation of 2-flow radiative transfer equations including the effects of 
fluorescence using MARAS data. 
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ABSTRACT 

Radiative transfer processes in water are often modelled using 2- flow equations. No instrument has been avail- 
able to date which provides the required observables sufficient to allow an accurate solution of both the absorption 
and the shape factor modified back-scatter. MARAS, a full spectrum radiometer now fulfils these requirements, 
measuring both the plane and scalar irradiance. The two flow equations, extended to include fluorescence, have 
been developed and used to analyse MARAS data. The absorption is shown to be consistent with the direct im- 
plementation of the Gershun relation, and the level of back-scatter is found to be non-spectral in the region where 
we do not expect fluorescence to make a significant contribution to the observed signal. The level of scatter in the 
non-fluorescent region is used to estimate the level of fluorescence due to photo synthetic processes. This is then 
related to the chlorophyll concentration. 

Keywords: radiative transfer, fluorescence, chlorophyll, ocean optics, absorption 

1.    INTRODUCTION 

Radiative transfer equations (RTE's) are equations that describe how light is propagated through a medium, 
taking into account absorption and scattering. RTE's usually use radiance as a complete description of the light 
field.1'2 The two flow form however uses irradiances which considerably simplify the mathematical process while 
allowing the equations to utilise measurements that are acquired by an instrument such as MARAS (Marine 
Radiometrie Spectrometer). The two flow technique that we use here was principally developed by Preisendorfer 
and Mobley.3'4 The methods by which Preisendorfer and Mobley arrived at their solutions is not clear from the 
literature; we use Laplace transforms as our solution method. This also allows the incorporation of source terms 
without seriously complicating the equations. Here we show how it is possible to invert irradiance measurements 
to produce optical properties even in the presence of sources such as fluorescence. 

The MARAS system has been shown to be capable of calculating the spectral absorption coefficient of waters 
of varying optical properties covering water types case I and case II.5 This is achieved by calculations based on 
Gershun's relation which requires measurements of vector and scalar irradiances (E and E0 respectively), at more 
than one depth. Alternatively two flow equations can be used to provide information pertaining to both the 
absorption and the backscatter &t(A). The two flow radiative transfer equations can be put into the form 

^-(z,\) = -(ad + bd)Ed(z,X) + buEu(z,X) + ^Es(z,X) (1) 
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and l 

-?pL(z,\) = -(au + bu)Eu(z,\) + bdEd(z,\) + -Es(z,\) (2) 
dz * 

which describes how the upwelling and downwelling irradiances (denoted by subscripts u and d respectively) are 
modified with depth in the presence of a source E.(z, A) Wm^nm,-1. ad, bd, au and 6U are the light field modified 
absorption and backscatter, given by 

a                a              rdbb rj>b (o\ 
ad=—    au = —, bd=   and bu - -— W) 

fid Pu Pd Vu 

Where /iu and pA are the average cosines of the light field, given by the ratio of the vector to scalar irradiance in 
the upwelling and downwelling directions respectively. rd and ru are the downwelling and upwelling shape factors 
which can be calculated by the equations 

0b£>od J2nd   L./2!ra 

L(z,6'A')d9J (4) 

and 
(5) 

ru = ^_ /     [ /    ßifl, cj>, ff, 4>')du\ L(z,6',4>'W 

Where 6' and </>' represent the angles of the incoming photon and 6 and p the angles of the scattered photon with 
dQ representing an infinitesimal solid angle in that direction. With L the radiance and ß the scattering phase 
function. Hence the quantity rd represents the mean upward scattering coefficient of the downwelling photons 
and ru represents the mean downward scattering coefficient of the upwelling photons. 

As a method of modelling the light field, two flow equations are limited as they do not allow the calculation 
of the variations of the angular distribution of the light field, such as variation of the average cosines. This is 
perhaps a more serious limitation when we are dealing with the case of sources; the ambient light field and the 
source based field have quite different directional properties. For the MARAS instrument though, we can be quite 
confident that over the vertical displacement of the sensors (1.2m), the variation of these parameters is not of 
great significance. 

2.    2-flow RTE's with no sources. 

Using the upwelling and downwelling irradiances at zero depth as initial conditions, equations (1) and (2) 
have been solved without the source term, to produce the following equations for the evolution of the light field 
with depth. 

Ed(z) = -(Ed(0)(K+ -au- bu) + buEu(0))eK+z - ^-(Ed(0)(K. - au - bu) + buEu(0))eK-> (6) 

and 
Eu{z) = l(Eu(0)(K+ +ad + bd) - bdEM)eK+> - i(Eu(0)(K_ + ad + bd) - bdEd(0))eK-> (7) 

where .. 1 

K± = -((o, + bu - ad - bd) ± ({ad + bd + au + bu)
2 - 4bdbu)* (8) 

Based on these equations it is possible to calculate the absorption and shape factor modified backscatter 
coefficient. To implement this, a function is created in the MATLAB environment that, when presented witn 
an estimate of the absorption and the scatter, calculates the error between the estimated irradiances and the 
measured irradiance. The MATLAB function minimisation routine frnins is then passed the name of this function 
and initial guesses, frnins then returns the absorption and backscatter that produces minimum error. 
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Based on equations (1) and (2) only two independent solutions can be derived; that of the absorption and the 
shape factor modified back-scatter. It is impossible based on our equations to separate the shape factors and the 
back-scatter. Hence we must make assumptions about the magnitude of the shape factors. Considerable work 
has been undertaken in the calculation of the numerical values of these.6"8 We set r<j = 1 and ru = 2 as these 
are typical values derived in the literature. The values of the back-scatter and shape factors do not affect the 
estimated value of a (A). 

a(m-') 

450 500 650 700 550 600 
Wavelength (nm) 

Figure 1: Absorption coefficient for clear water site 
from the North Sea (secci depth > 20m), calculated 
using the Gershun relation (solid), and the two flow 
method ,('x'). The lower curve is the measured ab- 
sorption of pure water.9 Vicarious calibration of the 
collectors was carried out using the irradiance re- 
flection coefficient and the known water absorption 
shoulder at 510nm. 

600 
Wavelength (nm) 

Figure 2: The absorption coefficient a (A) (solid) and 
10 x rjbt(A) (dashed) calculated from the Baltic 
cruise data using two flow methods using rd — 1 
and ru — 2. Note the increase in the estimated 
back-scatter centred at 683nm, this is attributed to 
chlorophyll fluorescence. 

This iterative error minimisation procedure results in the calculation of numerically consistent a, rdh and 
rubb coefficients for the medium. Example solutions implementing these techniques is shown in Figs 1 and 2. 
Fig. 2 shows the absorption and backscatter for a site with significant chlorophyll. The scatter is non-spectral in 
the 500-650 nm range. The increase in the calculated scatter centred around 683nm is attributed to chlorophyll 
fluorescence. 

3.    Incorporation of sources into the RTE's 

It is well documented in the literature, that phytoplankton fluoresce at 683nm with a FWHM of 25nm.n'10 

The magnitude of fluorescence is a difficult function to calculate accurately as the signal produced by fluorescence 
and measured by a sensor is affected by both the absorption and back-scatter. To allow calculation of the level 
of fluorescence, it is desirable to solve the radiative transfer equations in the presence of a source. The source 
itself will be a function of the exciting radiation at lower wavelengths. The action function for this is difficult to 
ascertain, but Keifer10 suggests that it is similar to that of phytoplankton absorption. This may not be strictly 
applicable to phytoplankton as a number of pigments contribute to its absorption spectra and may not all be 
associated with the fluorescence mechanism. The two flow RTE equations, in the presence of a source Es(z,\) 
can be solved to ?ive 

Ed{z)    =    -{(Ed(fi)(K+ i: bu) + buEu(G))e"+* + /   Es(z - x){K+ -au- 2bu)eK+xdx 
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- (Ed(0)(K- - au - bu) + buEu(0))eK-> - [' Es(z - x){K. - ou - 2bu)eK-xdx} 

and for the upwelling irradiance 

Eu[z)    =    I{(Bu(0)(A'x + ad + bd) - bdEd(0))eK+z - /" E.(z - *)(#+ + ** + 2bd)eK-xdx 

- (£u(0)(A-_ + ad - M - bdEd(0))eK-* + f E.(z - *)(#_ + ad + 26rf)e
K-Idr} 

Jo 

(9) 

(10) 

3 0 1 Calculation of the level of fluorescence with the MARAS instrument. According to the above 
equations we should be able to estimate the effects of fluorescence on the calculation of the inherent and apparent 
optical properties. The fluorescence can be assumed to be formed by the combination of an excitation function 
and the incident radiation at wavelength £, thus the fluorescence at wavelength A is given by 

Es(z,X)= f 2 

•/A, 
f(Z,\)Eo(z,0dS, (11) 

Due to lack of knowledge of the excitation function, the choice was made between a function which was energy 
dependent (E0(X)), or photon dependent (E0(X)/\), it was found that this did not produce signmcantly different 
levels of accuracies over data investigated. Hence the excitation function can be put in the photon dependent 

form 

f{Xi,Xj) = Q^-ea;p(-0.0075(AJ- - 683)2)Ccfe(_a (nm  M (12) 

where a is what we shall call the coefficient of fluorescence, and CcW_„ the chlorophyll concentration. Here we 
shall call the product aCchl-a the 'fluorescence product', as this is the factor which determines what proportion 
of the available photons are re-emmitted in the 683 nm region. 
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Figure 3: Simulated absorption and the calculated 
absorption (lower curve) and rd bt, (dotted) when 
the presence of fluorescence has not been taken into 
account. 

In figure 3 typical lighting conditions are simulated using the two flow equations including fluorescence, with 
waters having a chlorophyll concentration of 10//<j/L The inversion process is then implemented in its source free 

Figure 4: Calculation of a and bb from MARAS 
data, 'x' indicates implementation including esti- 
mated levels of fluorescence. 
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form to ascertain what effects fluorescence will have on the source free solution. As figure 3 shows, fluorescence 
causes the suppression of the calculated absorption and an increase in the estimated back-scatter, depending on 
the level of ambient light at the particular wavelength in question. Typically the estimated back-scatter is of a 
non spectral nature, so we can use this to estimate the level of fluorescence and correct for it. 

In June 1994 the MARAS instrument was deployed in the Baltic. Here we show how it is possible from the 
acquired data to calculate the fluorescence as a function of chlorophyll concentration. In Fig. 4 the 'fluorescence 
product' is estimated by linearly extrapolating the backscatter of the 600 to 650 nm region to 683nm, and the 
inversion parameters for the error minimisation algorithm changed from the absorption and the backscatter to the 
absorption and the 'fluorescence product', as the level of backscatter at this wavelength is now known. With the 
level of fluorescence thus estimated, the absorption and backscatter are calculated over the 655 to 695nm region. 
This results in the removal of any spectral variation (within the noise tolerances) in the calculated back-scatter, 
the corrected absorption coefficient is also produced. This was performed for 10 sites from the cruise and the 
coefficient a calculated to be 0.00049 nm~l(y.gli)~l for a range of excitation ranging from 500 to 665 nm. The 
correlation between this chlorophyll indexed fluorescence and the sampled chlorophyll concentration was 0.90 with 
an RMS error of 20%, this is shown in Fig. 5. 

Chlorophyll concentration (ug/1) 

Figure 5: Sampled chlorophyll concentration versus the chlorophyll indexed fluorescence for 10 sites in the southern 
Baltic, the correlation between the two yielded a value of 0.9 with an RMS error of-13.3 dB, approximately 20%. 

The calculations for Fig. 5 do not use the signal below this 500nm as it could not be measured with adequate 
signal to noise ratio. Improvements to the instrument making measurements possible down to 400nm have now 
been implemented. 

CONCLUSION 

These results show the calculation of the absorption and backscatter levels from an instrument such as MARAS. 
It is also shown how it is possible to measure and correct for the effects of fluorescence on irradiance measure- 
ments. The action spectrum for photosynthetically related fluorescence is assumed and the fluorescence indexed 
chlorophyll concentration estimated, the relation between this and the sampled chlorophyll concentration is shown 
to have an error of less than 20% for ten sites from the Baltic. Further work will concentrate on improving the 
knowledge of the action spectrum for day light conditions. Also worth examining is the variation of the shape 
factors as a function of the ratio of ambient to fluorescent light. 
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ABSTRACT 

A method is presented which allows for an approximate treatment of the radiative transfer above an asym- 
metrically reflecting wind roughened sea surface. The radiative transfer model used for this purpose is based on 
the matrix operator method. The efficiency of this method is mainly due to the separation of zenith and azimuth 
dependence, expanding the latter into a Fourier series. In the case of light fields symmetric with respect to the 
principal plane, the Fourier expansion of all relevant parameters consists of cosine terms only and the radiative 
transfer is calculated independently for each Fourier coefficient. However, when taking the effects of the wind 
direction into account, the light field produced at the rough sea surface is asymmetric. As a result, cosine and 
sine coefficients of all spectral frequencies are coupled in the layer representing the sea surface. The problem 
is considerably simplified, when the asymmetric reflection at the sea surface is only applied to the direct solar 
radiation, and symmetric reflection is assumed for the diffuse radiation incident on the sea surface. Using this 
simplified treatment, the Fourier coefficients again decouple, and the asymetrically reflecting rough sea surface can 
easily be incorporated into the matrix operator method. The effect of the wind direction on the light field at the sea 
surface and at the top of the atmosphere is shown for a few examples. The calculations show that the radiances 
at the top of the atmosphere are altered up to 10% - 30 % in the sunglint affected angular domains, depending on 
wind speed and direction. In contrast to that, the fluxes remain fairly independent on the wind direction. 

Keywords: asymmetric reflection, matrix operator method, radiative transfer, rough sea surface, wind direction 

1.    INTRODUCTION 

The light field above the ocean depends strongly on the state of the sea surface whose reflective properties vary 
with both wind speed and direction. In order to determine quantitatively the interaction of the rough sea surface 
with the atmospheric light field, appropriate radiative transfer models able to deal with the asymmetric light fields 
produced at the rough sea surface are required. Radiative transfer models based on the Monte Carlo method have 
extensively been used for such purpose.1 Unfortunately, these models are computationally expensive and therefore 
not perfectly suited for the development of inverse modelling schemes or evaluation algorithms based on a large 
number of simulations. On the other hand, computationally more efficient methods such as the matrix operator 
method2 are usually based on the assumption that the volume scattering function depends on the scattering angle 
only. This assumption results in light fields symmetric with respect to the principal plane. As a consequence, the 
azimuth dependence of the reflection and transmission functions describing the redistribution of radiation inside 
the medium may be expanded into Fourier series consisting of cosine terms only. Since the cosine coefficients 
of the different spectral frequencies do not interact, the radiative transfer can be calculated independently for 
each frequency. The Fourier expansion significantly reduces the size of the operators describing the reflection, 
transmission and sources of radiation. This is the main reason for the efficiency of the matrix operator method.' 
To allow for a straight-forward incorporation of the wind roughened sea surface into the matrix operator method, 
it is mostly assumed that the reflection and transmission functions of the sea surface are azimuthally symmetric 
with respect to the direction of the incident light and therefore can also be expanded into Fourier series consisting 
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of cosine terms only. The drawback of this assumption is, that it does not allow for the treatment of the effects 
of the wind direction on the light field. On the other hand, when taking the wind direction into account, the 
Fourier expansions of both the atmospheric light field and of the sea surface reflectance consist of cosine and sine 
terms, which are coupled for all spectral frequencies.3 This coupling makes it rather difficult to include the general 
description of the rough sea surface into the matrix operator method. We therefore suggest a simplified approach 
which allows for an approximate treatment of the effects of the rough sea surface on the atmospheric light field: the 
asymmetric reflection at the sea surface is only applied to the direct solar radiation, whereas symmetric reflection 
is assumed for the diffuse radiation incident on the sea surface. Under this assumption, existing radiative transfer 
codes of the matrix operator method can easily be extended towards the inclusion of the asymmetrically reflecting 
and transmitting rough sea surface. 

2.    THE WIND ROUGHENED SEA SURFACE 

The rough sea surface can be approximated by a large number of small planar facets which reflect and transmit 
light according to the Fresnel laws. The contributions of all planar facets are summed up in order to obtain 
the reflection and transmission functions of the sea surface. Statistically, the rough sea surface is described by a 
two-dimensional Gaussian distribution of its (independent) surface slopes Cu, Cc in upwind and crosswind direction4: 

KCu, Cc)   = 
1 

2irauac 
x exp • (1) 

where the variances depend linearly on the windspeed in 10 m height: 

a\     =     3.16 x ICTVO + 0.003, 

al     =     1.92 x 10-3vio- (2) 

The above statistical description of the rough sea surface is commonly used in the literature and is so in this work. 
More sophisticated descriptions of the rough sea surface exist, which relate the variances a\ and of not only to the 
wind speed but also to a number of other parameters such as wind fetch, surface pressure, etc.5 If desired, these 
descriptions can be introduced into the method outlined below. In order to incorporate the rough sea surface into 
the matrix operator method, a coordinate transformation from the wind based coordinates Cu, Cc to the angular 
coordinates /zn, <j>n is required: 

P(Pn, <i>n)    = 
1 

2irau(Tc P„ 
x exp{- /(cr£,of,/zn, tf>n -7)} , (3) 

where \in is the angle between the normal on a sea surface facet and the z-axis, </>„ is the azimuth difference between 
the normal on a surface facet and the solar azimuth, and 7 is the angle between the solar azimuth and the wind 
direction. For simplicity reasons, the solar azimuth is set to 0°. The function f{o\,o\,nn, </>„ - 7) is given by the 
following formula: 

ftä^hPn, 4>n-l) i-/4 \a\ + a\ - (a2
u - a2

c) x cos2(tf>„ - 7)] (4) 

The statistical description of the sea surface is combined with the Fresnel laws in order to obtain the reflectance of 
the rough sea surface6: 

77js(p',<A';-p,<£) 4fj,fj.„ 
rF{cosJ,n)p(ßn, <£„) . (5) 

In this formula, p{ßn, 4>n) is the probability of the occurence of such sea surface facet orientations which allow 
specular reflection from the direction (fi1, </>') into the direction {-fi, $), rF(cosuj',n) is the Fresnel reflection for the 
angle a/ between the facet normal and the incident light, and n is the refractive index of water. In most radiative 

79 



transfer models based on the matrix operator method, a simplified statistical description of the rough sea surface 
is used which is independent on the azimuth of the surface facet normal and the wind direction: 

P(Hn) =   2~3   x exP I T^T \ . (6) 

where 
a2  = 5.12 x l(T3Vio + 0.003. (7) 

This simplified statistical description of the rough sea surface will be used to account for the reflection of diffuse 
radiation. 

3. THE MATRIX OPERATOR METHOD 

In matrix operator theory, the vertical structure of the medium under consideration is approximated by an 
appropriate number of plane parallel layers. The optical properties of the layers are formally expressed by operators, 
which describe the redistribution and the sources of radiation within each layer. An algorithm is used to combine 
identical (doubling) or different (adding) layers, and to calculate the light fields at the internal boundaries.2 When 
the angular dependence of the light field is discretized, the operators are represented by matrices, where each 
element accounts for the redistribution of light between two discrete directions, resp. for the sources of radiation 
into the considered direction for the considered solar zenith angle. In order to allow for an accurate quadrature, 
only diffuse radiation is considered. The direct solar radiation is treated separately and added to the calculated 
diffuse light field. The efficiency of the matrix operator method is to a large extent due to the separation of zenith 
and azimuth dependence, which significantly reduces the size of the matrices. 

4.    INCORPORATION OF THE ROUGH SEA SURFACE INTO THE MATRIX 
OPERATOR METHOD 

The incorporation of the rough sea surface is shown for both the symmetrically and the asymmetrically reflecting 
sea surface. For simplicity reasons, the water leaving radiance is assumed to be zero; besides, multiple scattering 
inside the sea surface, as well as effects due to internal shielding of the surface facets and foam cover are not 
considered. The reflection at the rough sea surface is given by 

L(-n,(/>)  = /     rRS{n',4>';-ii,<f>)L'{(i',<l>')d(j>'dn' , 
Jo  Jo (8) 

where L is the reflected radiance, L' is the radiance incident on the surface, and rRS is the radiance reflectance 
given by (5). In matrix operator theory, this equation is symbolically expressed by: 

CT  = nRSC'+, (9) 

where the minus sign stands for upward directed and the plus sign for downward directed radiation.  When the 
Fourier expansion of the azimuth dependence is applied to this equation, four processes can be considered: 

1. an asymmetric diffuse light field is reflected at an asymmetrically reflecting surface. 

2. direct solar radiation is reflected at an asymmetrically reflecting surface. 

3. an asymmetric diffuse light field is reflected at a symmetrically reflecting surface. 

4. an asymmetric light field is propagated through an atmosphere characterized by a volume scattering function 
which depends on the scattering angle only. 
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4.1.    Processes at the asymmetrically reflecting rough sea surface 

The asymmetric reflection at the sea surface results in an asymmetric light field above the sea surface. Therefore, 
the Fourier expansion of the light field consists of both cosine and sine terms: 

M 

Lfr,4>) = J2 {L™M cosm^ + L™(/i) sinm<^J • (10) 

m=0 

The reflective properties of an asymmetrically reflecting surface depend on the azimuth angles of both the incident 
and the reflected radiation. The Fourier expansion of the sea surface reflectance therefore consists of a multiple 

series: 
M 

rRs(p',<P\ -M,<W     =      X) {rluV; -M) COS k<t>' cos l<f> + rj£V; ~M) cos Wsinty + 
lfc,(=0 

rk £V;-AO sinkcf)'cosl<f> + rl$(ß';-p) sinfc^'sin^} . (11) 

Introducing the expansions (10) and (11) into equation (8) results in a set of equations, where the Fourier coefficients 
of all spectral frequencies are coupled.3 This does not allow for a simple incorporation of the reflection of diffuse 
radiation at the rough sea surface into the matrix operator method. Things are easier for the direct solar radiation. 
In the chosen coordinate system, the direct solar radiation S(T) = S0e-T^° incident on the sea surface is by 
definition assigned an azimuth angle of <f>'0 = 0°. The Fourier expansion (11) for the asymmetrical reflection of 
direct solar radiation reduces to 

M 

TRS^,*' =0°;-!*,<!>) =  XfrfV;-/') cos/^ + rj2V;-M) sinZ^} . (12) 
1=0 

The sources of diffuse radiation generated by reflection of direct solar radiation at the rough sea surface are expressed 
by the following set of independent equations: 

JÜH-P)     =     rW(W-M)Soe-
r/"°     =J^m, (13) 

4?'(-M)     =     r%>(H,;-n)S0e-
r"«>     = JR% , (14) 

where r is the total optical thickness of the atmosphere, fj,0 is the cosine of the solar zenith angle and S0 is the 
solar constant.  In matrix operator theory, the upward directed diffuse radiation generated at the sea surface is 
represented by the source operators JßSi7n and JRSm- 

4.2.    Processes at a symmetrically reflecting surface or inside a symmetrically scattering medium 

The asymmetric diffuse light field which is produced by the reflection of direct solar radiation at the rough 
sea surface interacts with the atmosphere and therefore is partly reflected back to the sea surface. In this work, 
the propagation of diffuse radiation through the atmosphere and the reflection of diffuse radiation at the rough 
sea surface are principally treated in the same way: it is assumed that both reflection at the sea surface and 
scattering in the atmosphere are symmetric with respect to the direction of the incident light. In this case, the 
Fourier expansion of the relevant functions consist of cosine terms only (shown here is the reflection at the rough 
sea surface): 

M 

rRS^',ß,4>'-<f>) =   5>£V;M) cosm(0'-</>)• (15) 
m=0 

Introducing the expansions (10) and (15) into equation (8), one obtains two sets of independent equations which, 
in matrix form, are represented by: 

Mi)-     -     I?«1)    £'(!)+ (16) 

r(2)-       _       7?(2)      £'(2)+ (17) 
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Two similar sets of equations are obtained for the reflection of light back from the atmosphere to the sea surface: 

^m -       l<"A,mL- m       . (18) 

£(2)+       =       n{2)    rid)- l-m ~       l^A,m'~ m       ■ (19) 

Here, %A represents the reflective properties of the atmosphere for the upward directed light field. 

4.3. Interaction processes between the sea surface and the atmosphere 

The interaction processes between atmosphere and sea surface are in matrix operator theory expressed by the 
following equations2: 

C-     =    (£-llRS1lA)-1{llRSJ+ + J-s) , (20) 

C+     =    (£ - ft^fls)-1 {ft,i.7flS  +J+} , (21) 

where it is assumed that the ocean is black, and that no diffuse radiation is incident at the top of the atmosphere. £ 
is the unity operator and j£ is the diffuse downward directed radiation produced in the atmosphere by scattering 
of direct solar radiation. When expanding the azimuth dependence into a Fourier series, equation (20) describing 
the upward directed radiation above the sea surface splits up into two sets of independent equations for the cosine 
and sine coefficients: 

4^     =     ^-^nirn^lr^nns^J^ + J^}, (22) 

4T        =        (*-*&mO-l{j&}. (23) 
The equations for the sine coefficients are simpler, since there is no asymmetric scattering in the atmosphere, and 
therefore no asymmetric diffuse radiation due to scattering of direct solar radiation is generated in the atmosphere. 
Equation (21) describing the downward directed radiation above the sea surface is treated analogously. 

4.4. Limitations of the method 

The method outlined above accounts for the asymmetric reflection of direct solar radiation at the rough sea 
surface, whereas diffuse radiation is considered symmetrically reflected with respect to the direction of the incident 
light. The method does therefore not improve the accuracy of the calculated light fields outside the sunglint affected 
angular domains. Inside the sunglint affected angular domains, the improvements are significant as compared to 
the standard matrix operator method. 

5.    RESULTS 

The asymmetric reflection of direct solar radiation at the wind roughened sea surface was incorporated into a 
radiative transfer model based on the matrix operator method. A number of calculations were then performed to 
assess the effects of the wind direction on the atmospheric light field. The results of the calculations show, that 
the wind direction exhibits a major influence on the structure of the light field in the sunglint affected angular 
domains. Due to the limited space, only a few results can briefly be presented. 

For a wind speed of 2 m/s and an atmosphere characterized by a Rayleigh optical depth of 0.095 and an aerosol 
optical depth of 0.20, radiance differences up to about 30% were observed at the top of the atmosphere for wind 
directions parallel and perpendicular to the principal plane. The differences were confined to an azimuth angular 
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range of ±30° off the principal plane for solar zenith distances of about 50°. For azimuth angles larger then 
about 30° off the principal plane, the main contribution of the light field is from the atmosphere, and the radiance 
differences of for the two wind directions become smaller than 1%. 

For a wind speed of 10 m/s, the maximal influence of the wind direction on the light field at the top of the 
atmosphere is on the order of 10% for a broad range of solar zenith angles. The azimuth angular range affected 
by the changes is generally larger than it is the case for a windspeed of 2 m/s; its extension depends strongly on 
the solar zenith angle. The effect of the wind direction on the albedo is less prominent. At the sea surface, a slight 
increase of the albedo is observed with increasing angles between the solar azimuth and the wind direction for solar 
zenith angles larger than about 45°. The wind direction has only a minor effect on the albedo at the top of the 
atmosphere. 

6.    CONCLUSION AND OUTLOOK 

A method was presented which allows for a simplified incorporation of the asymmetric reflection at the rough 
sea surface into the matrix operator method. Radiance differences of up to 30 % for different wind directions were 
observed at the top of the atmosphere in the sunglint affected angular domains. The effect of the wind direction 
on the albedo was found to be small. Calculations of the light field at the top of the atmosphere for different wind 
speeds, directions and atmospheric states may be used to derive methods to correct ocean color satellite data for 
sunglint effects, if the necessary information on wind speed, wind direction, and the atmospheric aerosol load can 
be obtained from other sources (such as wind speed and direction from SSM/I data). 
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Modelling of the environmental factors influence on solar irradiance reflectance and transmittance through the wind- 
ruffled sea surface 

Slawomir B. Wozniak 

Institute of Oceanology Polish Academy of Sciences 
Powstancöw Warszawy 55, 81-712 Sopot, P.O.Box 68 

ABSTRACT 

The spectral model of solar irradiance transmittance through the wind - ruffled sea surface was developed Modified 
dependences for both wind - ruffled sea surface slope distribution based on Cox and Munk1 and foam coverage of the 
sea surface based on Gordon and Jacobs- were used, with incorporation of effects of hydrometeorological factors and 
basin geometry. Snell and Fresnel laws were applied for light transmission through the surface. Spectral dependencies of 
hght refraction ,n the range 350 - 18000 nm were taken into account. Polarisation effects were neglected This approach 
seems to be much more accurate than presented in known monographs, such as Mullamaa.3 This model is a part of the 
model of radiation inflow to the Baltic developed by the team from the Institute of Oceanology PAS Sopot. 

Keywords: surface reflectance, surface transmittance, wind waves, slope distribution, foam coverage, mean wave height 
modified Cox and Munk expression, modified Gordon and Jacobs expression. 

1. ASSUMPTIONS 

foam L'8ht refleCti0n 3nd transmission have an especially complicated nature due to surface ruffling and partial cover with 

2. Existing formulae for slope distribution and foam coverage as functions of wind speed are not of general nature 
..Problem related to reckoning reflectance and transmittance of irradiance through a ruffled surface with determined 

distributes of wave slopes has not fully been solved up till now. The issue needs arduous numerical calculations and was 
undertaken by few authors only/     Existing solutions are for specific cases only and they are not sufficient. 

2. MAIN AIMS 

1.   Determination  of the  dependence  of ruffled  sea  surface  slope  distribution  and   foam  coverage  on 
environmental factors. B 

\ F°"n"lation of mathematical spectral model of solar irradiance reflectance and transmittance through the 
wind-ruffled sea surface. 

3. APPARATUS 

Fig. L gives simplified model block diagram, and more precisely, the algorithm of determining characteristics of 
radiation fluxes reflected and transmitted through the sea surface. 

Basic value of input data class in the model is angular and spectral distribution of the radiance at the sea surface 
L(fc).^x) (block 2). The rest of model input parameters are hydrometeorological and geometrical factors (block 1) (i e 

the wind speed v also signed as u,„ and wind direction % (azimuth angle), the wind fetch D, the sea area depth h and the 
coast line geometry as well, etc.). They determine the wave state of sea surface and its foam coverage and then can be 
approximately replaced with one parameter, namely the mean height of wind waves H (block 1'). 
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MODEL 
FORMULAE 

Modified Cox and Munk 

(1954) formula tor 

slope distribution 

P„(©„-<P„> = t"(H.<l>,> 

Modified Gordon and 

Jacobs (1977) formula 

for foam coverage 

s=f(H) 

5. 

Optical transition 

function for radiance: 

- reflected 

kl(0,<p;0,,p1;X) 

-transmitted 

k.(0.(p:0;.<p,;/>) 

1. 

Hydrometeorological and geometrical factors: 

- wind fetch D, 

INPUT 
DATA 

wind speed v,  - wind azimuth <pv, 

- basin depth h, basin geometry, etc. I 

T 
i' 

Mean height of wind waves 

II = f(v,<p„,D.h....) 

Surface radiance 

L(0,<p,X) 

Ruffled sea surface 

slope distribution 

P„(©„.'P„) 

COMPUTATIONS 

Foam coverage 

of the sea surface 

s 

Radiances: 

-reflected L,)©,,^,,!) 

-transmitted L,(©2,<p,,X.) 

by the sea surface 

Surface reflectance R(?„) and 

transmittanco T(M 

of irradiance 

Fig. 1. Block diagram of the model. 

Dashed line blocks signify the innovation applied by the author, on the contrary to previous model, it means 
considering all the set of environmental factors (hydrometeorological and geometrical) influencing the state of ruffled 
surface. Up till now, the only parameter to be considered was the wind speed over basin v. This parameter is not sufficient 
for describing the state of the sea surface, especially for basins like the Baltic Sea. The author proposes to adopt a different 
parameter namely the mean height of wind waves H . Mean height of wind waves is functionally connected with all the set 
of environmental factors throughout hydrodynamic models in the form of more or less complicated functions: 

H = f(v,D,h,...). (1) 

An example of such a function for simple case of wind blowing from straight coast line is formula given by Krylov6 

(where g - acceleration due to gravity): 

85 



gH = 0.16 

I + 6.0-KT1 ^? 

xth 0.625- 

1 + 6.0-10"'  =- 3| gD 
(2) 

This parameter can equivalently describe the state of ruffled sea surface with steady wind waves in the first 
approximation. 

And so, the author modified the existing dependencies for surface slope distribution as well as foam coverage of the 
surface as functions ofwind speed, and then he gave them in the shape of hydrodynamic parameter function, i.e. mean 
height ofwind waves H . 

This modification made, among others, that the differences between empirical dependencies of surface slope 
distribution dispersions cr2,cr2, given by different authors, was getting smaller (comp Fig. 2.). It was confirmed by 

analysis of the correlation coefficients (for example for empirical data given by Pelevin and Burtsev7 correlation 

coefficients are equal: r(cr; vs v) = 0.60, r(CTx
2 vs VH) = 0.76and r(cr2 vs v) = 0.58, r(o-y

2 vs VH) = 0.77 ) 

o 

zu- 
V / 

16- . 

12- 
2' 

S 

8- // 2 

4- 
s 

s 

1       1       '       1 i 
0 2 4 6 

Wind speed v [m/s] 

b) 

2      16- 

c o 

i 

0.2 0.4 06 
Mean wave height H [m] 

0.8 

Fig. 2. Variability of ruffled_sea surface slope distribution dispersions <r2 and a*: (a) on the wind speed v, (b) on the 
mean height ofwind waves H ( from Cox and Munk1 data - curves 1 and 1', and from Pelevin and Burtsev7 data - curves 
2 and 2'). 

A full theoretical basis for applying new parameter mean height ofwind waves H  and for mentioned modifications 
and also initial verification ofthat idea was published by the author of this paper.8 

Proposed model formulae are: 
- the ruffled surface slope (0n,pn) probability distribution p- (block 6), which is determined basing on Cox and Munk1 

distribution, modified by the author (block 3); 

sec3 0 ,     .     , 
P„(0„<<P„) = - -expj--(C + 77-) 

2naa 2 
■\Cll(f-l)r, + ±ca(n

2 -377) + -U40(C4 -6£2 +3) 
2. 6 24 

where: 

+ -c„(C: -l)(/7: -D + — c„(74 -6>7; +3)+. 4 24 

sin(g>„ -y>v)tge„   ^ = cos(^„ -g>Jtg0„ 

CT.- 

(3) 

(4) 
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(5) 

and modified parameters: 

o-; = f(H) = 0.003 +0.0 143A/H ±0.002, 

a- = f (H) = 0.0235VH + 0.004, 

c2| = f(H) = 0.01 -0.0640>/H +0.03, 

c„, =f(H) = 0.04-0.2458A/H±0.12, 

c40 =0.4 + 0.23, c22 =0.12 + 0.06, c04 =0.23 + 0.41; 

- the sea surface foam coverage (block 7), which is determined by Gordon and Jacobs2 formula, modified by the author 
(block 4). 

s = f(H) = 9.05-10° • (VH)    (for H < 1.46m), 

s=f(H) = 9.05-10°-(VH)    [ 1.676-JH -0.99) (for H > 1.46m). 

In practice, the application of those formulae is reduced to the measurements of the wind speed v and wind azimuth cpv 

and, in addition, of other environmental factors enabling the mean wave height to be predicted. 
The last two values, i.e. surface slope distribution Prj(©n,#>,) and foam coverage s, in connection with geometrical 

optics rules (Snell and Fresnel laws) and also basing on the so called optical transition functions k, and k, (block 5), 
give possibility to calculate the angular distribution of radiance reflected from the surface 1^(0,,^,,A) and transmitted 
through the surface L2(Q2,<p2,A) (block 8): 

L,(0,,^,,A)= jkl(&l,(pl;&,<p;A)-L(®,^,A)dco. 
n 

(7) 

L2(@2,ip2,Ä)= \k2(@2,(p2\®,(p;A)'L{®,(p,A)d(o, (8) 

where: 

kl(0l,^l;0,^;A) = (l-s) 
4cos0, cos©, 

■p(a,ß)p ,,(&„,(p„) + s— cos©, (9) 

k2(02,p2;0,0>;A) = (l-s) 
n   cosa cos ß 

(ncos/?-cosa)   cos©2 cos0n 

r(a,^)ps(0n,^) + s^^-cos0, (10) 
K 

integration is made over solid angle top hemisphere (i.e. Q_), da> = sin0d0d<p, p(a,ß) and r(a,ß) are respectively 
reflectance and transmittance for the flat surface, Ar(A) and Tf (A) are respectively albedo and transmittance of the foam. 

Based on angular distribution of radiance reflected and transmitted through the surface it is possible to calculate 
surface reflectance and transmittance of solar irradiance: 

J 
R = 

\k](®l,(pi;Q,<p;A)L(Q,(p,A)dü) ;cos0, Ida, 

JL(0,p,;i)|cos0|dß> 
(11) 

The essential simplification of the problem can be obtained by an approximation of real angular incident light radiation 
distribution with the sum of two components: direct radiance and diffuse radiance with cardioidal distribution 
L,,(0) = L„(0 = 90°) ■ (1 + B • cos0). Simplified formula for surface reflectance and transmittance is as follows: 
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R = (l-s)[(l-dE)Rs+dERD] + sAf andT=l-R, (12) 

where: dE - diffuseness of irradiance, Af- foam albedo, Rs - reflectance of direct irradiance, R„- reflectance of diffuse 
irradiance. 
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Fig. 3. Variability of surface reflectances of solar irradiance: (a) on Sun zenith angle 0 without foam coverage effect (b) 
on Sun zenith angle 0 with foam coverage effect, (c) on mean height of wind waves H  (for wavelength Ä = 680nm 
d.tfuseness of irradiance dE = 0.2 , cardioid distribution parameter of diffuse irradiance B=3, wind azimuth equal Sun 
azimuth <pv =<p) and (d) spectral dependence. 

4. RESULTS 

Basing on the worked out theoretical model the author created a program which finds by using numerical methods 
values ot the reflectance Rs and transmittance Ts of direct light irradiance, and also diffuse ones RD and TD as well through 
the non-foamed part of the sea surface, and on their basis calculated values of the reflectance R and transmittance T of the 
total irradiance (according to simplified formula (12)). A complete modelling results and its application was presented in 
author's publications. 

Exemplary results are shown in Fig. 3. Figures (a), (b) and (c) shows dependence of surface reflectance for the 
wavelength   Ä = 680nm   and for the exemplary conditions with diffuseness of irradiance  dE=0.2   and cardioidal 
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parameter B=3 at nearly cloudless sky. Fig. 3. (d) presents spectral dependencies of surface reflectance R as the 
wavelength function. 

5. CONCLUSIONS 

1) Surface slope distribution, through dispersions (T^a*, seems to be a function of a dynamic parameter mean 
height of wind waves H , and thus a function of environmental factors. 

ps(©n,pB) = f(H,pv) = f(v,pv,D,h,...) (13) 

2) Foam coverage seems to be a function of mean height of wind waves H , and thus a function of environmental 
factors. 

s=f(H) = f(v,D,h,...) (14) 

3) The fact of taking those formulae into account gives more precise results in modelling surface reflectance and 
transmittance of irradiance for any sea basin. 
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from optical measurement data 
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Oregon State University, College of Oceanic and Atmospheric Sciences 
104 Ocean Admin Bldg, Corvallis, OR 97331-5503 

ABSTRACT 

The retrieval of the aerosol particle distribution function in the marine atmosphere boundary layer for the radius interval up to 
30|im is considered with the use of simultaneous data on the spectral attenuation (in the spectral range 0.4-5(im) and small- 
angle phase function (in the angle interval 0°-6°). An iterative procedure is constructed combining inversion algorithms for the 
spectral attenuation and phase function, each of them being efficient for a specific particle size interval. Numerical 
experiments with two aerosol models are performed. It is shown that the inversion methodology under discussion makes it 
possible to retrieve the particle size distribution function for the radius interval 0.2-30(im with a mean relative error less than 
10%. 

Keywords: aerosol particle size distribution, marine atmosphere boundary layer, inversion algorithm, spectral attenuation, 
small-angle phase function. 

1.     INTRODUCTION 

The objective of the present work is the investigation of the possibility of obtaining the size distribution function for aerosol 
particles of every size in the marine atmospheric boundary layer (MABL) using data for commonly measured optical 
characteristics: the spectral attenuation and small-angle phase function. In [1], we showed that the inversion of the spectral 
attenuation in the visible and near IR range (0.4-5nm) cannot yield a reliable size distribution for large particles. 

The common way of retrieving information on large particles is the inversion of the small-angle phase function (SAPF) into 
the particle size distribution function (PSDF). This method is specifically intended for large particles [2]. However, when 
using this method in MABL, one faces a fundamental difficulty caused by the effect of a great number of small particles on 
the diffraction pattern. This suggests that a prospective way of determining the entire aerosol particle size distribution in 
MABL is the simultaneous use of the spectral transmittance and small-angle phase function. In doing so, one can take 
advantage of both inversion methods, and at the same time improve their drawbacks. 

Let us represent the sought-for PSDF as 

rfo0-)>      r<r0 
f(r)    \ft(r),     r>r0' 

We will derive the function f0(r) by inverting the spectral attenuation (Algorithm I), and the function ft(r) by inverting the 
small-angle phase function (Algorithm II). 

2. THE INVERSION OF THE SPECTRAL ATTENUATION (ALGORITHM I) 

The beginning part of PSDF (the function f0(r)) can be obtained by the numerical inversion of the integral equation for the 
spectral attenuation. In order to regularize the incorrect inverse problem, we used the assumption that the function f0(r) was 
smooth. For this, we minimized the third derivative of f0(r). 

Fig. 1 shows two types of the aerosol PSDF in MABL and the results of inverting the spectral attenuation using the above- 
mentioned algorithm. Hereafter we shall experiment with the same distributions. The first one is the distribution function for 
typical aerosols in MABL [3] at RH=90% (Model I); the shape of the second one is close to the distribution obtained from 
direct observations and the NOVAM model for aerosols in MABL [4] (Model II). 
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Fig. 1. Models of particle size distribution functions for aerosols in the marine atmospheric boundary layer. 1,3- initial 
curves for the Models I and II respectively, 2, 4 - inversion results using the Algorithm I for the Models I and II 
respectively. 

It is seen from Fig. 1 that the inversion method for the spectral attenuation in the range 0.4-5u.m presented in [1] yields the 
satisfactory results (the mean deviation is 7.4% and 9.2% respectively) for the particle radius interval from rmin=0.1nm to 
r0=8.5|J.m. 

The limiting value of r0 up to which it is possible to invert the spectral attenuation in the range 0.4-5M.m is r0=8.5|i.m. For 
larger radii, the kernel of the integral equation is practically radius-independent. In order to find ft(r), it is necessary to invoke 

the small-angle phase function. 

3. THE INVERSION OF THE SMALL-ANGLE PHASE FUNCTION (ALGORITHM II) 

The analytical formula derived from the Kirchhoff s formula is used for inverting SAPF. Because of this, the regularization is 
not needed. Moreover, one does not need to know the refractive indices of aerosol particles when using this formula [2, 5]. 

However, in the process of numerical realization of the analytical inversion formula, the obtained values of ft(r) oscillate 
about the initial PSDF and deviate from it significantly in the beginning part of the curve (see Fig. 2). Our numerical 
experiments show that the efficient way of getting rid of this drawback is the polynomial filtration and cutting off the 
beginning part of the curve from rD to r0+lu.m. 
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Fig. 2. The comparison of the retrieved tail of PSDF ft(r) with the initial one. 1-initial ft(r); 2,4-ft(r) calculated by the Mie 
formulas for r0=6.2 and 7.2|im respectively; 3,4-ft(r) calculated by the Kirchhoffs formula for r0=6.2 and 7.2 
respectively. 

After the polynomial filtration, the inversion results using the Mie and Kirchhoff s formulas become quite close to each other. 

4. THE PROCEDURE FOR THE DETERMINATION OF THE ENTIRE PSDF 

In order to obtain the entire PSDF, we performed numerical experiments on the simultaneous use of the Algorithms I and II. 
The first step of the calculation procedure is the numerical inversion of the spectral attenuation into PSDF for the radius 
interval r0<8.5|im using the Algorithm I. The next step is the calculation of the part of SAPF created by this small-particle 
fraction. By substructing it from the total SAPF, we obtain SAPF created by large particles. This is the end of the zeroth 
iteration of the procedure. 

Then we retrieve PSDF for r>r0 using the small-angle method. From this PSDF, we calculate the spectral attenuation due to 
large particles and substract it from the initial attenuation. The result is the attenuation due to small particles. After the 
inversion, we get PSDF for r<r0. This is the end of the first iteration. As a result, we have the first approximation for PSDF 
for the entire radius interval from rrn;n=0.03u.m to rmax=30|J.m. The process is repeated for the next iteration, and so on. In 
our numerical experiments, we could stop the iterative process after the third iteration. 

5.  ESTIMATES  OF ERRORS  OF THE PROCEDURE 

Let us evaluate the accuracy of the retrieval of the entire PSDF and of its parts. Fig 3 shows the relative difference between 
the retrieved PSDF and initial one as a function of the particle radius for successive iterations for the Model I. 
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Fig 3 Relative differences between PSDF retrieved after successive iterations using the Algorithms I and II and the initial 
PSDF (Model I; r0=8.5nm). l-[f0(r)-f(r)]/f(r) for the zeroth iteration; 2,3-the same for the first and third iterations 
respectively; 4,5-[ft(r)-f(r)]/f(r) for the first and third iterations respectively. 

It is seen that the best approximation is obtained within the radius interval 0.2-7nm where the maximum deviation does not 
exceed 25%. Beyond this interval, the deviation grows reaching 30% at r>7pn and 70% at r<0.1|im. This is caused by the 
peculiarities of the kernel of the integral equation for the spectral attenuation which means that these errors cannot be decreased 
radically when using the Algorithm I. 

The important feature of the curve 1 is that it is situated almost entirely above the abscissa axis, in other words, it gives too 
high values of PSDF. This follows from the fact that at the zeroth iteration of the Algorithm I, the tail of PSDF is not 
considered, though it is responsible for approximately 8% of attenuation. 

As the iterative process moves on, this shift decreases within the radius interval 0.2-7u.m, with the oscillation amplitude 
diminishing. At the same time, we obtain the tail of PSDF ft(r) for the radius interval 8.5-30|am, with the maximum 

deviation not exceeding 12%. 

6.   CONCLUSIONS 

We examined the possibilities of retrieving PSDF up to rmax=30nm for aerosols in MABL using simultaneous data for two 
optical characteristics: the spectral attenuation (0.4-5um) and small-angle phase function ( #max=6°). The mean relative error 
of the retrieval of the entire PSDF is less than 5% for the Model I and is approximately equal to 10% for the Model II. Both 
the spectral attenuation and SAPF calculated from the retrieved PSDF have an error of about 1%. 

93 



The performed analysis shows that the inversion of SAPF combined with the polynomial filtration makes it possible not 
only to determine the tail of PSDF for r>r0, but also to refine PSDF values in the vicinity of r=r0 where the Algorithm I 
introduces large errors. 
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An atmospheric correction algorithm for satellite ocean colour sensors 
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ABSTRACT 

Passive remote sensing of ocean colour relies on the sunlight backscattered from the ocean, the water-leaving radiance, 
to convey information on the concentrations of optically active marine constituents. Observations of ocean colour from 
space also contain light scattered by the overlying atmosphere. The determination and removal of the atmospheric 
contribution to the satellite detected radiance, in order to accurately determine the water-leaving radiance, is known as 
atmospheric correction. The atmospheric correction must be applied carefully since the ocean colour community requires 
water-leaving radiance estimates to better than 5% from beneath an atmosphere that can, in some spectral regions of 
interest, account for 90% of the total satellite signal. Aerosols play an important role in determining the atmospheric 
scattered radiance to the extent that the principal difficulty that remains in atmospheric correction is accounting for the 
variability in space and time of aerosol optical properties. We are developing an atmospheric correction algorithm based on 
a tri-modal maritime aerosol model. Results are presented within the context of present and future ocean colour sensors. 

Keywords: ocean colour, atmospheric correction, SeaWiFS, marine aerosol 

1. INTRODUCTION 

A number of ocean colour satellite sensors have recently been, or are about to be, launched. These include the Sea- 
viewing Wide Field-of-view Sensor (SeaWiFS), the Ocean Colour and Temperature Sensor (OCTS), the Medium Range 
Imaging Spectrometer (MERIS) and the Moderate Resolution Imaging Spectrometer (MODIS). SeaWiFS was to have been 
launched in August of 1993, but a variety of problems have seen the launch slip to 1997. This work is chiefly concerned 
with the development of an ocean colour atmospheric correction algorithm for use with SeaWiFS observations in the 
reception area of the Western Australian Satellite Technology and Applications Consortium (WASTAC) HRPT station 
located in Perth, Western Australia. Fig. 1 is a simulated SeaWiFS pass over the Western Australian region. 

The first instrument to acquire ocean colour data from space was the 
Coastal Zone Colour Scanner (CZCS). Launched in 1978 and carried aboard 
NASA's Nimbus-7 satellite, the CZCS provided visible radiance data over 
most of the worlds oceans until it ceased operations in June, 1986. This 
instrument demonstrated the feasibility of determining phytoplankton 
concentrations from space'. However, processing CZCS measurements to 
obtain phytoplankton concentration is far from straightforward. Over the 
lifetime of the CZCS (and beyond) algorithms have been developed and 
refined to recover ocean data products from CZCS observations which 
comprise the water-leaving radiance and a host of ocean surface, atmosphere 
and instrument effects2. Lt is the total radiance exiting the top of atmosphere 
in a specified direction at any wavelength X and can be written as 3 

Fig.l. Simulated SeaWiFS pass over 
Western Australia. The simulated image 
space is represented by 6,000 pixels (100 
lines x 60 columns). 

L, {X) = LR (X) + La {X) + LRa (Ä) + T{X) Lw (X) 
where 

LR      radiance due to Rayleigh scattering by molecules; 
radiance due to scattering by atmospheric aerosol; 
interaction term between aerosol and molecular scattering; 
water leaving radiance; 
atmospheric total (direct plus diffuse) transmittance4. 

(1) 

La 

LRO 

Lw 
T 

In this form of CZCS constraint equation the specular reflection of the 
solar beam from the ocean surface is ignored as the scan plane of most ocean 
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colour sensors can be tilted to avoid this effect3. In most circumstances that 
arise in ocean colour remote sensing, the atmospheric contribution to the total 
radiance is dominated by atmospheric backscattering. In the single scattering 
approximation, solar radiation at the top of the atmosphere is considered as the 
only intensity source and the radiance backscattered from a plane parallel 
atmosphere is given by5 

fl>ofto nF0 p{y/) \ 

ju + Mo     4n   [ 

r (a) /?- X 
r / ;-\    : 

Size distribution 
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 mode 3 
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. :./                                  A 

_ *                                          / 
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where 

L upwelling radiance due to scattering; 
T optical depth; 
Oh single-scattering albedo; 
//o, ß cosine of solar zenith angle, cosine of satellite zenith angle; 
p( y/) scattering phase function evaluated at scattering angle ys, 
TEFO extra-terrestrial solar irradiance. 
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Fig. 2. Properties of the Navy aerosol: 
(a) size distribution; (b) phase function 
at 850 nm ; (c) optical depth normalised 
to unity at 550 nm; of each mode. 

Atmospheric radiance contributions, in the single scattering approximation, 
can also be attributed to photons which have been forward scattered and 
reflected by the ocean surface. However, Eqn. 2 is adequate for the present 
purpose of establishing a nomenclature for summarising the approximations 
employed in the CZCS atmospheric correction algorithms. 

2. APPROXIMATIONS IN CZCS APPROACHES 

The CZCS atmospheric correction algorithms are replete with 
approimations and assumptions and with good reason. Firstly, the limited 
accuracy and precision of the CZCS instrument permits approximations at a 
certain level without loss of information. Secondly, in Eqn. 1 L, is measured 
and LR can be computed to good accuracy but there remains unknown not only the required I^but also La and LRa (and T 
to the extent that it is correlated to La). A spectral approach to closure can only assist if some quantities take on fixed 
values at certain wavelengths or if quantities vary with wavelength in a known manner. Approximations and assumptions 
made in the various CZCS atmospheric correction algorithms include: Eqn. 2 approximated by its Taylor series expansion 
to first order • • ; Lw assumed known for clear, open ocean water in some spectral regions 9; radiances approximated by 
single scattering theory ■ ■ ; aerosol optical depth assumed to be proportional to A~", where a is either assigned8 or is 
calculated for power law aerosol size distribution 9; total atmospheric radiance approximated by the separate calculation of 
molecular and aerosol contributions78 (rather than employing a phase function weighted by scattering optical depth 12'13); 
aerosol phase function assumed H15; scattering atmosphere assumed vertically homogeneous; polarisation neglected. 

With the arrival of the new ocean colour sensors, many of the approximations and assumptions listed above have come 
under renewed scrutiny • . The SeaWiFS instrument, for example, has more channels than CZCS, more bits per sample 
higher signal to noise ratio and a radiometric accuracy assured by on-board calibration 16. Rejecting of even some of the 
above simplifications can lead to systems of equations which cannot be inverted to provide Lw. It is, however, possible to 
construct forward models of radiative transfer in the atmosphere/ocean system to provide estimates of L, "•I8'19-20 Such 
models can be used to evaluate the sensitivity of top of atmosphere radiances to perturbations in atmospheric state 
parameters. Presented with observations of the spectral radiance exiting the ocean/atmosphere system, and provided that an 
initial estimate of the state of the system can be made, the sensitivities can be used to revise the initial estimate in a manner 
that drives Eqn. 1 towards closure20. If the least well known state parameter is the amount and type of atmospheric aerosol 
it makes sense to investigate the sensitivity of top of atmosphere spectral radiances to changes in this parameter. 

3. MARINE ATMOSPHERIC BOUNDARY LAYER AEROSOL MODEL 

The particle size distribution function for aerosols in the marine atmospheric boundary layer can be represented as a sum 
of components of different composition, each having a log-normal distribution 22. Based upon hundreds of observations of 

96 



8 s : 
wavelength (nm) 

Fig. 3.   Wavelength dependence of the phase function for each 
aerosol mode: (a) at 130° scattering angle; (b) at 150°; (c) at 170°. 

aerosol size distributions, made predominantly over 
the North Pacific and North Atlantic oceans, 
Gathman23 proposed the Navy aerosol model which 
is comprise of three modes, each of fixed width 
parameter. Fig. 2(a) shows the amplitudes of the 
three aerosol mode size distributions at 80% relative 
humidity where the mode radii are 0.03 urn (mode 
1), 0.24 um (mode 2) and 2.0 urn (mode 3). Mode 1 
is identified as a background aerosol of continental 
origin whose number density is correlated to the air 
mass travel time from the continental land mass. 
Mode 2 is populated by marine aerosols which have 
been produced by earlier high wind conditions with a 
number density correlated to the mean wind speed of 
the previous 24 hour period. Mode 3 aerosols are 
salt spray particles with number density correlated to 
the current wind speed. 

The advantage of using the Navy aerosol model is that it provides a basis for allocating the physical properties of the 
various modes and for inferring their spatial variability. The mode 1 aerosol population we expect to remain nearly 
constant on scales of many hundreds of kilometres, at least in regions far from shore. Based on mean wind speed data over 
the global oceans n, the mode 2 aerosol population is predicted to have a spatial scale of circa 500 km. We assume mode 3 
to have a similar spatial scale as mode 2 in open ocean regions. We have used the Navy aerosol model in the work 
presented here with the following adjustments: the relative humidity is assumed fixed at 80%; mode 1 has refractive index 
of "dust-like" aerosols24; mode 2 has refractive index of "water-soluble" aerosols2A; mode 3 has refractive index of 
"oceanic" aerosols 24; optical properties are computed from Mie theory. 

Fig. 2(b) gives the phase function of each mode at 850 nm and Fig. 2(c) shows how the aerosol optical depth of each 
mode varies with wavelength. If the Navy aerosol model is a good approximation to the marine and coastal aerosol, it 
becomes clear that there are good reasons for wishing to know the mixing ratio of its components as well as the total aerosol 
optical depth. This is further underlined by Fig. 3 which shows, for three scattering angles, how the phase function of each 
mode varies with wavelength. 

4. RETRIEVALS FROM SYNTHETIC DATA 

A layered atmosphere radiative transfer model (LARTM) computer code was developed at Curtin University for use in 
sensitivity studies25. The model is a plane-parallel, successive orders of approximation26 code. It employs the scalar 
radiative transfer approximation in which radiative transfer is framed in terms of phase function and scalar intensities 
rather than the phase matrix and Stokes vector representation of the exact radiative transfer equation2?. The radiance 
errors arising from neglecting polarisation are estimated to be at about the 1% level at the wavelengths used to determine 
aerosol mode optical depths. At shorter wavelengths, where the atmospheric correction is to be applied, neglect of 
polarisation can lead to errors of more than 3%. 

LARTM, in single-scattering mode, computes single-scattered radiances for geometry vector Q (#0 , &s, A<j>) where do 
is the solar zenith angle, 6s the satellite zenith angle and A<j> the relative azimuth angle. In multiple scattering mode 
LARTM delivers single-scattered and total radiances at grid points Q" (60", &s", A<j>")- LARTM is used to pre-compute 
the additional radiance due to multiple scattering about some base model (first guess) optical depth T [TJ, T2, TJ]. From 
these, the partial derivatives of multiple scattering reflectance with respect to T are approximated for use in a linear least 
squares matrix inversion. It is important that these sensitivities are spatially smooth to allow meaningful interpolation 
between grid points. The retrieval proceeds as follows: 

1. compute base model single scattered radiance for pixel geometry Q and for perturbations to base model 
optical depth r and convert to single scattered reflectance Rs ; 

2. estimate the partial derivatives of Rs with respect to T; 
3. compute matrix A from pre-computed partials dRuldx (interpolated to pixel geometry; RM is additional 

reflectance due to multiple scattering) and from dRsldx at the pixel; 
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convert radiance data LD to reflectance data R°, 
assign to first guess r° the base model optical depth t3 ; 
repeat until convergence criterion is met (presently we just iterate 5 times); 

• compute single scatter and total radiances at model grid points Q" for zG ; 
• convert additional radiance due to multiple scattering to reflectance RM; 
• compute single scatter radiance at each pixel for T° and convert to reflectance Rs; 
• estimate total reflectance R  for pixels from Rs, and from RM that is spatially interpolated about 

the nearest model grid point Q'; 
• compute optical depth difference AT from the inverted sensitivity matrix A and from R°-RG 

• update the guess z with the difference A T, 
take T as the retrieval solution and evaluate radiance residual AL in the 443 nm channel. 

The scheme outlined above relies upon the stable inversion of the 
sensitivity matrix A which relates aerosol optical depth perturbations to 
differences in observed spectral reflectance, 
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Fig 4. Square root of the condition 
number of A A (Euclidean norm) for a 
5x5 pixel retrieval employing the 765 and 
865 nm channels of SeaWiFS. The model 
atmosphere is oceanE and it overlies a 
flat, black, Fresnel reflecting ocean. 
Overlain are contours of the 
backscattering angle. The retrieval area is 
shown at 26.9°S, 110.5°E. 

To arrive at AT, the unconstrained linear least squares inversion is, 

AT={A
X
A)-

1
A

X
AR (4) 

It is instructive to evaluate the condition number of AXA in order to 
assess the stability of the system. Provided that^Ü is not so ill-conditioned 
as to make its inversion numerically unstable, the square root of its condition 
is the more useful measure of system robustness. Fig. 4 is a greyscale image 
of this measure computed for SeaWiFS 765 nm and 865 nm channels for all 
pixels in a 5x5 pixel box moved over the entire simulated image space. Note 
that SeaWiFS local area coverage (LAC) pixels are about 1 km2 at nadir but 
in this simulated SeaWiFS data we have treated the overpass as a 100 x 60 
pixel image space with 1 pixel representing approximately 50 x 50 km on the 

.   . , earth's surface at nadir.    The base model atmosphere in this example 
S?a!?l°T"£'1S th£ Len°ble Pr0file 3 atmosPhere 2A ™th boundary layer aerosol as the Navy model with optical depth 
no.01, 0.06, 0.04]. Values of less than 50 in Fig. 4 can be considered as relatively stable. Where the value exceeds 100 an 
unconstrained inversion of this type may be quite unstable. The contour lines on Fig. 4 show the atmospheric 
backscattering angle, which is clearly highly correlated to the condition number. 

An area of 5x5 pixels centred on location 26.9°S, 110.5°E was selected for testing the retrieval algorithm Two 
retrievals are shown in Fig. 5. They used as first guess, respectively, the oceanE model and the coastB model where the 
latter has Navy model optical depth z[0.2, 0.006,.0.004]. In both cases 3% noise (uniform random deviate) was added to 
We synthetic radiance data and in each case the synthetic data optical depth was zfO.03, 0.01, 0.02] The first guess optical 
depths [ri,i-2,r3] for each of the three modes are shown on the LHS of Figs. 5(a) and 5(b) with the convergence after five 
iterations compared to the correct value on the RHS. It is clear that, for the retrievals attempted, it is not essential for the 
first guess optical depth to be very close to the data value sought. On convergence, the retrieval yields the optical depths for 
the three modes and provides a composite optical depth over the size range 0.001 to 50 nm. These optical depths are used 
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in the calculation of the radiance for a short wavelength channel (443 nm) in order to assess the radiance differences arising 
from the error levels in the retrieval. The maximum radiance residual at 443 nm is found to be less that 0.3%. This can be 
considered as encouraging but it must be remembered that in this synthetic study the assumption of aerosol spatial 
invariance over the retrieval region holds true and the atmospheric profile (apart from the boundary layer aerosol optical 
depth) is known with absolute precision. 

5. VALIDATION 

With the delay of SeaWiFS it has been necessary to seek validation phase data from other sources. MODIS Airborne 
Simulator (MAS) data from the SCAR-A experiment is the only calibrated, over ocean data source located to date. Fig. 6 
shows MAS 664 nm and 875 nm channels from flight line 23 collected offshore from Atlantic City on 16th July, 1993. The 
flight line runs approximately parallel to the coastline with Atlantic City about 20 kms to the right and open ocean to the 
left in Fig. 6. The 12 um channel was used to clear cloud contaminated pixels. Contours of backscattering angle and 
forward scattering angle are overlain on Figs. 6(a) and 6(b), respectively. Aerosols on the coastal side of the MAS image 
are probably of urban origin and are not adequately approximated by the Navy aerosol model. Also, in nearshore waters, 
the assumption of zero water-leaving radiance at 664 nm is probably poor. Fig. 6(c) shows the quantisation of radiance 
levels for a single scan line. The 875 nm channel is quantised into only 4 levels. This means that any structure in the open 
ocean side of the MAS image cannot be seen. The same image sampled by SeaWiFS would have approximately 250 levels 
(V* of the SeaWiFS 865 nm dynamic range, 10 bit digitisation). The location of the SCAR-A experiment and the precision 
of the MAS 664 nm and 875 nm channel measurements makes this data set unsuitable for our purposes. 

6. CONCLUSIONS AND FURTHER WORK 

At present we seek calibrated top of atmosphere radiances before we can proceed with the validation of our work. We 
acknowledge that in practice an unconstrained inversion scheme, Eqn. 4, may not always be satisfactory and an extension 
with a constraint may be required. 
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Fig 5. Retrievals of aerosol mode optical depths. 
On the LHS of each graph are shown the initial 
guess optical depths for each of the three modes. 
On the RHS are the optical depths retrieved after 5 
iterations ("retrieved value") and the correct 
optical depths ("data value"). 
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Fig. 6. SCAR-A experiment MAS flight line 23 on 16th July, 1993: 
(a) 664 nm channel; (b) 875 nm channel; (c) quantisation in radiance 
data. The greyscale images (a) and (b) are cloud cleared using the 
12um channel and are spatially binned. The single scan line of 
radiance data in (c) shows the few digital levels in the 664 nm and 
875 nm channels in this scene. 
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Atmospheric correction of the ocean color observations of the Medium Resolution Imaging Spectrometer (MERIS) 
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ABSTRACT 

An algorithm is proposed for the atmospheric correction of the ocean color observations by the MERIS 
instrument. The principle of the algorithm, which accounts for all multiple scattering effects, is presented. The algorithm 
is then tested, and its accuracy assessed in terms of errors in the retrieved marine reflectances. 

Keywords: ocean color, aerosols, radiative transfer, atmospheric correction, MERIS, water-leaving radiance 

1. INTRODUCTION 

When an ocean-color sensor aboard a satellite measures the radiance backscattered by the ocean-atmosphere 
system, it receives in the visible part of the spectrum a signal which is largely dominated by the "atmospheric path 
radiance". This radiance originates from photons scattered by air molecules and aerosols, which can also have been 
reflected at the sea surface, but have never penetrated the ocean In the most favourable conditions of observation, the 
water-leaving radiance in the visible domain is always weak and hardly reaches 10% of the total radiance, and have then 
to be properly extracted. Over oceanic Case 1 waters, the radiances measured in the near infrared exclusively originate 
from scattering within the atmosphere and reflection at the sea surface. 

Up to now, experience comes only from the Coastal Zone Color Scanner (CZCS) instrument1'2, which was 
aboard the Nimbus 7 satellite from 1978 to 1986. The various algorithms developed for atmospheric correction of CZCS 
observations3' *• 5>6 had to cope with the limited radiometric sensitivity of the instrument, and the absence of channels to 
measure the backscattered radiation in the near infrared part of the spectrum, so that the estimation of the aerosol 
contribution was a difficult task. 

Several ocean color sensors are now either launched or planned to be aboard future satellite platforms, like the 
European MEdium Resolution Imaging Spectrometer (MERIS)7. These new generation instruments circumvent the two 
limitations or difficulties evoked above, thanks to improved radiometric characteristics and to channels in the near 
infrared, precisely dedicated to atmospheric correction. Several algorithms have been developed for atmospheric 
correction of the ocean color observations by these sensors8'9. 

The central problem of atmospheric correction lies in the estimation of the radiances due to aerosol scattering. 
Indeed, the aerosol distribution and the aerosol optical properties are not a priori known In principle, and thanks to the 2 
channels in the near infrared where the ocean is black, the retrieval of the aerosol type and optical thickness is possible in 
this region of the spectrum. Hypotheses, however, are needed to extrapolate the information gained in the near infrared 
toward the visible domain. Without using external knowledge on the actual aerosol, the only way would be to adopt an a 
priori spectral dependence of aerosol scattering. A technique based on this assumption cannot meet the desired accuracy, 
so that external knowledge about the aerosol is needed. These additional information can be conveniently represented by 
pre-computed data and relationships, generated from the radiative transfer simulations, and making use of aerosol 
models. 

In the present paper, an atmospheric correction algorithm is proposed for the MERIS instrument, and its 
principle is derived from the results of a previous study10 about the change of the atmospheric path radiance with 
increasing aerosol optical thickness. This algorithm accounts for all multiple scattering effects, and allows the visible 
observations to be corrected for the effect of several kinds of aerosols, including absorbing ones, once their identification 
in the near infrared has been achieved. 

2. PHYSICAL BASIS AND PRINCIPLE OF THE ALGORITHM 

The signals at the TOA level will be here expressed as dimensionless bidirectional reflectances, p, which are 
related to radiances, L, through 

MflA#= JTUM, e^/FoCA) ««(0S) (i) 
where F0 is the extraterrestrial irradiance, X is wavelength, 0S is the sun zenith angle, 0V is the satellite viewing angle, 
an&40 the azimuth difference between the pixel-sensor and pixel-sun half vertical planes. The MERIS instrument has 
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been designed to meet the requirement that the discrimination of 30 classes of chlorophyll concentration, (10 classes 
within each orders of magnitude from 0.03 to 30 mg Chi nr3) should be possible. To meet this requirement, errors of 
about 5 10~* to 1 10-3 in the water-leaving reflectance are tolerable, and can even reach ±2 10-3. It has been shown 
elsewhere9 that an algorithm based on the assumption of single scattering was not able to meet this accuracy. The 
principle of the multiple scattering algorithm developed here is as follows. 

In a situation where white caps are absent, and 0V is such that the specular reflection of direct sun rays (sun 
glint) is excluded, the total reflectance at the top of atmosphere level, pt, is 

A=Ppaft+t-Av (2) 

where pw is the water-leaving reflectance, t is the diffuse transmittance along the pixel-to-sensor path, and p^, is the 
atmospheric path reflectance. The reflectance ppalh accounts for all kinds of photon histories (except sun glint). The path 
reflectance can be expressed as a function of the type of scattering events, either of molecular or of aerosol type, with the 
following decomposition (the notations are those used in Ref10) 

Ppath = P*r+p\ + P*ra (3) 

where p*r is the reflectance which originates from scattering (single and multiple) by molecules only, but in presence of 
aerosols, p*a is the equivalent term for aerosols, also in presence of molecules, and p*ra stands for that part of p^, 
which strictly results from heterogeneous multiple scattering. In Ref10, the behavior of the 3 terms in Eq. (3) has been 
examined as a function of increasing aerosol load (in absence of aerosol absorption), and it has been shown that, 
whatever the specific geometry (0g, 0V, A</>) envisaged, the change in p^ resulting from the simultaneous changes of its 
three constitutive terms is nearly linear. 

In the context of atmospheric correction, the three terms of Eq. (3) are not separately known or calculable, 
because aerosols are unknown. The only quantities at disposal are pvA, as measured in the near infrared (where it is 
equal to pt because t.pw = 0), and pr, as calculated for any wavelength (depending only on the actual atmospheric 
pressure). The ratio [p^ / pr], was also examined10 as a function of increasing aerosols loads. Its increase is, as for 
p^, nearly linear with increasing ra. Examples of the change in the ratio [ppath / ft] at 865 and 775 nm are displayed in 
Fig 1 as a function of ra and for several aerosol models. 

The scheme for atmospheric correction is based on the above results concerning the variations of the ratio [p^, 
/pr] with Ta, and on the computation of pr at all wavelengths. The successive steps of the correction are as follows : to 
the measured value of pp-h(865), it is possible to associate several guess values for T,, each one corresponding to a given 
aerosol model (steps 1 and 2 in Fig. 1). Several Ta(775) are then obtained from the spectral optical thickness of each 
aerosol (step 3). To these ^(775) values correspond several values of the ratio [p^ / p.] at 775 nm, differing according 
to the aerosol type (steps 4 and 5). The last step consists in comparing this set of values to the actual ratio [p-^ I p.] at 
775 nm, and by this way in selecting the two aerosol models which most closely bracket the actual [p^, / p.] ratio (step 
6). The following rests on the assumption8 that the proportion defined in the near infrared by the actual [p,^ / p.] ratio 
and those of the two bracketing aerosols iremains unchanged in the visible. A "mixing ratio" can therefore beicomputed, 
from the actual and the two bracketing values of [p^ I ft]. It is then possible to transfer the estimate of [p ^ / ft] at 
any other wavelength in particular toward the visible spectrum, provided that the relationships with Ta have been 
previously established for all wavelengths. The ratios [ppafc / ft] in the visible are re-multiplied by the corresponding 
values of pr„ and therefore lead to ppath, and tto the desired marine reflectances. These reflectances, converted into 
radiances (Eq. 1), are divided by the diffuse transmittance to obtain the water-leaving radiances. 

The retrieval of the aerosol optical thickness becomes straightforward, as a by-product of the algorithm, since a 
couple of aerosol models has been selected : the two values of Ta(865) associated with these two aerosol models are 
simply averaged. The mean of these two values provides the best estimate9 of the actual aerosol optical thickness at 865 
nm. 

3. IMPLEMENTATION AND TEST OF THE ALGORITHM 

To implement the above algorithm, aerosol models have to be selected, which have to be as representative as 
possible of actual aerosols over the ocean. From the outputs of radiative transfer simulations (Monte Carlo), making use 
of the optical properties of these aerosols, the relationship between [p ath / pr] andfa can be stored for various 
wavelengths and geometries. Aerosols are variable in nature and vertical distribution, so that a lot of situations can be 
encountered. Assumptions are therefore mandatory to define more or less generic cases to be used when generating 
lookup tables. In the present work, it has been decided to consider the boundary layer (from the sea surface up to 2 km), 
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the free troposphere (2-12 km), and the stratosphere (12-50 km), within which aerosols and molecules are uniformly 
mixed. 

0.0 0.2 0.4 0.0 0.2 0.4 
RH*>70% 

A, = 865nm V     \        A, = 775nm 
6 - 

1 a 
Q. 

2 - 

T,(775) = T„(865) * c(775)/c(865) 

Fig. 1. Variation of the path reflectance at 865 and 775 nm as a function of the aerosol optical thcikness Ta, and 
expressed as the ratio [p^, / f\], when 0a = 40°, 0V = 30°, and A<f> = nil. The maritime aerosol model is used, for 4 
values of the relative humidity, as indicated. Arrows symbolize a possible way for identifying a couple of aerosol models 
enclosing the actual aerosol. The circled numbers identify the successive steps of this scheme (see text). 

The aerosol vertical structure as recommended by the experts working group on aerosols11, is presently adopted 
to represent clear maritime atmospheres. The aerosol models for each layer are constructed from the basic aerosol 
components defined in Refs11-12. Five aerosols assemblages are defined (the word "assemblage" is used to describe the 
whole ensemble made up of the 3 aerosols located in the boundary layer, the free troposphere, and the stratosphere) by 
the relative humidity of the maritime boundary layer aerosol (i.e. 50,70, 80, 90, or 99%). A constant aerosol background 
is present in the free troposphere (continental aerosol, with Ta(550) = 0.025) and in the stratosphere (H2S04 aerosol, with 
Ta(550) = 0.005).The algorithm has been tested by using "pseudo data" obtained from the radiative transfer simulations 
(pt and pr) and the lookup tables. An histogram of the errors in the retrieved marine refletances (t.pw) at 443 nm is 
displayed in Fig. 2, where results have been pooled together for several values of the optical thickness and geometry. 
Eighty percent of the errors are within ±5 10-4, and the larger errors are about ±1 10"3. 
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Fig. 2. Histogram of the error in the retrieved marine reflectance at 
443 nm. The results for the five "standard" aerosol assemblages, four 
aerosol optical thicknesses, and various geometries, are here pooled 
together (800 cases). 
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The presence over the ocean of absorbing aerosols of continental origin is not anecdotal13,14, and Fig. 3 shows 
how large the error in the retrieved marine reflectances at 443 nm might be, when the atmospheric correction is carried 
out by using the "standard" maritime aerosol models while the actual aerosol is absorbing. It is assumed here that 
absorbing aerosols over the ocean are of three main types, namely the continental aerosol, the desert dust aerosol, and the 
urban aerosol. The continental and desert dust aerosols are assumed to be located within the free-troposphere (2-12 km), 
and the urban aerosol within the boundary layer (0-2 km). The stratosphere remains unchanged in all cases. Several 
additional aerosol assemblages have been therefore defined, with fixed proportions between the aerosols within the 
boundary layer and the free troposphere. 
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Fig. 3. Error 4pw(443), for the urban aerosol with RH = 98%, 
and when the standard set of aerosol models (clear maritime 
atmospheres) is used to cany out the correction. 
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To identify the presence of absorbing aerosols, a tentative correction is carried out by using the standard set of 
aerosol models, and then the error that is made at 705 and 510 nm is examined. At 705 nmthe error in the atmospheric 
correction is straightforwardly obtained (p„ = 0). The band at 705 nm is however close to the two bands used in the 
correction process (775 and 865 nm), and the error that is made when extrapolating to 705 nm is usually too low to 
detect any failure of the algorithm, except for the strongly absorbing urban aerosol. The converse problem is faced at 510 
nm, with possibly large errors in the atmospheric correction, added or subtracted however to significant water-leaving 
reflectances. The clue lies here in the relatively constant value of the water-leaving reflectance at 510 nm.. Measured 
values15'16' 17>18 of the diffuse reflectance of oceanic Case 1 waters at 510 nm, R(0-)5i0> are displayed in Fig. 4 as a 
function of chlorophyll concentration, along with the values calculated from a reflectance model 19>20, and for two values 
of the sun zenith angle. Considering the scatter of the points, it seems wise to assign a mean value of 2% to R(0-)5io> 
which leads to a mean value of the bidirectional marine reflectance (t.pw) of about 0.007, with an attached uncertainty of 
about ±0.001. Thresholds on Ap(5l0) have been defined : absorbing aerosols are revealed if |4p(510)| is greater than 
0.002, or if it is included between 0.001 and 0.002 and the aerosol optical thickness is lower than 0.1. To ensure that the 
indication of the presence of absorbing aerosols is not due to an incorrect assumption on the value of t.pw(510), rather 
than to an incorrect atmospheric correction, the test is carried out twice, first with the mean value of t./\„(510), and 
second by introducing the typical error of t p„(510). 
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Fig. 4. Diffuse reflectance of the ocean at 510 nm, for Case 
1 waters with variable chlorophyll concentration. The two 
curves have been obtained from a reflectance model19-20, 
either for a sun at zenith (bottom), or with a sun zenith angle 
of 60° (top). Reflectance values extracted from reflectance 
spectra measured at sea are also shown (Black diamonds : 
northeast Atlantic ocean, off Mauritania15; Black circles : 
Galapagos islands, Caribean sea, sargasso sea16; open 
circles and open diamonds : Pacific ocean17-18). 
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The implementation of the above algorithm for identification of absorbing aerosols and for the estimation of 
their contribution to the path reflectance has been tested, following the same principle than for the clear maritime 
atmospheres/The ability of the tests at 510 and 705 nm to detect the presence of absorbing aerosols is increasing with 
increasing optical thickness, and most of the absorbing aerosols are detected (not shown). 

Histograms of the errors in the retrieved marine reflectance at 443 nm are shown in Fig. 5. For each kind of 
absorbing aerosol, 1920 values of 4pw443 are pooled together, and correspond to 4 values of the aerosol optical 
thickness, 40 geometries and 12 aerosol assemblages, each one corresponding to 4 values of the relative humidity for the 
maritime aerosol within the boundary layer, and to 3 values of the sharing of optical thickness between the boundary 
layer and the free troposphere. The atmospheric correction is not so accurate as for clear maritime atmospheres (Fig. 2), 
yet a significant percentage of the 4pw443 values remain within ±2 10'3, namely 97, 72, and 77%, for the aerosol 
assemblages containing respectively the continental aerosol, the desert dust, or the urban aerosolThe above results, even 
if not perfect, clearly improve the quality of the atmospheric correction in situations where a classical algorithm, without 
the ability to address separately different kind of aerosols, would totally fail (see Fig. 3). 
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Fig. 5. Histogram of the error in the retrieved marine reflectance at 443 nm, and for the three "non-standard" aerosol 
assemblages, as indicated. The results for the four aerosol optical thicknesses, the three "mixing ratios" (the proportion 
of aerosols within the boundary layer and the free troposphere), and various geometries, are here pooled together (1920 
cases for each aerosol assemblage). The percentages indicated correspond to the errors within ±0.002 in reflectance. 

4. CONCLUSION 

The algorithm proposed here for atmospheric correction of ocean color observations seems to work well, and 
the accuracy required for the new generation ocean color sensors is met in most situations, regarding the aerosol types 
and their vertical distributiou 

A critical aspect concerns however the use of aerosol models, which, even if constructed from measurements 
and modeling studies, and also partly validated against measurements21, could reveal insufficiently representative of real 
aerosols in some situations. The aerosol assemblages defined here seem however to capture the essential features of 
possible spectral dependencies of aerosol scattering. As a consequence, when the actual aerosol type or vertical 
distribution are not represented within the database, the correction remains possible, and its accuracy is preserved. A 
weakness could appear if the water-leaving reflectance at 510 nm actually was more variable in the real ocean than in the 
data shown here (Fig. 4), The examination of additional and recent measurements, and above all the operational use of 
the algorithm, will confirm or invalidate the present approach. 

Several aspects of the radiative transfer in the ocean-atmosphere system have been neglected in the present 
work, since they do not intervene when defining the principle of the algorithm and its implementation. They could have 
however an impact on the accuracy of the atmospheric correction, and remain to be studied. These points concern, not 
exhaustively, the effect of white caps, the calculation of the diffuse transmittance, polarization, and instrumental errors. 
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ABSTRACT 

Since the Case 1 waters have been defined and their optical properties described as a function of the chlorophyll a 
concentration, continuing observations and laboratory experiment have brought new insight into the specific effects of some 
of the various components of the biological compartment. These results are examined, as well as their impact on models, 
used as diagnostic tools for understanding, or as prognostic tools for predicting, the bulk optical properties of these waters] 
with a special reference to reflectance and the remote sensing of ocean color. 

Keywords : Case 1 waters, modeling, reflectance, ocean color. 

INTRODUCTION 

In Case 1 waters, which, by definition, are outside of any notable terrigeneous influence, the optical properties 
depend only on the varying absorption and scattering properties of the material which is locally formed. These waters are 
generally seen as a simple two-component system. The first, and constant, component is the optically pure sea water. The 
second and varying component, related to the biological activity, comprises the phytoplanktonic cells resulting from 
photosynthesis, all the commensal heterotrophic planktonic community (including free living bacteria and viruses), 
generated debris of all kinds and sizes, and also released dissolved organic compounds. Considering such a complex 
assemblage as a single "biological" component is obviously an oversimplifying vision. 

To the extent that these various materials are not in constant proportions to each other, and in particular in constant 
ratio with the chlorophyll a concentration (denoted Chi), the changes in optical properties of case 1 waters with changing 
Chi are neither linear, nor as simple as it could be expected for a two-component system. This complexity has been 
acknowledged for a long time. The first empirical approaches which have consisted in relating the bulk apparent optical 
properties (AOP), such as reflectance or diffuse attenuance, to Chi, actually have led to non-linear, spectrally dependent, 
relationships (see e.g. Gordon and Morel'). Also soon recognized, was the existence of a natural "noise" affecting these 
relationships. It originates from the fluctuations in the relative proportions between the diverse constituents inside the 
biological compartment, as well as from the variability in the specific effect of each of these constituents. The extent to 
which such a noise is predictable remains an open question. 

In revising the optical properties of Case 1 waters, several questions can be raised, such as: 
Are we able to go beyond the previously established empirical relationships? In other words, could an analytical approach 
be presently attempted, by which the role of each constituent would be separately assessed and its variability quantified, as a 
source of noise ? 

In reference to the particular problem of the remote sensing of ocean color, is it now possible to accurately model 
the relationships between the spectral reflectance, R(/L), (an AOP) and Chi, the chlorophyll concentration in the upper 
oceanic layer ? 

Such a model, as well as the analytical approach suggested above, require the determination of the inherent optical 
properties (IOP) of each (if possible) of the various constituents, in so far as they can be identified and separately studied. 
Extremely accurate and numerically efficient methods and codes are presently available 2 for solving the radiative transfer 
equation (RTE) and thus to derive the AOP, once the IOP are prescribed and the boundary conditions are imposed. The on- 
going (and likely next future) efforts aim at determining the IOP for the diverse components, before summing them to 
obtain the global IOP of the water bodies. The present state of knowledge and remnant deficiencies are succinctly examined 
below, by starting with the water itself and then continuing with the biological component. 
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OPTICAL PROPERTIES OF OPTICALLY PURE SEA WATER 

The density fluctuation theory (Einstein-Schmoluchowski) and the measurements3 of the scattering properties of 
water molecules agree very well, namely for the shape of the volume scattering function, the total scattering coefficient, bw, 
and its spectral dependency. The agreement4 is even better if revised values for the physical constants involved in the 
theoretical expression of bw(A) are used5. The slightly modified set (by about -10%) ofbw(A) values could be adopted 
without leading to important consequences. Further investigations seem to be appropriate with regards to the depolarization 
ratio ( 0.09 as measured by Morel3 vs 0.05 adopted by Buiteveld et al.5), which limits the accuracy of the theoretical 
prediction. For optically pure sea water, the increase in scattering, which results from the presence of ions and therefore 
from concentration fluctuations and would reach about 30% (as previously estimated3) has apparently never been 
confirmed, even though it appears reasonable according to the Debye theory for electrolyte solutions. 

More important are the recent findings6,7 concerning the absorption of pure water in the spectral region of its 
greatest transparency. According to these new determinations, a^/l), the absorption coefficient of pure (and fresh) water 
would be notably below the consensus values (as previously selected by Smith and Baker8) in the wavelength domain X = 
380-500 nm, with a minimum occuring at about 420nm, 3 times lower (0.005 vs 0.015 m"') than the old value. Such a 
drastic revision is of considerable impact, in particular on the understanding of the optical properties of extremely pure, 
oligotrophic, waters , which form a wide part of the world ocean. These new values, in the violet part of the spectrum, 
strongly suggest that the currently admitted absorption coefficients in the near-UV (400-300nm) domain are likely to be 
also revised. 

ABSORPTION BY PLANKTONIC ALGAE AND OTHER PARTICLES 

During the last decade various phytoplankters grown in monospecific culture have been studied in a rather 
systematic manner. These studies910"12 have demonstrated the large variability in the spectral absorption capabilities of 
algal cells, particularly when they are normalized with respect to Chi. The shape of the absorption spectra, beside common 
features due to chlorophyll a, is changing in response to varying (accessory) pigment composition13. Meanwhile, the 
amplitudes of the major absorption peaks are also changing, as a consequence of the package effect14. Natural assemblages 
have also been studied in the field'51617 by using the filter pad technique18, often followed by the extractive depigmentation 
method developed by Kishino19. Thus the absorption by the sole algal cells (a,,,) has been separately measured, and 
subtracted from the total (algal and non-algal) particle absorption, ap, to obtain the absorption by detritus, ad, (actually by all 
the non-algal, suspended materials rather than by detritus, sensu stricto). 

Recent measurements202122, systematically carried out in various parts of the world ocean, have revealed important 
features. After normalizing with respect to Chi, the Chl-specific absorption coefficients of phytoplankton (a% (Ä) = \(X) I 
Chi) exhibit a rather regular trend, with lower values in eutrophic waters, and the highest ones in oligotrophic, low-Chl, 
waters. Roughly speaking, there is an increase by a factor of 10 in a$ when Chi spans 3 orders of magnitude (from 30 to 
0.03 mg nr3). The spectral shape of a^X) is also slightly varying with Chi22. The factor 10 is attributable (half and half, 
approximately) to a reduction in the package effect for the tiny algal cells which predominate in oligotrophic waters, and to 
an increase in accessory (photosynthetic and non-photosynthetic) carotenoids in these cells. 

When dealing with the whole particle assemblage and considering a*p(/l), the general ascending slope, from 
eutrophic to oligotrophic waters, is maintained. Compared to those for the sole phytoplankton, the absorption values for all 
particles are higher by about 50%. This increase seems to originate essentially from detritus, inasmuch as heterotrophic 
bacteria and other heterotrophic organisms have an extremely reduced impact on absorption, except perhaps in the vicinity 
of 415 nm, as a result of the main cytochrome absorption band2728. These new results for a*p(2), with their intrisic non- 
linear character inside the Chi range, bring for the first time a good explanation to the empirical, also non-linear, 
relationships previously observed between K(A), the diffuse attenuation coefficient, and Chi2324. The exponents in these 
relationships can be quantitatively interpreted, as well as the variability around the average laws, which already exists in the 
absorption-Chl relationships, and therefore must persists in the K(A)-Chl relationships. 

SCATTERING BY PLANKTONIC ALGAE AND OTHER PARTICLES 

Again, in vitro measurements using organisms grown in culture12, as well as theoretical studies2526, have greatly 
improved our knowledge about scattering and backscattering properties of living particles. Algal cells, including 
picoplankton, heterotophic organisms and free living bacteria were studied12272829. For natural heterogenous assemblages 
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(algal and non-algal particles) observed in the field, the Chl-specific scattering coefficient for particles, b*p, has proven to 
be also a power function of the chlorophyll concentration'-30, with an exponent (= -0.38) quite similar to those appearing for 
the Chl-specific absorption coefficients. 

New results based on strictly coincident measurements of the pigment concentration (rosette sampling followed by 
HPLC determination) and of the beam attenuation coefficient (Seatech instrument attached to the rosette), once corrected 
for absorption, fully confirm the previous results. Because of the non-simultaneity in the measurements of the two 
quantities, these previous results (summarized by Fig. 5a in Gordon and Morel1), could have been suspected of being noisy. 
It is not the case, and surprisingly the variability in the b-Chl relationship is not reduced in the new set of determinations. 
Therefore the "band" used in Gordon and Morel to demarcate the Case 1 waters remains unchanged and is not found 
narrower. The spectral dependency of bp (an inverse proportionality to wavelength is usually adopted) actually lacks of 
systematic determinations and confirmation. 

The spectrum of the backscattering coefficient is influenced in a complex manner by the absorption bands of the 
pigments present in algae. This has been experimentally verified12, as well as the extremely low values of the backscattering 
ratio bb (= bb lb). Apart from the smallest species (as prochlorophytes and cyanobacteria29), for which bb (A) may slightly 
exceed 10'\ the most common values for phytoplankters are in the 10"4 -10"5 range. Such low values raise the question of 
what can be responsible for the formation of the backscattering coefficient of oceanic waters. 

It has been shown28 that the formation of the scattering coefficient of oceanic waters, and its variations with Chi are 
well undestood. The algal cells are the major contributors, followed, in order of importance, by heterotrophic organisms 
among which the free living bacteria have an almost negligible influence; debris of all kinds contribute to the remnant and 
varying part. The contrary holds true for the constitution of the backscattering coefficient ; algae would play a minor or 
even negligible role and only small sized free bacteria hardly contribute to the actual coefficient. The main part of this 
coefficient remains unexplained2629, and is hypothetically attributed to virtually non identified particles, such as colloids, 
viruses and other minute debris, the importance of which has been recently emphasized31. 

It must be recalled that bb(A) for oceanic waters is only indirectly known; it is actually inferred from reflectance 
measurements combined with absorption measurements or assumptions about absorption. The systematic effort during the 
sixties and seventies aiming at studying the volume scattering function (VSF) of suspended matter in oceanic waters has not 
been pursued, so that reliable information about bb (A) is still lacking, even if inverse modeling has provided some 
information33. The relationships between bb {A) and the chlorophyll concentration, as presently proposed for case 1 waters, 
are educated guess, used in absence of true determinations. In addition, these relationships, as those proposed by Gordon et 
al33., by Morel24, and by Haltrin and Kattawar (quoted in Mobley34), differ in a notable fashion. These uncertainties, and also 
the ignorance of the variations with Chi of the actual VSF, and of its backward portion in particular, are the main 
weaknesses in the attempts for developing predictive models. 

MODELING CASE 1 WATERS 

A fully analytical model of the IOP for Case 1 waters is not yet available. Even if databases of single-particle 
optical properties are under development35 , and tentatively used36 , a realistic representation of natural populations of 
marine particulates would require a detailed knowledge of all the components (microbial, detrital and minerogenic), which 
is almost unreachable. It can be reasonably expected, however, that a sufficient knowledge of the major components,' and of 
their variations with Chi, can be attained in a near future. The first step in this direction is already represented by the Chl- 
specific absorption of the whole paniculate compartment (ap(/l)), which has been found varying with Chi, in a rather regular 
way. Such a parameterization can be introduced in models, together with a similar expression for the Chl-specific scattering 
cofficient. As underlined above, the main limitation for a meaningful use of any RTE model originates from the imperfect 
representation of the VSF, and its change with varying chlorophyll concentration and with wavelength. This limitation has 
already been encountered (and discussed37) when dealing with the bi-directional character of the ocean reflectance, heavily 
depending on the shape of the VSF particularly in the backward directions. 

Another difficulty which deserves attention is related to the absorption by colored dissolved organic matter 
(CDOM). If the spectral effect of CDOM is already well known and regularly documented38, the magnitude of this 
absorption in relation to Chi (a direct proportionality is often assumed39) remains an open question40. 
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Semi-empirical models for AOP, in particular models aiming at interpreting and predicting the spectral reflectance 
of oceanic waters as a function of Chi, in the perspective of remote sensing of ocean color, have been developed24" . Rather 
than being based on absorption, they made use of K(A) as a proxy for a(A). Interestingly, if the new results concerning a,,(A) 
are used instead of K(A), the previously modeled24 R(A) - Chi relationships are left practically unchanged, and are thus 
confirmed with a completely independent data set. Combined with a parameterization of b(A) as a function of Chi 
(generally taken in ref 1), an expression describing the backscattering ratio is also needed. The main weakness of present 
models originates from the somewhat arbitrary choice of such an expression; it is particularly crucial when the 
backscattering coefficient of the water body becomes dominated by that of particles (high Chi), while at low Chi, when the 
molecular scattering is dominating, the uncertainty is vanishingly low. 
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Ratio of the reflectances of oceanic Case 1 waters at two wavelengths 445 and 555 nm, plotted as a 
function of the chlorophyll concentration within the upper layers. Symbols are for old and recent 
determinations, as indicated, and curves for modeled values (see text). These data have been obtained in 
Pacific Ocean (Paciprod, Olipac, Cfox and partly Discoverer cruises), Atlantic Ocean (Chlomax, Eumeli 3 
and 4, Cineca 2 and 5, and partly Dicoverer), Indian Ocean - Antarctic sector (Antiprod), and Eastern 
Mediterranean Sea (Minos). 

The modeled and experimental values can be compared in a condensed manner (Fig. 1) by plotting as a function of 
Chi the "blue-to-green ratio", i.e. the ratio of reflectances at 445 and 555nm. The old and more recent data are pooled 
together, the dashed curve is redrawn from ref 24 (Fig. 14), except for the slight change in wavelengths, and the solid curve 
differs from the dashed one only by replacing the previous absorption for pure water by the new values6-7. Between these 
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two curves, the main divergence occurs, as expected, for oligotrophic waters, and the solid curve leads to a better 
agreement with the experimental determinations and to higher R(443)/R(555) values in this Chi range. For chlorophyll 
concentration larger than 1 or 2 mg/nV3, the models (insensitive to pure water absorption) do not account for the observed 
blue-to-green ratios, progressively departing from, i.e. below, the predicted values. To the extent that the variations in the 
ratio of absorption by algae [the ratio a(555)/a(443)] are limited, the backscattering coefficient with its spectral dependency 
is the only free parameter; its parameterization can be modified , and thus the model constrained to reach a better 
agreement. There is, however, no external and independent information to justify such a modification. From a practical 
viewpoint (that of using a ratio of reflectances measured at two wavelengths to infer Chi), this drawback which affects the 
high concentration domain is evitable, provided that confidence is given to actual data, regardless of their present 
predictability. 

In summary, the case 1 waters constitute a rather complex system, far from being entirely analyzed and therefore 
from being accurately predictable. Even if recent progress allows the somewhat enigmatic, non-linear, empirical 
relationships to be understood, some important characteristics (VSF, backscattering ratio, sub-micrometer particles 
abundance) remain poorly documented. The natural variability in a*p(A) and in b*p(Ä), which seems confirmed, will limit 
the predictive skill of any model, including reflectance models. Some rules governing this variability likely exist inside the 
biological compartment under the control of the physical and chemical environment; they are not yet discovered. When 
reminding the importance of Case 1 waters in the world ocean, in terms of area or of biogeochemical impact4', 
improvements in the understanding of their optical behavior are certainly urgently needed. There are many good reasons 
for studying also the more complicated Case 2 waters; postulating that the "simple" Case 1 waters are presently well known, 
so that additional studies are not required, is just a bad reason, if not the worst one. 
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Photobiology in the twilight zone of the deep sea depends on faint light of two, or possibly three, origins: 
sunlight, bioluminescence and some visible radiation near the bottom associated with hydrothermal vents. The deep 
twilight zone also contains two quite distinct ecosystems: the vast open ocean pelagic regime far from the shore and 
the bottom as well as the far less expansive benthic regime with quite different characteristic animals that live on, in 
or near the sea bottom.10 Most of the whole ocean's benthic regime with a mean depth over 3000m is well below 
the twilight zone, which eliminates sunlight as a light source there. Many of the most familiar deepsea animals 
with their spectacular arrays of dermal light organs and remarkable eyes are from the pelagic regime.19' 25 The 
less familiar benthic fishes and crustaceans sometimes have curious internal light organs powered by bacteria13 and 
occasional incredibly modified eyes.30 With the exception of those on the fishing rods of most female deepsea 
anglerfish, where the light is produced by symbiotic bacteria, all the numerous light organs of pelagic deepsea fishes 
are generally believed to manage their own chemiluminescence independent of luminous bacteria.17 

The benthic fauna is apparently unique in including scattered and rather ephemeral communities which do 
not depend on sunlight and photosynthesis as a source of their organic carbon and metabolic energy. Instead a 
number of invertebrates inhabiting hydrothermal vents and cold mineral seeps obtain these necessities from the 
chemosynthesis of autotrophic bacteria.29 The microorganisms, such as sulfur bacteria, are either eaten by the 
animals concerned or live as symbionts within them. The faunas of the two subhabitats show only minor overlap 
in species makeup and seem to reflect quite distinct evolutionary histories. For instance brotulid and macrourid 
fishes, common near and on the bottom are only remotely related to lantern fishes and stomiids typical of the pelagic 
deepsea regime. 

With regard to the two or three kinds of light in deep water, sunlight in the twilight zone is dim, on the 
verge of extinction; diffuse, but still ellipsoidal in distribution with the major axis close to vertical; nearly 
monochromatic, with a lambda max near 465 nm, and partially linearly polarized. Bioluminescence, the second 
light source, is, of course far dimmer than daylight in air or in the upper water levels. Evidence for a third source 
of deepsea light has been sought to explain highly modified compound eyes in deepwater shrimp (Rimicaris) 
swarming around hydrothermal vents well below the twilight zone at 3500m depth on the Midatlantic Ridge.32 

Without the usual cornea, crystalline cones and eyestalks, these receptors have thousands of hyper-developed retinular 
cells with large rhabdoms and dense visual pigment.30 Instrumental evidence for luminous glows from the outflow 
of black smoker hydrothermal vents suggests that the shrimp photoreceptors have some light to see at depths usually 
considered far below the photic zone.33 Whether black body radiation from high temperature hydrothermal plumes 
or some other source of light is involved remains to be seen. Can the somewhat comparable cephalic eyes of the 
benthic fish Ipnops serve a similar function? 

Animal light equals or exceeds the ambient sunlight intensity in clearest ocean water at depths of about 
500m and greater. At 1000m bioluminescence could be six or seven log units more intense than the ambient 
daylight. Usually, animal light is a point or small angle source.16 Peak wavelengths may range widely from 
violet to deep red, but typically lie between 450 and 525nm15. Instead of being mainly unidirectional like 
downwelling sunlight, bioluminescence may come from any spatial angle relative to the observer. Light from 
complex light organs of crustaceans, squids and fishes typically matches rather closely both the spectral sensitivity 
of the animal's retina as well as the spectral distribution of the deepwater sunlight. This would maximize the range 
at which luminous flashes could be seen, perhaps to 100 to 150m.3 

Bioluminescence, unlike sunlight, may be present 24h a day in deep water and luminous species range, 
specially among benthic and benthopelagic types, down into the deepest trenches.17 Observations and experiments 
on shallow water animals have shown that bioluminescence has many functions27: species and sex recognition, 
schooling behavior, mating behavior, prey attraction, prey detection, predator startling, escape cover or decoy (for 
externally secreted luminescent clouds or blobs) and the so-called burglar alarm effect.   This last function is served 
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when the luminescence of dinoflagellates or some passive animal like a jellyfish evoked by the attack of a predator, 
attracts another predator which harasses or eliminates the original aggressor.9 

One of the most astonishing uses of bioluminescence in counterillumination or camouflage is an exception 
for which direct observations and experiments have been carried out on a few pelagic deepwater animals (hatchet 
fishes, lantern fishes and squids such as Abralia). Deepwater animals using ambient sunlight to locate prey or avoid 
predators, would get little signal from most nearby animal's reflected daylight. The common black, brown or deep 
red pigment of twilight zone animals would render them largely invisible looking horizontally or downward in the 
weak blue light present25 Yet when looking upward, the silhouetted shadows of animals above the potential prey 
or predator might indeed provide good visual images. This poses a double challenge: how best to see such 
silhouettes of potential prey or predators and how best to avoid casting shadows for the benefit of potential nrev or 
predators? ' 

Correlated adaptations of eyes and light organs have provided remarkable responses to this dilemma 
Briefly, a large array of photophores is used by squids and many fishes, and a more modest one, by crustaceans to 
match closely the intensity, wavelength and directionality of downwelling sunlight. The research of Denton and 
others4 on fish and Young's data35 for squids show that their counterillumination provides extraordinary camouflage 
to weaken or block contrast for other animals' overhead lines of sight. There is evidence that dedicated visual 
circuits are present constantly to monitor sunlight intensity and perhaps wavelength so as to provide continuous 
regulation of light organs' emission to match the ambient daylight. Special retinal pockets in fishes may serve this 
purpose while squids use extra ocular light sensors. In this connection, the rather surprising presence of more than 
one visual pigment in eyes of deepsea squids and fishes may provide fine-tuning to break the luminous camouflage. 
The puzzling widespread occurrence of yellow pigments in .the lenses of upper twilight zone fishes may act as a 
similar spoiler by weakening or blocking any residual sunlight from reaching the retina.8- 26 

The dragon fish, Malacosteus, and two related genera, are notable for producing deep red light, thanks to a 
red filter over their large subocular light organs.4- 31 They also possess red-sensitive cones in their retinas as well 
as deep red reflecting layers back of their retinas This whole exceptional long wavelength system may function in 
hunting red shrimps and fishes as well as in a private communication system undetectable by other animals. 

Strangely, despite numerous recent deepsea dives by crewed research submarines and the like, almost no 
direct data, except those on counterillumination and the burglar alarm effect, are available on in situ luminescence of 
deep sea animals. The vivid luminescence of various deep pelagic types described in the 1930's by William Beebe 
from the bathysphere at depths off Bermuda is quite exceptional. Hence most of bioluminescence's numerous 
proposed functions in deep water remain untested and unproved. In contrast, the complex structure and patterns of 
the dermal photophores which produce light in deepwater pelagic types have been widely studied in crustaceans, 
cephalopods and fishes since the pioneer cruises of "Challenger" and " Valdivia." The lenses, reflectors, pigment 
screens and color filters often process the light produced by the oxidative chemiluminescence of the light emitting 
cells. The biochemistry of self luminescence has been detailed mainly in shallow water species although some 
recent research has illuminated the symbiotic interactions between hosts, such as cephalopods7 and deepsea 
anglerfish,14 and the luminous bacteria which they "cultivate" in their light organs. 

The quite different optical properties of sunlight and animal light in the twilight zone, as well as their 
distinct potential uses are reflected in specializations of both the compound and the camera eyes of its various 
inhabitants. Optical parts of their eyes or their retinas seem particularly receptive to one or the other light 
stimulus. Their prominence shifts in related species which live at different depths where the ratios of the two light 
sources change.22 Thus in twilight zone sunlight vision depends on detecting and recognizing light reflected by 
animal surfaces or shadows they cast in downwelling light. Contrast of intensity or wavelength is essential for 
discriminating object and background. Deepwater sunlight no doubt also helps synchronize biological clocks and 
through its verticality below the critical depth provides a reference for spatial orientation. 

Vision at threshold light intensities depends optically on collecting and focusing as much light as possible 
on an optimally sensitive photoreceptive membrane surface.20-2324 Also efficiencies of photon capture and 
transduction to threshold neural excitation as well as a low noise level in the membrane itself may all be critical. 
For camera eyes increasing the size of the lens is important in dim light. Yet there are practical limits to lens and 
eye sizes. Fishes and cephalopods even in shallow water, already have large spherical lenses to counteract the near 
lack of corneal surface refraction underwater. In some deepsea fishes with eyes of normal hemispherical shape, the 
lens nearly fills the eye cup and protrudes about half its volume through the pupil which has a diameter nearly as 
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large as the eye.25 In such cases only part, or none, of the image can be sharply focused on the retina. Often in 
deepsea fish eyes there are aphakic spaces around the lens. These might be intolerable for imaging at moderate to 
high light intensities, but around threshold any light may help provide some signal. 

Alternatively, a number of fishes and some squids with tubular eyes have combined a large lens with a good 
focus for a much reduced visual field. Such elongate eyes, which are also present in some owls and a nocturnal 
primate, accomplish this with a lens which completely fills one end of a cylinder and a small retina the other. 
Because these eyes in deepsea fishes cannot be swiveled around like those of a chameleon, there is a substantial 
reduction in the visual field surveyed. This may be supplemented by a secondary retina. A comparable increase in 
light collecting power at the expense of a wide angle of view also occurs in a variety of crustacean compound eyes. 
Remarkable F numbers of 0.5 or less are known to be present. Certain deepwater shrimps, krill and pelagic 
amphipods have upward looking areas of their eyes with unusually large ommatidia, which are the building blocks 
beneath each facet.23 These large aperture units collect more light than ordinary ones and their optical axes diverge 
only slightly. Hence their visual fields are close together or overlap so that a large number of units receive light 
from the same point in the reduced visual field. Narrow waveguide-like channels transmit light to deep-lying 
photoreceptor elements The second part of the double eye has a much wider visual field sampled by less sensitive 
units providing less detailed definition. 

Another way to lower an eye's threshold is to place a reflector behind the retina so that the receptor cells 
have a second chance to intercept incoming photons. Like many terrestrial and aquatic nocturnal animals, twilight 
zone fishes and crustaceans often have such ocular reflectors. Most of these are white, but in certain fishes they 
may be rather brightly blue or red.3 Some of them are specular, others diffuse reflectors.18 Curiously squid and 
octopus, highly visual animals common in the deep sea, have not been found to have tapeta in their eyes even 
though they have excellent reflectors in their complex light organs. 

In the absence of experimental and field data, estimates suggest that some deepsea compound eyes are 
extraordinarily sensitive.23 In decapod crustaceans these are so-called superposition eyes. Their optical pattern is 
such that many facets collect light from a point in object space and by means of multiple mirrors direct it onto a 
corresponding point in image space. Such mechanisms are present in dim light adapted forms like crayfish and 
lobsters. They are particularly well developed in certain deep water species.11 The bathypelagic shrimp 
Oplophorus , for example, may be about 80 times more sensitive to low light intensities than its shallow water 
relative Palaemonetes.21 Even the latter's threshold is about the same as that of the very sensitive dark adapted 
human eye.3 Considerably more sensitive even than Oplophorus, the deepwater isopod Cirolana appears to have a 
light collecting capacity 1000 times greater than that of the honey bee. Physiological and behavioral support for 
such bold extrapolations is much needed. 

In addition to the dioptric aspects of vision at marginal light intensities, die retinas and visual pigments of 
deepwater eyes have been extensively studied. Compared with shallow water relatives, receptor units in the retinas 
of twilight zone species tend to be axially longer, and sometimes larger in diameter. Both changes could increase 
the chances of photon capture by a receptor unit. Although the dun and nearly monochromatic nature of twilight 
zone sunlight should generally favor uniform all rod retinas in fishes living there, retinal areas of pure cones and 
even pure rod foveas have been reported in various pelagic twilight zone species Even a retina made up mostly of 
cones, usually functional for color vision at much higher light intensities, is known for the deepsea fish 
Omosudis.24  This species also has unusually large eyes for a deep pelagic species. 

Presumably to increase their threshold sensitivity, a number of deepsea fishes have banked retinas with 
several to many layers of receptor outer segments. One species is known to have more than 25 such in-depth layers 
in its fovea A banked retina has recenüy been reported also in the luminous deepwater squid Watasenia .28 Such 
sequential receptors could act as more efficient photon catchers without increasing visual pigment density (and thus 
potentially decreasing the signal to noise ratio). Calculated absorption curves for a banked retina with only a single 
visual pigment suggest that at least the first five layers should all be catching photons in the peak wavelengths 
around 480nm 6 Similarly the 10th and 25th layers would be still be absorbing photons but at wavelengths remote 
from the pigment's lambda max. This shift, of course, depends on the outer layers' screening effect on deeper 
units. 

Among other things the optical density of visual pigment in deepsea eyes usually is significantly greater 
than in shallow water species.    Yet pigment density, in addition to increasing photon catches, also determines the 
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level of membrane noise, "dark light," induced by spontaneous pigment isomerization. In fishes, squids and 
crustaceans in deep water, the peak absorption has shifted from around 500nm or higher in shallow water marine 
species towards 475 to 490 nm . For a long time this blue shift with increasing depth has been interpreted as a 
molecular adaptation to maximize absorption of the deepest penetrating wavelengths in the clearest ocean water 
Yet in fishes the absorption curves of visual pigments in the receptor outer segments are sufficiently flat around their 
maxima to question the functional gain of the observed shift.12 Recent research on a large number of closely 
related cottoid fish species at various depths down to the bottom at 1600m in Lake Baikal does show a blue shifts in 
the peak absorption of visual pigments with increasing depth.1 Yet in this freshwater case the shift is away from 
the maximum penetrating wavelength. In Lake Baikal yellowish water in the top 100m or so filters the light 
reaching the much clearer deeper water so that its peak wavelength is in the greenish-blue above 500nm. 

An extraordinary pair of deepsea eyes, each operating like a reflecting telescope, is present in the common 
twilight zone pelagic ostracod Gigantocypris. 20 This nearly spherical planktonic form, despite its name is only 
about a centimeter in diameter, but large for an ostracod. Two large cup-shaped eyes are prominent because of their 
silvery reflection which shines through a clear window in an otherwise opaque orange carapace. The reflectors are 
curiously shaped (spherical in the vertical plane and parabolic horizontally). They collect light and focus it on 
sausage-shaped many-layered retinas suspended in front of them where the secondary mirror would be in a reflecting 
telescope. Although image quality is no doubt quite poor, the eye's F number may reach a remarkable 0,25 and 
their light collecting ability could be about 25 times that of a fish eye lens. Interestingly, most of the light organs 
in lantern fishes, the myctophids, that are numerous in both individuals and species world wide in the upper twilight 
zone, use an optical system somewhat similar to that in Gigantocypris eyes but in reverse.5 The light producing 
cells in these myctophid photophores lie inside a bar that crosses the aperture, as in a common type of dentists' 
light. The emitted light radiates inward into a shallow concave silvery reflector so shaped that it forms an emergent 
beam directed ventrolaterally. 6 

In the pelagic regime below the twilight a general decrease in dependence on light seems to occur Some 
types of luminescence are common all the way down to the bottom of the trenches, but the dermal photophores of 
most shrimps, squids and fishes become reduced or absent at increasing depths in the deep aphotic zone For 
instance, a bathy pelagic species of Gonostoma has smaller eyes and smaller light organs than a closely-related 
meso pelagic species. The deeper living one also has smaller optic lobes of the brain as well as reduced gill 
filaments.25 This suggests that at lower light intensities the animals are overall less active then in well-lit 
environments. It has been known for some time that the metabolic rates of certain pelagic deepwater animals 
decrease significantly with increasing habitat depth. Yet in other kinds of animals, this correlation is absent 
Decreasing availability of food or increasingly high ambient pressure seem inadequate to account for such differences 
A recent detailed survey of the facts already known for different kinds of animals caught in different locations at 
various depths indicates that light and vision may be involved.2 Those animals with diminishing metabolic rates 
with depth are squids, pelagic crustaceans and fishes that have well developed image-forming eyes Jelly fish comb 
jellies, arrow worms and other pelagic types that lack image-forming eyes, do not have lower metabolic rates when 
they live at greater depths.  How image forming eyes affect metabolic rates remains an intriguing question. 
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Yellow substances in the coastal waters of the Gulf of Maine: implications for ocean color 
algorithms. 
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ABSTRACT 
We believe that the coastal estuaries of the Gulf of Maine during spring runoff are among the 

worst possible cases for the measurement of phytoplankton chlorophyll by satellite colorimetry  Five 
coastal sections were sampled during May, 1996, extending from the 100m isobath shoreward to the 
mouths of major rivers in the southern Gulf of Maine. Water columns were dominated by short 
wavelength absorbing materials of terrestrial origin (yellow substances) which, like many coastal 
areas, are inversely correlated with salinity. Excluding water absorption which is negligible at short 
visible wavelengths, we have modeled the system using two major absorbers: dissolved yellow 
substances and particulates. In Gulf of Maine coastal waters during spring, 80-90% of the total 
absorption coefficient at short visible wavelengths is due to yellow substances. At salinities greater 
than 30 parts per thousand and at wavelengths longer than 450nm, the dominance of dissolved yellow 
substances decreases 

In terms of remote sensing reflectance, the use of two wavelength ratio algorithms leads to 
disastrous overestimates of phytoplankton chlorophyll concentrations. On the positive side, this 
dataset will be useful for testing algorithms designed to retrieve phytoplankton chlorophyll from 
water leaving radiances measured at stations with high concentrations of colored dissolved organic 
matter. & 

2. INTRODUCTION 
European oceanographers have long recognized the importance of dissolved yellow 

substances in determining ocean color. It has been shown that, for many areas, there exists a close 
correspondence between salinity and the concentration of short wavelength absorbing yellow 
substances (Hojerslev et al., 1996). During the development of chlorophyll algorithms for the 
Coastal Zone Color Scanner (CZCS), it was recognized that the presence of these colored dissolved 
organic materials in high concentrations would confound estimates of phvtoplankton pigments   In an 
attempt to avoid these errors, the CZCS NET Team elected to image areas of the ocean where 
surface salinities were known to be greater than 32 parts per thousand (Yentsch, 1983). With the 
impending availability of new ocean color products from sensors such as OCTS and SeaWiFS 
serious consideration must be given to the problem of correcting phytoplankton chlorophyll estimates 
for the presence of yellow substances if reliable measurements of pigments are to be made from 
space. 

In the Gulf of Maine, we have attempted to assess the worst case scenario for the competitive 
influence of yellow substances in coastal waters which is primarily transported to the open ocean by 
freshwater inflow from riverine sources (Figure 1). We have measured the distribution of the 
absorption coefficients of yellow substances (aj and particulates (ap) in the nearshore waters of five 
rivers along the southern coast of the Gulf of Maine.  In this report, we have focussed on the 
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Kennebec River estuary in order to assess the dominance of yellow substance absorption over 
phytoplankton chlorophyll 

3. METHODS 
Stations were spaced 4-5km apart along straight line transects from the head of the 

Merrimack, Piscataqua, Saco, Kennebec and Sheepscot River estuaries to the 100m isobath. 
Temperature, salinity and in-situ fluorescence were profiled using a SeaCat 19 CTD/WetStar mini- 
fluorometer package. Discrete water samples were obtained using 5 liter Niskin bottles from three 
depths at stations shallower than 15m, five depths at deeper stations. Aliquots of sample were 
filtered through Millipore HA 0.45um filters and analysed for chlorophyll fluorimetrically by the 
method of Yentsch and Menzel (1963). Total suspended solids (TSS) samples were collected on 
preweighed Watman GFF filters, dried and reweighed by the method of Strickland and Parsons 
(1972). Spectral particulate absorption (ap 350-750nm) samples were filtered through Whatman GFF 
filters and analysed using a Bausch and Lomb dual beam spectrophoto-meter by the method of 
Yentsch and Phinney (1989). Dissolved yellow substance absorption (av 200-750nm) samples were 

filtered using 0.22|.im Millipore Sterivex-GS cartridges and stored in amber glass bottles. Spectral 
measurements were obtained using 10cm quartz cuvettes in a dual beam spectrophoto-meter with 
0.22um filtered Nannopure water in the reference cell (Phinney and Yentsch, 1991). Finally, a 
Satlantic TSRB II reflectance buoy was deployed for 15 minutes at each station to obtain 
measurements of surface incident solar irradiance (E^) and upwelling radiance (Lmv) in seven 
wavelength bands (406, 412, 443, 490, 510, 555 and 665nm). One minute averaged data were post- 
processed by propagating E(ja across the surface interface to the depth of the upwelling sensor (0.7m) 
before calculating remote sensing reflectance Rrs as the ratio Edw/Lmv (Phinney, et al., this volume). 

4. RESULTS 
In the Kennebec River estuary, the discharge of dissolved yellow substances (Figure 2) 

mirrors the strong frontal patttern set up by a combination of steep temperature and salinity gradients 
observed on the shoreward side of the section (Figure 3). The combination of warm freshwater 
flowing seaward over cool salty water produces a strong density gradient with depth seaward of the 
main discharge of freshwater (Figure 4a). This is in contrast to the shallower region which appears to 
be vertically mixed by tidal flow or current velocity, or a combination of both. High levels of yellow 
substance absorption can be seen across the surface of the section with extremely high levels 
associated with the low salinity surface waters extending from the vertically mixed region to 10km 
offshore. The highest concentrations of chlorophyll are observed in the stratified offshore region 
where the subsurface chlorophyll maximum occurs between 10-20m with values greater than 10ug/L. 
Surface chlorophyll concentrations range from 2-4ug/L. 

The surface values for the absorption coefficients of yellow substances, particulates and % 
total absorption as a function of salinity (Sal) at three visible wavelengths are shown in Figures 5-7. 
An inverse relationship was observed in the surface waters of the Kennebec River for av400 (rrr1) 
with values slightly less than 6.0 at SaKlOppt to 0.5 at Sal>30ppt (Figure 5a). Particulate 
absorption, ap400 (nr1) was related to chlorophyll concentration with values less than 1.0 at all 
stations. Ignoring the absorption due to water, yellow substances accounted for 80-90% of the total 
absorption at all observed salinities (Figure 5b). The same was true at 450nm with low salinity values 

121 



of av450 (m-l) approaching 3.0 (Figures 6a,b). At 500nm, the contribution of yellow substances was 
lower and more variable (Figures 7a,b). Values for ay500 (m-1) were less than 0.1 at all observed 
salinities and account for only 20-60% of the total absorption 

5. DISCUSSION 
We have used a coastal oceanographic section extending from the mouth of the Kennebec 

River in the Gulf of Maine to demonstrate that the attenuation of short visible wavelengths of light in 
waters with high concentrations of dissolved yellow substances is pronounced; the percentage of light 
leaving the surface is very low. However, between 400 and 500nm, water leaving radiances increase 
with increasing salinity (Figure 8). The curves exhibit a hinge point at 555nm with surprising result at 
the red end of the spectrum. Waters with high concentrations of yellow substances show high 
reflectance at wavelengths greater than 650nm. Both of the chromophores ay and ap are strong 
absorbers at these wavelengths at high concentrations which leads us to conclude that this 
phenomenon is the result of elastic scattering by refractory and non-refractory compounds in the 
water column. It may also be an instrumental artifact such as self-shading by the Satlantic buoy 
which becomes important at long wavelengths when total absorption is high (D. Clark, pers. comm). 

During the spring runoff, the amounts of dissolved yellow substances increases markedly in 
the estuaries of the Gulf of Maine. The magnitude of the absorption coefficient, av, is in close 
agreement with those observed in the North Sea-Baltic region (Hojerslev et al., 1996). At 400 nm, 
the highest values exceed 5.0 (m-l) but are generally confined to waters where salinity is less than 10 
parts per thousand. In the open basins of the Gulf of Maine where salinities are generally greater than 
30 parts per thousand, ay400 is less than 0.1 (nr1) 

In the future, we will attempt to determine the seasonal cycle of primary production of these 
coastal waters using the next generation ocean color sensors. Accurate determinations of 
phytoplankton chlorophyll during the spring runoff will be crucial to this effort. It is obvious that the 
application of a simple two band ratio algorithm on the short wavelength side of the hinge point will 
produce erroneously high pigment values. We originally hypothesized that the competition by yellow 
substances might be minimized by using ratios at longer wavelengths, however, in waters where 
ay400 is greater than 6 (m-l), ay650 is greater than the absorption due to water, such that retrieval of 
chlorophyll concentrations seems highly impractical. Given the spatial scales measured in the present 
study,  1km pixels and coastal ringing of 2-3 pixels will not be able to resolve the mouth of the 
Kennebec River. This will preclude the worst case scenario, however, the coastal waters of the Gulf 
of Maine will provide an excellent laboratory for the study of these ocean color problems 
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Seasonal variation of CDOM in the Middle Atlantic Bight: Terrestrial inputs and photooxidation 

Anthony Vodacek and Neil V. Blough 

University of Maryland, Department of Chemistry and Biochemistry, College Park, Maryland 20742 

ABSTRACT 
Surveys of the fluorescence and absorption of chromophore-containing dissolved organic matter 

(CDOM) were made along a cruise line extending from the mouth of Delaware Bay southeast to the 
Sargasso Sea. With shallow stratification in August, photobleaching dramatically altered the optical 
properties of the surface waters, with -70% of the CDOM absorption and fluorescence lost through 
photooxidation in the waters at the outer shelf. S, the slope of the log-linearized absorption spectrum of 
CDOM, increased offshore and appeared to increase with photodegradation. The increase in S underscores 
the difficulty in developing ocean color algorithms to predict Chi concentrations in highly absorbing 
coastal waters. The seasonal variation in the CDOM fluorescence-absorption relationship and fluorescence 
quantum yields was less than 15%, making the airborne lidar approach for remote determination of CDOM 
absorption coefficients a robust technique. The photooxidation of CDOM in August also affected the 
relationship between CDOM and DOC, which can be described by a simple model. 

Keywords: CDOM, photochemical bleaching, absorption coefficient, lidar, remote sensing, fluorescence 

1. THE ROLE OF CDOM IN OCEAN OPTICS AND BIOGEOCHEMISTRY 
At the levels observed in many coastal waters'»2 and in oceanic regions experiencing major 

freshwater inputs3, CDOM can substantially interfere with satellite determinations of phytoplankton 
biomass4'5. Further, the absorption of sunlight by CDOM leads to the deposition of heat and the 
production of a variety of photochemical intermediates and products6'7. The products of these reactions 
include the atmospherically-important trace gases COS8, CO9 and C02

10, as well as biologically labile 
low molecular weight organic compounds1 J. The photooxidative reactions giving rise to these products 
lead to the degradation of the CDOM and the bleaching of its absorption and fluorescence emission 
bands10'12, thus acting as a feedback to the aquatic light field. 

CDOM plays an essential role in a variety of biogeochemical processes in surface waters. Because 
it absorbs light strongly in the UV, CDOM can limit the penetration of biologically damaging UV radiation 
into surface waters and thus act to protect phytoplankton and other biota. Alternatively, under some 
conditions aquatic organisms may be harmed by reactive oxygen species produced photochemically from 
the CDOM13. At high CDOM levels, light absorption by CDOM can extend well into the visible 
wavelength regime and reduce the photosynthetically active radiation available to phytoplankton, thus 
decreasing primary productivity and affecting ecosystem structure14. Despite the importance of CDOM to 
upper ocean biogeochemical processes and optics, our present understanding of its spatial and temporal 
distributions and the factors controlling these distributions is very limited. 

2. METHODS 
CDOM fluorescence was determined at 10 or 30 s intervals during each cruise using an HPLC-type 

fluorescence detector and the method described by Vodacek et al.15. Emission data are in fluorescence 
units, Fn(Xex), where Xex is the excitation wavelength, relative to a solution of quinine sulfate in 0.1 N 
H2S04. The emission intensity of a 1 ug liter"1 solution of quinine sulfate is defined to be 1 Fn(kex). 
Bucket and Niskin bottle samples were filtered immediately after collection using GF/F filters. Samples 
for optical measurements were stored refrigerated in glass bottles with teflon-lined caps while DOC 
samples were stored frozen in glass vials with teflon-lined septa. DOC concentration was determined by 
high temperature combustion16. CDOM absorbance was determined with an HP 8451A or 8452A diode 
array spectrophotometer following a second filtration of samples with 0.2 urn pore nylon filters3. Milli-Q 
water was the blank and the spectra were baseline corrected using the average absorbance from 700-800 
nm and then converted to absorption coefficients, aCKß.) 17. The spectral slopes, S, obtained from the 
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natural log of the absorption coefficient versus wavelength (nm"1), were determined from linear least- 
squares regression over the data from 290 nm up to the wavelength at which the absorbance decreased to 
0.002 absorbance units. CDOM fluorescence spectra (355 nm excitation) were determined with an SLM 
SPF 500C or AB2 spectrofluorometer. The spectra were corrected for the emission response of the 
instrument and analyzed according to the method of Hoge et al.18, where fluorescence is normalized to the 
water Raman signal (F/R). The F/R values were transformed to FJ355) by standardizing to the F/R value 
of a quinine sulfate solution analyzed using identical procedures18'15. The quinine sulfate solutions used 
were the same as those employed to standardize the shipboard fluorescence measurements. Fluorescence 
quantum yields were calculated relative to quinine sulfate, which has a quantum yield of 0.51 in 0.1 N 
H2S04" 17 

3. RESULTS AND DISCUSSION 
3.1 Fluorescence/absorption relationship and quantum yields 

The dependence of CDOM fluorescence on its absorption was linear for all cruises and similar to 
previous results3. The ratio of fluorescence to absorption and the fluorescence quantum yields were 
slightly higher in the summer and fall than in the spring (Fig. 1). 

Fig. 1. A. The dependence of CDOM 
fluorescence, FM(355), excited at 355 nm on the 
CDOM absorption coefficient at 355 nm, 
oCA/(355), for stations sampled in August and 
November 1993, March and April 1994, and 
August 1996 between the mouth of the Delaware 
Bay and the Sargasso Sea. 
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For surface waters with aCA/355) < 2 m"1, the linear equation for predicting absorption from fluorescence 
is 

aCM(355) = 0.243-^(355) + 0.055; r 2 _ = 0.94. (l) 

We have used the in situ samples to provide a vicarious calibration of the CDOM fluorescence 
determined by the Airborne Oceanographic Lidar and then applied Eq. 1 to produce tracklines of CDOM 
absorption coefficients from the lidar data (Fig. 2). 

3.2 Absorption spectra 
CDOM absorption spectra, plotted as the natural log of the absorption coefficient versus 

wavelength, were approximately linear for all samples. Offshore waters had consistently higher values of 
the spectral slope. 5, as observed previously for other waters2-3'17 except in April, when S did not rise 
above 0.020 nm"' except in Gulf Stream or Sargasso waters (Fig. 3). The increase in S from coastal to 
offshore waters is thought to arise from the transformation of terrestrial CDOM and/or its replacement by 
CDOM generated in situ3'19. The lower values of 5 in April may be explained by the greater freshwater 
input during spring runoff and the absence of strong thermal stratification. In contrast, in August 1993, 
with low flow and strong thermal stratification, the values of S in the mixed layer increased away from the 
bay mouth even when there was very little change in salinity, providing strong evidence for a 
photochemical transformation of the CDOM. 

3.3 Photochemical degradation of CDOM 
Further evidence for a substantial photochemical loss of CDOM from the mixed layer in August 

1993 and 1996 was acquired from hydrocast data (Fig. 4). Both in and below the surface mixed layer the 
fluorescence and absorption decrease and the salinity increases as distance from the bay mouth increases. 
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The decreases in fluorescence and absorption are largest in the mixed layer while the salinity increase is 
greatest below the mixed layer. At the outer shelf stations a situation ensues where the surface waters are 
both less saline and clearer than the waters below the mixed layer. This situation is not at all anticipated in 
coastal waters strongly impacted by freshwater inputs and is further evidence for photochemical bleaching 
of CDOM in the surface waters. 

The dependence of fluorescence on salinity exhibited distinct behavior among the seasons. This 
variability was most evident on the shelf. In March and April conservative mixing of CDOM fluorescence 
extended across the shelf over a range of salinity from about 27.6 to 33. In November, the mixing curve on 
the continental slope was very similar to those observed in March and April, but on the shelf there was 
significantly higher fluorescence at a given salinity than in the spring. In contrast, the mixing curve for 
surface waters in August 1993 and 1996 were very different from those of the other seasons (Fig. 5). A 
marked decrease in fluorescence and absorption was observed over a very small salinity gradient from the 
bay mouth to the shelf break, while over the continental slope there was less fluorescence at any given 
salinity than in any other season. These results are consistent with a strong photochemical sink of CDOM 
in the surface waters of the shelf and slope. Because the data suggest that the CDOM below the mixed 
layer was protected from photobleaching, the absorption-salinity relationship at these depths can provide 
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Fig. 4. August 1993 hydrocast data for three stations on the shelf. A., C, E. Vertical profiles of 
temperature, salinity, and Chi fluorescence. B., D., F. Vertical profiles of fluorescence, absorption, and 5. 
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Fig. 5. A. Relationship between CDOM fluorescence or absorption and salinity along the trackline in 
August 1993 and 1996. 

the means to estimate the absorption expected in the mixed layer in the absence of photobleaching. 

2CM 
(355) =   -Q\%6-salinity + 6.48; r2 = 0.84; M = 8. (2) 

Equation 2, a similar equation developed with the fluorescence data, and the average salinity, fluorescence, 
and absorption values from above and below the thermocline were employed to estimate the loss in mixed 
layer absorption and fluorescence due to dilution. The difference between the predicted and measured 
absorption (fluorescence) values was then divided by the predicted value, to yield the fraction of absorption 
(fluorescence) lost due to photobleaching. These calculations show that the percent photobleaching of 
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absorption and fluorescence increased across the shelf and that at the two outer shelf stations, 65 to 70% of 
the absorption and fluorescence in the surface mixed layer had been eliminated. 

Additional evidence for a strong photochemical sink of CDOM in surface waters during the summer 
months is evident in the plot of the dependence of fluorescence (absorption) on DOC for the August 1993 
mixed layer samples (Fig. 6). 
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These samples had lower fluorescence at a given DOC concentration than those from the spring or fall. A 
two pool model consisting of a colored terrestrial end member and an uncolored oceanic end member can 
be used to describe the behavior of the CDOM with respect to the DOC and delineate the light-mediated 
conversion of CDOC (colored dissolved organic C) to UDOC (uncolored dissolved organic C) and D1C 
(dissolved inorganic C). The detailed model can be found in a manuscript accepted for publication 
(Vodacek et al. Limnology and Oceanography). This two pool model relies on several assumptions. One 
is that the primary end member for shelf waters was the Delaware Bay or that other sources had very 
similar end members. Another assumption is that the fluorescence (absorption) end member at the bay 
mouth did not vary greatly from the time the CDOM at the shelf break first exited the bay to the time of 
offshore sampling. Both of these assumptions are supported by the apparently conservative dilution of 
CDOM observed for the water below the mixed layer. The influence of other sources or sinks, such as 
bacterial utilization of the CDOM, would have been likely to create non-linearity in the dilution curve. 

The model approach is similar to that used to estimate the loss of absorption due to photobleaching. 
The DOC in the surface mixed layer in the absence of photobleaching is estimated from the specific 
absorption and the estimated value for the absorption coefficient. If the estimated value for the DOC 
concentration is the same as the measured value, but the absorption is much lower, then UDOC has been 
formed. If the estimated value for the DOC concentration is less than the measured value, then both 
UDOC and DIC have been formed. We observed the production of both UDOC and DIC and that there is 
an increase in DIC production relative to UDOC production as CDOM is bleached more extensively. Since 
the derivations rely only on the initial and final values of DOC concentration and absorption, the analysis 
does not provide information on the pathways to the products. However, we can compare our results to 
estimates of the photochemical remineralization of DOC to DIC using the relationship provided by Miller 
and Zepp'O, where the fractional DIC production is proportional to the fraction of material undergoing 
photochemical reaction. The fractional DIC production calculated from our model is close to the values 
calculated using our fading estimates and Miller and Zepp's relation, suggesting both that our procedure for 
estimating the loss of absorption was valid and that the direct production of DIC was dominant. 

3.4 The effects of photodegradation on the remote sensing of CDOM and DOC 
CDOM has a strong impact on the aquatic environment through its absorption of UV and visible 

light. Photobleaching of CDOM absorption and fluorescence can reduce the surface water optical signals 
by up to 70% and to increase the value of S. Photobleaching does not, however, affect significantly the 
accuracy of remote estimates of CDOM absorption based on fluorescence measurements, since the 
fluorescence per unit absorption and the fluorescence quantum yields are relatively constant. The results of 
algorithms for analyzing passive ocean color measurements may however, be strongly influenced by the 
choice of the CDOM slope parameter, S. 
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ABSTRACT 

Spectral downward and upward irradiance, radiance and polarization have been measured in the visible part of the 
spectrum down to 275 m in blue Western Mediterranean waters. The irradiance reflectance varied by a factor of 10 in the 
spectral mode and around a factor of 4 with depth. 

Spectral radiance and polarization were measured at discrete depths where the radiance meter was rotated around the 
vertical cable for selected zenith angles in order to give the azimuthal radiance distribution, which can be represented by 
a simple function of elliptic shape. Irradiance calculated from the radiance data sets compares favourably with directly 
measured irradiance, except for the near-surface measurements where ship shadows and sun glints are problematic 
Inspection of the radiance data indicates that self-shading effects from the instrument are small for the upward radiance 

Various distribution functions have been calculated. The average cosine varies around 0.8, the average cosine for the 
upward radiance around 0.4, and the ratio of the upward irradiance and the nadir radiance is about 4. The latter parameter 
displays the highest variation in the present data set. 

The upward radiances in the zenith angle interval 150-180 degrees in the anti-sun direction were about the same at all 
depths and wavelengths. The vertical attenuation coefficients for these upward radiances approach the asymptotic /t-value 
This implies that a flat sea surface acts like a Lambert diffusor for water-leaving radiances in the (upward) nadir angle 
interval 0-40 degrees in the anti-sun direction. The degree of polarization varied between 0 and 50%  which is somewhat 
lower than earlier reported in the literature. 

An analytic expression for the angular distribution of upward radiance is proposed. 

Keywords: radiance, remote sensing light, irradiance, polarization 

1. INTRODUCTION 

Underwater radiance and polarization measurements are very scarce. A few such examples can however be given12 but 
it is noteworthy that one has to go 25 years back in time. The situation with respect to (spectral) radiance is about the same 
for the last 25 years. Only rather few radiance data and results from coastal and blue ocean waters have been presented3-45 

Prior to 1971 (and beginning in the mid 1930-ies with the pioneer work on underwater radiance made by Johnsen (Jerlov) 
and Liljequist) there was a relatively high measuring activity in this field in France, Japan, Sweden USA and USSR 

Radiance is the single most important quantity from which various irradiances and vertical attenuation coefficients can 
be derived. In addition irradiance distribution functions, the light absorption coefficient, and in principle by inverse methods 
the light scattering function can be determined for a completely specified radiance field. The total radiance field combined 
with the physical laws by Snell and Fresnel give us all the pertinent inherent and apparent parameters describing the optical 
characteristics of a hydrosol. 

In remote sensing studies involving water-leaving radiances it is evident that radiance is the appropriate parameter to study 
rather than irradiance which however seems to be the preferred method generally speaking. 

Here we present excerpts from the remaining part of a fairly large and complete marine optical data set obtained at the 

138 
SPIE Vol. 2963 • 0277-786X/97/S10.00 



Nordic optical expedition with r/v Helland-Hansen in the Western Mediterranean during May-August, 1971, from west of 
Sicily to south of Malaga. Observations of the absorption coefficient, the scattering coefficient, the scattering function, the 
attenuation coefficient, the size distribution function, the scalar irradiance, the downward and upward irradiances, and the 
radiance, have already been published4-78'9. 

2. DEFINITIONS AND NOMENCLATURE 

The usual definitions and the nomenclature applied here is the one approved by IAPSO10. A few parameters will however 
be defined and briefly discussed below: 

L(z, 6, <t>) is the radiance at the depth z from the direction $,</>, defined by the zenith angle 6 and the azimuth angle </>. 
L(0+)=L(z, 6, <j>=0) is radiance in the solar plane with the same azimuth as the sun. L(0-)=L(z, 6, </>=180°) is radiance 
in the solar plane opposite to the sun. The vertical attenuation coefficients for radiance are termed as KL(z,9,<f>), KL(6+) and 
KL(6-) in an analogue manner as for the radiance. 

efe6) . e ,m>+)-K6-) (1) 
L(0+) + L(6-) 

is termed the azimuth ellipticity since an early radiance data set3 has revealed that 

L(z,e,40 = L(6-)       1+e (2) 
l-ecos<J> 

Eq. (1) gives directly 

1(6+) = 1(8-) — (3) 
1-e 

and eq. (2) gives, after some calculations, the azimuthal average as 

1(6) ^ ^- (i(z,e,<t>) d* = vz.(6+)L(e-) = L(e-) 
271 o > 

1+e 
1-e 

n/2 

The irradiance ratio R is defined by 

The radiance distribution function Q is expressed as 

(4) 

By applying eq. (4) the downward irradiance Ed can be calculated from the observed values of L(d+) and L{6-) as 

Ed = 2TC fjL(Q+)L(d-) cos6 sin6 dQ (5) 
o 

and similarly the upward irradiance Eu is obtained from 

it 

Eu = 2TC fjL(Q+)L(6-) |cos6 | sin6 dQ (6) 

R = ^ (7) 
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E 
Q =  "— (8) 

1(180°) 

A so-called remote sensing reflectance RSR introduced by Zaneveld" is defined as 

RSR = Aom (9) 

where E«, is the downward scalar irradiance. Note that ß, R and RSR vary with depth (and wavelength). The definitions (7), 
(8) and (9) combine into 

RSR = Ü, -| (io) 

where 

^ = / (ID 

is the average cosine for the downward radiance. 

3. MODELS AND THEORY 

It is generally taken for granted th&lL(6 + )>L(6-) at all depths. It is further known thatL(0 + )=Z.(0-) in the asymptotic 
region'2. This implies that for e in eq. (1), 0<e< 1, and lim e = 0 for z -* «>. It can also be argued that the inequality 
KL(e+)>KL{B-) is valid from a certain depth z0 and below since L{6+) eventually becomes equal to 1(0-) at great depths. 

From the definition of KL 

KAz,Q,$) = -   dL(z,d,® 
L L(z,e,4>)      dz 

and from eq. (2) it can after some calculations be shown that 

KL(z,6,® = KL(6-) +       1 + cos*      JE 
(e + l)(e-cos<t>) dz 

(12) 

(13) 

and 

Kt(ß+) - KL(B-) = —L_^ (14) 
(e2-l) & 

Eqs. (13) and (14) lead to 

^(6-) = KL(mm) z KL(z,6,Q) * KL(xnax) = KL(6+) (15) 

provided that de/dz<0 from z0 and below. We consider e to be one of the key parameters in modelling efforts. 
We now introduce a new parameter a which has useful properties for modelling the upward radiance13: 

a =   z-(90°)   _ j =  £(90°-) 
1(180°) £(180°) "\ 

l+e(9tn  _ (i6) 

l-e(90°) 
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According to Aas13 the azimuthal averages of the upward radiance can be modelled as 

1 + a L.fe.6) = L(180°)     1TU (17) 
1 -acosö 

This model compares extremely well with the excellent set of radiance data provided by Tyler14. Combining eqs. (2) and 
(17) we get directly the complete angular distribution function of Lu. Thus 

Lu(z,6,V = 1(180°) 1V
/T^   _L±«_t (18) 

l-e(6)cos<t> l-acos6 

The a-model for Lu(z,Q,<t>) (or for L„(z,0)) allows Q to be expressed analytically by a: 

(19) <?=2*-!^ 1-—ln(l+a) 
a 

Inspection of eqs. (16) and (17) reveals that a straightforward and highly reasonable constraint on a is 0<a< °o. When the 
upward radiance L„(z,0,</>) is isotropic (L„=constant) a becomes zero, and Q obtains the value ir. If however the horizontal 
radiances become much larger than the nadir radiance so that a -> oo, then Q -» 27r. This implies that TT<Q<2TT for all 
natural radiance distributions in the sea. 

Likewise the a-model gives for ju„: 

_   l->*+"> (20, 
**" ln(l+a) 

and we find that 0 < /*„ < 112. 
According to eqs. (4) and (16) it apparently takes three parameters in order to specify the azimuthal average L„{z,6), 

namely L(90° + ), L(90°-) and Z,(180°). Strictly but not necessarily practically speaking two parameters are sufficient. Any 
two of the four parameters L„(90°), L(180°), Eu ( = t(180°) Q) and Eou (=£>„) will do. 

4. INSTRUMENTATION 

The radiance meter consists of 4 parallel radiance tubes mounted on gimbals. Each tube is equipped with polarization 
filters, double interference filters, grey (neutral) filters and a lense f/2.8, 85 mm, which accepts light from within a half 
opening angle in water of 0.7°. The tubes can be set at different zenith angles 9 in steps by 2°, ranging from 0 to 180°. For 
each fixed 0, the radiance is rotated around the (vertical) cable, giving the azimuthal dependence of L. In this way the total 
radiance field is obtained together with a combined measurement of the 4 Stokes parameters, leading to a determination of 
the degree of polarization'. 

The irradiance meter is equipped with a cosine collector, 8 double interference filters, and 3 grey filter combinations (0, 
1 and 2 grey filters). It measures the downward and upward irradiances3 (the latter quantity in the upside down position). 

5. RESULTS 

5.1. Irradiance 

The Western Mediterranean waters belong to the optical water types IB-U, according to Jerlov's optical classification for 
the upper 10 meters of the surface layer (Fig. 1). A later attempt by Jerlov'4 to extend his original classification to greater 
water depths cannot be characterized as being successful, judged from the present data set (note the deviation for 371 nm 
at 50 m depth in Fig. 1). This can be attributed to the fact that the waters in question were optically stratified with subsurface 
maxima of suspended matter78. It is also reflected in the vertical variation of R by a factor of 4 (Table 1). 
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Fig. 1 (above). Spectral irradiance observed at Station E2, 
6 July 1971, h=68°, at 10 m (9) and 50 m (O), as 
compared with Jerlov's optical ocean water types 1A, IB, 
and II at 10 m (solid lines) and 50 m (dashed lines). 

Fig. 2 (right). Angular radiance distribution L(6) in the 
solar plane at Station D2, 8 July 1971, X=474 nm, for 
different depths and solar zenith angles in air (Lundgren, 
pers. comm.). 
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Table 1. lrradiance ratio at Station Jl (*: 24 June 1971, h=68°\  ": 26 June 1971, h=42°) 

X (nm) 371- 429* 454* 465* 474* 502* 528* 548- 574- 601- 630- 649~ 693- 

Depth R(%) 
(m) 

0 4.8 3.8 3.7 3.6 3.2 2.2 1.0 1.1 .63 .13 .083 .064 .049 
1 4.5 3.7 3.6 3.5 3.2 2.1 .99 1.1 .64 .16 .094 .072 .061 
5 3.5 3.5 3.5 3.3 2.8 2.0 1.1 1.0 .60 .24 .16 .14 .19 
10 3.1 3.3 3.2 3.3 3.0 1.9 1.0 .95 .54 .36 .33 
25 1.5 2.8 2.6 2.6 2.5 1.6 1.0 .82 .57 
50 1.2 2.1 2.1 2.0 2.0 1.8 1.4 
75 1.1 1.7 1.8 2.0 1.8 1.6 1.5 
100 2.3 2.2 2.1 2.1 

5.2. Radiance 

The radiance field is depicted in two various ways in Figs. 2 and 3. We note that the maximum value for L is found in 
the sun's direction in the surface layers. Deeper down this maximum moves towards smaller zenith angles, thus approaching 
the asymptotic state12. It should also be emphasized that Figs. 2 and 3 suggest that L(# + )>L(0-) for all B and depths. Fig. 
4 reveals that L(180°)«L(150°-), which means that the water-leaving radiances in the zenith angle interval 150c-180c away 
from the sun are approximately the same. This implies that a remote sensing color scanner will "see" the radiances 
transmitted through a flat sea surface in the anti-sun direction as emanating from a Lambert diffusor. It also follows from 
Fig.4 that ^(180°)«#L(150°-) = /sTL(150°+). 

The values of the ratios between azimuthally averaged upward radiance and nadir radiance (blue light: 465 and 474 nm, 
45 observations at all stations and depths) deviate significantly from the isotropic case: 
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Fig. 3. Vertical profiles ofL(6) at Station D2, 8 July 1971, \=474 nm, based on Fig. 2. 

143 



9 

8 

'        '       i        1        1       1       1        1       1        I--1 i 1 1 1 -,  

•   mean value 

7 J   ± standard deviation 

6 
0 
O 

£   5 
_l 

J   observed max. and min. 
7) 

I'" II 

3« >- 
\ - 

2 

1 

/     " 
XL                   sA  '- 

90°    110°   130°   150° 180°150°   130°   110°    90° 

©- 0+ 

Fig^ 4. The mean values and variations of the ratio L(d)/L(180°) at 465 and 474 nm, for all stations and depths (45 data 
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Fig. 5. Upward radiance L(6) at Station J2A, 2 My 1971, X=465 nm, for different solar elevations hs at 5 m depth. 
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Fig. 6. The ellipticity e(90°) at 465 and 474 nm, as a function of the solar elevation hs, for the depth ranges 0-50 m and 100- 
190 m. 

L(90°)/L(180°) = 3.0±0.9 
L(110o)/Z,(180°) = l.7+0.3 
4(130°)/L(180°) = 1.2±0.1 
L(150°)/L(180°) = l. 1+0.1 

The upward radiance measured for 90° <0< 180° and <j>=0, 180° at 5 m depth varies with the solar elevation hs in a 
systematic manner as shown by Fig. 5. Note that at grazing angles this variation is appreciable. If we introduce a concept 
termed the "remote sensing light" and define it as the underwater radiance in the ranges  15O°-<0-<18O°  and 
150° + <0+ < 180°, respectively, it is straightforward to model L(6+) andL(0-) for the aforementioned 0-values by eq. (18). 

In Fig. 6 the values ofe(90°,hs) versus solar elevation for the depth ranges 0-50 m and 100-190 m have been chosen as 
informative examples. It is known that for hs=90°, e(90°,90°)=0 exactly, but the observations showing e(90°,0°) ~0.2 and 
6(90°,25°)--emax are not self-evident results. 

Finally it can be stated that from our total data set 
p.d ~ 0.75 + 10% 
M* ~ 0.40 ±10% 

ßjfiu ~ 1.9 ~ constant 
where /id and /x„ are the average cosines for the downward and upward radiances, respectively, and that 

Q - 4 ± 20% for all our cases. 
Because the present observations show that R varies 10 times more than /*„ and Q, the variation of the remote sensing 
reflectance RSR is most probably dominated by Ä, according to eq. (10). 

5.3 .Polarization 

The degrees of polarization are low to intermediate i.e. ranging from a few percent up to 25 % just below the sea surface. 
The corresponding upward radiances in the sun's direction attain their minimum degrees of polarization ranging from ~0 
to a few percent. The maximum degree of polarization, -50%, occurs when 0-80°-110° towards and away from the sun. 
Finally, the degree of polarization is rather constant with depth. 

6. DISCUSSION AND CONCLUSIONS 

Downward irradiance calculated from the observed radiance at 465 nm by eq. (5) compares favourably with earlier 
published irradiance observations at this wavelength9, so we are assure that the accuracy of the radiance data is high, except 
for the near surface measurements where ship shadows and wave effects (like for instance sun glints) are problematic, 
especially for radiance measured in the ship's direction and in directions close to the solar rays. Inspection of the upward 

145 



radiance data reveals no evidence of self-shading effects from the meter itself. 
In Chapter 3 we have assumed a priori that L(d+)>L(6-) and de/dz<0 for all depths below a certain depth z0 in the 

surface layer. These assumptions have not been justified in a strict analytical sense, solely based on the equation of radiative 
transfer, plausible light scattering functions and surface light conditions, respectively, but are purely based on the existing 
experimental knowledge2'4'6'14. 

The approximation stated in eq. (2) is of paramount importance. It has for this reason been tested with a highly satis- 
factory result (note that in the surface layers in the vicinity of the ship or in the sun's direction there might occur deviations 
due to shadows and sun glints, respectively). Fitting radiance data from clear sky conditions with the approximation leads 
to errors in the azimuthal mean values of the order of 5%3-14, while an overcast sky reduces the errors to ~ 1 %14. 

The azimuthal mean value L(z,0), modelled by eq. (17), was compared with the observed values based on L(6 + ), L(6-) 
and eq. (4), with the following results: 

WW^oätiuä = (1.06 ± 0.10) 1(110°), observed 

L(^)modelUd = (107 ± 0.07) 1(130°)^ 

L(l50°)m^lcä = (102 ± 0.06) 1(150«), observed 

This implies that the a-model on average will overestimate the radiance by 2% up to 7%, which are rather small errors 
Comparison of the distribution functions Q and nu calculated from the a-model (eqs. (19) and (20)) with the 

corresponding values based on numerical integrals of the radiance field gives that 

<?«*«* = (106 ± 0.10) Qahtmtd 

V-u.~**d = (I-01 ± 0.02) ^Bbsmed 

Similarly we find that 

K^uiuä = (104 ± 0.06) EuoM 

E~.~uuä = (103 ± 0.06) Eouobxntd 

A satisfactory agreement between model and observations can again be noted. 
Radiance is the key parameter in marine optics and modelling. Accordingly there should be a much stronger focus on 

a development towards modern and speedy radiance instrumentation. This holds true in particular with the perspectives of 
new-coming satellite color scanning sensors having highly improved measuring capabilities. We see no great potential for 
the combination of irradiance data with algorithms and/or computational schemes like Monte Carlo techniques because 
validation of the end results is hampered by the limited information contained in the irradiance data. 
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ABSTRACT 

Spectral irradiance of incident light was measured throughout the day during 6 days from December 1995 to March 1996 
Variations in incident light with zenith angle were recorded by shading the cosine collector, allowing light from only a 10° 
zenith angle band to reach the sensor. On bright days total irradiance showed an asymmetrical pattern with high mean 
levels in the afternoon for equivalent zenith angles of the sun. This may be attributed to morning haze and low cloud which 
gradually cleared. Spectra contained a higher proportion of blue light in the morning and late afternoon, and during 
overcast periods. For periods of changeable cloud cover, good correlation was found between the natural log of blue to red 
spectral ratios and total irradiance adjusted for sun zenith angle. Lower blue to red ratios were found in the 60-90° bands 
and higher ratios in the 0-50° bands, reflecting the high zenith angle of the sun and the presence of haze and cloud near the 
horizon. Comparison with model output show reasonable agreement at medium sun zenith angles in March, but more 
variable fit at high zenith angles in December and January. 

Keywords: spectral irradiance, incident light, spectral ratios, remote sensing, photosynthetically available radiation 

2. INTRODUCTION 

Determination of incident irradiance is necessary for calculations of reflectance. It is difficult to obtain simultaneous 
spectral measurements of incident and reflected light and allowance must be made for errors arising from short term 
differences in irradiance between reference and target measurements. When the sky is partially overcast fluctuations may 
be quite rapid. Intermittent shadowing leads to changes, not only in total irradiance, but also in the balance between direct 
and diffuse light. As these two contributions are spectrally different, the result is an overall change in spectral ratios A 
method which allows the estimate of spectral shape from a combination of regular spectral reference measurements and 
continuous records of total light intensity, would therefore be of value, both for near surface measurements used for 
development of algorithms and for airborne remote sensing where the aircraft may be in sunlight when the target is not or 
vice versa. 

In situ measurements of spectral irradiance during different meteorological conditions and at different locations is also 
important for the testing of radiative transfer models. A clarification of the relationship between solar zenith angle cloud 
cover and atmospheric aerosols on the one hand and the intensity, spectral composition and angular distribution of incident 
light on the other has implications not only for atmospheric corrections in remote sensing, but also for studies of 
photosynthetic processes. 

This study aims to 1) link changes in total irradiance and spectral ratios to changes in cloud-cover and sun zenith ande 2) 
ascertain whether the relationship between spectral ratios and overall light intensity may be assumed relatively consent in 
the short term, 3) measure the zenith angle distribution of incident light, relating this to meteorological information and sun 
zenith angle and 4) compare in situ measurements to spectral irradiance as calculated by the Hydrolight 3 0 model 
developed by Mobley. 

3. METHODS 
3.1  Field measurements 

Hurst Spit is a low shingle spit extending into the Solent towards the Isle of Wight at 50°42' North and 1°34' West It is 
likely to have atmospheric conditions somewhere between continental and marine, and typical of coastal regions Irradiance 
was measured at this site at approximately 1-2 minutes intervals using the cosine collector of a Spectron SE-590 
spectrometer mounted on a tripod. There were occasional short breaks in data for a variety of reasons. A few times during 
the day the cos.ne collector was shaded with hemispherical 'hats' of matt, black plastic with a 10" zenith angle band cut out to 
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allow light to reach the sensor. The radius of the hats was chosen so as to be more than 10 times the radius of the cosine 
diffuser, thereby minimising the error arising from internal shading. The accuracy of the band edges has been determined 
through measuring the hats to ± 0.5°. The 9 hats were applied consecutively, immediately preceeded and followed by a 
measurement of the unshaded sensor. A typical series of measurements would last 5-6 minutes. To account for changes in 
overall light-levels during this period, simultaneous measurements were taken of the light reflected from a white, Lambertian 
reference panel using a Spectrascan PR-650 spectrometer at a nadir viewing angle of about 10°, from the anti-solar direction. 
Both cosine collector and reference panel were carefully levelled and horizontal. 

3.2 Instrument specifications and calibration 
The Spectron SE-590 has a sampling interval ranging from 2.5nm (at 350nm) to 3.6nm (at HOOnm) and a nominal 
bandwidth of 1 Onm, although the true bandwidth has been found by Starks et al. to be somewhat larger.2 The recorded 
measurements were automatically channel shifted to ensure accurate positioning of the minimum from atmospheric 
absorption at 762nm, and spectral irradiance in mWm""nm'' calculated using the calibration and algorithm provided by the 
Natural Environment Research Council's Field Spectroscopy Unit. The Spectrascan measures radiance in a 1° solid angle, 
and has a nominal bandwidth of 8nm and a sampling interval of 4nm with a spectral accuracy of 2nm in the region 380- 
780nm. For this instrument the manufacturer's calibration was used, and checked for the position of the 762nm 
atmospheric absorption band, which in all cases fell between 760 and 764nm. Measurements were adjusted to allow for the 
incomplete reflectance of the reference panel and converted to units of irradiance. 

Differences between the two instruments were found in wave-bands of high atmospheric absorption, with the Spectrascan 
recording lower light levels, consistent with its lower nominal bandwidth. The Spectrascan also showed light levels over 
twice those of the Spectron at 400nm. The ratio between the two sets of measurements declined exponentially to level out 
at about 540nm. The percent difference in the 540-700nm region varied with zenith angles of the sun, visibility and cloud 
cover as may be seen in Table 1. Closer examination of the raw Spectron data revealed a displacement of the 762nm 
absorption band to 753. lnm, which had been automatically moved to its correct position on calibration. As a result the 
steep rise in irradiance towards 450nm due to increasing extraterrestrial solar irradiance , was shifted by IO-12nm towards 
higher wavelengths, and the calibrated data under-estimated irradiance in the blue. Recalibration under temperature 
conditions like those found in the field were not a practical possibility. Nor could the error be corrected for by stretching 
the calibrated spectra to position wavebands correctly, because clearly defined features such as the 762 absorption band are 
absent in the blue. Instead a correction factor was developed on the basis of the average of 144 reference panel 
measurements (rms error 7%) taken at intervals through all 6 days at sun zenith angles of 51°-80° (mean 61.5°), and 
assuming a percent panel error in the blue similar to that in the region 540-700nm, where the Spectron calibration seemed 
reliable. This factor was used to adjust the 400-560nm waveband of the cosine collector measurements, and to compensate 
for the lower spectral sensitivity to the water absorption peaks around 590 and 65 lnm. 

Table 1. Reference panel measurements as % of cosine collector measurements in the 540-700nm waveband. 
Date Dec. 13 Dec. 18 Jan. 01 Jan. 10 Mar. 18 Mar. 19 
Cloud cover 8/8 8/8 7/8 2/8 8/8 8/8 7/8 3/8 4/8 2/8 0/8 0/8 
Visibility 15km 15km Haze 10km 10km 10km Haze 10km 15km 15km 10km Haze 
Sun Zenith Angle 88° 78° 89° 75° 89° 74° 88° 75° 51° 79° 51° 84° 
% Irradiance Recorded 60% 85% 81% 92% 76% 95% 89% 90% 96% 102% 105% 101% 

3.3 Data analysis 
Where low light levels led to noisy spectra these were smoothed using a moving 9 point polynomial smoothing algorithm;4 

this was generally necessary where the cosine collector was measuring light from the 0-10° and 80-90° zenith angle bands. 
Total irradiance was calculated for the 400-700nm band, and cosine adjusted irradiances obtained by dividing these by the 
cosine of the sun zenith angle. Blue to red spectral ratios were derived from the summed irradiances in the 452-472 and 
660-680nm bands. For periods of high short term variability, correlation coefficients and regression lines were calculated 
for the relationship between cosine adjusted irradiances and the natural log of blue to red spectral ratios. Sun zenith angles 
were derived from automatically recorded measurements of time, latiitude, longitude, declination at noon and the meridian 
pass. Allowing for errors in timing of up to 5 minutes, and for assuming a constant declination through the day, 
calculations should be accurate to ±0.5" or better for angles less than 89°. On-site records of cloud-cover in octas, 
approximate wind-speed and degree of haziness was supplemented with data provided by the Met Office from Hum Airport 
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near the coast 20km away. This included vapour pressure, relative humidity, visibility and cloud cover at 9 a m each day 
Precip.table water was calculated both from the vapour pressure, and from temperature and relative humidity according to 
the method descr.bed by Garrison and Adler. The two figures were then averaged. Together with sun zenith angle theses 
parameters were used as input into the "qrealsky" sub-routine of Mobiey's Hydrolight 3.0 model.' 
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Figure J. a) Total irradiance (400-700nm) plotted against the cosine of the sun's zenith angle 
difference in scales, b) Blue: to red ratios (452-472nm : 660-680nm) for the same three days 
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4. RESULTS 
4.1 Total irradiance and spectral ratios 

Figure la shows asymmetry between morning and afternoon for the bright days (18/12 and 19/3). Initial slopes of total 
irradiance against cosine of sun zenith angle are similar to those of the overcast day (3/1) followed by an exponential 
increase as skies clear. Short term variability was greater on the windier March morning. During the relatively cloud-free 
afternoons irradiance decline is almost linear. This pattern was evident also on the other bright days, with asymmetry 
caused by morning haze and cloud, clearing towards the early afternoon. In the partially cloud-covered periods there was 
good negative correlation between the natural log of the spectral ratios and irradiance adjusted for sun zenith anale even 
when light levels varied considerably (table 2). A given relationship would hold for about 1 hour, sometimes longer 
depending on how rapidly overall cloud-cover changed. For fully overcast days correlation was lower or did not exist. 

4.3 Spectral variations with zenith angles. 

As may be seen from Figure 2 the spectral variation with zenith angle was greater during the clear afternoons than during 
the cloudy mornings. In the afternoon bands 1-7 (0-70°) are increasingly dominated by shorter wavelengths towards 
zenith.. Band 8 (70-80°) contains the contribution of direct sunlight and has a lower blue to red ratio than the others Band 
9 (80-90 ), which contains most of the cloud and banks of haze, is intermediate between band 8 and the rest as is total 
hemispherical light. This pattern, with the band dominated by direct sun-light markedly different from the rest is seen also 
on other bright days. For bands where diffuse light makes the only contribution, the increasing dominance of shorter 
wavelengths towards low zenith angles is evident. Fully overcast days have spectral distributions broadly similar to those 
seen on the cloudy December morning.  The column charts show that during the hazy, cloudy early morning the majority 
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Table 2 . Correlation Blue: Red Ratio v. Adjusted Irradiance 
Date Time Cloud No. 

i 
CV' r Slope 

13/12 10-11 8/8 53 85% 0.23 
12-14 8/8 100 80% -0.80 -0.001 

3/1 10-11 8/8 148 97% -0.2 
12-14 8/8 189 47% -0.88 -0.005 

18/12 09-11 5-6/8 140 122% -0.95 -0.0012 
11-12 3-4/8 52 21% -0.87 -0.0013 

10/1 
10-11 5/8 22 62% -0.96 -0.0020 
11-12 4/8 44 61% -0.98 -0.0011 
12-13 3/8 48 79% -0.96 -0.0014 

18/3 
09-10 6/8 81 140% -0.93 -0.0010 
10-11 5/8 81 134% -0.91 -0.0003 
11-13 3-4/8 137 72% -0.96 -0.0003 

19/3 
09-10 6-7/8 48 80% -0.71 -0.0016 
10-11 5/8 98 94% -0.98 -0.0013 
11-12 4/8 48 122% -0.84 -0.0012 
12-13 2-3/8 72 39% -0.94 -0.0011 

Number of measurements made in the period 
".Variability: Range as percentage of mean irradiance 

the model input.  Means are still somewhat higher than model results 
within the range of the observations. 

of the contribution to irradiance came from the 40- 
70° zenith angle bands. Once the sun was out, 
direct light far outweighed the contribution of 
skylight, as may be seen from the peak in the 70- 
80° band. 

4.4  Comparison with model output 
Figure 3 shows model runs for the hazy morning 
of 18/12, the clear, partially overcast mid-morning 
of 18/3 and the cloud-free but hazy mid afternoon 
of 19/3. The overall spectral slope, the blue peak 
around 460nm and the red peak around 670nm are 
in good agreement between model and 
observations. The water absorption bands at 590 
and 652nm, on the other hand, are less clearly 
defined in the observed data. These are narrow 
features, and the bandwidth of the Spectron, lOnm 
or more, would make them wider and shallower. 
To diminish the effect of short-term irradiance 
fluctuations, the mean has been calculated from 
spectra of ± 1° sun zenith angle from that used in 

for 18/12 and 18/3, although the model spectra fall 

5. DISCUSSION 
5.1. Calibration 
To use the reference panel measurement as a basis for cosine collector calibration may seem questionable, given that errors 
due to non-Lambertian properties of the panel are known to increase when the incident light comes from high zenith 
angles, as would be the case in most of this study. However, if a constant calibration is applied, measurements should be 
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Figure 2. Irradiance normalised to spectral mean for 9 zenith angle bands on December 18th. Total irradiance from different zenith angle 
bands are shown underneath. Note the order of magnitude difference in scale.. 
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Figure 3 Recorded irradiance spectra compared to model output from the Hydrolight 3.0 model. Input parameters for each run ar 
listed within the frame Rh : relative humidity, Vis: visibility. PW: Precipitable water. 

comparable with each other, even if absolute values are more uncertain. The assumption that panel errors are of the same 
order across the spectrum forms the basis for the calculations and needs some consideration. Diffuse and direct light are 
different both spectrally and in angular distribution. In Kimes and Kirchner's data, the error curves for the two types cross 
at 60 for hazy skies and about 65° for clear skies, with the errors in diffuse light being greater at lower zenith angles of the 
sun and less at higher angles. As reference panel measurements forming the basis for the correction factor were taken 
during a w.de variety of sky conditions at sun zenith angles ranging from 51" to 80,° any bias in favour of one irradiance 
component over the other is unlikely. The obvious improvement in comparison with model output would seem to vindicate 
the method at least to some extent. The correction also brought overall slope of observed spectra more into line with 
expectations based on measurements by other authors and estimates from literature.'1'7 

5.2 Total irradiance and spectral ratios. 
The asymmetry between morning and afternoon evident on the bright days is likely to be a common phenomenon in coastal 
areas of temperate latitude in autumn, winter and early spring, as the weak sun takes time to burn off mist and clouds 
Because of its effect both on total irradiance and spectral ratios, it may be necessary to take it into consideration when 
calculating irradiance budgets. The short periods of high irradiance seen on 18/3 (fig.4), may also be noteworthy They are 
probably caused by a combination of focusing and reflection by clouds. Changes in angular radiance distribution caused by 
such reflection may well have some effect also on mean irradiance. Unfortunately this cannot be checked from the present 
data as no measurements of distribution with zenith angle band were carried out during this period. The effect could 
however, explain the discrepancy between model output and observations on 18/3 (fig.3), where the mean may have been 
raised above expected levels by a number of very bright periods such as the maximum shown 
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Figure 4. Irradiance with cosine of sun zenith angle. 

The close link between spectral ratios and total irradiance during 
partially overcast periods is encouraging. Provided the degree of 
cloud cover does not change too much within a given period, it is 
possible to calculate the spectral shape of the light on the basis of 
total irradiance and a reasonable number of reference spectra. The 
high correlation coefficient between blue to red ratios and overall 
irradiance seen on 18th of March is of particular importance, as the 
rapid fluctuations of this day are of a kind known to create 
problems for reflectance measurements. 

5.3. Spectral variations with zenith angles 
The spectra obtained from different zenith angle bands agree with 
more subjective visual observations that the sky is bluer straight 
overhead than near the horizon. The shift in distribution of total 
irradiance towards a brighter horizon once the sun is out, is a 
feature also observed by other authors.5 
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5.4 Comparison with model output. 
As mentioned above, bright clouds may have been the cause of mean irradiance being higher than expected on 18/3. On 
19/3, when skies were cloud-free but hazy, spectral shape and irradiance level show almost perfect fit with model 
calculations. The greater discrepancy on 13/12 may be due partly to difficulties in establishing values for model input. 
Some of the parameters were based on observations some distance away at an earlier time, while others such as visibility 
were only broad estimates based on the clarity of landscape features. Visibility is known to affect model output particularly 
at shorter wavelengths ' Another important parameter, precipitable water, was estimated by a method which strictly 
speaking holds only for mean daily values.'' A failure to determine this correctly would particularly affect the water 
absorption bands at 590 and 651nm. To what extent this and not the sensor bandwidth is the reason for the discrepancy 
seen, is hard to determine. Short term fluctuations may also create problems in matching model and observation, although 
this can be minimised by averaging several spectra. On 18/12 the model output is close to the spectrum of the minimum 
observation, both in shape and level. This may mean that the contribution of direct light was greater than anticipated 
Although cloudiness was 7/8, much of this cloud was light and wispy, and their effect may have been over-estimated. 
Variations in thickness and type of cloud, not covered in the octa descriptions may also have caused discrepancies between 
model and results on 3/1 (not shown) when the model was close to the bottom of the range in the morning and near the top 
in the afternoon. In general, however, the agreement between model and observations must be classed as good. 

5.5. Summary 
Changes in light level and spectral ratios are clearly linked to changes in cloud cover and sun zenith angle, with high blue- 
red ratios at low elevations of the sun and during cloudy conditions. The link between spectral ratio and total irradiance has 
been established for periods of highly variable total irradiance. Correlation is best when skies are partially overcast, and 
hold for short periods, but are more questionable in fully overcast conditions. Despite this, a degree of correlation may be 
found also in these circumstances, as in case of the two overcast afternoons. The contribution to hemispherical irradiance 
from different zenith angle bands varies more in clear than in overcast conditions, reflecting the position of the sun, with the 
horizon brighter on clearer days. Agreement with model spectra was generally good, particularly for periods where short 
term fluctuations were of a limited magnitude. It is clear that some error must exist, both due to uncertainty about the input 
parameters of the model and due to variability in atmospheric conditions and cloud cover which cannot be adequately 
determined by the methods used. 
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Recent measurements of the spectral backward-scattering coefficient in coastal 
waters 

Robert A. Maffione and David R. Dana 

Sequoia Scientific, Inc., Mercer Island, Washington 98040 

ABSTRACT 

The backward scattering coefficient, bb, was measured in various coastal waters with fixed- 
angle backscattering sensors developed by the authors. Measurements were made at four discrete 
wavelengths covering the spectral range 440 to 675 nm. A power law spectral dependence of bb 

due to scattering by particles was investigated of the form bp
b{X) = bp

b(XQ)(XJ X)y, where the 
superscript p denotes particle scattering and X is the wavelength. The exponent y depends on the 
particle size distribution and composition of particles. Extensive measurements in Monterey Bay, 
California, showed that 0.1 < 7 < 1.1, where the lower values were in the clear, interior waters 
generally below 10 m. For the upper 10 m, 0.7 < 7 < 1.0, and 7 = 0.8. In the relatively clear 
Gulf of Mexico waters near Panama City, Florida, 7 for the upper 10 m was found to be in the 
range, 0.9 < 7 < 1.1, with 7 = 1.0. At Dry Tortugas, which consists of clear coral reef water, 
0.9 < 7 < 1.1, and 7 = 1.0. In the thick, green-brown waters of East Sound, Washington, 
0 < 7 < 0.1, which thus were the most spectrally "flat" waters measured. 

Key words: ocean optics, optical backscattering, backscattering sensors 

1.       INTRODUCTION 

The backward scattering coefficient, bb, is an inherent optical property (IOP) that is of central 
importance to ocean-color remote-sensing models. For example, it is well know that, to first 
order, the remotely-sensed reflectance is proportional to bb/(a + bb), where a is the absorption 
coefficient. Although a has been measured for many years using a variety of techniques', 
surprisingly little attention has been given to measuring bb, although modeling it has been a focus 
of considerable research. The authors have developed several types of fixed-angle backscattering 
sensors for measuring bb in situ. These sensors, and the calibration technique developed 
specifically for them, are described in detail elsewhere23. 

Measurements of bb were made at four discrete wavelengths, covering the spectral range 440 to 
675 nm, at a variety of locations for the purpose of investigating the spectral dependence of 
backscattering by coastal waters. It was assumed that the spectral dependence of bh is described by 
the power-law model: 

hW = K(xa){^V+bp{xQ){^\ , (i) 
V A J \ A ) 

where the superscript w refers to pure sea-water scattering and/? refers to particle scattering; X 
denotes the wavelength and X0 is a reference wavelength. The exponent 4.32 for pure sea-water 
scattering comes from Morel4. The exponent 7 depends on the particle size distribution and 
composition of particles. After subtracting off bw

b{X) from the total bb(X) measurements, a linear 
regression to 
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ln[^(A)] = ln[^(A0)] + 7ln(A0M) (2) 

was performed, where the slope yields 7. 

2.       RESULTS 

Figures 1 shows a profile of bb from Monterey Bay, California. This profile is typical for the 
shallow regions around the Bay where bottom depth is less than 50 m. The upper 10 m are 
generally productive and often show strong layering during blooms. The interior waters are 
usually much clearer than the surface waters, which is also revealed in this bb profile. As the 
bottom is approached, resuspended sediments causes the backscattering to increase. The computed 
profile of y from the bh data, using Eq. 2, reveals a strong positive correlation with bh. Mie 
theory predicts that, for particles with a constant and real index of refraction, 7 increases as 
particle size decreases. The 7 profile thus suggests that relatively larger particles make a greater 
contribution to backscattering in the clearer interior waters compared with the surface and bottom 
waters. The data are also consistent with the assumption of a hyperbolic particle size distribution 
(PSD). If the slope of the PSD is higher for the surface and bottom waters, there will be a much 
larger contribution to backscattering by the smaller particles, which also increases the absolute 
value of bb. 

The clearest waters and thus lowest values of bb that were measured was of coral reef waters at 
Dry Tortugas. Figure 2 shows a typical profile of bb and 7 from a two-week measurement period 
in July, 1996. Although the average of all the data gave 7 = 0.99 ± 0.05, the standard error in the 
regression was more like 0.2, or about four times higher than the standard deviation in the average 
of 7. The larger standard error in the regression suggests that the spectral dependence of 
backscattering by these particles is not perfectly described by the power law model, Eq. 1, as 
opposed to the interpretation that this is due to measurement error. It is interesting to note that the 
power law model worked well over the shorter wavelengths, but at longer wavelengths it seems to 
break down, at least for the Dry Tortugas data. 

Measurements of bb were made about seven miles off the shores of Panama City, Florida over 
a two month period in the summer of 1994. During this entire period, the water optical properties 
showed very little temporal variability. The profile shown in Figure 3 was quite typical. 
Interestingly, especially compared with the Monterey Bay data, 7 decreased as bb increased due to 
resuspended sediment near the bottom. This might be explained by different nature of the Florida 
coast sediment, which in this region tend to be composed of fine "white" sand particles. These 
particles might therefore be expected to have spectrally "flat" reflectance, or backscattering, 
properties, resulting in low values for 7. This is purely conjecture, however, and much research 
remains to be done on the spectral variability of bb, which is now possible with these new multi- 
spectral backscattering sensors. 
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Figure 3. Top) Profile of bb in the Gulf of Mexico about 7 miles south of Panama City, Florida, 
on 8/3/94. Bottom) Computed profile of y and the standard error in y (top axis) from the linear 
regression using Eq. 2. 

158 



3.       ACKNOWLEDGEMENTS 

The authors thank Jeff Voss at SRI International for his assistance in making many of these 
measurements. This work was supported by the Environmental Optics Program at the Office of 
Naval Research, Naval Research Laboratory at Stennis, Mississippi, and Coastal Systems Station 
at Panama City, Florida. 

4.       REFERENCES 

1. Pegau, W. S., J. S. Cleveland, W. Doss, C. D. Kennedy, R. A. Maffione, J. L. Mueller, R. 
Stone, C. C. Trees, A. D. Weidemann, W. H. Wells, and J. R. V. Zaneveld, "A comparison of 
methods for the measurement of the absorption coefficient in natural waters," J. Geophys. Res., 
100, 13201-13220, 1995. 

2. Maffione, R.A., D.R. Dana, and R.C. Honey, "Instrument for underwater measurement of 
optical backscatter," Underwater Imaging, Photography, and Visibility, R.W. Spinrad, Editor, 
Proc. SPIE, 1537, 173-184, 1991. 

3. Maffione, R.A., and D.R. Dana, "Instruments and methods for measuring the backward- 
scattering coefficient of ocean waters," Appl. Opt. (submitted), 1996. 

4. Morel, A., "Optical properties of pure water and pure sea water," Optical Aspects of 
Oceanography, N.G. Jerlov and E. S. Nielsen, Editors, Academic Press, New York, 1-23, 1974. 

159 



REMOTE-SENSING REFLECTANCE AND INHERENT OPTICAL PROPERTIES OF 
OCEANIC WATERS DERIVED FROM ABOVE-WATER MEASUREMENTS 

Z. P. Lee1, K. L. Carder', R. G. Steward', T. G. Peacock1, C. O. Davis2 and J. L. Mueller3 

'Department of Marine Science 
University of South Florida 

St. Petersburg, FL 33701 

2Naval Research Laboratory 
Washington, D.C. 20375 

3Center of Hydro-Optics and Remote Sensing 
San Diego State University 

San Diego, CA 92120 

ABSTRACT 

Remote-sensing reflectance (/?„, ratio of the water-leaving radiance to downwelling irradiance just above the surface) and 
inherent optical properties of oceanic waters are important parameters for ocean optics. Due to surface reflectance, Rrs or 
water-leaving radiance is difficult to measure from above the surface. It usually is derived by correcting for the reflected 
skylight in the measured above-water upwelling radiance using a theoretical Fresnel reflectance value (Quick-and-Easy 
method). As it is difficult to determine the reflected skylight, there are errors in the Q&E derived R,„ and the errors may get 
bigger for high chla coastal waters. For better correction of the reflected skylight, we propose the following derivation 
procedure: partition the skylight into Rayleigh and aerosol contributions, remove the Rayleigh contribution using the Fresnel 
reflectance, and correct the aerosol contribution using an optimization algorithm. During the process, /?„ and in-water 
inherent optical properties are derived at the same time. For measurements of 45 sites made in the Gulf'of Mexico and 
Arabian Sea with chl_a concentrations ranging from 0.07 to 49 mg/m3, the derived Ä„ and inherent optical property values 
were compared with those from in-water measurements. It was found that the ratios of R„(440)/R„(550) were very 
consistent with those from in-water measurements (9.7 % Root-Mean-Square-Difference for chl_a < 1.0 mg/m3). For the 
derived inherent optical properties, the total absorption coefficients and particle absorption coefficients agreed well with the 
values from in-water measurements (16.2% and 19.0% RMSD, respectively). These results indicate that for the waters 
studied, the proposed algorithm performs quite well in deriving /?„ and in-water inherent optical properties from 
above-surface measurements for clear and turbid waters. 

Keywords: remote-sensing reflectance, optimization, apparent and inherent optical properties 

1. INTRODUCTION 

For field measurements of water color, remote-sensing reflectance of the water (/?„, ratio of the water-leaving radiance 
Z,„(0+) to downwelling irradiance £,/0+) just above the surface) is an important parameter to be measured. Traditionally this 
has been done using in-water profiles of radiance and irradiance'. For turbid and/or shallow coastal waters, those profiles 
are hard to measure using in-water instruments due to for example instrument-self-shading. This provides our motivation to 
make the measurements from above the surface. 

What can be directly measured by viewing the water from above the surface, however, is the above-water upwelling 
radiance (L„(0+)); water-leaving radiance (IJ can only be mathematically derived from this measurement. Most of the Z,„(0+) 
comes from the water, while part of it comes from unavoidable reflected skylight and solar glint introduced by surface 
roughness (waves) or foam. So Z,„(0+) is a mixture of the water-leaving radiance and other unwanted "contaminations". In 
the reflectance mode, there is (wavelength dependence is dropped for brevity unless it is necessary) 

Tr, = R„ + r(i)SJi) + A (1) 
where 7"„, Rrx and S„(i) are the total-remote-sensing reflectance, remote-sensing reflectance of the water, and sky input, 
respectively, and are defined as 
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L (<T) L (0*) L. (0 

£d(0*) £,(0*) £,(0*) 

In Eq. 1, both Trs and Srx can be easily calculated from direct measurements. In order to derive /?„from Eq. 1, the values for 
K0 and A have to be determined. In the traditional Quick-and-Easy method2, Rrs is derived by 

Rn, = T„-rS„-A (3) 
with r calculated based on the measurement geometry, and A derived by assuming /?„(750) approximates 0. 

Due to the uneven sea surface, it is often hard to determine the actual direction of the skylight which is reflected into the 
sensor, as the skylight entering the sensor may come from a big effective solid angle. In that angle, the sky radiance is not in 
uniform distribution, especially for cloudy skies. So errors will be introduced in the Q&E derived Rrx spectra. This error will 
be bigger for coastal waters where water-leaving radiance in the blue is low. A small error in r or S„. may cause big error in 
the derived R,x in the blue channels. Also, for turbid coastal waters, fl„(750) may no longer be close to 0. 

For the derivation of Rrx under general situations such as open ocean to coastal waters, and clear to cloudy skies, we 
propose the following protocol for the measurement and derivation (OPTIMIZATION method). In the derivation procedure, 
we partition the skylight into Rayleigh- and aerosol-like contributions, remove the Rayleigh contributions first, and do not 
assume values regarding #„(750). For the removal of aerosol contributions, the full spectral information from 400 - 830 nm 
were used. To support the protocol, the derived values for Rrx and absorption coefficients were compared with those from 
in-water measurements. 

2. DERIVING /f„ FROM ABOVE-SURFACE MEASUREMENTS 

2.1 Partition^ 
The reflected skylight consists of two components: Rayleigh- and aerosol-like contributions. Here the cloud effects are 

included in the aerosol-like component. Then Eq. 1 can be written as 
T„ = Rn, + rRSnK + rJSna + 6. (4) 

where SrxR and Srm represent Rayleigh and aerosol contributions, respectively. Eq. 4 indicates that both Rayleigh and aerosol 
contributions have to be removed in order to properly derive Rrx. Unlike the CZCS algorithm3, which calculates the Rayleigh 
contribution, we derive the Rayleigh contribution from measured 5„. 

Sn can be partitioned as two parts": one for Rayleigh scattering and one for aerosol scattering: 

s  +5   =v40° rsB        rs, R 

41    J400^ 
+s (5) 

with 0 < T) < 1.5 for A. from 400 to 700 nm. SR and Sa are the multiple-scattering values at 400 nm, respectively. Rayleigh- 
aerosol multiple-scattering interactions are spectrally similar to Rayleigh scattering5 and are included in SH. For each 
measurement of 5„, SK, S„ and rj can be derived. 

2.2 Removal of the Rayleigh component 
From field studies, we found that for clear and cloudy sky conditions, the SR values varied about 15% for measurement 

angles at 30° and 45° from zenith, while the 5„ values varied by a factor of 4. This suggests that the SR component is quite 
representative of the Rayleigh component in the effective solid angle. We know the spectral dependence for the Rayleigh 
component, so we may assume the Rayleigh component in the effective solid angle is close to constant. This provides an 
adequate removal of the Rayleigh contribution from Trx using a Fresnel reflectance value calculated from the angles 
involved, as in the CZCS algorithm3. 

We use 0.022 as an effective average for rR at 30° from zenith, and the Rayleigh-corrected Trs is 

Now, to derive Rrs we must find the proper ra and A values. As the measured signal (77?„) is a lump sum of contributions 
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from water and sky, we have to somehow know /?„ at certain wavelengths for the removal of the aerosol/glint effects. For 
coastal waters, fl„(550) is no longer a constant, a variable /?„ has be to taken into account. 

2.3 Modeling of R„ 
Rrs is an apparent optical property7, controlled primarily by the absorption and scattering properties of the constituents in 

the water, influenced by fluorescence and Raman emission8, and is a function of solar altitude and sensor view geometry9. In 
general, for optically deep waters, and ignoring inelastic scattering, there is 

Rr=ka,ßAAö<P) (7) 
where a is the absorption coefficient, ß is the volume scattering function, 60 is solar zenith angle, 6 is the viewing angle 
from nadir, and 6({) is the azimuth angle from solar plane. 

For field measurements of Rr„ we have10 

0.17 
a   +a  +a 3.4 

640 
X ) (8) 

where aw and bhw are the absorption and backscattering coefficients of pure sea water (here we use the values from Smith 
and Baker"), a,, is the particle absorption coefficient, and aH is the gelbstoff absorption coefficient. X includes the particle 
scattering and geometry functionality, and Y provides the wavelength dependence of particle scattering. 

ag can be expressed as 
a,, = gEXP(-0.015(A.-440)) (9) 

with g = ag(440). A 0.015 nm"1 spectral slope is used here, as numerous field measurements found this number a reasonable 
average -, although it may vary from coastal to open ocean waters13. 

In order to reduce the number of mathematical unknowns in Eq. 8, we used the measured a„ curvature, and an empirical Y 
relationship, 

Y = 3.44(1-3.17 EXP(-2.01X)) (10) 
with x = Är;"(440)/Ä„'"(490). RJ'XX) is the initial Rrs derived by the Q&E method. We keep 0< Y<2.5. Thus, 

R  =- 0.17 
f/>a""",+ge"00ls(;"44°) 3.4 AT) (11) 

and this leads Eq. 6 to (bold letters indicate the unknowns) 

TR  =■ 0.17 

+pa""" +ge -°-°is<*-««°> 3.4 
+X 

640 
+ r S 

m    a 

400 
(12) 

2.4 Removal of aerosol and glint "contaminations" 
As strong signals for both aerosols and waters are in the shorter wavelengths, here we use the full spectral information 

from measurements for the correction of the aerosol effect. With the considerations in section 2.3, there are only 5 
unknowns for Eq. 12: p, g, X, ra and A. For sensors with 5 or more channels, the 5 unknowns could then be solved. 

Optimization 
We use the optimization process described in Lee et al.10 for the derivation of the 5 unknowns, which is to minimize the 

"error-of-fit", defined as 

AVG™(Rrs)+AVG™(R) 
(13) 
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where A VGX,
X2 is the average value in the wavelength range Al to X2. In Eq. 13, /?,, is Eq. 11, and, /?„ is from Eq. 6. 

For non-linear optimization process, choosing initial values for the variables is an important step. We select the initial 
values for the 5 unknowns as follows: 

rj" = 0.022; 
Ä" = TRJ750) - 0.022 Sa ■ (400/750)"; 
X" = Rr!"(640) ■ aw(640)/0.17 - bJ640)/3.4; 
pi" = 1; 
g1" =p'" ■air

a(440). 
For each optimization process, the variable ranges are set as follows: p, g, Xand ru ^ 0, while A could be positive or 

negative. Thus, for each station, a set ofp, g, X, ra and A will be derived by minimizing err. From the derived p and g, a can 
be calculated with known values for aw\ and with derived ra and A, /?„ can be calculated. 

3. MEASUREMENTS 

For sites in the Gulf of Mexico in April and June 1993, and in the Arabian Sea in December 1994, measurements were 
made regarding L„(0+), Lsky, £<X0+), ap £</z) and Z,u(z). These sites covered coastal to open ocean waters, including regions 
of the Mississippi River plume. Both clear sky and variable cloudy sky situations were encountered. L„(0+), Lsky and £/0+) 
were measured using a Spectron Engineering spectroradiometer (Spectron Model SE-590). For the calculation of measured 
a„ the "beta factor" of Bricaud and Stramski14 was used. A 0.54 (Ref. 15) sea-air divergence factor was used to transfer 
MERderived Äre(0") to /?„(0+). In-watertotal absorption coefficients at440 nm were derived using the Eq. 16 in Lee et al.I0. 

4. RESULTS AND DISCUSSION 

/?„ is an apparent optical property, and its value is dependent on the viewing geometry of the sensor. Due to waves and 
currents, the above- and in-water sensors may not be in the same orientation, thus we may not expect to see the same values 
in /?„, as the subsurface radiance field is not in completely diffuse distribution. 

For /?„(440) and /?„(550) values in this study, the MER derived values follow the OPTIMIZATION derived values well 
(R2 is 0.89 for /?„(440), and 0.73 for /?„(550)), but do not match perfectly with each other (when the water was very dark, 
such as sites in the river plume, more uncertainties in MER derived /?„(410) and /?r,(440) values due to the low L„(z) 
signals). More important, as remote-sensing algorithms are driven by the curvature of/?,,, we compared the /?„ ratios from 
the above- and in-water measurements. What we found is that the ratios of/?„(440)//?„(550) match each other much better 
than the individual parameters, with R2 of 0.98 and 9.7% Root-Mean-Square-Difference (RMSD) for the ratios greater than 
1.0 (chla equivalent is less than - 1.0 mg/m3) (see Fig. lb). RMSD is calculated by the following formula: 

RMSD  = AVGh_ OPTIMIZATION^5 (14) 

MER 

Unlike /?,„ absorption coefficients belong to the category of inherent optical properties7. For well mixed waters, we 
should expect to see the above- and in-water derived absorption values match each other closely. 

For a(440) values ranging from 0.028 to 2.6 m"1 (OPTIMIZATION derived), the above- and in-water derived values 
match each other very closely, with a 16.2% RMSD (Fig. 2a). And, for a/440) values ranging from 0.008 to 2.1 m'1 (pad 
measurements, chlorophyll range is 0.07 to 49 mg/m3), the average difference is 19.0% RMSD (see Fig. 2b). The 
differences of a,,(440) reduce to 13.9% if we exclude stations with chla s 5.0 mg/m3, where small-scale patchiness are 
more possible. 

In comparing the derived values from above- and in-water measurements, we must remember the inherent difficulties 
with regard to both methodologies: instrument-self shading of the in-water measurements, skylight correction of the above- 
water measurements. Other possible sources of errors include the extrapolation of the in-water Z,„(z) and Ejj) profiles to the 
surface, variations of the reflectivity of the grey card, and ship perturbation in the field. With the consideration of these 
possible error sources in the measurements, a ~ 10% RMSD in /?„ ratio is quite small, which suggests that the 
OPTIMIZATION procedure works very well in correcting the unwanted "contaminations", especially for waters with very 
low signals in the blue. Also, the result suggests that the ratio-dependent application algorithms (such as CZCS) will work 
well for either above- or in-water measurements, as long as proper corrections can be made for each method. 

Notice that values from remote sensing measurements represent the average of the upper water column, while those from 
pad are for discrete depths. And, for the calculation of pad measured ap, a "beta factor" must be applied. However, this 
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"beta factor" is not a constant in any sense, which makes it difficult to distinguish if the 19% RMSD is due to pad 
measurement corrections, or water patchiness or the algorithm errors. If we accept a 10% random variation in the "beta 
factor", a 14 or 19% RMSD is quite small in comparing a/;(440) values, which suggests the three parameter remote-sensing 
reflectance model (Eq. 11) and the optimization algorithm (Eq. 13) works very well in deriving in-water absorption 
coefficients. 

The above results suggest that for the calibration of an ocean color satellite sensor/algorithm, not only should we compare 
the /?„ values, more important we might compare the R„ derived absorption coefficients. 
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ABSTRACT 
The goal of this work is development of a model for calculation of seawater optical characteristics at UV 

spectral range by using their values at visible region. Modified model based on physical factors caused optical 
properties of seawater is considered. Different models of spectral absorption have been compared at visible 
spectral region, and simple additive model is proposed. Contributions arising from different factors are 
calculated and analyzed. 

Keywords: light, ultraviolet, seawater, absorption, model, phytoplankton pigments, yellow substance 

1. INTRODUCTION 
The stratospheric ozone depletion observed in the past decade over the different regions of the earth 

raises the question of assessment of effects of potential increase of harmful UV-B radiation (290-320 ran) on 
human health, terrestrial plants and marine ecosystems. Such an assessment for the latter implies a calculation 
of the levels of UV-radiation at different depths in water body depending on the ozone content, meteorological 
conditions, seawater optical characteristics. Unfortunately, seawater optical properties at UV spectral region are 
still not clearly understood now: there is a lack of reliable data measurements, and they do not encompass all 
optical characteristics. So it is appropriate to consider a possibility of the model development for calculation of 
seawater optical characteristics at UV region by their values at visible region. Successful solving of this problem 
would give an opportunity to use for prediction of UV-penetration in different waterbodies satellite ocean color 
data which allow to make global estimates of seawater optical characteristics in surface layer at visible spectral 
region. 

2. SPECTRAL ABSORPTION MODEL AT VISIBLE REGION 
Up-to-date models of seawater light absorption at visible region based on physical governing factors 

consider, other than the water itself, as many as four absorbing components: phytoplankton pigments; 
nonchlorophyllous particles; humic and fulvic acids which constitute "yellow substance" - colored part of 
seawater organic matter'-4. Of course, the greater is a number of input parameters, the more adequately is 
possible to bring the model spectra to the measured ones, but only when the values of these parameters can be 
reliably determined. In practice, we need to solve an incorrect inverse problem when small errors in the initial 
data can result to the solution instability. Potential instability is the more than the greater is a number of 
unknowns, so in general a number of the unknown input parameters should be decreased. This is especially 
important when the satellite data are treated because in this case the spectral values of optical thickness of 
atmospheric aerosol and of seawater backscattering must be found along with the spectral absorption. 

Simple two-parametric model of seawater light absorption has been developed before 57; it takes into 
account an absorption of yellow substance, phytoplankton pigments and pure seawater: 

a(A.)=a/(A.) c, + aphW c + aK(X), (1) 

where cv is a concentration of yellow substance expressed as the absorption coefficient of yellow substance at 390 

nm, dy(390), m1; ca is a concentration of chlorophyll a, mg-nr3 ; ay~(k), arh'(^-) art> spectral specific absorption 
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coefficients of yellow substance and phytoplankton pigments; aw(A.) is spectral absorption coefficient of pure 
water. It should be noted that this model does not include the term related to absorption by nonchlorophyllous 
particles (detritus). Its spectral absorption curve is similar to the one of yellow substance8"; so the detritus 
absorption can be integrated with the yellow substance absorption3. It can be interpreted as if the detritus 
absorption is an absorption of yellow substance particulated or sorbed by suspended particles, and cy= ay(390) is 
a total concentration of seawater yellow substance both dissolved and particulated or sorbed by particles. 

2.1 Absorption of yellow substance 
The advanced model of yellow substance absorption makes use of two exponential curves710: 

ayW= 
exp[- 0.017 (X-390)], X< 500 nm 

0.0154 exp[- 0.Oll(A.-5OO), l> 500 nm 

(2) 

Physical interpretation of this model can be given with the results of the work of Carder et al.4 In accordance 
with it, the yellow substance absorption can be expressed as a sum of two exponential terms: the first is caused 
by marine fulvic acid with the exponent 0.0189 nm1, the second - by marine humic acid with the exponent 
0.01105 run-1. The model (2) assumes that these terms are such that the fulvic acid absorption is dominant at 

^.<500 nm, and the humic acid absorption is dominant at X>500 nm. The value of the former exponent is not in 
fact constant, and best choice of it for the model should be discussed. Our value (0.017 nm1) is the same as in 
more recent work of Carder et al.3 

2.2 Absorption of phytoplankton pigments 

The  second   term  of model  (1)  is  taken  as  aph"(A) arh(440),  where  aPh"(A.)  is  according  to   Prieur, 

Sathyendranath1; aph (440) is a new input parameter (instead ca). Nonlinear models for calculation of aPh"(^-) 
through ca have been developed recently by Bricaud et al.11, Carder et al.3 To compare different models, 
calculations of seawater absorption spectra have been performed by using model (1) with the second term as 
from Prieur, Sathyendranath1 - PS, or Bricaud et al.11 - B, or by model of Carder el al.3 As measured.spectral 
absorption coefficients from Morel, Prieur12 are taken; they vary widely, and the values of a(410) ranges from 
the same ones as of pure water to more than 0.6 m1. For the sake of comparison of the results, the measured 
data set (48 spectra) is subdivided into four groups by the values of a(410) : 1 - < 0.06 nr1 (11 spectra); 2 - 0.06- 
0.18 (19 spectra); 3 - 0.18-0.37 (22 spectra); 4 - >0.37 (3 spectra); the mean values of a(410) , m1 with their 
standard deviations for the groups are : 1 - 0.033 ± 0.009; 2 - 0.128 ± 0.042; 3 - 0.258 ± 0.043; 4 - 0.531 ± 0.100. 

The inverse problem of determing two unknown parameters of the model is solved by method of least 
squares at 10-nm intervals from 410 to 570 nm (17 wavelengths). For C-model only five wavelengths 
corresponding to SeaWiFS wavebands (412; 443; 490; 510; 555 nm) have been taken. In Table 1 are listed for each 

Table 1. Comparison of results of modelling with different mo dels of aE hW. 

Groups 

PS B C 

ä^nr1 Sy,m-' s, m-' 8, % a^nr1 sv,m-' s, nr1 6, % ä^nr1 
Sy/DT1 s, nr1 

6, % 

1 0.0099 0.0334 0.0043 6.1 -0.0026 0.0294 0.0064 9.2 0.0115 0.0096 0.0039 5.9 

2 0.0493 0.0684 0.0075 7.4 0.0153 0.0527 0.0075 7.6 0.0737 0.0223 0.0040 3.5 

3 0.115 0.057 0.011) 5.8 0.053 0.041 0.010 5.5 0.128 0.046 0.012 6.1 

4 0.294 0.153 0.026 7.7 0.264 0.057 0.028 6.5 0.269 0.135 0.027 7.8 

168 



0.10 

0.08 

0.06 — 

0.04 

5 a(j.),m"1 

I    I    I    I    I    I    I    I    I    I    I    I 

410 450 490 530 570 410 

Fig 1. Comparison between measured spectra, a(x) (solid lines) and calculated by model (1) 
with different arh(X) - Prieur, Sathyendranath1 (dotted lines) and Bricaud et al" (dashed 
lines), as well as by model3 (x). A - clear water (20 20'N, 70 50'W); B - turbid coastal 
water(2142'N,17 02'W). 

of groups the mean values of ay, av, m'; their standard deviations, sy, m1; standard errors of the modelled 
spectra averaged over the considered spectral range,'s, m1, and the relative errors, 8, %. The presented results 
demonstrate that the more complicated nonlinear models for the phytoplankton pigment absorption do not 
improve significantly an accuracy as compared with the simple linear model (1). For the latter, standard errors 
of the modelled spectra for different groups are in the range 0.(X)43+0.026 and 5.8+7.7 %; that is quite reasonable. 
The close values of ay with models (1) and Carder el al.3 are noteworthy (B - model gives lower values for each 
group except the fourth); they testify that both models are adequate. Examples of comparison of calculated and 
measured spectra are shown in Fig. 1 a,b. 

3. SPECTRAL ABSORPTION MODEL AT UV REGION 
Development of model of seawater spectral absorption at UV region presents a considerable difficulty. 

Of three terms of model (1) only the first one has been studied with some degree of certainty. Regarding two 
others, reliable knowledge about them is lacking. 

3.1 Absorption of pure seawater 

A convention uses the values of a„(A.) from Smith, Baker13 as a values of spectral ahsorption coefficients 
of pure seawater, aSw at UV region. But the authors themselves recognize a poor accuracy of their values at UV 
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region. In the 300-380 ran region they have chosen the lower limit of available data; by their words they could 
have selected a curve - 30% higher. In the wavelength region below 300 ran they have extrapolated available 
data following the shape of curve for pure fresh water; in the authors' opinion there is merely an educated 
estimate. 

In our opinion, the values of aw(k) from Smith, Baker1 ? underestimate absorption of inorganic salts, and 
they should be corrected for their increase. Such a question has been arisen before.14 The corrected values have 
been refined here with the same procedure as before. Refined values of spectral absorption coefficients of pure 

seawater, asw(A.), m ' are given in Table 2. 

Table 2. Spectral absorption coefficients of p ure seawater. 

Ji.,nm 290 300 310 320 330 340 350 3f>0 370 380 390 

asw(A.) 0.365 0,237 0.180 0.144 0.121 0.101 0.081 0.063 0.045 0.027 0.019 

It should be noted that the inorganic salts absorption can provide an explanation for sharp increasing of 
slope in the spectral absorption curves on a half-logarithmic scale in the 290-320 nm region: according to data of 
Blough et al.15, from ~ 0.015 ran-' to 0.053 nnr1 in "blue water". In Hull* work the spectral absorption coefficients 
of filtered seawater were measured in reference to distilled water so thei> values can be considered as a sum of 
absorption by yellow substance and inorganic salts. According to our data, the latter in the 270-300 nm region 
can also be approximated by exponential curve with much larger value of the exponent (~ 0.06 nm1) compared 
with yellow substance. When yellow substance concentration is great a contribution of inorganic salts is 
negligible but in clear waters this contribution is significant. The same explanation is adaptable to data of Green, 
Blough10: there are lower values of the slope in coastal waters with high absorption (0.018-0.020 nm1), and its 
values increase in clear water with low absorption (0.03-0.06 nm1)- If absorption of inorganic salts is taken into 
account, the approximation of the measured spectra by modelled ones is better for all samples than without the 
account. 

3.2 Absorption of phytoplankton pigments 
The another group of pigments absorbs at UV region as compared with visible, - not photosynthetic but 

photoprotective; relation between these different forms of pigments is poorly known. There is also a lack of 
representative data for spectral dependency of pigment absorption at UV region; available data show that these 
dependencies vary widely. In vivo pigment-specific spectral absorption coefficients of Antarctic marine particles 
are given by Vernet et al.17; average absorption spectra for surface waters in Antarctica and off southern 
California are presented by Sosik et al.18 We have normalized the specific phytoplankton absorption spectra 

given in the second work, arh'(H to aFh*(440); the mean of derived spectra, aPh"(A.) has been butted together with 

the spectrum aph"(A.) from Prieur, Sathyendranath1. This mean spectrum is from data of CalCOFI cruise 9110 to 

the waters off southern California (Sept.-Oct. 1991, 63 stations). The buttered spectrum, arh" (I) is given in Table 
3. 

Table 3. Sr ectral values of normalized phy toplankton pigment abs orption aPh"(^- )=aph(A.)/aph(440). 

X, nm 290 300 310 320 330 340 350 360 370 380 390 400 

aph'W 0.67 0.68 0.69 0.69 0.68 0.61 0.48 0.42 0.44 0.49 0.55 0.69 

In the same manner as for visible region, the phytoplankton pigment absorption will be calculated as 

arh"(^-)aph(440), where arh(440) is input parameter to be determined by data in visible region. This approach 
assumes that the photoprotective pigments responsible for absorption at UV region, and the photosynthetic 
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pigments causing absorption at visible region correlate rigidly. This assumption can be justified by that both of 
them depend on total content of phytoplankton. 

4. CONTRIBUTIONS ARISING FROM DIFFERENT FACTORS 

In Table 4 are given contributions into UV-absorption arising from different factors; examples of 
calculations for each of four groups mentioned above are presented. It is seen that pure seawater is a dominant 
factor in clear waters; yellow substance become dominant in turbid coastal waters. Contributions from 
phytoplankton pigments do not exceed 20% at UV-B spectral range. 

The important parameter for calculation of UV-penetration into water body is a sum of absorption and 

backscatiering coefficients, [a(Ä.)+bh(Ä.)]. This parameter is closely related to diffuse attenuation coefficient,1" and 
has been used with profit for calculation of underwater UV-irradiation with quasi-single approximation.20 

To make estimates of [a(A.)+bh(A.)], a correlation between bh(550) and a(k) at different A. has been 

calculated with available data of measurements14 Spectral dependency of bh(A.) is assumed   as 

bh(k) = (550A)bbp(550) + bbw(A.), (3) 

where bhP,  Ku   are backscattering coefficients of particulate matter and  pure seawater. Compulations of 

[a(k)+bh(k)] demonstrate that in all ca ses absorption is dominant at UV region: 92-98% at UV-B, 81-97%   at 
UV-A; contribution arising from particulate matter do not exceed 3% at UV-B, and 10% at UV-A. 

Table 4. Contributions into UV-absorption arising from different f actors. 

location12 
0°; 1°35' W 21°04 ' N; 17°44' W 21°04 'N, 17°32'W 21°42 'N, 17°02'W 

X, nm 290 320 400 290 320 400 290 320 400 290 320 400 

a(k), nv1 0.42 0.18 0.034 0.83 0.46 0.168 1.13 0.65 0.23 2.09 1.25 0.43 

asw, % 87.1 79.8 52.3 43.9 31.2 10.7 32.2 22.1 7.7 17.4 11.5 4.2 

ay, % 10.7 14.9 20.1 45.3 48.8 34.5 58.0 60.4 43.3 74.4 74.6 55.6 

aPh, % 2.2 5.3 27.6 10.8 19.9 54.8 9.8 17.6 49.0 8.1 13.9 40.2 

5. CONCLUSION 
Proposed model is really only a skeleton for development of workable model for calculation of seawater 

optical characteristics at UV region. The results presented in the latter paragraph point up what factors should 
receive the bulk of attention. First, more exact information is required about absorption of pure seawater at UV 
region. Also regional variations of yellow substance absorption should be studied better. And of course, a data 
set of optical characteristics measured at UV region must be extended widely to validate the models developed. 
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ABSTRACT 

The downward spectral irradiance and upward spectral radiance, and chlorophyll a concentration of surface water were 
determined in the North Pacific Ocean: Bering Sea, Gulf of Alaska, Central and Equatorial Pacific, Kuroshio region, Yellow 
Sea, Japan Sea, Tokyo Bay, and Ise Bay. These areas included Case I and Case II water. 

The optical characteristics in the study area were based on measurements of underwater spectral irradiance. The strong 
correlation between the attenuation coefficient at 490 nm, K490, and other at wavelengths were observed. The relation 
between chlorophyll concentration and K490 showed a good correlation at the coastal and bay areas except at the stations 
near river mouths. These relation suggested that suspended and dissolved matter were largely of biogenous origin such as 
fragmented and decomposed phytoplankton. In the clear ocean, at low chlorophyll concentrations, the data points were 
widely scattered, implying that K490 is sensitive to changes in suspended particles. 

Key Words: attenuation coefficient, K490, chlorophyll a, spectral irradiance, North Pacific Ocean 

1.    INTRODUCTION 

Light is one of the key environmental factors for phytoplankton life in the sea. Light energy penetrating into the sea is 
diminished almost exponentially with depth with an accompanying drastic change in the energy spectrum as the result of 
absorption by various components in the seawater. Such a change in the light environment could affect phytoplankton life. 
In the study of primary production, it is essential to have a complete understanding of the optical characteristics in the sea 
as previously pointed out. 

Light absorption components in the seawater are those such as phytoplankton, other living and non-living particles, 
dissolved organic matter and water itself. Several authors have attempted to estimate the spectral absorption of individual 
components in the seawater2'3 A5'6''. However, model estimation of the spectral irradiance requires many input parameters to 
calculate the absorption coefficient. Therefore, it is very useful that the spectral irradiance can be simply empirically 
related to parameters such as chlorophyll a concentration or attenuation coefficient at 490 nm. Various investigators have 
found a strong correlation between chlorophyll concentration and attenuation8 9'10, although these relations might be highly 
location specific. 

Recently, the measurements of downward spectral irradiance and concentration of chlorophyll pigments were carried out 
at various stations and various seasons in the North Pacific Ocean. In this paper, the relation between attenuation 
coefficient at 490 nm, K490, and the attenuation coefficient at other wavelengths, K(K), and the relation between K490 and 
chlorophyll a concentration were examined by means of a regression analysis. Similarly the spectral attenuation coefficient 
could be determined from K490 or chlorophyll a concentration using ocean color data obtained by satellite, such as 
ADEOS/OCTS and Seastar/SeaWiFS. 
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2   Methods 
Field observations were carried out at various stations covering a wide range of optical water types in Bering Sea, Gulf 

of Alaska, Central and Equatorial Pacific, Kuroshio region, Yellow Sea, Japan Sea, Tokyo Bay, and Ise Bay (Fig. 1). At 
all stations, spectral irradiance was measured with the underwater spectral irradiance meter (MER-2040, MER-2020, and 
PRR-600, Biospherical Inc.). Seawater was collected with a Niskin Bottle or bucket at the surface for the determination of 
chlorophyll concentration. Chlorophyll a concentration was determined by the florometric method", or spectrophotometric 
method11. 

The vertical distribution data of spectral irradiance were examined to identify any ship shadow effects and such data were 
omitted. The attenuation coefficient, K(k), was calculated at the surface layer as follows, 

z2'z\ . (1) 

where Ed(k, z) is downward irradiance at wavelength X, at depth z. The depth zl was selected at the upper layer close the 
surface and depth z2 was selected from 2 m to 20 m depending on the turbidity. 

The regression analysis was carried out between the attenuation coefficient at 490 nm, K490, and other wavelengths, 
K(k), and between the chlorophyll a concentration at the surface and K490. 

3.    RESULTS 

3.1 The correlation between K490 and K(k) 
In the study areas, K490 in the surface layer ranged between 0.0217 m'1 at the Central Pacific Ocean and 2.42 m' at Ise 

Bay. The correlation between K490, and K(K) is examined and is shown in Fig. 2. The total number of stations is 151. 
There is a high correlation between K490 and K(X). The correlation for K49() versus K(665) is a little lower. The 
regression lines and the correlation coefficients, y, are as follows. 

£(412) = 1.441£490 +0.022 y2 = 0.991 (2) 

K(443) = 1 -364/1:490 + 0.0007 y2 = 0.997 (3) 

£(510) = 0.897 £490 +0.011 y2 = 0.999 (4) 

£(555) = 0.629 £490 +0.046 y2 = 0.985 (5) 

£(665) = 0.627 £490 +0.404 y2 = 0.956 (6) 

The minimum K(K) is occurred between the wavelengths 443 nm and 490 nm with values under 0.05 m"1, which 
corresponds to very clear water. The wavelength of minimum K(k) is shifted to longer wavelengths with increases in 
K490. When K490 increased to values over 0.2 m"1, the wavelength of minimum K is greater than 555 nm. 

3.2 The correlation between chlorophyll a and K490 
In the study area, chlorophyll a concentration in the surface water ranged between 0.01 ug /"'at the Kuroshio Region 

and 68.31 pg /"' at the Tokyo Bay. 
The relation between the chlorophyll a and K490 is shown in Fig. 3. A good correlation occurred in the coastal and bay 

regions except for stations near the mouth of the river at Ise Bay. K490 is linearly related to Chi a. with a correlation 
coefficient of 0.978, according to: 

£490 = 0.0292 (Chi) + 0.0365 (?) 

where Chi is chlorophyll a concentration. 
The data points in the low chlorophyll a concentration shown in Fig. 3B, are scattered over a wide range. It seems that 

there are two relations; one follows the same tendency as for the coastal and bay water, and the other follows more turbid 
water trends, although with a low chlorophyll a concentration. This poses difficulty in determination of a suitable 
regulation line. 
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4.    DISCUSSION 

The relation between attenuation coefficient at 490 nm and the other wavelengths is excellent but with some weakening 
at 665 nm. Some reasons can be postulated for the scattered data points at K(665). One is due to the calculated error 
K(665), since the downward irradiance at wavelength of 665 nm decreases rapidly with increase of depth and accuracy of the 
irradiance in the deeper layer is low. The other is due to the effect of the natural chlorophyll fluorescence, which depends 
on the concentration of chlorophyll «land downward irradiance at the blue-green region '   . 

The second terms of right hand side of equations (2) - (6), which are the intercepts at the Chi = 0, are compared with the 
seawater attenuation, K^, I4. The values at wavelengths 412 and 443 nm are larger than KM whereas the values over 510 nm 
are nearly same or only a little larger. It is considered that the attenuation coefficient at shorter wavelengths is influenced 
by the absorption of dissolved organic matter. 

The relation between chlorophyll a and K490 is good at the coastal and bay areas except the stations near the mouth of 
the river. It is considered that the suspended and dissolved matters in the almost coastal and bay are related to 
phytoplankton except the areas affected the river water. The values of K490 in some stations in the Yellow Sea, which are 
located near Yangtze River, are larger than the values calculated from equation (7), due the large amount of suspended 
particles from the Yangtze River. It seems that the value of K490 changes with changes in suspended particles. Otherwise 
the values at far stations follow nearly same tendency as at the coastal and bay stations. 

The data points scattered widely in the stations of low chlorophyll concentration, which corresponded to the clear water. 
It is considered that the strong effect of suspended particles other than phytoplankton is present since the chlorophyll a 
concentration is low and the value of K490 is also small. Then, the value of K is sensitive to the change of the suspended 
particles concentration. 

The attenuation coefficients are calculated from the equations from 2 to 6 with the function K490 and is shown in Fig 
4. The minimum K value occurs at the wavelength between 443 and 490 when K490 equals 0.02 m'1 which is nearly 
equal K„. The value of A' over the wavelength of 510 nm is also nearly the value of attenuation coefficient of seawater. 
However, the values of A' at wavelength of 443 and 412 nm is larger than Km. This suggests the effect of the absorption of 
the dissolved matter. It is clear that the wavelength of minimum K value increases with K490. 

5. CONCLUSIONS 

The optical characteristics of seawater in the North Pacific Ocean were investigated. Strong correlation was observed 
between the attenuation coefficient at wavelength of 490 nm and other wavelength. Then, the spectral attenuation in the 
surface layer is estimated from the regression with K490, presented as equations (2) - (6). The relation between 
chlorophyll a and K490 shows a good correlation at the coastal and bay areas except at stations near the mouth of river. 
These relations suggested that suspended and dissolved matter were largely of biogenous origin such as fragmented and 
decomposed phvtoplankton. In the open ocean, however, the data points were scattered widely. It is considered that the 
values of K490 are sensitive to the changes of suspended particle concentration. It is necessary to continue study the 
relation between the attenuation coefficient and chlorophyll concentration in the sea. especially, in clear regions. 
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Spatial variability in the chlorophyll-specific absorption coefficients of phytoplankton and photosynthetic pigments 
in the Equatorial Pacific 

Karima Allali1, Annick Bricaud1 and Herv6 Claustre1 
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B.P. 8,06230 Villefranche-sur-Mer, France 

ABSTRACT 
Chlorophyll-specific absorption coefficients of phytoplankton (a^*) were determined in the upper 200 m along 

150°Win the equatorial and subequatorial Pacific (13°S-1°N), during the OLIPAC-JGOFS FRANCE cruise (November 1994). 
A spectral reconstruction technique using the HPLC pigment information was used to partition apn* into the contributions of 
photosynthetic pigments (apS*) and non-photosynthetic pigments (anps*). The values of aph* were observed to decrease from 
the oligotrophic waters of the sub-equatorial area to the mesotrophic waters of the equatorial area, and from the surface to deep 
waters. These variations were primarily, but not exclusively, caused by changes in the concentrations of non-photosynthetic 
pigments. The level of pigment packaging was also variable, both horizontally as a result of changes in populations, and 
vertically as a result of photoacclimation. 

In comparison with apj,*, the chl-specific absorption coefficients of photosynthetic pigments (a~*) exhibited a 
reduced range of variation with depth and from site to site. The variations in aps* originating from the package effect were 
partly compensated by variations in the concentrations of photosynthetic pigments. 

In agreement with a previous study1, we conclude that apS* is less dependent on environmental parameters than 
apjj*. In addition, our results provide evidence that the variability in apS* cannot be neglected. The use of apS* instead of a^* 
in light-photosynthesis models might present the advantage of eliminating the variability associated with non-photosynthetic 
pigments. 

Keywords: Equatorial Pacific, phytoplankton, absorption, photosynthetic pigments, non-photosynthetic pigments, package 
effect 

1.  INTRODUCTION 
Specific absorption coefficients are key input parameters when modelling various phenomena such as light 

propagation within the ocean", carbon fixation by phytoplankton4, and the heating rate of the upper ocean5. The variability of 
these coefficients has been extensively documented for cultures in the laboratory6"11 and natural populations12^7. These various 
studies have shown that the variability in the chl-specific absorption coefficients of phytoplankton (a^* (X)) is driven by both 
the packaging effect and the pigment composition, in varying proportions. In return, only few studies have investigated the 
respectives roles of absorption attributable to photosynthetic (apS* (X)) and non-photosynthetic (a„pS* (K)) pigments in the 
variability of apn* (X). Such a distinction is particularly relevant when absorption coefficients are used as input parameters in 
light-photosynthesis models1. 

A reconstruction technique using the HPLC pigment information, and taking into account the package effect was 
used to estimate apS* and anps* for waters of the Equatorial Pacific. This oceanic region offered the opportunity to observe 
various situations along a meridian transect, from the oligotrophic waters near the South-Pacific gyre to the mesotrophic waters 
of the Equatorial upwelling. The aims of this study are to determine the spatial (vertical and horizontal) patterns of variability 
in aph*, apS* and anps*, so as to quantify the part of variability in apn* attributable to non-photosynthetic pigments, and to 
estimate the importance of the packaging effect in oligotrophic and mesotrophic waters. 

2. MATERIALS  AND METHODS 
Spectral absorption coefficients of marine particles were measured with the glass-fiber filter technique19. The 

procedure was identical to that described in13, except that a Perkin-Elmer Lambda 19 dual-beam spectrophotometer, equipped 
with an integrating sphere, was used. 

A ß-correction algorithm was derived from our field data by using simultaneously, for some samples, the glass- 
fiber filter technique19 and the "slide technique"20. As the pathlength amplification is avoided in this latter procedure, the 
measured optical densities are equal to the optical densities measured on suspensions (ODg). The empirical relationship between 
the spectral values of ODs (k) and those obtained on the filter (ODf (X)) fits a second-order polynomial: 
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0DS (k) =0.293 ODf (k) + 0.302 ODf (k) 

This relationship, which is to our knowledge the first algorithm for the correction of the ß factor established from field data, 
appears to confirm the results of Moore et al.21 obtained on cultures. Although Eq.l was obtained on only a few samples it 
was confirmed by a more systematic study performed also in the Equatorial Pacific, along a meridian transect at 165°E and a 
transect along the Equator from 167°E to 150°W (FLUPAC-ORSTOM cruise22). 

The measured optical densities ODf (k) were converted into ODs (k) using the above equation, and the absorption 
coefficients ap (X) (m1) were computed as follows: 

a, (\)=2.3 ODs <*) S/V 

where S is the clearance area of the filter (m2) and V is the filtered volume (m3). Each ap (k) spectrum was then decomposed 
into phytoplankton (aph (k)) and non-algal components (a<j (k)) using the numerical approach of Bricaud and Stramski13 The 
absorption coefficients of living phytoplankton (aph (k)) were then converted into chl a-specific absorption coefficients (a»h* 
(A.)), by normalizing to the sum of chlorophyll a and divinyl-chl a (DV-chl a) concentrations, denoted Tchl a Algal pigments 
were separated and quantified using high-performance liquid chromatography (HPLC)23. Finally, the chl a-specific absorption 
spectrumi of phytoplankton (aph* (k)) was partitioned into its photosynthetic and non-photosynthetic components, a™* (k) and 
anps (k), following the method proposed by Babin et al.18. " 

3.  RESULTS   AND  DISCUSSION 
The areal Tchl a content (integrated over the water column) increases from 26 to 42 mg m"3 along the transect, with 

a steep gradient around 1°S. This gradient was used to delimit two areas differing with respect to their trophic statt- the 
ohgotrophicsubequatonal area (13°S-2°S) and the mesotrophic Equatorial area (1°S-1°N). F 

Mean and standard deviation values of specific absorption coefficients of paniculate matter (an*), phytoplankton 
(aph*), photosynthetic (aps*) and non-photosynthetic pigments (anps*) (at 440 nm) were computed as functions of the optical 
depth, C (=46 Z/Ze, where Ze represents the euphotic depth and Z the depth), for the subequatorial and equatorial areas (Fig 1) 

In the subequatorial area, ap*(440) and aph*(440) are high in the upper layer and gradually decrease with increasing 
depth (Fig. la, b). The major part of variability (about 80%) of the aph*(440) vertical variations is related to changes in 
anps (440), which decreases by one order of magnitude along the vertical (Fig. lc). In contrast to anPS*(440) ar,s*(440) shows 
a weak decrease with depth. A small part (about 20%) of the variations in aph*(440) can be ascribed to this decrease 

In the equatorial area, ap*(440) and aph*(440) are lower in the upper layer than in the subequatorial area (Fig le 
f). They also show a gradual decrease downward, although less pronounced than in subequatorial waters, and converge toward 
similar values at 6-8 opUcal depths. The anps*(440) coefficient is about twice lower thanin the subequatorialare3£cSS 
down to a similar value at depth (Fig. lg). As in the subequatorial area, aps*(440) shows low variability throughout the water 
column, with also a slight decrease with depth (Fig. lh). 

The decrease in aph*(440) along the vertical observed in both areas is consistent with previous observations made 
in other parts of the world's ocean1'1824. The decrease in aph* surface values from oligotrophic to mesotrophic areas was also 
observed and related to the nutrient availability1-16-23. 

The vertical and intersite variations in aph* are, for the major part, accounted for by changes in absorption by non- 
photosynüieüc pigments, and especially by zeaxanthin. The zeaxanthin concentration (relatively to Tchl a) decreases with depth 
by one order of magnitude ,n subequatorial waters (Fig. 2a), and still by a factor of 5 m the equatorial^ (Z 2e? 
aph^vSSs       dmt°Xanthm' With much lower concentrations along the vertical, have only a minor influence upc* Ae 

The residual variations observed in aps* suggest that non-photosynthetic pigments are not the sole factor 
influencing the aph* variations. Futhermore, the aps* variations with depth cannot be related to the dominating photosynthetic 
pigments (T chl16 = chl b + DV-chl b, T19'=19'-HF+19'-BF), which vary in an opposite way (Figs. 2b, f). Therefore it must 
be pointed out that the vertical distributions of aph*, apS* and anps* are also influenced by the packaging effecTS S 
closely related to the average cell size (d) and the absorption coefficient of the cellular material (acm (k))x To account for this 
effect, the mean values of the "package effect index", Qa*. were computed at 675 nm as functions of the optical depth for both 
subequatorial and Equatorial areas. This index was calculated as in16. 

»« , ■ Sa*?75) Ö^Se& «raduaUy with dePto. m both subequatorial and Equatorial areas (Figs. 2c, g). The package 
effect is practically negligible near; the surface in the subequatorial area but becomes more significant in equatorial wateiTatti 
progressively mcreases with depth m both areas. As previously stated, the vertical variations in Qa$75) originate from 
vertical variations in the average cell size and/or from those in acm(675), which in turn follow those of the intraceUular Tchl a 
concentration (q).. These q can be evaluated for the population of Prochlorococcus cells, from DV-chl a concentrations and 
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flow cytometric enumerations, and assuming an average cell size of 0.6 Jim27. In accordance to what was observed in other 
oligotrophic areas2"8, they reveal a strong increase, by about one order of magnitude, from the surface to the deeper layers (Fig. 
2d, h) in response to decreasing irradiances with depth. Vertical variations in cell size, although not documented here, may also 
contribute to increase the package effect with depth . Although the c, values for Prochlorococcus are on average higher in the 
Equatorial area than in the subequatorial area (Fig. 2d, h), variations in cell size are probably the dominant factor. This is 
evidenced by the fucoxanthinTTchl a ratio, which is enhanced by more than a factor of 2 from 2°S to 1°N, indicating an 
increasing presence of large cells (diatoms) close to the equator. 

4.   CONCLUSIONS 
aph*(440) exhibits important vertical and site-to site variations, driven by changes in pigment composition, 

species composition and photoacclimation to the light regime. The natural variability in aps*(440) is significantly lower, 
evidencing that non-photosynthetic pigments are actually the major source of variation in aph*. However, the package effect 
was found to be not negligible as often claimed, particularly below the mixed layer. The use of apS* instead of aph* in primary 
production models may therefore reduce the natural variability of the absorption capacity of phytoplankton, by removing the 
"artifactual" source of variability related to non-photosynthetic pigments. 
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ABSTRACT 

In studying light and image transfer in coastal waters the influence of bottom reflection is as 
significant as scattering and absorption phenomena. In these cases a knowledge of the reflective properties 
of different types of bottoms is very important. At present, little is known about these properties. We 
present results of experimental spectral measurements of different kinds of sedimental material such as sands 
and clays, both major components of coastal water bottoms. 

We have determined the spectral index of refraction from measurements of the optical spectral 
signatures of various clays and sands, as they represent the most common bottom components found in 
coastal waters. The measured optical spectral signatures and the associated complex indexes of refraction are 
presented. This preliminary study should provide insight on improving the inverse problem algorithm for 
extracting the spectral index of refraction. This spectral information can then be used as input into radiative 
transfer models which include the ocean bottom. 

Keywords: reflectance, refraction index, optical constants, optical signatures, ocean sediments. 

1.   INTRODUCTION 

Our overall motivation is to be able to characterize bottom properties with a wavelength- dependent spectrum of 
dielectric permittivities to be used as input into an underwater propagation model. Equivalently, we would like to obtain a 
rough estimate for the complex index of refraction of particular samples as a function of wavelength from the simplest 
possible assumptions and measurements about the reflective properties of typical bottom sediments. From these acquired 
spectral values for the real and imaginary parts of the index of refraction, the reflective properties of a sample can be calculated 
as a function of the angle of incidence for a particular wavelength, a characterization which can easily be input into the 
numerical simulation of a theoretical model. Because of the simple experimental design our initial goal is to obtain 
reflectances within 20% of their measured values over a range of incidence angles varying from normal to 30 degrees. 

For each wavelength in the spectrum, there are two unknowns, i.e., the real and imaginary part of the index of 
refraction, often referred to as the optical constants. Methods exist [1] to deal with the inverse problem of determining these 
quantities for flat surfaces, such as reflectometry and ellipsometry. Specular reflectance measurements were performed in order 
to try to infer the complex index of refraction as a function of wavelength. In the next section, we describe the algorithm 
which we used to address this inverse problem. 

2.   INVERSION   ALGORITHM 

In order to quantify the real and imaginary parts of the complex index of refraction, two different measurements must 
be made. For specular reflectance measurements, there are two variables which can be used in tandem: the source polarization 
(perpendicular or transverse to the plane of incidence) and the angle of incidence (from 0 to 90 degrees). 

In an effort to obtain an estimate of the complex index of refraction as a function of wavelength, the following 
simplifying assumption was made: only single reflections from the air/sample interface contribute to the intensity at the 
spectral radiometer. In effect, for a particular angle of incidence, only those facets at the sample surface which specularly 
reflect light into the spectral radiometer aperture are assumed to contribute. Multiple reflections from facets at different 
orientations to each other are not considered. For rough surfaces such as clays and sands, it is expected that some 
modification of the simple theory involving the Fresnel intensity reflection coefficients for flat surfaces will be needed. 
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2.1.  Fresnel  intensity reflection  coefficients 
Given the angle of incidence 0.   with respect to the boundary normal between two dielectrics, the Fresnel intensity 

coefficients for the parallel and transverse polarizations at the specular reflection angle are respectively given by [2]: 

R   = 
P 

2 2 2 m   -sin   0. — m   cos0. 
i i 

11 1 m   -sin   0. +m   cos0. 
and    R = 

t 

1        1 m   -sin   0. -COS0. 
i i 

1        2 m   -sin   0. +COS0. 
i i 

(I) 

where the complex index of refraction m = nr + inr For normal incidence the reflectance is the same for both polarizations, 
effectively resulting in only one measurement. An incidence angle of 30 degrees was also chosen, giving two more 
measurements depending on the source polarization. 

2.2. Algorithm  description 
Our simple algorithm makes use of all three measurements in a search for the minimum of a sum of absolute 

differences for each wavelength. The differences in this sum are between the corresponding measured and theoretically- 
predicted reflectances. Let R^° be the reflectance value at normal incidence (same for both polarizations) and R"°'° and R^° 

be the reflectance values for parallel and transverse polarizations at 30 degrees. Then, for each wavelength in the measured 
reflectance spectra, the inversion algorithm proceeds as follows. 

Loops are performed over a user-given range of values for nr and « . For each («,,«,) pair, the Fresnel intensity 

reflection coefficients R^°", R'£°p
n and R'^ are calculated and differenced with their measured counterparts. The sum of the 

three absolute differences, abs(R'£°n - j£") + ab^R^ - R£) + abs(R'^n - <"), is then minimized while keeping track of 

the (nr,n,) pair which resulted in the minimum for each wavelength. 

The range over which both nr and nt are searched is determined by the user, as well as the discretization of these 
variables. Discretization was chosen to be a grid of 1000 by 1000 possible values for nr and n,. For the first pass, values of 
nr and nt between 0.0 and 3.0 are allowed since we have no initial idea of the range of these variables. The grid described 
above enables the algorithm to find the values to at least the second decimal place while narrowing the ranges in nt and ni. 

In order to further zoom in on the minimum, two additional passes are performed with a 100 by 100 grid of total width equal 
to twice the previous increments in n, and n and centered on the inferred values of n, and n. from the previous pass. 

Problems were anticipated when «. « nr due to the statistical nature of the reflectance measurements. Realistically, 
only when n, is comparable in size to nr can the inversion algorithm be expected to predict n with any confidence. In order 
to get an idea of the inversion capabilities of the algorithm when the reflectance data is known exactly, synthetic data was 
generated. 

2.3. Synthetic data for algorithm test 
Before the algorithm was applied to experimental data, its performance was tested against synthetic reflectance data 

generated over a wavelength spectrum between 450 and 800 nm. The data was generated from assumed Gaussian functional 
forms for both the real and imaginary parts of the index of refraction: 

n,(A) = 2.0-e~ and   n.(A) = .5e (2) 

The functional form for n was chosen so as to span a wide range of values, from .5 at 450 nm to about 2.2 x 10'3 

at 800 nm, as small values for that parameter were expected. 
The Fresnel intensity reflection coefficients were then calculated for each wavelength to obtain the theoretically- 

predicted reflectance spectra for normal incidence as well as for the two polarizations at 30 degrees. These reflectance spectra 
were used as "experimental" data input to the inversion algorithm which then finds the (nr,n ) pair that best matches. 

Figure 1 below is an illustration of the assumed functional shapes for n, and n, and the inferred values (asterisks) for 
both parameters. Figure 2 shows the original synthetic reflectances (RMl, Rm and RKr from top to bottom) computed 

directly from the assumed Gaussian functional forms for nr and n, and the reflectances at 11 equally spaced points computed 
from the inferred values of nr and « . The percentage difference between the two reflectances is under 1 % for all points on 
each of the three curves. 
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Figure 1: Inferred and synthetic 
values of index of refraction. 

Figure 2: Comparison between inferred 
and synthetic reflectances 

Satisfied with the ability of the algorithm to reliably predict the («,,«,) spectra which generated the synthetic data, 

we applied the algorithm to the experimental data we collected. 

3.   EXPERIMENTAL   REFLECTANCE   MEASUREMENTS 

Experimental data was gathered in air with a xenon arc lamp as the light source. The output of the lamp was 
defocused at a 2.5 cm aperture. The image of the aperture was projected through a second lens to form a 10 cm circular spot 
(at normal incidence) at 34 cm from the lens. This produced a diffuse image of the aperture which would be the same as that 
produced from a point source at 45 cm from the surface which has been stopped down to 12.2 degrees. The polarizer was 
mounted between the projecting lens and the target surface. The detector was a CCD-based spectral radiometer (ASD). The 
foreoptic of the radiometer had a 1 degree acceptance angle and is mounted at 53 cm from the target. The detected spot diameter 
was about 1 cm near the center of the projected aperture image. 

Three different samples were used for measurement purposes: a backyard orange-brown clay affectionately coined 
"Waltonian" clay by our group and two types of sand collected from coastal areas, referred to simply as gray sand and brown 
sand. Calibration of the measured reflectance spectra was performed with the help of a gray reflector with known reflective 
properties. All inferred values for nr and n, are with respect to air. 

4.   INVERSION  ALGORITHM  APPLIED  TO  EXPERIMENTAL  DATA 

As with the synthetic data, 11 points were picked from the three experimental reflectance curves in order to save 
computing time. Because each reflectance curve represents an average over only 10 spectrometer samples, enough "noise" in 
these curves is present to adversely effect the inversion algorithm. 

Figure 3a below shows the values of nr and n, inferred from the experimental reflectance curves in Figure 3b for 
Waltonian clay (top is R30l, middle is Rw and (almost overlapping) bottom is RXp). As can be seen, the inversion algorithm 
predicts values for n, only below 500 nm. Predictions for n, over the rest of the wavelength band appear to be meaningless 
when compared to the more gradual falloff in Figure 1. Interestingly enough, the inferred values for «, below 500 nm are 
comparable in size to nr , a criterion we needed for the inversion algorithm to predict values of n. with any confidence. The 

thin lines in Figure 3b connect the 11 reflectance points corresponding to the inferred   (nr,n) pairs.   Error percentages 

between corresponding reflectances are presented later in Section 5. 
For materials such as sands, however, simple Fresnel theory had to be modified. As can be seen from the experimental 

data in Figures 4b and 5b, two trends occur which Fresnel theory is incapable of explaining: the top curve is now R^ 
followed by Ri0l and R,0p while the gap between the latter two is much narrower than the gap predicted by Fresnel theory for 

the inferred («,,«,) values. We have therefore applied two modifications to the inversion algorithm in the case of sands. 
The first modification involves the fall-off of the unpolairzed reflected intensity at 30 degrees for both polarizations as 

compared to simple Fresnel theory. As shown in Ref. [3], the unpolarized reflectance is almost constant from normal to 30 
degrees incidence over the nr and n ranges of interest here. The inversion algorithm candidate reflectances at 30 degrees were 
therefore divided by the ratio of the unpolarized reflectances at normal and 30 degrees incidence, 2R%° /(/?*" + Rx"), before 
performing the sum of the three absolute differences, as explained in Section 2.2. The second modification is discussed in 
Section 5. 
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Figure 5a. Inferred values of nr and n 
for gray sand 
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Figure 5b. Experimental and inferred reflectances 
for gray sand 

Although values for n, were predicted for a few wavelengths in the Waltonian clay case, disappointing results can be 
seen for both types of sand, as shown in Figures 4a and 5a. Nevertheless, values for nr were obtained. Whether the absence of 
any predictions for «, is due to the noise in the reflectance curves, the smallness of « or the inapplicability of Fresnel theory 
altogether needs to be investigated. 
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5.  REFLECTANCE  PLOTS AS A FUNCTION  OF  INCIDENCE ANGLE 

Once the optical constants of each sample were obtained as a function of wavelength, reflectance plots as a function 
of incidence angle were produced over the visible spectrum . Figures 6a, 7a and 8a show such predictions at a wavelength of 
600 nm for the three samples in our experiment (top for perpendicular, middle for unpolarized and bottom for parallel), while 
figures 6b, 7b, and 8b show the percentage error between experimental and inferred reflectances discussed in Section 4 (light 
for Ri0p, medium for R^, and dark for RXl). In all cases there is excellent agreement for Rw. Overall, our original goal of 
obtaining reflectances within 20% of their experimental values seems to be achievable. 

POENCE ANCLE (öeq) 

Figure 6a. Reflectances at 600 nm for 
Waltonian clay 

Figure 6b. Percentage error between 
reflectances for Waltonian clay 
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Figure 7a. Reflectances at 600 nm for 
brown sand 
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Figure 7b. Percentage error between 
reflectances for brown sand 
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Figure 8a. Reflectances at 600 nm for 
gray sand 
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Figure 8b. Percentage error between 
reflectances for gray sand 

Except for Waltonian clay where the inversion algorithm was run without modifications, the percentage error 
between experimental and inferred reflectances at 30 degrees was calculated by adjusting the gap between the curves 
corresponding to different polarizations. Because of the large inferred values for nr in sands, the gap predicted by Fresnel 
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theory is much wider than the one gathered from experimental data. A second modification to simple Fresnel theory was 
therefore necessary. 

Because of its constancy over the incidence angles of interest to our study, the unpolarized reflectance at 30 degrees 
was used as a reference point from which the modification was made. Let gapdata be the ratio of the transverse to unpolarized 
reflectances from experimental data at 30 degrees for the middle wavelength of 600 nm, while gaptheory is the corresponding 
quantity derived from Fresnel theory. Then the theoretical transverse and parallel reflectances were modified as follows: 

D 
jy modified _       n3Ql 

3°' falloff 
'   gapdata ^ 

gaptheory 
and   R'"""ß'J =   Ri0p 

falloff 
2 — gapdata 

^ 2 - gaptheory 
(3) 

where falloff represents the first modification discussed previously involving the fall-off of reflected intensity as the incidence 
angle increases, 2Ä*"7(Ä*; + C"). In order to produce Figures 7a and 7b for sands, the following interpolations were 
performed: 

R;^0) and      S    =r»Ö! (4) 
fall(6) '       '     fall(6) K ' 

where 
fall{6) = 1.0 + (falloff -1 .0)F{6), (5) 

Rf" =1.0- 

and 

F2(G)     and   R"" = 1.0 + 
gapdata _ _ 

gaptheory 

( 2-gapdata     ] Q
A 

2 - gaptheory 
F2m (6) 

„,_,      sin 6 FW = —^- (7) sin 30 

The result of the two modifications can be seen in figures 7a and 8a for brown and gray sands, respectively. Notice 
how the unpolarized reflectance shows a fall-off as the angle of incidence increases from normal to 30 degrees. The second 
modification is also apparent as the gap between the two polarizations is much narrower than predicted by simple Fresnel 
theory for the range of values of nr encountered in our study. 

6.   CONCLUSIONS 

We have used an inversion algorithm involving simple Fresnel reflection theory to determine the spectral index of 
refraction from specular reflectance measurements of clay. It was found that two modifications to simple theory were 
necessary for sands in order to reproduce the experimental reflectance curves from the inferred optical constants. 

Because our interest in the complex index of refraction stems from our theoretical modeling requirements, our next 
priority is to build a small database of the optical constants for the most common types of marine sediment. In that regard, 
more automated instrumentation would be preferred and a more thorough investigation of the reason behind the disappointing 
results for n, will be undertaken. As work progresses, a search for more efficient and accurate methods to find nr and nl such 
as neural network and simulated annealing will be undertaken. 

Water tank experiments are also needed so that the marine sediments are in their natural environments. Some 
simple way will be found to illuminate a submerged surface and to obtain nr and « relative to the index of refraction of 
water. 
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ABSTRACT 
The spectral energy distribution of the emergent radiant flux from the ocean is determined by the inherent optical 

properties of the water, especially the absorption coefficients. To interpret the remotely sensed spectral distribution in terms 
of ocean composition we need a data base relating seawater absorption spectra to composition, especially in terms of 
phytoplankton concentration and type, and soluble and detrital colour. Measurement of seawater absorption spectra is 
difficult because absorption is so low, and because of the confounding effects of scattering. The use of the integrating cavity 
absorption meter to overcome these problems is discussed, and an account is also given of the potential and limitations of 
seeking to estimate absorption coefficient values from in-water spectral irradiance data. 

(Keywords: absorption coefficients, absorption meter, inherent optical properties, remote sensing) 

1. INTRODUCTION 
Consider the ocean - and the continual stream of solar radiation falling upon it. A small fraction - typically two or 

three percent - is reflected at the surface, but the rest passes through into the sea, where it gives rise to the underwater light 
field. A small part of the energy in this underwater light field escapes up through the surface again. This emergent flux is 
not only much less intense than the incident solar flux - being proportionately no more than a few percent - but is drastically 
changed in its energy distribution across the spectrum. The change is brought about by the operation of the inherent optical 
properties of the water upon the incident solar light stream which passes down through the surface. We may therefore 
reasonably hope that by close examination of this emergent flux we can learn something about the inherent optical properties 
of the water, and thus by inference learn something about those constituents of the sea which determine these optical 
properties, and it is upon this hope that the whole oceanic remote sensing enterprise in the visible region is based. 

It is only certain constituents of the sea that need concern us: specifically water itself, the phytoplankton, the 
paniculate organic detritus derived mainly from phytoplankton, the dissolved yellow substances derived from land drainage 
and from breakdown of marine organic matter, sedimentary particles carried in by rivers or resuspended from the bottom, 
and marine bacteria. All six of these constituents absorb and scatter light, and by doing so make their individual additive 
contributions to the the two inherent optical properties of most interest to us, namely the spectrally varying absorption and 
scattering coefficients, a(X) and b(X). It is the scattering of the light within the water that in the first instance converts some 
of the downwelling light flux to an upwelling light flux, some of which escapes through the surface as the emergent flux. 
And it is the differential absorption at different wavelengths, with some contribution from the spectral variation in scattering, 
which gives the emergent flux its characteristic spectral energy distribution. 

If we are to understand and therefore predict how the absorption properties of marine waters will vary withwater 
composition, there is no escaping the need to actually collect data; to create a data base of spectral absorption measurements 
for a range of seawater types, over a wide range of composition from around the world's oceans. Furthermore, as the new 
generation of satellite-borne ocean colour scanners are put into orbit over the next few years, there will need to be validation 
work, relating sea truth values of absorption coefficients to those that particular algorithms calculate from the remotely 
sensed data. Accurate calculations of oceanic primary production - directly relevant of course to the role of the ocean in the 
global carbon cycle and therefore the greenhouse effect - also require information not only on the absorption spectra of the 
phytoplankton, but also on the competing absorption by other components of the system. For these kinds of reason there 
is general recognition, in the remote sensing, and marine productivity communities, of the need for good spectral absorption 
data for the oceans. That is easily said, but not so easily achieved. The essential problem is that absorption by most 
seawaters is too low to measure accurately with normal laboratory spectrophotometers. Furthermore, scattering is invariably 
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also present, and if we seek to overcome the problem of low absorption by simply increasing the pathlength of our 
instrument, then the scattering also increases and we are still left with the problem of deciding how much of our apparent 
absorption is really absorption, and how much is due to scattering. 

1 shall not review here all the different approaches that have been used in attempts to overcome these problems, 
but will concentrate rather on one recent instrumental approach that seems to me to be very promising. I shall also consider 
the completely different approach of not measuring absorption coefficients directly, but calculating them from underwater 
spectral irradiance data measured in the field. 

2. THE INTEGRATING CAVITY ABSORPTION METER 
The instrumental approach involves what is known as the integrating cavity absorption meter (or ICAM). This has 

been developed by Fry, Kattawar & Pope,1 and the essential principle is that if a sample is placed within an isotropic 
homogeneous field then the absorbed radiant power is unaffected by scattering. Putting it another way, if the light field is 
already completely diffuse, then scattering cannot make it any more diffuse. The isotropic field is created by introducing 
light into a cavity with a diffusely reflecting surface, and the absorbing sample is placed within the cavity. A second 
advantage that the integrating cavity has, in addition to its immunity to scattering, is that because of multiple reflection from 
the wall the effective pathlength through the sample is much greater than the diameter of the cavity and so the sensitivity 
for weakly absorbing samples is correspondingly increased. Fry et al. have built a prototype instrument for liquid 
samples.This has a cylindrical cavity made of the highly reflective, but also slightly translucent plastic, Spectralon, the cavity 
being lined with quartz. To create a homogeneous isotropic light field, this inner cavity is placed within an outer cavity also 
made of Spectralon. Light is introduced into the annular space between the two cavities by means of optical fibres, and as 
a result of multiple reflection between the two surfaces a diffuse light field is set up. Some of this light penetrates through 
the Spectralon wall of the inner cavity and, we may reasonably assume, thus gives rise to a highly diffuse light field within 
the sample. The outward irradiance on the inside of the cavity, F0, is measured as is also irradiance F, at a point within the 
Spectralon wall of the inner cavity. Fry et al. showed that if the simplifying assumption is made that the radiance distribution 
is homogeneous and isotropic throughout the cavity, as will approximately be the case for weakly absorbing samples, then 
the absorbed power is a linear function of the absorption coefficient, in accordance with 

P .  4aVF0 (1) 

where V is the volume of the cavity and F„ is the outward irradiance on the surface. From this they arrived at an expression 
for absorption coefficient in terms of measurable quantities 

a . Kt-± - K2 (2) 

5, and S0 being measured signal voltages proportional to the irradiances Ft and F0, and K, and K2 are instrument-calibration 
factors whose values can be determined by the use of samples of known absorption coefficients. Fry et al. tried out their 
prototype instrument on various made-up samples, and it performed as anticipated, showing both a high sensitivity to weakly 
absorbing samples, and a very satisfactory insensitivity to high levels of scattering. 

The assumption of weak absorption and therefore a homogeneous energy distribution within the cavity (the HED 
assumption) does indeed apply to most seawaters, but does not apply to some estuarine waters, and many inland waters, with 
high levels of soluble and/or particulate colour. 1 decided to look more closely at the light field in the cavity at high 
absorption coefficient values. Clearly, to achieve this we need a theoretical treatment which makes no assumption about the 

193 



energy distribution within the cavity. It turns out that for a spherical integrating cavity it is possible to arrive at some quite 
simple mathematical relationships which describe the behaviour of the photons emitted into the cavity.2 For a cavity of 
radius r and reflectivity p filled with medium of absorption coefficient a, the average number of collisions with the cavity 
per photon is 

PP. 
(3) 

and the average path length per photon is 

1   -  P 
s 

1 - ?p */ 
(4) 

where P$ is the probability of survival of a single emitted photon in its trajectory across the cavity. />, as a function of the 
absorption coefficient and the radius is given by 

*. ■ -W' 
2a2r2 

e"\2ar .   1) (5) 

In the derivation of these equations no assumption is made about energy density distribution within the cavity, and so they 
apply to any values of absorption coefficient or sphere diameter regardless of how far the field within the cavity departs from 
homogeneity. For a given rate of emission of photons into the cavity the irradiance produced on the wall is proportional to 
the average number of collisions per photon with the wall. Thus with the help of the equations for C'F and Ps we can calculate 
how the measured irradiance will vary as a function of the absorption coefficient of the medium and the diameter of the 
cavity. With these equations it was possible to carry out2 a detailed exploration of the performance of the ICAM as a 
function of cavity size, cavity reflectivity, and absorption coefficient of the water. 

As anticipated, the assumption of a homogeneous energy distribution departs increasingly from reality as the 
absorption coefficient increases to high values, and this causes the instrument to overestimate the value of a. However, for 
a values up to 1.0 m'1, and that certainly covers most marine waters, the error does not exceed 3%. For higher values of a 
there is a simple iterative calculation procedure which, starting from the measured value will yield the correct value. 

In all the calculations I have described so far it has been assumed that the medium absorbs, but does not scatter, 
light. However, the field within a scattering sample can be simulated with considerable accuracy by the Monte Carlo 
procedure, and such modelling shows, in agreement with the experimental observations of Fry et al., that the irradiance on 
the cavity wall is completely unaffected by scattering, even at very high levels. Furthermore, the performance characteristics 
of the instrument as predicted by the equations, that we have just surveyed, are confirmed. This means that the equations 
for the field apply equally well whether the medium scatters or not. 

On the basis of what we now know, how should we best proceed towards a practical instrument to be used by 
oceanographers, limnologists, environment protection agencies, industries discharging wastewater, and anyone else who 
needs to characterize the absorption spectra of waters ocurring in, or to be discharged to, the environment? As a step in this 
direction I propose that as a simpler, and less expensive way of creating a uniform light field, we emit the photons not from 
all around the cavity wall, but from a point source located at the centre of the cavity. 

The average number of collisions with the wall per emitted photon,  in  its lifetime is now given by 
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C"    .   -^— (6) 
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1     -     PP 

4/3 flirr •  (1 P) 1 

4/3  r T 

similar to the previous expression except that Ps in the numerator is now replaced by e"r. The transmittance (ratio of the F0 

irradiance values) of the cavity filled with sample relative to that of a cavity filled with pure water is given by 

eaXl  -   PO 
T .     (7) 

e^iX   -   pP) 

where aw is the absorption coefficient of pure water, and Ps
w is the analogue of/5, for a cavity containing pure water. In 

order to obtain an expression for a in terms of the measurable quantity, T, we must invoke the HED assumption, and this 

gives us the equation 

iü—El (8) 
Ar 

I have carried out the same series of calculations with this point source integrating cavity absorption meter, (PSICAM) as 
with the other absorption meter.3 The results are broadly similar, although not identical. Where the difference becomes 
interesting is in the calculation of the size of the error that emerges at high values of absorption coefficient. The figure shows 
the measured absorption coefficient, i.e. as calculated from transmittance with the HED equation, as a function of the true 
absorption coefficient, for an integrating cavity in which the photons are emitted from the wall (the upper curve) or from 
a central point source (the middle curve). In both cases the instruments give good values at the lower end of the scale , but 
as we proceed to high values of a, error begins to appear, but is significantly less in the PSICAM than in the other instrument 
configuration. Perhaps emission of the photons from the centre of the cavity rather than the wall gives rise to a more uniform 
light field, and therefore a lesser departure from the HED assumption. A simple laboratory prototype of the PSICAM has 
been constructed and is giving encouraging results. 

All this leads to the conclusion that in the form of the integrating cavity absorption meter we now have, 
in principle if not yet commercially available, a satisfactory method of measuring the absorption coefficients of marine and 
other natural waters, which solves the problems both of low absorption and the interfering effects of scattering. The task 
that remains is to develop a simple, robust, user-friendly version of this instrument, for shipboard as well as laboratory use, 
for the benefit of the potential user community. 

3. DERIVING ABSORPTION COEFFICIENTS FROM IN-WATER IRRADIANCE DATA 
As well as those approaches to the measurement of absorption coefficient which involve some kind of 

spectrophotometry on samples of the water, there is a quite different approach which seeks to infer the values of absorption 
coefficient from the measured properties of the light field established within the sea. The principle upon which this is based 
is that for a given incident light flux at the surface the characteristics of the light field at any specified optical depth are 
entirely a function of the inherent optical properties of the water. This raises the possibility, therefore, of working backwards 
from the the properties of the light field to the particular values of the inherent optical properties which determine that light 
field, and over the years there have been a number of papers describing ways of doing this. A particular method I developed 
about 16 years ago" involved the use of a nomogram from which, using the measured value of reflectance at a certain optical 
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depth (zm, the 10% irradiance depth), the values of the average cosine and the scattering/absorption coefficient ratio could 
be read off. From these, together with the measured value of vertical attenuation coefficient for net downward irradiance, 
the values of a and b could be determined. The nomogram was constructed with data from Monte Carlo modelling of the 
light field in waters over a range of optical type. More recently,5 by curve-fitting to the same Monte Carlo-derived 
relationships I have replaced the graphical relationships in the nomogram by equations. For the absorption coefficient we 
have 

( \ 

1  . R(zm)[l03GE(K) -   1]J 
(9) 

where u0 is the cosine of the refracted solar beam beneath the surface, KE is the vertical attenuation coefficient for net 
downward irradiance, R(zJ is the irradiance reflectance at depth zm, and GE is a numerical coefficient whose value depends 
on u0. The scattering/absorption ratio is given by 

b        103/?(2M) 
- -    — (10) 
a        1   -  R(z) 

and with this we obtain the scattering as well as the absorption coefficient. 
The nomogram has been used to determine inherent optical properties by a number of workers on a variety of water 

bodies around the world, but generally on inland or estuarine waters with much stronger absorption in the blue and green 
than in typical marine waters, and therefore with negligible contribution of Raman emission to the light field. The question 
we need to address, therefore, is - how well does this approach work in the clear, relatively colourless waters of the ocean? 
An opportunity to put it to the test arose on a recent cruise with New Zealand colleagues" in the South Pacific Ocean. 

The region of ocean studied was East of the South Island of New Zealand in the Sub-tropical Convergence zone. 
We used a Licor spectroradiometer to measure upwelling and downwelling spectral irradiance at numerous stations, as well 
as carrying out a range of other measurements. The algorithm embodied in equations (9) and (10) was then applied to the 
spectral data for reflectance, and vertical attenuation coefficient, to calculate absorption coefficient values across the 
spectrum. What we typically observed, both here and at other stations, was that the calculated absorption coefficient was 
lower than Kd,as expected, and paralleled Kd from 350 nm up to about 590-600 nm. Above ~ 600 n m the calculated values 
of absorption coefficient fell away quite sharply, while the KA values continued to increase. The reason for this was clearly 
revealed in the spectral curve for reflectance in the mid-region of the euphotic zone. Above 600 nm it began to rise very 
steeply, and in some cases increased to about 100% further into the red. 

Reflectance of course is one of the key parameters in the algorithm, but refers to true reflectance, i.e. upward 
redirection of downwelling light by elastic scattering. It seems very likely that in the present case, superimposed upon true 
reflectance above 600 nm we were seeing Raman emission, to which was added chlorophyll fluorescence above 650 nm. 
The calculated a values above 600 nm thus bear no relation to reality. Nevertheless, setting aside any possible systematic 
errors embedded within the nature of the algorithm, these observations encourage some confidence in the validity of this 
and similar algorithms for estimating values of absorption (and scattering) coefficients from underwater irradiance data in 
the ocean at wavelengths from the near-UV to about 600 nm. In the orange-red region of the spectrum where such methods 
clearly do not work, most of the absorption is due to water anyway, the absorption coefficients of which are well known. 
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ABSTRACT 
A new submersible optical instrument has been constructed which allows chlorophyll fluorescence, attenuation and wide- 

angle scattering measurements to be made simultaneously at the same point in a body of water. The instrument uses a single 
xenon flashlamp as the light source, and incorporates its own power supply and microprocessor based data logging system. 
It has been cross-calibrated against commercial single-parameter instruments using a range of non-algal particles and 
phytoplankton cultures. The equipment has been deployed at sea in the Firth of Clyde and Loch Linnhe, where it has been 
used to study seasonal variability in optical water column structure. Results will be presented to illustrate how ambiguity in 
the interpretation of measurements of a single optical parameter can be alleviated by measuring several parameters 
simultaneously. Comparative studies of differences in winter and spring relationships between optical variables have also 
been carried out. 

Keywords: fluorometery, nephelometry, transmissometry, integrated optics, depth profiling 

1. INTRODUCTION 
Over the last twenty years or so the deployment of in-situ optical instrumentation of various types has become a widely 

used method of generating information regarding water column structure and time-series variations'. Unfortunately 
relationships between environmentally significant parameters such as phytoplankton biomass and mass of suspended 
paniculate material, and easily measured optical variables such as fluorescence and attenuation are often ambiguous 
Attenuation, for example, can be caused by absorption and scattering by algae, scattering by non-algal particulates, 
absorption by gelbstoffor any combination of the above. Much of this ambiguity can be eliminated by measuring several 
optical parameters simultaneously2. ISOPOD (Integrated Submersible Optical Package for Ocean Deployment) has been 
developed to measure three bulk optical properties simultaneously using only a single light source3. This efficient use of 
light is designed to make the device particularly suitable for moored deployments and for possible incorporation on-board 
autonomous vehicles such as AUTOSUB. 

2. INSTRUMENT DESIGN 
The general layout of the instrument is illustrated in Figure 1, while more detailed views of the optics are shown in Figure2 

Reference 
Diode 

Xenon     |. 
Flashlamp | 

A 

Dichroic   [__ 
Beamsplitterl 

Transmission 
Detector   I 
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Fluorometerj 
Detector   ! 

Scattering 
Detector 

Figure 1. Schematic diagram of ISOPOD signal generation. 
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Light from a xenon flashlamp is collimated and filtered to remove all but the blue (400-490nm) portion of its emission 
spectrum. Approximately 10% of this blue light is reflected by the dichroic beamsplitter and used as reference beam to 
monitor the intensity of the lamp output. The remaining blue light is brought to a focus in the seawater just outside the 
optical window. Red fluorescence returning from the sample volume is collected by the focusing lens and reflected by the 
dichroic beamsplitter through a secondary red filter (645nm longpass) into the fluorescence detector. A generalised wide 
angle light scattering measurement through a range of angles centred on 90° is made by a simple nephelometer consisting 
of a photodiode with a 40mm2 sensitive area located at the base of a 20mm diameter, 45mm deep collecting tube. The 

Filtration 
-»■'"' 

n<: 

Shield 

Filter     Window 

Collecting Tube 

Detector 

Fluorometer Nephelometer 

Detector 

Transmissometer 
Figure 2. Optical layout of ISOPOD sensors. 

nephelometer sensor is shielded from ambient light by a hood with a blackened inner surface. The highly diverging nature 
of the light leaving the fluorescence sensing zone means that the normal collimated beam configuration cannot be adopted 
for the transmissometer. Instead, the image of the arc lamp is reformed on a pinhole in the transmission sensing head. This 
is achieved by a combination of two lenses, which allows a wavelength selection filter (450±20nm) to be inserted in the zone 
of collimation between them. The transmissometer therefore measures the loss of light from rectilinear propagation either by 
absorption or scattering: it produces a signal which correlates linearly with that obtained from a collimated beam 
transmissometer, but which differs in numerical value by an instrument-specific factor determined by the beam geometry. 
Recovery of the attenuation coefficient, an inherent property of the water body, is therefore only possible by in-situ 
calibration against a collimated beam instrument operating at the same wavelength. However from the point of view of bio- 
optical profiling an instrument-specific attenuation measurement is a useful parameter in its own right. 

3. CALIBRATIONS 
All calibrations were carried out in a tank containing 150L of seawater. As well as the multiparameter device, a SeaTech 

fluorometer and a SeaTech transmissometer were connected to a data logging system and placed in the same tank. 
Calibrations were carried out with four algal species representing various different taxonomic groups and three types of 
suspended paniculate material. The results of these experiments are presented below. 
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Figure 3. Calibration with one algal species and one non-algal paniculate. 

The effect of addition of different types of material on the three sensor outputs is demonstrated in Figure 3. The addition 
of phytoplankton generates signals in all three sensors, whereas non-algal particulates only influence the nephelometer and 
the transmissometer. Despite reaching relatively high scattering levels (Figure 3a) there is no breakthrough in the 
fluorometer when Loch Creran sediment is added, suggesting that the fluorometer filtration adequately blocks backscattered 
light. Figure 3c demonstrates the relatively high attenuation to scattering ratio of phytoplankton compared to non-algal 
particulates. 
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Figure 4. Cross-calibration of ISOPOD sensors with SeaTech instruments. 

Cross-calibrations of the ISOPOD sensors with the SeaTech fluorometer and transmissometer exhibit excellent linearity 
and similar levels of sensitivity and dynamic range. 
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Figure 5. ISOPOD optical signals plotted against chemical parameters. 

The yield of fluorescence per unit chlorophyll varies between species, as is demonstrated in Figure 5a. Similarly, wide- 
angle scattering per unit weight of suspended particulate material shows a wide range of values depending upon the material 
in question. These results indicate some of the difficulties in attempting to quantitatively interpret field measurements of 
optical parameters in terms of the concentrations of constituents in seawater4. 

4. FIELD RESULTS 

Results from two sets of deployments are presented below. The first cruise took place in October 1995 in the Clyde Sea, 
while the second occurred in April of 1996 in Loch Linnhe. Both of these water bodies are fjordic sea-lochs off the west 
coast of Scotland. At present ISOPOD does not have a pressure sensor on-board, which restricts the number of points 
sampled per depth profile. To compensate for this, profiles are presented with associated SeaTech fluorometer and 
transmissometer data obtained from CTD casts at the same stations. 
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Figure 6. Depth profiles from the Clyde in autumn (a,b,c) and Loch Linnhe in spring (d,e,f). 

The first point to note from this set of profiles is the deviation between the SeaTech and ISOPOD attenuation 
measurements in the surface layer (Figure 6a) due to the higher sensitivity of the blue ISOPOD sensor to absorption by 
gelbstoff. Secondly, Figure 6b shows that both fluorometers record similar signals at low (lug l"1) chlorophyll 
concentrations. Lastly note the close correlation between SeaTech attenuation and ISOPOD nephelometer signals (Figure 
6c), indicating that at this station the SeaTech instrument is measuring losses mainly due to scattering. A second set of 
profiles taken in the spring provides an interesting comparison with the autumn set of data. Here both the SeaTech and 
ISOPOD attenuation sensors give profiles of similar shape (Figure 6d), but the ISOPOD attenuation (measured in the blue) 
is generally higher than that of the SeaTech device (which uses a red beam). The source of this difference is found by 
examining the fluorometer profiles (Figure 6e), which not only show a close correlation between the SeaTech and ISOPOD 
fluorescence signals, but also exhibit generally higher levels of fluorescence throughout the water column than were 
observed in autumn. During spring bloom conditions there is a significant increase in the blue to red attenuation ratio 
caused by the presence of substantial quantities of phytoplankton. The sub-surface fluorescence maximum corresponds to a 
chlorophyll a concentration of 11 Lig I"'. This chlorophyll maximum is also the source of the SeaTech attenuation peak. 
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Since algae have a much greater attenuation to scattering ratio than non-algal particulates (Figure 3c), it is no surprise that 
this SeaTech attenuation peak is significantly greater than the corresponding ISOPOD nephelometer signal (Figure 6f). At 
depths greater than 20m the attenuation is dominated by scattering from non-algal particulates and both the SeaTech 
transmissometer and the ISOPOD nephelometer signals are of similar magnitude once more. Note, however, that the raised 
background level of phytoplankton found at these depths in spring results in a slightly increased SeaTech attenuation to 
ISOPOD nephelometer signal ratio relative to that observed in autumn. 

5. CONCLUSIONS 
A novel submersible device has been designed and constructed which measures fluorescence, attenuation and wide-angle 

scattering using only a single light source. Single-comonent laboratory calibrations demonstrate excellent linearity both 
between optical parameters, and between optical and chemical measurements. ISOPOD sensors and corresponding single- 
parameter commercial instruments have been shown to have similar levels of sensitivity and dynamic range. The 
instrument has been successfully deployed in Scottish coastal waters, where it has been used for depth profiling purposes. By 
measuring three optical parameters simultaneously it is possible to investigate water column structure in terms of the 
phytoplankton, other suspended paniculate, and gelbstoff constituents. Work on the acquisition and interpretation of 3- 
parameter optical time-series in coastal waters is currently in progress. 
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ABSTRACT 
Measuring irradiance just beneath the air-water interface, Ed(0"), is challenging because of environmental variability 

of the incident radiation field, such as effects of waves, perturbation by the instrument platform (ship shadow) and instrument 
limitations (i.e., size, orientation). Accurate measurements of subsurface irradiance and radiance, however, are critical in the 
estimation of remote-sensing reflectance values and the development of ocean color algorithms. Subsurface irradiance is 
typically estimated by extrapolating measured near-surface underwater spectra back to just beneath the surface. Such an 
approach, assumes that the water's optical properties are consistent within the extrapolation interval. However, the diffuse 
attenuation coefficients can vary widely in the surface layer due to selective absorption of the short and long wavelengths, 
pigment concentrations, and ship shadow effects and are strongly dependent on the sampling depth used in the calculation. 
Another independent estimate of Ed(0") is derived by propagating irradiance measured above the sea surface to just beneath the 
air-water interface. Here, we compare these two independent estimates of Ed(0~) to examine the accuracy of our methods and 
instrumentation. We use measurements of downwelling spectral irradiance collected over two seasons at Palmer Station, 
Antarctica using a Profiling Reflectance Radiometer (PRR) deployed in freefall mode from a small zodiac, so as to minimize 
ship shadow effects. While estimates of Ed(0~) made from above and below the sea surface data were highly correlated for 
overcast days, clear days showed much more scatter between the two estimates. This was attributed to wave effects and the 
lack of completely clear skies without haze or high clouds. Comparison of above and below water observations with 
theoretical computations suggest systematic error in immersion coefficients used to calibrate the instrument. Further, very 
shallow (l-2m) density structure introduces layers of water with differing optical properties and causes error in the estimation 
ofEd(0"). 

Keywords: ocean optics, irradiance, air-water interface, immersion coefficient, transmittance, diffuse attenuation coefficient 

1.   INTRODUCTION 
Estimates of irradiance and radiance just beneath the air-water interface (Ed(0") and Lu(0~)) are used to develop and 

validate algorithms for remotely sensed ocean color observations. When propagated through the sea surface, Lu(0",A.) is 
equivalent to the water-leaving radiance LW(0~,Ä.) which, neglecting atmospheric effects, is the signal measured from a remote 
platform (e.g., satellites, planes). Further, Ed(0~,A.) can be used to normalize estimates of L„(0~,X) to account for the 
variability in solar zenith angle and atmospheric conditions. Measuring these quantities at an infinitesimal depth below the 
sea surface, however, is difficult due to instrument limitations (i.e., size, orientation, shadowing), perturbation by the 
instrument platform, fluctuations in cloud cover, and waves. In lieu of direct measurement, one technique has been to 
extrapolate from a measured profile of irradiance/radiance versus depth to estimate a value just beneath the sea surface. This 
approach assumes that the diffuse attenuation coefficients of upwelled and downwelled light, Kd and KL, do not vary over the 
depth interval used in the extrapolation. However, estimates of Kd and KL can vary widely within the surface layer due to 
selective absorption of the short and long wavelengths, pigment concentrations, and ship shadow effects. Consequently, 
extrapolation results can be strongly dependent on the sampling depth used in the regression calculation. 

Another method of obtaining Ed(0~) is to propagate estimates of irradiance made above the sea surface, E(1(0
+), 

through the air-water interface. These estimates of Ed(0~), hereafter referred to as +Ed(0~), should be comparable to the 
estimates made from below the sea-surface, hereafter referred to as -Ed(0"). Additionally, such estimates can be used to correct 
data for shadowing due to the ship's presence1. Ship shadow can be especially significant during overcast conditions1 and 
when optical instruments are deployed less than 1 m off the stern of a ship2. This paper attempts to reconcile values of 
+Ed(0~) and -Ed(0") which have been estimated from data which is not perturbed by ship and shadowing problems. 

The polar environment can provide additional difficulty in obtaining accurate near-surface radiation estimates. The 
presence of ice near the instrumentation can contaminate irradiance measurements and lead to a sampling bias of just the open 
water. Further, melting of ice from glaciers and pack ice can lead to a surface lens of fresh water that can cause relatively 
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LT      ?oZlX«^«l yJJ. The extrem southern .atitude of this site also means.that the solar angle „ 
Xays greater than 40 degrees and estimating the transmittance through the an-water interface more difficult 

2.   METHODS 

2.1   Data   Collection 
TOs paperutiHzes two datasets collected in the 94/95 and 95/96 field seasons at Palmer Station (64°46S 64°03W). This paper utilizes i  o ns d ^ seasQn of maximum 

T     ÄrÄAÄ^^ (manufactured by Biospherical Inc. (BSD) with 
production (Novemb r■ io March)^A^^ « 65    nm was d   ,     d in freefall mode at a distance from the 

from the zodiac. 

"> 1    Fstimntine    EJO) from above sea surface    (+Ed(0)) 
Smhh L S£ (1986)1 show that t0 Within a few percent, the downward irradiance just beneath the sea surface, 

Ed(0"), can be calculated from the irradiance measured just above the sea surface, Ed(0 ) as follows: 

£,«)-)«« 1.03 f(A,e)Erf(0
+) (1) 

The global transmittance, ^,9) includes reflectance of both direct (p5IIB) and diffuse (Psky) irradiance, such that: 

t(X,9) = (1 - pm(ff)) (1 - >(A6)) + (1" P,*y(0» >'(^0) (2) 

equation, assuming psky is 0.066 >-6, reduces to: 

£rf(0") = 0.96Erf(0+) (3) 

For sunny days, the Fresnel reflectance was used to estimate psm in Equation 2. The y-ratio was assumed to be 0 for sunny 
days and the possible consequences of this decision are discussed in the results sect.on. 

-> ">    F<stimatine    E..(0") from below sea surface    (-E„(0~)) ,. „ ,„ , u. •   A K„ 
Prcfiles of E^iwere measured over the upper few opt.cal depths and estimates of 5(0") were obtained by 

propagating Ed(z,X) back to the surface using a least squares regression technique ?•«. Mathematically: 

~d^Ed (4) 
K<i-    Tz 

\nEd(Q-) = \T\Ed(z) + Kdz (5) 

For clear waters  using the same depth interval to obtain estimates of £„(0") is appropriate*.   Choosing an appropriate 

averaging de^thmat is representative of the near-surface waters. We found that extrapolating irradiance over a specified optical 

depth was more appropriate both conceptually and experimentally. 
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3.   RESULTS 
Figures la and lb are comparisons of +Ed(0~) and -Ed(0") for overcast days from the 94/95 and 95/96 field seasons, 

respectively. The vertical axis contains estimates of+Ed(0~) from the deck unit (Eq. 3) and the horizontal axis contains 
-Ed(0") estimated by extrapolating the measured in-water irradiance to just beneath the surface (Eqs. 4 and 5). An 
extrapolation depth corresponding to 1 optical depth was used. While there is a good correlation between these two methods 
(r=0.97-0.99), the 94/95 data do not have a 1:1 data. The estimates of Ed(0~) from measured in-water irradiance are higher for 
all channels than those derived from Ed(0

+) and frequently from the measured Ed(0
+) itself. While this could be possible for 

a few stations with high near-surface reflectance, this is highly unlikely for all sampling stations. The 95/96 data, however, is 
very close to a 1:1 correspondence for all channels. As expected, the lowest correlation (0.95) occurs for the red channel 
(656/665 nm) due to the rapid attenuation of these wavelengths by water itself. As noted earlier, two different PRR 
instruments were used for these two field seasons. 

Figures 2a and 2b are clear sky comparisons of +Ed(0") and -Ed(0') for the 94/95 and 95/96 seasons. Reflectance has 
been calculated using Fresnel reflectance and the assumption of no cloud influences (y-ratio=0). Fewer datapoints are in this 
analysis as clear skies occur infrequently. As shown, both seasons show greater scatter in the data, with r2 values as low as 
0.6. Moreover, the 94/95 field season shows an even more exaggerated trend of higher -Ed(0~) to +Ed(0") ratio than was 
found for cloudy skies and the 95/96 data no longer exhibits a 1:1 correspondence. One reason for the large amount of scatter 
in this data is due to the assumption that the y-ratio is 0 for clear skies. Figure 3 presents the results of modeling the direct 
and diffuse portions of the clear sky irradiance for different sampling days and times at Palmer Station using SBDart9. 
Because of the large atmospheric pathlength that photons travel in polar regions, the diffuse portion of the skylight, 
especially for the blue wavelengths, can be as high as 50% of the total irradiance. Depending on the day and time (i.e., p^ 
varying from 0.02 to 0.07) and the wavelength, this would cause a few percent difference in the transmittance. If this were 
the only factor, however, the data from the blue wavelengths would be much more scattered than from the red wavelengths, 
which is not observed. Another reason for the observed scatter is the high variability in incoming irradiance during the casts. 
While the solar disc may be visible on these days, and hence by "Antarctic standards" are judged to be clear, they are, in fact, 
often hazy or contain high clouds that cause large variability in incoming insolation. Such atmospheric variability, 
especially given the larger solar angles in this region, make estimating -Ed(0~) relatively difficult. Variations in incoming 
insolation on clear days also indicate that the y-ratio should be greater than under clear skies. Because global transmittance is 
relatively insensitive to changes in the y-ratio for solar angles less than 70° ', however, this would only change the value of 
+Ed(0") by a few percent. Finally, wave slopes on the ocean surface can increase transmittance through the air-water interface, 
especially at high solar angles. At the solar angles corresponding to our sampling, this could cause a few percent difference in 
transmittance. There are too few days with completely clear skies and calm seas to statistically evaluate the impact of waves 
on the estimates of+Ed(0~). The cumulative impact of all of these factors contributed to the high scatter in the clear sky data. 

The -Ed(0") from above were calculated using an optical depth of 1. However, we also evaluated the impact of using 
various other optical depths to estimate -Ed(0") in relation to estimates of+Ed(0"). Figure 4 presents the mean values of 
-Ed(0")/+Ed(0") and one standard deviation from the mean for the 94/95 and 95/96 data. The wavebands centered at 412 nm 
and 656/665 nm are representative of the remaining bands. For 94/95, -Ed(0") is about 8-10% higher than +Ed(0") regardless 
of the optical depth used in the extrapolation. The 95/96 field data show less than 4% difference between -Ed(0") and +Ed(0") 
regardless of the optical depth used in the extrapolation. Further, the 94/95 errorbars are generally larger, especially with 
depth, than the 95/96 errorbars. This difference is primarily because several stations in 94/95 contained a surface lens of fresh 
water with different optical properties from the underlying water column. Figure 5a illustrates the physical and optical water 
column properties for one of these stations. As shown, the first few meters of water are fresher and less dense than the 
underlying water column, and the diffuse attenuation coefficient for PAR (Kp„) drops off dramatically within this surface 
layer. Figure 5b shows a very strong bias in the depth interval chosen to estimate -Ed(0~) also for this station. The estimate 
of-Ed(0~) using 10 m was 50% ofthat estimated using 2 m. Water structure of this type is not as readily observed in data 
obtained from larger ships because of the mixing of surface waters caused by movement of the vessel. 

4.   DISCUSSION 
Estimates of Ed(0") making use of above-water and in-water profiles can be made independently of each other. 

Comparisons should be made of these independent estimates to provide a check of both the methodology and instrumentation 
used in sampling programs. We find that estimates of Ed(0") from below and above the sea surface were highly correlated for 
both field seasons for the overcast days. For the 94/95 PRR, however, -Ed(0") was consistently 8-10% higher than 
estimates of +Ed(0"). One reason for such a bias, could involve the methods used to estimate Ed(0"). As shown in Figure 3, 
no systematic bias was found by using different depth intervals in estimating -Ed(0"). Such a bias could occur if the 
transmittance through the air-water interface on overcast days was greater than the 0.96 used above.    However, this 
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assumption appeared to be correct for the 95/96 data and even if transmittance is assumed to be 1.00 (highly unlikely), -Ed(0") 
is still found to be 4-6% higher than estimates of +Ed(0") for the 94/95 data. In addition, one would not expect to find 
systematic biases due to improper tilting of the instrumentation. While these factors could account for some scatter in the 
data, they generally do not create a consistent bias. 

The most probable explanation for the systematic differences between the 94/95 instruments involves problems with 
the instrument calibration, particularly the immersion coefficients. Both the deck unit and the PRR unit are calibrated in air, 
but an immersion coefficient is applied to the PRR to account for differences in reflectance between the collector in air and in 
water10. Some transmission is lost when the collector is submerged in water. The same immersion factors (supplied by BSI) 
were applied to the calibrations of both the 94/95 and 95/96 PRR instruments. However, individual collectors, even with the 
same materials and design specifications, can have widely varying immersion coefficients. Mueller (1995)11 measured the 
total range between immersion coefficients of 12 collectors to be as high as 15% at some wavelengths. If immersion 
coefficients are decreased by 8-10% for the 94/95 PRR , the two estimates of Ed(0~) correspond to within a few percent. As 
estimates of -Ed(0") and +E (0") are on average within a few percent of each other for the 95/96 data, the immersion 
coefficients for the 95/96 PRR appear to be nearly correct. An analysis of the immersion coefficient for both instruments is 
in progress. 

In conclusion, comparisons of the two independent estimates of Ed(0~), one from above and one from below the sea 
surface, can provide useful information about the water properties, air-sea interactions, and the instrumentation and methods 
used to obtain the data. The very high correlation between -Ed(0~) and +Ed(0") for overcast days suggests that the methods 
used to make these estimates are consistent. However, the systematic offsets between these estimates of Ed(0") for the 94/95 
data suggest systematic error in the immersion coefficients used in the calibration of the PRR. For clear skies, the lower 
correlation between these two estimates of Ed(0") is likely due to a combination of physical effects: the high fraction of diffuse 
sky in polar regions on clear days, the presence of fog, haze, and clouds during "clear" days that cause a high level of 
variability in incoming radiation during each cast; and the presence of waves which change the reflectance of the direct solar 
beam used to estimate +E (0"). As remotely sensed ocean color observations will only be possible on clear days, developing 
algorithms and interpreting remotely sensed data from this region will be challenging.   In addition, large biases in estimates 
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of -E (0-) can arise when ice melt, unique to polar regions, produces a shallow (1-2 m) surface layer of fresh water with 
differing optical properties from the underlying water column. Such conditions are not typically encountered with sampling 
from larger ships that cause mixing of the surface layer of water and are better dealt with using optical depths rather than 
discrete depths, to estimate -Ed(0"). Future refinement of this analysis would involve using a radiative transfer model to 

estimate E (0") and comparing the modeled estimates to those calculated here. 
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ABSTRACT 

There have been several studies of the potential accuracy of LIDAR measurements of sound velocity in the ocean by 
measuring the spectral shift of the backscattered Brillouin lines. However, due to technical limitations, such systems have 
not previously been experimentally demonstrated. Measurement of the Brillouin shift as a function of depth in the ocean 
requires a stabilized, narrow linewidth, pulsed laser, and a high-resolution spectroscopic technique. We have used a 
scanning Fabry-Perot to obtain the first frequency resolved measurements of Brillouin scattering in water using a pulsed 
laser; these results will be presented here. But for the practical application of measuring Brillouin shifts as a function of 
depth in the ocean a non-scanning spectroscopic technique is required to measure the small frequency shifts; the edge 
technique meets this requirement. Using it in conjunction with the edges of absorption lines in the molecular spectra of I2 

and/or Br2, avoids the limitations associated with use of a Fabry-Perot etalon; specifically, its small solid angle of 
acceptance and its vulnerability in noisy environments. This new approach will be briefly described. 

Keywords: Brillouin LIDAR remote sensing, sound velocity, ocean, edge technique, molecular absorption lines. 

1. INTRODUCTION 

Several studies have discussed the importance of remote measurements of sound velocity in the upper-ocean mixed 
layer. " Real-time range-resolved monitoring provides a crucial input to the understanding of the physical behavior of the 
ocean. A Brillouin LIDAR is a promising tool for such remote measurements of the sound velocity as a function of depth. 
Brillouin scattering produces two inelastically scattered Lorentzians centered symmetrically with respect to the laser line; 
they have a FWHM of about 0.5 GHz. The so-called Brillouin shift vB> that is to say the frequency shift between the laser 
line and each of the Brillouin lines, is typically between 7 and 8 GHz, and is proportional to the sound velocity. In pure 
water, the scattering spectrum is almost solely composed this doublet. An elastically scattered central line (also called the 
unshifted line, or improperly the Rayleigh line)6 appears when the water is contaminated by hydrosols. 

The limits in the accuracy of sound velocity and temperature profiles in the ocean from LIDAR Brillouin shift 
measurements have been discussed in detail by Fry, et al? Briefly, for a given incident laser wavelength X the Brillouin 
shift vB is proportional to the refractive index of water n and the sound velocity vs. The refractive index itself is function 
of the salinity S and temperature T. In addition to these two variables, the sound velocity also has a weak dependence on 
pressure, but for present purposes, this dependence will be neglected; the generalization to include pressure dependence is 
straightforward. The Brillouin shift is then expressed as: 

vB(S,T) = ^^vs(S,T)sin(e/2), (1) 
A. 

where 0 is the scattering angle (sin(G/2)=l for 180* backscattering). Clearly, there are five parameters (vB, vs, n, S, and T), 
but there are only three relations between them and only one measurement (vB). The three relations are Eq. 1 and empirical 
equations for n(S, T) and vs(S, T). Thus one additional piece of information is required. For present purposes, it is 
provided by the means and standard deviations of the extensive set of salinity measurements (from 1900 to 1990) compiled 
by the National Oceanic and Atmospheric Administration.8 With these salinity estimates based on historical data, i.e. 
without actual measurements of salinity, the limits on the sound velocity accuracy can be better than 0.3 m/s. 

Our primary interest is in developing a LIDAR for range-resolved measurements of sound velocity in the ocean via the 
measurement of the Brillouin shift Although the idea of a Brillouin LIDAR is not new,1"3 such systems have not yet been 
experimentally demonstrated due to technical limitations. Measurements of the Brillouin shift as a function of depth in the 
ocean requires both a stabilized narrow linewidth pulsed laser, and a high-resolution non-scanning spectroscopic technique. 
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Sound velocity measurements with depth resolution 8z of 1 meter require a Brillouin frequency shift measurement for each 
successive 10 ns (=2n8z/c) interval of the LIDAR return. In addition, a precision of 1 m/s for the sound velocity requires 
the measurement of Brillouin shifts with an accuracy better than about 4 MHz.7 This small value compared to the 
linewidth of the Brillouin line (500 MHz) does not allow the use of a conventional spectrometer. In this paper we discuss 
our recent progress in development of a Brillouin LIDAR. 

The first laboratory measurements of frequency resolved Brillouin lines using a pulsed laser and a scanning Fabry-Perot 
technique for frequency discrimination are presented in Sect. 2. Previous pulsed laser measurements2 were not completely 
resolved, but our results clearly demonstrate this resolution with pulsed lasers. However, the scanning Fabry-Perot 
measurement technique used to obtain this data is not accurate and fast enough to be used directly for LIDAR 
measurements of the Brillouin shift. Nevertheless, these results and the measurement apparatus will provide a valuable 
reference for the initial data obtained with our new non-scanning spectroscopic technique. 

This new technique is a version of the edge technique, and is a powerful non-scanning spectroscopic technique for the 
measurement of small frequency shifts.9 It has numerous applications, and has been successfully used in a Doppler LIDAR 
for atmospheric wind velocity measurements.10 From the standpoint of an oceanic Brillouin LIDAR, the main limitations 
of previous implementations of this method are the small acceptance angle of the Fabry-Perot etalons used for the 
frequency discrimination, and the difficulties associated with operating these interferometers in noisy vibrational and 
acoustic environments. We are implementing a version of the edge technique in which the frequency discriminants are the 
edges of absorption lines in the molecular spectra of h and/or Br2. Explicitly, the frequency of the laser transmitter is 
chosen so that the edges of two different molecular absorption lines (with opposite slopes) are located at the centers of the 
Brillouin lines. Because of the steep slope of the absorption edges, small changes in the Brillouin shift produce large 
changes in transmission. The details of the experimental set up are described in Sect. 3. 

2. FREQUENCY RESOLVED MEASUREMENTS OF BRILLOUIN LINES 

The theoretical model for Brillouin scattering in a liquid was developed by Mountain4 and Fabelinskii.11 Early attempts 
to examine the use of Brillouin scattering for the determination of sound velocity in pure water were by Chiao, et al.n and 
by Benedek, et alP Since then, considerable effort with CW lasers has been reported,5 but no definitive results have 
previously been performed using a pulsed laser. To our knowledge, the only such published results show a FWHM of the 
Brillouin lines of about 3 GHz; this indicates that the stability and linewidth of the laser transmitter were not sufficient. 

Our experimental set up for the Brillouin spectrum measurements is shown in Fig. 1. A frequency doubled, injection 
seeded, Q-switched, pulsed Nd:YAG laser provides 75 mJ at 532 nm, with a repetition rate of 10Hz. Using an injection 
locking technique developed in our laboratory,14 it operates at a single frequency and has stable Fourier transform limited 
pulses of 10 ns, i.e. a frequency bandwidth of about 50 MHz. A horn shaped water cell is used to avoid backreflections. 
An additional light baffle consisting of two pierced parallel plates was added in the bottom of the water cell to further 
suppress parasitic backreflections. Noise due to the reflection from the surface of the water is avoid by using another thin 
baffle plate. The backscattered light is collected at an angle of 175° relative to the laser beam direction. The acceptance 
angle of the optical system is = 1* and is determined by the focal length and the size of lens LI; this acceptance angle does 
not significantly increase the FWHM of the Brillouin lines. The most critical point in order to obtain good frequency 
discrimination is to provide a very well collimated beam to the input of the Fabry-Perot (FP) etalon. A spatial filter 
consisting of 2 lenses (LI and L2), a pinhole (PI) of 10 \im diameter, and one iris (I) is used for this purpose. To avoid 
background radiation, the output of the etalon is focused through pinhole P2 onto a photomultiplier, PM, and the overall 
receiver system is enclosed in a black box. 

The Fabry-Perot has a resolution of 0.25 GHz (R=96%) and a Free Spectral Range (FSR) of 18 GHz. The etalon 
piezoelectric transducers are driven by a Burleigh RC-42 ramp generator. The measurements are performed with a 
scanning ramp duration of 2 minutes per FSR. The detector is a Hamamatsu R446 photomultiplier tube operating in the 
analog mode. The signal is integrated and averaged over 10 laser shots by a gated integrator and boxcar averager. It is 
digitized and stored using a Labview program on a MacII computer. 

Fig. 2 shows a measured frequency spectrum, superposed on the theoretical one for a water temperature of 29'C 
(corresponding to a Brillouin shift of 7.55 GHz). Only one free spectral range of the Fabry-Perot is presented in the figure. 
The experimental points are raw data from a single scan; no further processing has been performed. There is very good 
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agreement with theory. The strong central peak is due to paniculate contamination of the water, which is apparently due 
mostly to oxidation of the metal light baffle submerged in the horn shaped water cell. 

Injection seeded pulsed Nd:YAG 

Fig. 1. Brillouin spectrum measurement set up. LI, L2, and L3 are biconvex lenses of focal length 50 cm, 20 cm and 8 
cm, PI is a 10 um diameter pinhole, I is an iris used to select the lower interference order, P2 is a 1 mm diameter 
pinhole, SHG is second harmonic generator. M are mirrors, and PM is the photomultiplier. 
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3. BRILLOUIN SHIFT MEASUREMENT 

As discussed in the introduction, a Brillouin LIDAR based on a version of the edge technique is under development. 
Using the edge technique, atmospheric measurements at 1064 nm have shown wind velocity accuracies of 0.25 m/s, 
corresponding to frequency changes smaller than 470 kHz.10 This is the most sensitive method yet demonstrated for small 
frequency shift LIDAR measurements.15 Versions of the edge technique had already been considered by Hirschberg, et al? 
and by Hickman, et cd} for oceanic Brillouin shifts measurements using a laser wavelength of 532 nm. In the latter study 
the statistical uncertainty SVB in the measurement of the Brillouin shift is calculated assuming a single laser shot with an 
energy of 500 mJ and a depth resolution of 1.1 meter. For y< 0.04 nr1, shot noise limited uncertainties in 8VB of less than 
1 MHz can be expected for depths down to 75 meters, and of less than 4 MHz down to 100 meters. These correspond to 
sound velocity measurement accuracies that can be better than 0.3 m/s and 1 m/s, respectively. 

We are developing a version of the edge technique that makes use of the edges of absorption lines in the molecular 
spectra of I2 and/or Br2, as opposed to the Fabry-Perot interferometers used in other applications1"3,9 of the edge technique. 
The schematic of such a LIDAR receiver is shown in Fig. 3. The second harmonic of an injection-seeded pulsed Nd:YAG 
laser is used as the transmitter. The laser signal backscattered by the ocean water is collected by a telescope, and is first 
directed through an atomic cell (used as a blocking-filter) where the central line of the backscattered frequency spectrum is 
absorbed. The backscattered signal transmitted by the blocking filter is then split into two equal parts: one part is detected 
to produce a normalization signal (S2). The other part passes through the edge filter and is detected to produce the signal 
(SI). The Nd:YAG laser frequency stabilization is performed by picking off a small part of the cw seed laser beam, 
frequency doubling it in an external ring build-up cavity, and locking the seed laser to the absorption line of the blocking - 
filter. The return signals S1 and S2 are sampled every 2-3 ns to produce a range-resolved measurement (of course, the 
temporal resolution is limited by the 10 nanosecond laser pulse). 

Locking electronics 

CW seed laser 
B 

SHG 

Pulsed Nd:YAG laser       -   SHG 
_yM        tAy 

Blocking 
filter (Bn) 

Telescope 

MAM 
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(I2) 
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S2 

Acquisition 
System 

V 
TO OCEAN 

Fig. 3. Brillouin LIDAR receiver schematic. The Brillouin shift is determined from the ratio S1/S2. BS are beam splitters, M are mirrors, 
SHG is second harmonic generators, M are mirrors, and PD are photo detectors. Solid lines correspond to light paths, and dotted 
lines to electrical connections. 

As an example of an edge filter, consider a ,27l2 absorption cell. For a laser wavelength of 532.573806 nm, it provides 
two appropriately positioned absorption edges (see Fig. 4). Because of the steep average slope of the absorption edges, 
small changes in the Brillouin shift produce large changes in the transmission of the edge filter. The temperature of the gas 
and/or the vapor pressure in the cells can be changed for a fine adjustment of the absorption line slopes and frequencies. 

An important advantage of this edge filter version is that a change in the incident laser frequency or any Doppler shifts 
due to movements will increase the edge filter signal corresponding to one Brillouin line and decrease the signal 
corresponding to the other; thus such systematic effects are canceled to first order.   The ratio S1/S2 provides a 
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normalization which makes the frequency discrimination independent of the intensity of the light backscattered by the 
ocean water, i.e. independent of the attenuation due to water absorption or hydrosols scattering. 

An ideal blocking filter should exhibit total absorption for the central line of the backscattered spectrum, and good 
transmission for the Brillouin peaks. The FWHM of the central line is mainly the linewidth of the laser transmitter, and is = 
50 MHz. Fig. 5 shows the absorption spectrum of Br2 superposed on theoretical Brillouin lines with a shift of 7.5 GHz, 
and for the same incident laser wavelength as for the I2 data in Fig. 4. This absorption line provides a satisfactory, 
although not perfect blocking filter. Of course, the convolution of the Brillouin lines and of the transmission spectrum of 
Br2 has to be considered as the input to the edge filter. 
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Fig. 5. Blocking filter : The ideal blocking filter should have a 
good transmission for the Brillouin lines and a total 
absorption for the central line of the backscattered 
spectrum. The absorption lines of 97Br2. provide a 
satisfactory blocking filter for an incident laser 
wavelength of 532.573806 run. 

4. PROSPECTS AND CONCLUSION 

We have shown that an injection seeded pulsed laser can be used to obtain completely resolved measurements of 
Bnllouin lines. This verifies that Brillouin shift data can be used to measure sound velocity as a function of depth in the 
ocean. A version of the edge technique for the measurement of the Brillouin shift has been outlined. 

In comparison to other LIDAR receiver designs (using, for example, a Fabry-Perot) the I2 and/or Br2 absorption cells 
provide a simpler and more robust approach that requires no critical alignments. The optical efficiency of a receiver using 
the absorption lines discussed here, would be as good as that using a Fabry-Perot based receiver. A systematic search for 
other combinations of transmitter wavelength and absorption lines is underway. This includes direct experimental 
examination and comparison of the absorption lines of 127I2,129I2,79Br2, and 81Br2. 
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ABSTRACT 

Both the California Current System and the Antarctic Polar Front are characterized by mesoscale variability and meandering 
jets. These meanders lead to regions of strong vertical motion, on the order of several tens of meters per day. To study 
physical and biological scales of variability in these two systems, near-surface drifters were released in these two 
environments; twenty-six in the California Current and five in the Polar Front. Each drifter was equipped with a 
spectroradiometer to measure upwelled radiance at the SeaWiFS wavelengths as well as at 683 nm. A temperature system 
was also included. Data were relayed to shore via satellite. These data were converted into biological quantities, including 
chlorophyll and an apparent quantum yield of fluorescence. Decorrelation time scales were calculated and compared with 
corresponding statistics of the physical environment. Time scales for all variables increased as the drifters moved from 
nearshore to offshore. The scales associated with temperature and chlorophyll were similar nearshore, but increased more 
rapidly offshore for temperature. This suggests that the processes regulating the distribution of temperature and chlorophyll 
are similar in the nearshore region and significantly differ offshore. 

Keywords: California Current, upwelling, time scales, phytoplankton, drifters, chlorophyll, fluorescence 

1. INTRODUCTION 
Over the past decade, developments in smaller and less expensive instrumentation have allowed oceanographers to collect 
data sets at time and space scales that are difficult to observe from conventional platforms.1 For example, time series from a 
fixed point mooring are a combination of both temporal changes and spatial changes as new water masses are swept past the 
mooring. Free-drifting buoys that can be drogued to follow upper ocean circulation help separate temporal variations in a 
water mass from those that occur spatially. Bio-optical drifters deployed in the California Current were initially used to 
examine physical and biological processes within a specific physical feature.2 3 The advent of lower cost sensors as well as 
the use of satellite data relay now allows the deployment of large numbers of drifters to conduct systematic studies of the 
statistical properties of the upper ocean bio-optical field. In this paper, we restrict our discussion to results of drifter studies 
in the California Current although some bio-optical drifters were also deployed in the Southern Ocean. Our analyses followed 
two paths. First, we calculated large-scale statistics of the biological and physical fields. Second, we analyzed the impact of 
specific physical features on upper ocean biology. 

2. METHODS 

The standard World Ocean Circulation Experiment (WOCE) surface drifters have been modified by METOCEAN Data 
Systems to include a Satlantic spectroradiometer (OCR-100) in the bottom of the surface float. This sensor measures 
upwelled radiance at 412, 443, 490, 510, 555, 670, and 683 nm. The surface float also includes pressure and temperature 
sensors. A Satlantic narrow band irradiance sensor (ED-100), centered at 490 nm, is mounted in the top of the surface float. 
A 40 m long drogue is attached below the surface float such that the drifter responds primarily to currents at 15 m depth. 
Data are averaged over 60 minutes and then transmitted. If a NOAA polar-orbiting satellite is in range, then the message is 
relayed to shore. Otherwise the message is updated the next hour and the new message transmitted. On average, 
approximately eight messages were received per day in the California Current and fifteen in the Southern Ocean. The data set 
also includes "housekeeping" information from the drifter such as battery voltage, number of samples, average time that the 
surface float was submerged, etc. 

Twenty-six drifters were released over a three-year period in the California Current. Three drifters failed soon after 
deployment (presumably due to high seas); the remainder had an average lifetime of six months with the maximum being 
nearly ten months. Figure 1 shows all of the drifter tracks collected between 1993 and 1995. Most of the drifters were 
deployed along a line at 39.5°N between 125° and 128°W. As expected, the general trend is for the drifters to move south 
and west with the prevailing summertime currents (when most of the drifters were deployed). To date, only five drifters have 
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been released in the Southern Ocean: two in Drake Passage and three in the Polar Front at 170°W. These last three drifters 
are equipped with a Global Positioning System (GPS) transmitter to provide more accurate location information. 

Tracks of Drifter Deployments 

Longitude 

Figure 1. Composite view of drifter deployments in the California Current System in 1993-1994. 

Once the data are received, several screening tests are applied to eliminate low quality data points. Occasionally bits are 
dropped from the Service Argos transmissions, resulting in unrealistic values in many of the drifter variables such as battery 
voltage, downwelling irradiance, etc. Argos data files also include the position of the drifter. Sometimes these positions are 
either missing or are obviously in error (sudden, large jumps in position, etc.) The Argos files also include the number of 
messages received during a given transmission from the drifter. If this number is small, then the probability of erroneous or 
corrupted data increases. We also screen for bio-fouling (through examination of the level and variability of the 683/555 
radiance ratio) and test faulty bio-optical measurements through examination of band ratios. However, the largest amounts of 
data removed through screening occur when we eliminate those records that were obtained when the absolute solar angle 
(elevation) is less than 20°. This constrains the study data set to observations collected with a few hours of local solar noon. 

After screening, chlorophyll is calculated using the following equation: 

chl = 0.56353 * 

s \ -0.595 

\Lu555J 
(1) 

where Lu is upwelling radiance at a specific wavelength. This form is derived from earlier bio-optical models, and the 
coefficients are based on comparisons with chlorophyll samples collected near one of the drifters in 1994. 

Once the data files were cleaned and the various derived quantities were calculated, we then estimated decorrelation scales 
from the drifter data set. We calculated a "daily average" for the variables of interest: SST, chlorophyll, 
fluorescence/chlorophyll, and drifter speed. Some of the data records were too short or too gappy for further statistical 
analyses. However, the majority of the drifters were nearly complete with only occasional missing data points. These gaps 
were filled using linear interpolation between adjacent days. A linear trend was removed from each time series, and the 
autocorrelation function was calculated. The decorrelation scale was estimated as the point at which this function first 
became insignificantly different from zero. Figure 2 shows a typical pair of autocorrelation functions for SST and chlorophyll 
from one drifter in the California Current. Cross-correlation functions were calculated in a similar manner between detrended 
time series of SST and chlorophyll. 
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Figure 2. Autocorrelation functions of SST and chlorophyll from drifter 20142. The decorrelation scale is approximately 6.5 days for SST and 2.5 days for 
chlorophyll. 

3. RESULTS AND DISCUSSION 
The average length of the bio-optical time series was 73 days before fouling became evident, although some drifters lasted 
well over 90 days before there was any evidence in the bio-optical signals that fouling had occurred. For these long time 
series, it was possible to divide the record into two parts, each one covering a different season. As part of our analysis, we 
also calculated the average distance from the coast for each drifter. 

The average decorrelation time scale was longest for SST at 6.3 days. The decorrelation scale for chlorophyll was 3.7 days, 
2.3 days for fluorescence/chlorophyll, and 3.3 days for drifter speed. These results are within the range for the same region 
off northern California from a study using time series of satellite imagery of chlorophyll and SST.5 In that study, it was found 
that the time scales were between one and seven days, depending on length scale. 

Figure 3 shows the decorrelation scale for SST, chlorophyll, fluorescence/chlorophyll, and drifter speed as a function of 
average offshore distance of the drifter. We have divided the distance offshore into three categories: <200 km (nearshore), 
>200 km but less than 400 km (transition), and > 400km (offshore). There is a general trend for SST and chlorophyll scales 
to increase as one moves offshore, but this is by no means consistent. However, the more interesting result is that the time 
scales associated with SST and chlorophyll are relatively similar in the nearshore and diverge as one moves offshore. This 
suggests that the processes governing SST and chlorophyll are similar in the nearshore region whereas they are controlled by 
different processes offshore. This is in contrast to earlier results 5 where no significant differences could be detected between 
the SST and chlorophyll fields. Coastal upwelling should control both SST and chlorophyll in the nearshore, whereas 
different physical processes or perhaps changes in the biological community lead to different statistical properties of the fields 
offshore. Another feature of Fig. 3 is that fluorescence/chlorophyll shows more variability nearshore (shorter time scales) 
whereas it is nearly equal to the chlorophyll time scale offshore. Rapid changes in fluorescence relative to chlorophyll 
concentration are indicative of variability in the distribution of energy in the photochemical apparatus of the phytoplankton. 
This observation suggests that in the nearshore region, the time scales of physiological adaptation are significantly shorter 
than the time scales of changes in phytoplankton biomass. 

Decorrelation Scales 

-*■ SST 
-A~ Chlorophyll 
*♦■ Fluor /chlorophyll 
-♦• Drifter speed Nearshore Transition OHshore 

Average Position o( Drifter 

Figure 3. Average decorrelation scales for SST, chlorophyll, fluorescence per unit chlorophyll, and drifter speed as a function of distance offshore. The 
boxes represent ±1 standard deviation and the whiskers represent ±1 standard error. 

218 



Figure 4 shows the track and cross-correlation function for drifter 22622. The drifter made nearly two complete circuits 
around a large anticyclonic eddy. Note that changes in SST led changes in chlorophyll by one day. Figure 5 shows the same 
information for drifter 20139 which made two circuits around a much smaller, cyclonic eddy. Although it is not possible to 
draw robust conclusions from results from two eddies, it is worth noting that the negative correlation (at near zero lag) is 
much larger in the anticyclonic eddy than in the cyclonic eddy, whereas the cyclonic eddy has large, negative lobes at ±12 
days. The time scale of the positive correlations (twelve days for 22622 and six days for 20139) corresponds to the travel 
time around the eddy (cold water, high chlorophyll on the south side of the eddy and warm water, low chlorophyll on the 
north). Earlier evidence of a lag between SST and chlorophyll was found in only one region off northern California.5 It was 
inferred that this region was near an upwelling center, and that the lag was the result of the delay in biological processes 
responding to high nutrients in the surface water. In comparison, many of the drifter deployments revealed that changes in 
SST led changes in chlorophyll by roughly 1-2 days. However, most of the drifters were released in active upwelling regions, 
and we suspect that the satellite imagery 5 was simply not adequate to evaluate these small time scale patterns. 

Drifter 22622 

3 August - 30 September 1993 

Drifter 22622 

SST. Legged CNorophyl 

3 August - 30 September 1994 

-20 -18 -16 -14 -12 -10 10   12   14   16   18   20 

Figure 4. (Left) Track of drifter 22622. (Right) Cross-correlation function of SST and chlorophyll. Negative lags indicate that SST leads chlorophyll. 
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Figure5. (Left) Track of drifter 20139. (Right) Cross-correlation function for SST and chlorophyll. 

Although the optical sensors are calibrated by Satlantic, there are few opportunities to compare readings between sensors in 
the field unless two or more drifters are found simultaneously sampling the same water mass. Drifter 20140 (not shown) also 
traversed the same eddy as 22622 (Fig. 4) several days later. Drifters 20140 and 22622 were deployed at 39°33'N, 124°55'W 
and 39°25', 126°27'W respectively. Although these drifters were released approximately 130 km apart, they followed the 
same circulation path over a period of 50 days with an average lag time of 18 hours and average distance of 62 km between 
drifters (Fig. 6, top). 

When comparing the temperature records between sensors mounted in these two drifters we observe that both instrument 
packages appear to be sampling different water masses over the first 30 days (Fig. 6, middle). However, following day 245, 
the temperature records display strong similarities in the magnitude and trend of the readings, suggesting that both drifters are 
located in the same water mass. It is also during this period that the distance between both drifters is reduced to an average of 
18 km (Fig. 6, top). Furthermore, estimates of algal pigment concentration (chlorophyll a + phaeopigments) also display 
strong similarities during this period. This observation suggests that, at least in this particular case, the principal physical and 
biological processes controlling phytoplankton biomass over temporal scales of days appear to be acting over large spatial 
scales (1-100 km). 
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Similar trends over the same time period are observed when normalizing the upwelling irradiance at 683 nm (Lu683) and 670 
nm (Lu670) to the downwelling radiance measured at 490 nm (Ed490). However, because the absolute value of these 
measurements differs by a factor of 1.7 between drifters, it is not possible to convert our records into absolute fluorescence 
quantum efficiency of chlorophyll a. .Nevertheless, it is still possible to compare the variance in algal pigment concentration 
to the variance in relative chlorophyll natural fluorescence. Multiple regression analyses, using model II geometric linear 
regressions, suggests that the variance in chlorophyll fluorescence is correlated with changes in chlorophyll concentration. 
However, the correlation coefficient of the regression low (T= 0.45, p < 0.05) suggesting that the variance in chlorophyll 
concentration and Ed490 contribute only partially to the variability in absolute chlorophyll natural fluorescence in these water 
masses. 

SST Atong Dnftef Tract» 20140 and 22622 
27 July - 16 Octobef 1994 

CMorophy« Along Driflet Track« 20410 »nd 22622 
27 July - 16 Octobef t994 

Figure 6. (Top) Distance between drifters 20140 and 22622. (Middle) SST from drifters 20140 and 22622. (Bottom) Same except for chlorophyll. 

4. CONCLUSIONS 

Time scales of SST, chlorophyll, and fluorescence/chlorophyll increase as one moves offshore. This is to be expected, given 
the higher levels of mesoscale variability near the coast.5 Complex interactions of local wind forcing and ocean circulation 
should result in intense heterogeneity of vertical motions in the upper ocean, thus affecting SST and nutrient availability, 
which in turn will affect phytoplankton abundance. This leads to a separation in the statistics of the two data sets, with SST 
having in general longer time scales than chlorophyll. Although coastal upwelling and presumably rapidly growing 
phytoplankton dominate the nearshore environment,6 both biological and physical processes in the offshore environment may 
be quite different. Historical evidence suggests that the offshore phytoplankton community is dominated by small, slow- 

220 



growing forms 6 which may lead to a decoupling between the physical processes governing SST and those governing 
chlorophyll. Given the time scales of phytoplankton growth, we expect to see a lag between changes in the physical 
environment and the biological response. As most of the drifters covered the summer season, we cannot determine if there is 
any seasonal modulation in these patterns. Of note is that the decorrelation scales are relatively small, implying that these 
mesoscale processes will continue to be difficult to resolve with conventional ship sampling. 

These interpretations can be further complicated by temporal and spatial changes in the bio-optical models themselves.   That 
is, changes in fluorescence efficiency, paniculate backscattering, chlorophyll package effect, etc., will be manifested as 
changes in chlorophyll abundance and other derived properties. We expect that such changes will act to decrease the 
decorrelation scales, so that the estimates provided here are likely to be an upper bound on these scales. 
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ABSTRACT 
We consider the variability of spectra in case 2 waters with different scattering and absorption 

coefficients in order to examine the limits on the validity of RSR = C rW aa. The spectral scattering 
coefficient is shown to be strongly correlated with sediment cross sectional area. In high scattering 
environments the remote sensing reflectance can be linearly related to the particle cross sectional area. 
RSR spectra show a decrease with the absorption by Dissolved Organic Matter (DOM) for X < 600 nm. 
However, at extremely high scattering levels, absorption by DOM and even pure water become less 
important in this region. The transition from case 2 to case 1 waters appears to occur when the scattering 
to absorption ratio is less then 0.6. 

In situ ac9 and RSR data were collected in the northern coastal Gulf of Mexico and off North 
Carolina.. The RSR spectra are shown to be related to the in situ absorption and scattering coefficients, 
and the cross sectional area of the particles. We explore methods of characterizing waters based on the 
dimensionless ratio of the scattering and absorption coefficients. 

1. INTRODUCTION 
In remote sensing of case 2 waters we are primarily interested in the suspended paniculate load 

and the dissolved organic material (DOM). Since both parameters affect the remote sensing signal (RSR) 
in a complex way, there has been a concerted effort to devise remote sensing algorithms that can separate 
the two constituents. Most efforts have concentrated on empirical techniques based on correlation of 
suspended solids and DOM with ratios of RSR in various spectral bands. Usually, the algorithms meet 
only with limited success because they attempt to exploit subtle differences in light absorption by the two 
components. Furthermore, in using RSR ratios we tacitly assume that RSR = C bb/a, where bb is the 
backscattering coefficient, a is the absorption coefficient, and C is a constant independent of wavelength. 
However, there is evidence that C varies with water turbidity and spectrally as well as the observational 
conditions.1 These difficulties aside, the simplicity of algorithms based on RSR ratios warrants further 
investigation of the behavior of RSR with particulates and DOM to determine the best possible choices for 
RSR ratios used in remote analysis of turbid waters.2 With this in mind, we set out to perform a systematic 
set of on-board RSR and cross-checked optical measurements on case 2 waters. We applied these 
measurements to examine the variability of RSR with X, and test the range of C as a function of suspended 
load and DOM concentration. 

2. DATA SET 
The Mississippi sound in the Northern Gulf of Mexico represent a wide variety of case 2 waters. 

The sound is strongly influenced by discharge of several river systems, including the Mississipi River to 
the west. The Jordon River Basin drains the Pearl River Honey Island swamp whihc contributes high 
DOM levels to the sound. In addition to the DOM variability, elevated suspended sediments 
concentrations with a variety of particle size distributions result from bottom resuspension and river 
discharge. The wide variety of DOM and particle concentration provided an opportunity to characterize 
the optical properties and the behavior of Case 2 RSR spectra. 

We collected data from several time periods covering a range of both absorption and scattering 
environments to define the temporal and spatial variability of optical signatures. Two transets of standard 
stations were established; 1) across Bay Saint Louis into the Jordon River (labeled B1-B7) and 2) transet 
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across the Mississippi sound from Gulfport, MS past the barrior island into the Northern Gulf of Mexico 
(labeled G1-G7). Data presented are from June and July 1995 and July, 1996. An additional data set was 
collected in Camp Lejune, North Carolina in April, 1996 in which identical optical measurements were 
made. 

Spectral absorption and scattering measurements were made with the WetLabs ac9 instrument 
with single scattering corrections applied. RSR measurements were made using a Dual Spec Analytical 
Spectral Devices spectrometer using above water techniques outlined in the Sea WiFS protocol (12% 
spectron grey card). In addition, measurements of particle absorption, ap, and phytoplankton absorption, 
aphy, were made using the filter pad technique and hot methonol. We also measured the aooM from the 
filtrate of the filter pad technique. Inter-comparisons of these measurements were robust and reliable. 
Lastly, we determined the particle size distribution from 1 to 100 um in 32 bin sizes using a Spectrix laser 
particle counter. This measurement included both the size and total suspended paniculate concentrations 

» B. S t. L . 9 5 
a Camp Lej. 9 6 
■    G. or M e x. 9 5. 

3.RELATION OF RSR TO OPTICAL PARAMETERS 
Generally, RSR is related to b> which is difficult to measure. Furthermore, bb can have a spectral 

dependence that need not mimic b. However, we see that for case 2 waters, bb/b appears constant. Thus, a 
measure of b might suffice in unraveling the dependence of RSR on suspended solids concentration which 
predominates in case 2 waters. Unfortunately, b is measured indirectly (ac9 instrument) as the difference 
in extinction coefficient, c and absorption coefficient, a. To ensure the accuracy of b, we needed a direct 
measure of light scattering from particulates as a cross-check on the difference measurement of b. We 

found a good cross-check on b in the optical 
measurement of particle size distributions. In 
examining particle size distributions for case 2 waters, 
we found that the effective cross sectional area of 
suspended paniculate per unit volume, Xg, correlated 
surprisingly well with b, even for different 
geographical areas (Mississippi Sound and North 
Carolina, Fig. 1). The reason for the generally good 
correlation of b and Xg for case 2 waters is attributed 
to the remarkly similar particle size distributions in 
the 1 -10 urn size range for different locations. 
Furthermore, the main contribution to scattering for 
case 2 waters appeared to come from the 1- 4 um 
particles. Since b and bb are related to Xg through the 
average scattering efficiency per particle and the 
average front-to-back scattering ratio per particle,3 we 
can safely assume that for similar particle size 
distributions bb and Xg should correlate. 

We can relate the magnitude of Xg to bb, and 
find bb/b experimentally by examining the data for 
RSR at constant X and a. Fig.2 shows that RSR(660) 
= 0.0125 Xg. Using the relationship RSR = C bb/a, 
and substituting for the measured value of a = 0.62 
m'1 in Fig. 2 and the accepted value of C = 0.051,1 

we obtain bb = 0.15xg. Fig. 1 shows that b = 12xg at 
660 nm, thus we have bb/b = 0.0126, in good 
agreement with previously reported bb/b for the 
Mississippi Sound4 and with the ratio computed from 
Petzold's volume scattering function (0.0187). 
Figure 2. RSR oc x,. for k > 650 nm since 
absorption is only from pure water not from 
particle or DOM. Stations from B1-B7 from the 
Jordon River to Bay St Louis. 

Figure 1 Global correlation of b with x,. Bay St. 
Louis, MS; Gulf of Mexico, Camp Lejeune NC. 
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4.EFFECTS OF DOM AND PARTICLE 
CONCENTRATION 

Fig. 3 shows how RSR changes with 
DOM for two stations with equivalent Xg or 
scattering efficiencies but with different 
absorption coefficients. DOM absorption affects 
mainly the region of RSR below 660 nm. The 
RSR spectra overlap for X > 670 nm in Fig. 3 and 
demonstrates that suspended solids concentration 
determine the magnitude of RSR for X > 650, 

provided chlorophyll absorption at 676 nm is 
small. If a(X) in Fig. 3 were constant, one would 
expect RSR to follow a line parallel to b(^). 

Figure 3. RSR spectra for two stations with 
nearly same x, but different concentrations of 
DOM. The station represented by the solid line 
is further up the Jordan River. Notice that the 
RSR spectra overlap for X > 670 nm. 

The small dip at 676 nm in Fig. 3 is due to 
chlorophyll, see Fig. 4. Light scatterers in case 2 
waters are mainly silt, clay, and detrital particles. 
Typical absorption by phytoplankton in case 2 
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waters is shown in Fig. 4. Absorption by DOM 
is exponential and in general a factor of 10 
higher in Mississippi Sound waters. 

Figure 4. Absorption by phtoplankton in case 
2 waters ranges from 0.2 - 1 m"1. The a ph 

shape varies varies dependent on pigment 
content. aooM has an exponential behavior 
with significantly higher ranges from 2 to 18 
m"1. The lower curves in Figure 4 represent 
riverine stations. The highest curve 
represents the relatively clearer coastal Gulf 
of Mexico water. 

In Fig. 3, the large drop in RSR in the 400 - 450 
nm range comes as a result of light absorption 
by DOM assuming low phytoplankton 
concentration. We show this in Fig. 5 through 
correlation of light absorption by sample water 
filtered through 0.2 nm filters versus the 
average slope of RSR in the 400 - 450 nm 
region. 
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Figure S. Light absorption at 412 nm by sample water 
filtered through 0.2 um filter represents an estimate of 
DOM concentration, a^n Icorrelates well with the 

-    average slope of RSR in the 400 - 450 nm region. 

Although we see a good correlation in Fig. 5, we note that 
the correlation holds only for samples filtered through the 
0.2 nm filter. Samples filtered through 0.5 nm filter show 
much poorer correlation than Fig. 5 and suggests the 
influence of the small particle scattering have on absorption 
measurements. 
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Returning to Fig. 3, we also pointed out that RSR for X > 
700 nm depends only on Xg and a^ter- Thus, the slope of 
RSR at 720 nm should correlate with Xg (and 0720). This is 
demonstrated in Fig. 6. Since water dominates the 
absorption at 720 nm, we view at 720 nm a constant 
attenuation depth due to pure water independent of DOM 
and particle concentration. The paniculate absorbtion at 720 
is presumed negligible. 

Figure 6. A measure of suspended solids as determined 
by the relative magnitude of x, correlates well with the 
average slope of RSR at 720 nm. The stations marked B 
represent St Louis Bay and Jordan River (B6). The 
stations marked G are Gulf of Mexico stations. G3 and 4 
represent clearer water stations. 

5.   BEHAVIOR OF RSR = C bb/a WITH DOM AND PARTICULATE CONCENTRATION 

In discussion of RSR for case 2 waters, we are interested in the dependence of RSR on paniculate 
concentrations and DOM. We can replace RSR = C bb/a with RSR = G Xg/a where G is related to C 
through the dimensionless ratio bb/Xg. The advantage of considering RSR = G Xg/a in place of RSR = C 
bb/a comes from the fact that Xg is a geometric parameter based on the cross sectional area of suspended 
paniculate. In optical instruments calibrated using latex spheres, Xg is measured in terms of the physical 
size of spheres that provide forward scattering equivalent to the scattering by the paniculate in case 2 
water samples. Thus, by plotting RSR versus Xg/a we can investigate the behavior of RSR as a function of 

k, for constant DOM, and constant particle concentrations. 
A plot of RSR versus Xg/a is shown in Fig. 7 by averaging 
the RSR in all stations in Bay Saint Louis (B1-B7) for 
each of the SeaWifs wavelengths. Here the average aooM = 
5 m"1 and the average suspended load is ~ 4g/m3. The 

spectral spread is deliniieated by the two dotted lines 
which shows the spectral variation in the constant G. 

Figure 7. RSR for an average suspended load of 4g/m3 

and aooM = 5 m"1 versus Xg/a shows a characteristic 
wavelength dependence of the coefficient G, or C . 
The loop-like pattern of the spectral distribution is ev ident 
for these high DOM case 2 stations. The location of the 

Xg_ /a 
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715 nm point in Fig. 7 depends only on Xg and the absorption by water. On the other hand, the 412 run 
point depends on Xg and the concentration of DOM (neglecting chlorophyll). For a fixed suspended load 
but higher DOM concentrations, the lower end of the loop in Fig 7 moves down toward the origin between 
the two dotted lines, but the 715 nm point remains fixed. For constant DOM, but increased suspended 
load, the whole loop in Fig. 7 moves up between the dashed lines and bends over at the higher values of 
Xg/a. 

Figure 8 shows the behavior of the loop for two stations with different values of Xg and DOM 
concentrations. Here we explore the basic RSR behavior with the ratio of b/a and the variability of the 
constant slope, C. Note the increase in the 715 values between the two stations which varies because of the 
particle scattering only. These values align with the 412 values and form the dotted line boundary. The 
other spectral values have different slopes in response to the scattering to absorption ratio. Notice that in 
aligning the spectral values, there is tendency that the slope bends over and flattens at higher Xg/a. 

Figure 8. RSR versus b/a at a Jordan River 
station (solid line) with high DOM and ~ 2 
g/m3 suspended solids. The clearer St Louis 
Bay station at the mouth of Jourdan River 
(dashed line) shows an expanded and slightly 
bent over loop. Notice that 412 and 715 nm 

R uu» |/ .v ~*        —     1 points still lie along a straight line. 
Si r       \    •' 
R °™ /       /jry' We can examine the dependence of RSR on the 

ratio of Xg/a independent of X, by averaging RSR 
for equal intervals of Xg/a over all wavelengths, as 
shown in Fig. 9. We see from Fig. 9 that the 
relationship between the average RSR and Xg/a 
becomes non linear for Xg/a > 0.6. We note that 
Xg/a provides a measure of the probability that a 
photon encounters a particle and is scattered 
versus the probability that a photon becomes 

absorbed. Therefore, Xg/a is a measure of the multiple scattering process. As Xg/a increases because of low 
absorption or high paniculate concentration, RSR spectra flatten out by shifting up the curve in Fig. 9 to 
the non linear region. 
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Figure 9. Shows the dependence of RSR on Xj/a 
independent of X. The dotted line represents the 
linear region. The solid line gives a second order 
polynomial fit to the experimental points according 
to: RSR = 0.0093(xf/a) - 0.2(ya)2 

A polynomial fit for points in Figure 7 would look much 
the same as the polynomial fit shown in Fig. 9. 

The general characteristic of multiple scattering 
is a flattening of the RSR spectrum accompanied by a 
rise of RSR above zero at the short wavelengths and, 
depending on Xg, a rise in RSR at the long wavelength. 

Xg/ a In case 1 waters, the absorption by water at long 
wavelengths remains important thus, RSR in case 1 

waters increases at the short wavelengths and remains low at the long wavelengths. Of course the 
scattering in case 1 waters changes, thus Xg looses its original meaning. For case 3 waters, the absorption 
by paniculate becomes important at the shorter wavelengths, but multiple scattering dominates RSR in 
case 3 waters over the entire 400 - 750 nm spectral range. Thus, in case 3 waters, RSR becomes elevated 
at the short and the long wavelengths. An example of RSR for various types of water are shown in Fig. 10. 
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Figure 10. RSR for various 
values of the extinction 
coefficient, c660, show 
characteristic types of spectra 
for case 1 and case 2 waters. The 
highest RSR represents 
borderline case 3 water. The 
borderline case 3 waters (top 
curve) shows elevated RSR at 
longer wavelength. In case 3 
waters, RSR also increases at the 
short wavelengths, but 
absorption by particulate and 
DOM limits it's rise in this 
region. 
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6.CONCLUSION 

Figs. 8 and 9 have important implication in remote sensing algorithms based on RSR ratios. The 
data in Fig. 8 was averaged from stations collected over a 1 km2 area. It suggests that for any given 
satellite pixel, the ratios of RSR are constant for the 440 < X < 560 range. However, outside the 440 - 560 
nm range, RSR includes the variability of C bb as a function of X,as indicated by the lateral extent of the 
loops in Figs. 8 and 9. The variability of C bb is quite large for the RSR412/RSR440 ratio which is often 
used in DOM algorithms. Fig. 8 suggests for any given pixel in case 2 waters RSR720/RSR412 x a?2o 
(waterAu 2 (mainly DOM). The use of spectral RSR slope can be used for charaterizing the absorption and 
scattering processes in case 2 waters. Specifically, the use of red spectral area (>600 nm) is important in 
Case 2 waters for understanding the role of scattering resulting from suspended sediments. Satellite 
algorithms can exploit the red spectral shape is for separating DOM and sediment concentrations in Case 
2 waters. 
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in the ocean: application of the experimental design theory 

Iosif M.  Levin and Igor V.  Zolotukhin 

P.P.Shirshov Institute of Oceanology RAS,  St.  Petersburg Branch, Laboratory 
of Ocean and Atmospheric Optics,  11, Tavricheskaya UL, St. Lersburg   iSRussia 

ABSTRACT 

remotIhesemnasinraofCaonthe7 °f ^ eXpeHment °Ptimal design is applied for the problem of 

oh?«      K „n01SeS-     The     °Ptlmal     designs     for     shipboard    and     satellite     measurements     of 
chlorophyll  concentration for the case of pure atmosphere were computed on the baS of the 

aTorsl%rflt1ndalrtm- FOr rPrg °D' arr^S °f ^rJo^S^^ 
oupSlingradiance Th * ^ fm°Sphere b0Undar>' were si™'*ted using improved model 

upwen ng radiance. These spectra were also used for retrieval of the chlornnhvll 
concentration from shipboard "measurements" of color indexes and of ocean radiance in ffve 
wavelengths   recommended   in   literature   on   the   basis   of   principal   component   analysis     The 

Th7astabmtSv   oT that  ?°H PnnideS  ^  WgheSt  retHeVal  »^  among' methodscohered The   stability   of   computed   OD   was   tested   by   varying   the   sensor   parameters     observation 
conditions,  and water property models. P<w ameiers,    ooservation 

Keywords: remote sensing,  optically active matters, experimental design theory. 

1. INTRODUCTION 

used   for   remot'e ^t ?      <*,<"*»*.   CoIor   (water-leaving   spectral   radiance)   are   widely 

Pigments      Zd T  T   °f   ^^   aCtiTC   matterS    (0AM)   such   as   PMoplankton pgments,     suspended     sediment     particles,     and     dissolved     organic     matter.     Color     ratio 

cofstal IterT R * u* tl°° ^ ^ ^^ °f °AM concentrations, especially n 
Trrtt ! + 

Rre?ly thC Prmcipal comP°nent analysis (PCA) was used for a more 
accurate solution of this problem. A paper by Sathyendranath et al.' seems to be one of the 
most typical and consistent. The authors have simulated a large array of diffuse 
reflectance spectra R(A) for various concentrations of chlorophyll C, sediment particles X 
and organic matter (yellow substance) y. Using these spectra they commuted the 
eigenvectors    and   the   weighting   factors    of   the    covariance   matrice     for    several    sets    of 

^Ktlons* ThosT\ ^V^ ^T™ ^^ the ^^ faCt°rs a"dthe 
SrSions wereth h? ? wavelengths ^ which the correlation coefficients in the 
mlsurement^Tof  R       r•*        '   T™ ^commended   to   use.   In   particular,   it   was   shown   that 
Si^SSSs X Y and"? WaV

h
elengthS (40°' 445> 520' 565 and 640 nm) allow to retrieve the 

concentrations X,  y,  and C with accuracy not less than measurements in 27 wavelengths. 

mPthnHeruinly' thS u
PCA-alg°rithm ^ a step forward in comparison with the color ratio 

"*?"; T alg°rithm has not exhau^ed the potentialities of improving retrieval 
accuracy     Indeed,    the   wavelengths    for   the    analysis    are   selected   on   the    basis   of   some 

ST the0 within;   7 ^ f^r   °f    ^    *"*    ^^^    ^    *    ^exhaust ve 
? nm?1        ! Z spectral   windows  for  all   wavelengths  are  taken  to  be  the   same   fe e 
5 nm) ,  and the problem of the optimum spectral width for each window is not constdered   M 

228 

SPIE Vol. 2963 • 0277-786X/97/S10.00 



last, shot noises of a receiver, playing an important role in measurements in visual 
spectrum are not taken into account, as well as the problem of the optimum distribution of 
the allotted time between the spectral channels. 

We believe that the next natural step in this problem is to employ the modern theory 
of optimal design of experiment (OD). The mathematical basis of this theory as applied to 
optical experiment was developed by Victor P. Kozlov2. The optimization method proposed by 
Kozlov demonstrated that the accuracy of retrieval of a nonobservable parameter 
statistically connected with measured spectra may be significantly increased by optimum 
selection of the spectral channels, namely, their number, arrangement in spectrum and 
widths. As shown, use of a large number of independent channels would not be the most 
effective way because of the high spectral resolution required and, as a consequence, 
decrease of signal energy in each channel. It turned out that it is worthwhile not to throw 
out the unnecessary channels but to join the radiant energy in the "dependent" channels on 
the same detector. In this case the measurement accuracy will be greater than in 
high-resolution spectrometers. The method was applied by V.P. Kozlov in the problem of 
remote measurements of the water surface radiative temperature3. It is proved that an 
optimum channel system makes it possible to increase the accuracy of the temperature 
retrieval (from satellite measured IR spectra) from 1.6 to 0.2-0.3 °C. 

In such measurements the main type of detector noises is the thermal noise which does 
not depend on received radiant power. In visual spectrum, where 0AM are measured, the 
photon (shot) noise dominates over the thermal one. The variance of shot noise, which obeys 
Poisson's distribution, is proportional to the receiver signal. In this case the definition 
and the solution of the OD-problem differ essentially from ones where the noises don't 
depend on the signal. The general solution of the OD-problem with account of shot noise was 
given by Kozlov and Zolotukhin . Then, the algorithms for searching the optimal spectral 
channels for OAM remote sensing, and for OAM-concentration retrieval where developed5-7, 
and preliminary results of applying these algorithms in the problem of shipboard 
measurements of chlorophyll concentration C were published ~ . Here we present results of 
applying the OD-theory in the problem of remote measurement of C from ship, and from 
satellite for the case of pure atmosphere. In the next section we briefly repeat the 
definition of the problem and several basic equations published earlier ~ . 

2. DEFINITION OF THE PROBLEM AND SOME RESULTS OF OD-THEORY 

Let 8 be a scalar sea parameter (the concentration of OAM), which is not accessible to 
direct measurement, but is statistically connected with radiance spectra of the ocean. 

Let u(A) be the registered by a sensor spectrum, expressed by a number of "effective" 
photons (primary electrons for an electronic detector) per unit wavelength and per unit 
time. The sensor consists of N independent channels, each of which has an apparatus 
function  x.(A),   0  ^  x.(A)   s   1,   determined   by  transmittance   of   optical   filter  or  some   other 

spectral   device.   Each   channel   can   include   several   spectral   "windows".   A   signal   (the   number 
of   primary   electrons   in   the   i-th   channel   registered   in   the   time   period   £.)   will   obey   the 

Poisson distribution with conditional expectation 

<y> = i.(L(A)x.(A)dA + v), (1) 

where  v  is  the  thermal  noise.   The  integral   is  taken  over  the  entire  spectral  region used  in 
the  measurements.   The  total  allotted  time  of   measurements £ i.   =  t  is   limited.   The  number 

of    channels    JV,    their    apparatus   functions    x (A),    and   distribution    of   the   time   resource 
i 

between    channels    t yt   will    be    called   the    experimental    design   £   for    estimation    of    the 
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unknown  parameter  8.   Our  goal   is  to  find  the  optimal  design  *f   and  the  algorithm  of  the 
retrieval   of  B  from  measured   signals  yy y^.   As   a  criterion   of   the  design   £   optimality, 

it   is  natural   to   consider   the  residual   variance  <r2(£)   of  the   best   linear  estimate  0  of  the 
parameter 6 from the results of measurements. 

In order Jo compute the OD it  is necessary to know the first two moments of the joint 

um1 ujJrT»i ( ' ' /Tfly,: ^ mean of 0; s' variance of 0; /(A) = <U(A)>' mean °f ulAJ; /C(A,A) = cov(u(A),u(A)), covariance function of u(A), and g(A) = cov(u(A) 8) 
Crovena4'7CethatWeen  "^  ^  &'   "  "  aSSUmed  that  these m°ments  are  known.   Earlier  it  was 

0 = <8> + qTD~1T~1y, (2) 

2/-, 2 T    -1 
cr (?) = s    - q D    q, (3) 

where        q =   (g g )T,    g   =   IgU) wA)dA;    D =   K + diag (/+„)   r"1;    K =   UK  Hr       ; 

K. = J|/C(A,A')x(A)x (A')dA dA';    /. =   ff(A) x ( A) dA;    T =   d£ag( t.);    7 =   ( y ■ • • 7 ) T. 

Several properties of OD were proven4"7, and a recurrent algorithm for optimum channel 
selection was suggested . An input of the algorithm is the set of the statistical moments 
JUSt

r^ ed: "owever> statistics of the system (u(A), 0) known from literature is highly 
insufficient.  So, we performed the Monte-Carlo simulation of this system. 

3. MODELS OF UPWELLING RADIANCE AND WATER PROPERTIES USED IN SIMULATIONS 

The   spectrum   registered   by   a   sensor   located   directly   over   the   sea   surface,    can   be 
written as 

uU)   =   £(A)[0,53p(A)   +  pgU) M/TJU)/e, (4) 

where £( A) is the surface irradiance, p( A) = n L / ^ the sea radiance coefficient 

(L and E^ are the upwelling radiance and downwelling irradiance just beneath the surface); 

P8U) = it Ls / E (A) is the rough sea surface radiance coefficient (L the reflected 

radiance); A, 2?, and TJ are the sensor parameters, namely, the aperture (the5 entrance pupil 
area multiplied by its transmittance), the receiving angle, and the spectral sensitivity 
of the detector s photocathode; e is the elementary charge. The coefficient 0.53 takes into 
account the radiance change on the water /air interface due to reflection and refraction. 
The radiance coefficients have different values for direct sunlight (pdir, pdir) and for 

diffuse light of the sky (pdif, pdif): 
s 

P =   «pdir +   ( 1  -  <x)pdif,     p   =   apdir +   ( 1  -   «)p
dif. "       (5) 

s s 

where a  is  the  ratio  of  direct  sunlight  to the  total  irradiance  EU),   which  was taken  from 
experimental data . 

The coefficients pdlr and pdir may be computed  using Mullamaa's formulas9. They depend 

on^ solar   zenith   angle   0,   wind   velocity   v   and   azimuth   ^.   We   have   derived   expressions   for 

p ir     and     p lf     with     account     of     particle     and     molecular     scattering     in quasi-single 
approximation.  For nadir viewing direction they are: 

d.r A   (180°-   &')   (1   - n  )  +  o.8(l  +  0.8 p2) 7} b 
p = °          0 b b ,    s 

2 (   i + n   ) — -rr~b (6) 
0 b 
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dif 
P       =   [0. 25  (1 - if) + 0.34 T) ]    b /(a + b ), (7) 

b b b b 

where  4(9)  =  2nb  P(Q)  / bfa;     a,   b  and  b^  are the absorption,   scattering  and  backscattering 

coefficients;    P(e)    the    phase    function   for    particles;    TJ =b    /b ;    b        the    backscattering 
b      bw      b bw ° 

coefficient of optically pure water; JHQ = cos &'; ■&'  is the solar refraction angle. 

Computation of Eqs.(6),(7) shows that for the range of Ö = 0°...80°  (n    =   1. . . 0. 68), 

for   Kopelevich's      model   of   particle   scattering10   all   values   of   p'   =   p   (a   +   b )/b     fall 
b        b 

within the range (0. 242...0. 36), i.e. radiance coefficient may be considered as a constant 
with mean <p'> = 0. 301 and dispersion ± 20% . This is in excellent agreement with the 
results of Monte-Carlo simulations of Gordon et.al.11. According to them, R / Q = p'/ n = 
0. 0949 with dispersion 16%, i.e. p' = n R / Q = 0. 298, and the range of p' is 
(0. 25...0. 346). Radiance coefficients for diffuse light computed by Eq.(7) also agree very 
well with Monte-Carlo simulation data   ,  if single scattering albedo less than 0.8. 

For    calculation    of    the    radiance    coefficients pdir    and    pdif,     as    follows    from 
Eqs.(6),(7),    it   is   necessary   to   know   a(A)   and   b (A).    We   used   the   model1,    which   relates 

b 

these    coefficients    to    concentrations    C,    X    and    Y.    In    this    model,    both    absorption    and 
scattering    are    determined by    pure water    (a ,  b ),     chlorophyll     (a ,  b )    and    sediment 

w        w c        c 

particles    (a       b ),    with    addition    of    yellow    substance    for    absorption    (a ),    C    being 
3 y 

expressed in mg/m , X = b (550) and Y = a (440) in m-1. 
X y 

The   spectrum   registered   by   a   sensor   located   on   the   upper   atmosphere   boundary   is 
expressed by 

u  ( A)   =   { £( A)   [  0, 53  p( A)   +  p ( A)   ] exp(-xU))  + E (A) p } A / TJ( A)   / e, (8) 
s 0 A 

where   T   =   T     +   T     is   the   sum   of   Rayleigh   and   aerosol   optical   thicknesses,    E (A)   the r a g 

extraterrestrial solar irradiance, p the atmosphere radiance coefficient. We set 

T (A) = (550/A) T (550), m = 0.4,13 T (550) = 0.07. The coefficient p was calculated in 

single scattering approximation for marine atmosphere phase function13. 

4.  SIMULATION 

An   array   of   1000  spectra  u(A)   and   1000  spectra   u (A)   with  a   step  of  5  nm  has  been 

simulated.    Following   jSathyendranath at ah1,    we have    chosen    the ranges    of C, X and Y: 
0. 01 s C s 100 mg/m ,   O.OUXslO m"1,   0. 01 ^ Y £ 1 m \ C, X and Y were simulated by a 
Monte-Carlo     method     independently,     on     the     assumption     that     the     logarithm     of     each 
concentration   is   distributed   uniformly   in   the   range   indicated.   The   solar   angle   ■&,   velocity 
of   wind   v   and   its   azimuth   <p^   were   simulated   on   the   assumption   that   ■&      is   distributed 

uniformly      within   the   limits   of   40°...60°,      v   having   the      Rayleigh   distribution   with   mean 
<v> = 10 m/s,   <pv  is uniform within the  limits     of 0°...180°.     It  was     assumed     that  spectral 

sensitivity of the receiver T)(A) = TJ(550), and value of [ ^2T)(550) ] = 10~6 m2 A/W. The 
last number corresponds, for example, to A = 5-10 3 mZ (the entrance pupil diameter about 
8 cm), v    = 0,005 rad    (the viewing angle of a receiver 2j » 8°),    T) (550) = 0,04 A/W. 
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5. OPTIMAL DESIGN 

t,   n ff
ed  °n the  ^ay  of the  simulated  spectra,  the  moments  of  the  system  (C,   u(A))  and 

then  the  optimal   designs  were  computed  by  the  algorithm  given  above  for  the  total   time  of 
the measurement  t = 0,01  s and  the thermal  noise v = 107    For the shipboard case   the first 
ä^n 

COnsif *   of   «f   following   spectral    windows:    400-405,    526-5^5,    553-571     593-616 
687-700  nm,   the   second   one:   444-462,   535-553,   571-593,   670-685   nm.   The   signals   formed   by 

nnt!™Tt-PaSSer ^ *"  ^^^  °f each channel  should be summed °"  one  detector.   The 
optimal   time   of  measurement   ^   =   0,44   t  and   ^   =   0,56   t.   Note,   that   if  the   both   channels 

tha
CniVf;/tahdiati0n-dUring,^e   t0tal   Üme   U   the   VaHanCe   0f   estimate   C   wil1   not   be   higher than for the receiver with divided t. 

into- FOP the glVen ValUe °f SySt6m reSOUrce M = Ar2n(5SO)t = 10~8 m2 C/W, Eq.(2) transforms 

log C =   - 0.02 +  2.09-10~7y   - 3.7-10~7 y . (9) 

„. _ oT^rrJanCe °f ^ ° estimate computed by Eq.(2) <r2= 0,0073 (the retrieval accuracy 
<r - 8.5 7.J.  For    comparison    we    have    computed    the    color    ratio I = L(443) / 1(550) and 

1=   L(520)   /   L(550)   for   the   whole   array   of   simulated       spectra.    Regression   coefficients 

between  log C  and  ^   and  I ^   were  computed  by  the   method  of  least  squares.   The  variances 

muftLr °,131-(<r :+
36%) and °-°67 (°" = 26%) resPectively. Besides, the coefficients of 

multiple   regression   between   log   C   and   the   signals   y.    in   five   wavelengths   (400,   445,   520, 

565 and 640 nm), with 5 nm half-width of each window1 were computed. In this case the 
variance a- (?) = 0.039 (o- = 20%). We can conclude that among all considered methods the 0D- 
method provides the higher retrieval accuracy. 

cnn,Z°rnAt    Sat6!!ite    m/asurements    (case    of    very    pure    atmosphere)    the    first    channel 
fl0     thT

e   widows:   524-564,   600-610,   689-700   nm,   the   second   one:   431-457,   564-600 
6/2-680 nm.  In this case the variance cr (?) = 0.016 (cr = 13%). 

6. ANALYSIS OF THE OPTIMAL DESIGN STABILITY 

We   tested   the   computed    (for    shipboard   measurements)    OD   stability   to   changes   of 
experiment conditions. s 

1.    Stability   to   sensor   parameters.    We   repeated   the   computations   for   the   106   times 

n^H ?a\u rSS0UrCe ,M = 10 ^ A/W)- The neW 0D consist of 7 spectral windows instead of 9, the variance of estimate <r (?) = 0.0010 is about 35 % greater 

^n.-th2' Stabi,!ity *°o observation conditions. We computed OD for the another range of solar 
zenith angle * = 30 ...70 . The new OD also consists of 7 windows, the variance «r2 = 0 009 

J.    Stability   to   the   range   of   OAM-concentrations.    Computations   were   repeated   for   a 
narrower range  of values C = 0.02...20 mg/m3,     X = 0.02...3 m"1,     y =  0.01 m"1    1 m"1    In 

^rnnnnC70rrel?n b?Ween ° &nd Y Was introduced. The OD and the variance <r ii;j - u.007 in this case changed insignificantly. 
4.   Stability   toiowater   property   model   used.   For   simulations,   the   Kopelevich   model   of 

coeffTcfe"sPa°(A)tie
h

S m T-^- ^ ^ "^ fr0m initial °ne in determination of coefficients   ay(A),   btt).   Besides,   it   is   assumed   that   ajX)   =   0.   The   location   of   windows 

in the spectrum was slightly different,  the variance cr2(?) = 0 008 
Besides,   we   tested   the   robustness   of   OD,   i.e.   we   used   initial   OD   for   retrieval   of   C 

erroT ^ Trf   , f3fenment   ^«ons   just   listed,   and   found   the   increase   of   mean   squared 
2     nnn     f      t°

UVaSeS, ^  COmpared  with  initial  <r2(?)  =  0.0073.   Computations show  that 
I2- 0 01, forTK g      S,enSOr   resOUrce'     °- =  0.014  for  the  changed  solar  angle   range, 
«r - 0.011 for the new range of 0AM concentrations,  and cr2 = 0.017 for Kopelevich's model. 
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7. CONCLUSIONS 

Of course, the computed optimal design has it's own drawbacks. It is based on the 
approximate model of water properties, in particular, the fluorescence and the sea bottom 
were not be taken into account. Before being recommended for practical use, our OD should 
be corroborated by the field experiments. However, our computation shows that OD-method 
provides higher retrieval accuracy than other known methods. Besides, the computed OD is 
rather stable for changes of measurement conditions. Our next goal is to find the OD for 
satellite measurements for any atmosphere turbidity. We also hope to find the experimental 
data on ocean radiance spectra together with OAM concentration and compute the OD on the 
basis of these data instead of statistical simulation. 
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1. ABSTRACT 
In the Institute for Space Sensor Technology a new generation of remote sensing imaging spectrometers was developed, 
measuring the reflected from the ocean atmosphere system radiance in the visible to near-infrared spectral range. This 
Modular Optical Scanner (MOS) was successfully launched on 21 March 1996 with an Indian satellite (IRS-P3) to a polar 
sunsynchronous orbit, and on 23 April 1996 with the Russian Priroda Module on the MIR station. For the purpose of 
interpretation of these measurements over oceans and coastal zones has been developed a special algorithm based on 
Principal Component Analysis, using a special inversion technique for a given ocean-atmosphere physical model. An 
important question in the description of such models are the inherent optical properties of the water. In the paper will be 
given a description of the derivation of the interpretation algorithm for different water constituents, with an inherent 
atmospheric correction. It will be shown how specific optical properties are influencing the interpretation results. This work 
was performed in cooperation with the Baltic Sea Research Institute Warnemuende. 
Keywords: MOS, remote sensing, ocean color, coastal zones, pigment, principal component analysis 

2. INTRODUCTION 

Investigating marine ecosystems, the knowledge of the waterquality is of high interest. The oceans play an important role 
in climatological processes, with phytoplankton being the main factor in bioproductivity. Many questions are also related to 
the influence of human activities, especially in coastal zones. From 1978 to 1986 the Coastal Zone Color Scanner (CZCS) 
worked on the Nimbus-7 satellite, a sensor especially designed for determining phytoplankton pigment concentration in 
open oceans. Because of a lack of remote sensing data since 1986 there are now under development a number of new 
instruments, to continue the successful investigations since CZCS, from NASA the SeaWiFS, from the Institute of Space 
Sensor Technology the Modular Optical Scanner (MOS), from NASDA the OCTS. 

In principle the opportunity to obtain information about the water body using remote sensing data results from the effect, 
that different states of the water body (different concentrations of inherent constituents) lead to different reflectance spectra 
in the water. A description of such relations can be given by physical models, which are found empirically together with 
theoretical considerations. Because of the great variety of constituents, which could be found in different ocean and coastal 
water areas, a universal model description is nearly impossible and very difficult. For the description of the more 
complicated case 2 waters in coastal areas .often are used models containing beside the pigment concentration an anorganic 
part (sediments) and dissolved organic matter (Gelbstoff). The interpretation of remote sensing measurements is 
complicated by the influence of the atmosphere. An important factor in the mapping properties from the geophysical 
parameter set to the measured spectral radiances are the instruments characteristics, especially central wavelengths, 
bandwidths, radiometric resolution (quantisation), measurement accuracy (signal to noise ratios). 

In this paper will be investigated the question, how the multispectral remote sensing measurements from the MOS 
instrument can be interpreted with the above mentioned linear estimation algorithm and what is the influence of the 
appropriate choice of the model describing the optical properties of the water body. Results are shown and discussed with 
an example of Baltic Sea satellite data. 

3. THE MOS-INSTRUMENT 
MOS is the worldwide first spaceborn imaging spectrometer for space use and was especially designed for remote sensing 
of the ocean-atmosphere system. It will be used in two versions on different missions: one on the multisensor-remote 
sensing module PRIRODA of the Russian space station MIR and one on the Indian remote sensing satellite IRS-P3. In 
table 1 are listed the basic parameters of the MOS-IRS device'2. 
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The mission IRS-P3 is a common Indian-German experimental mission in the field of earth remote sensing. The mission 
serves for scientifical-technological and methodological experiments. Because of the pre-operational character of the 
mission there does not exist an on-board storage for the data. The reception is only possible real time over areas in the radio 
view of the ground stations. The control of the payload will be performed through a timer, programmable by the control 
station in Hyderabad. The German Space Operations Center GSOC of the DLR works as a backup station and control 
center for the European receiving area, the data reception at DLR is realized the ground station Neustrelitz. 

table 1 Modular Optical Scanner MOS-IRS 

Parameter MOS-A MOS-B MOS-C 
Spectral Range [nm] 755 - 768 408 -1010 SWIR 
No. of Channels 4 13 1 
Wavelengths [nm] 756.7; 760.6; 763.5; 766.4 

02A-band 
408; 443; 485; 520; 570; 615; 650; 
685; 750; 870; 1010 
815; 945 (H20-vapor) 

1600 

spectral halfwidth [nm] 1.4 10 100 
FOV        along track x [deg] 

across track [deg] 
0.344 
13.6 

0.094 
14.0 

0.14 
13.4 

Swath Width [km] 195 200 192 
No. of Pixels 140 384 299 

Pixel Size x*y [km^] 1.57x1.4 0.52x0.52 0.52x0.64 

as for 

4. THE INTERPRETATION METHOD 

Different approaches can be used to solve the problem of developing inverse algorithms for remote sensing 
example: 

• Selecting a subset of wavelength bands based on a priori knowledge (laboratory or field measurements) for linear 
combination: while this gives good results for dedicated case studies focused on specified regions, the disadvantage is 
that the algorithms have to be redefined or modified for each special case. This has to be done using new field data sets 
and trying to find suitable correlation results what is usually done in a "trial and error" manner. 

• Complete inverse modeling using as much spectral information as possible: this theoretically should give the best 
results, if the used models properly reflect the physical reality. But in practice serious problems occur regarding time 
consumption of the calculations as well as unambigeousness and convergence. Although special calculation schemes 
(Doerffer, 1993) allow a significant step forward, the inversion still needs careful supervision and is not easy to handle. 
A main disadvantage is that inverse modeling therefore is hard to be applied for operational processing and product 
generation from remote sensing missions. 
Both approaches have their advantages and disadvantages: fast and stable computation but possibly poor accuracy for 
the first, high accuracy but consumptive and instable computations for the second way. The idea here used, was to 
derive a linear estimation scheme that is applicable to the measured spectral value sets: this makes a combination of 
ideas used in the mentioned above algorithms by using radiative transfer modeling and adding information theory 
criteria to derive and optimize the algorithms. The necessary modeling and generation of look-up-tables then can be 
done in the forefield of the mission, the generation of derived parameter maps is realized by simple linear calculations. 

The main goal of the derivation of such a algorithm was to develop an estimator for the determination of the atmosphere- 
ocean-system state 

• with a simple to implement algorithm 
• fast in use for processing of large data sets 
• estimation of a multiple parameter set p 

C, S, Y -water constituents (pigment sediments, gelbstoff) 
t(750nm) - aerosol optical thickness 

Therefore it was chosen a linear statement from Lsal (satellite radiances) to p 
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The main advantages of this view are the linearity which allows a simple implementation in image processing systems 
and a short processing time even for large data sets. The main problems are that the original relation L <=> p is 

nonlinear and therefore the estimation is valid only approximately. 
For different Atmosphere-Ocean-types it is necessary to use different coefficient sets which must be than precalculated. 
The coefficient sets are model-dependent and a nonadequatness of the model with the real geophysical situation can 
cause systematic misinterpretation errors 

Short outline of the Method 
A detailed description can be found in3 

Initial point is the direct description of the atmosphere-ocean model with its inherent properties: 

P "> Lsa, 

which allows from the knowledge of geophysical parameters estimate the satellite radiances, 
that means: 

• solutions of radiative transfer equations 
• simplifications of exact solutions (for example two stream approximations) 
• Computer simulation programs 
• numerical algorithms for the calculation of LMt from known values of p 
• under considerations of the MOS-properties 

1. Step: Simulation 
Simulation of a test data set for the expected geophysical situation, characterized by the order of magnitude of 
parameters and possible correlations with a concrete (adapted) model. 
2. Step: Principal Component Analysis 
Analysis of information content of the test data set 

a) definition of a subset of MOS-channels to be used for interpretation 
b) calculation of the intrinsic dimensionallity of the data set 
c) calculation of the principal components and eigenvectors 

3. Step: Correlation 
correlation of the geophysical parameters with the informative principal components 
Linear regression of p and PC There follows a scenespecific interpretation formula dependent from the principal 
component values 
4. Step: Backtransformation to Lsal 

Back transformation of the principal components PC via the eigenvectors to the satellite radiances and so obtaining a 
global interpretation formula for L sat 

5. The Ocean Atmosphere Model 

The atmospheric model 

The spectral response functions of the MOS channels are known from laboratory measurements and were used to calculate 
for each channel the extraterrestrial sun irradiance after Neckel and Labs 1984 [2] as well as the rayleigh optical 
thicknesses. The here used atmospheric model is based on the atmospheric corrections models for CZCS, developed and 
successfully used by H. Gordon 4 and B. Sturm5. The basic equation for the radiance at the top of atmosphere (TOA) is: 

Lsat = Lpalh + Lsky + Lsun + Lw 

The TOA radiance is divided into 4 parts: 

• Lpath - the path radiance is the scattered sun light in the atmosphere never reaching the ocean surface 
• Laky - the surface reflected sky light is scattered in the atmosphere, Fresnel reflected at the water surface and 

passed through the atmosphere to the sensor 
• Lsun - the direct transmitted sun light, Fresnel reflected at the surface and diffusely transmitted to the sensor 
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•     Lw - the light portion penetrating the sea surface, scattered in the water, back transmitted through the sea air 
interface and transmitted to the sensor 

Regarding the water constituents Lw is the only informative part. The other parts are strongly affected by atmospheric 
properties, especially molecular and aerosol scattering. The gaseous absorbers ozone and water vapor were accounted for as 
two thin absorbing layers at the top of atmosphere. The path radiance was calculated by the linear single scattering 
approximation. The skylight and the sunlight are calculated using two stream like approximations [] 
Another question in the model is the wavelength dependence of the optical thicknesses. The rayleigh scattering due to 
molecules only can be exactly calculated using MIE-theorie and then summed with the spectral response functions. For the 
aerosol optical thickness here was assumed an Angstroem law: 

,AW = ,A(750nm)*pW]-aA 

with a A being the Angstroem coefficient for the atmosphere. 

The ocean model 

The main ideas for the 3 component ocean model were taken from 6, that was adapted to the characteristics of the MOS 
instrument. The parameters characterizing the in-water properties are the chlorophyll concentration C, the sediment 
concentration S, described by the scattering coefficient at 550 nm and the yellow substance concentration Y, described by 

their absorbtion coefficient at 440nm. The volume reflectance coefficient can be calculated by R  _ 0.33-B- • where bg is 
~ a 

the total backscattering and a the total absorption coefficient in the water. They are calculated using specific absorbtion and 
scattering coefficients for the water and their constituents 7.   For the spectral dependence of the sediment scattering 

A^nmj    ^S jjje Angstroem coefficient cce can be selected in 
550 J 

coefficient also was assumed an Angstroem law b (\) = s* 
P 

the program. There were used fixed backscattering coefficients for the sediment of 2% and for the chlorophyll of 0.5 %. 
The described model is implemented in FORTRAN 77 and calculates the TOA radiances in the 13 MOS-B channels. 

5. RESULTS AND DISCUSSION 
The principal possibility of application of the linear estimation algorithm was shown in 8. The next step is the application 
to real measurement data, what was possible with the availability of MOS-IRS data. For the first attempt of derivating 
interpretation formulas was used a universal model mainly basing on6 with a wide range of parameter variation: C from 0 
to 100 ug/1, S from 0 to 10 (b,(550nm) 1/m), Y from 0 to 1 (ay(440nm) 1/m). Also was assumed that all parameters were 
uncorrelated. This was applied to scenes over the Mediterranean Sea (Adriatic Sea) and the Baltic Sea (near island 
Ruegen). The results showed reasonable pattern in the concentrations of the constituents, but for the water constituents the 
absolute values of Pigment and Gelbstoff were out of physical plausibility, so the range could only be relatively scaled (i.e. 
high - low). Another reproducible effect was, that C and Y were estimated in an anticorraleted matter, i.e. in areas where 
the concentrations are higher expected, especially in river mouths, one got increased gelbstoff concentration together with 
decreased pigment concentrations. The sediment concentration were increased and also had expected order of magnitude. 
Together with the nonphysical ranges of C and Y this lead to the conclusion, drastically reduce the parameter variety in the 
simulations and make use of known correlations between the parameters. By private communication we had the 
opportunity to compare the results with calculations made by B. Sturm with the same data set. After the application of a 
suggested by B. Sturm modification of the model - the introduction of a strong correlation between the water constituents in 
a form of power law and the reduction of chlorophyll range to suggested from long term measurements in this region values 
from 0-to 20 the linear estimator gave very similar results to compared to his calculations. 
From the Baltic Sea it is known that is also a special water case often dominated by high Gelbstoff concentrations. The 
Institute of Space Sensor technology has a close cooperation with the Baltic Sea Research Institute. Within this cooperation 
in 1996 was organized a common ship campaign for the investigation of Baltic Sea with a goal to validate a Baltic Sea 
water model usable for the interpretation of remote sensing measurements. Because of organizational reasons the 
expedition took part only in end of September, that's why we up to now could use only a preliminary model. In this model 
the water state is described by 5 parameters: Pigment concentration, Gelbstoff, Detritus, total suspended matter - 
characterized by their specific spectral absorbtion properties and the total backscattering coefficient of water at 633nm with 
its specific spectral scattering coefficient. Additionally were given expected parameter ranges of the constituents. Beside 
biological measurements, during the ship campaign were made radiometric measurements with a ground field spectrometer 
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HiRES, covering the spectral range from 400nm to 800nm with a bandwidth of about 1.5 run It were measured the global 
upwelling irradiance, the diffuse sky irradiance and the downwelling radiance - all above water. This gave the opportunity 
to compare, how the models fit to regional specifics of this local area. In figure 1 are shown the results of comparison of the 
spectrometer measurements and the model after Sathyendranath, Morel, Prieur and the Baltic Sea model. The estimated 
parameter values are fitted manually, because the final results from the biological measurements are not available yet. The 
result shows that the models are delivering reasonable values for the measured spectra for given parameters and it makes 
sense to use them for interpretation purposes. First calculations with the Baltic Sea model showed that their is absolutely 
needed additional information about correlations between the parameters, because the intrinsic dimensionality of the 6 
parameter model (5 water parameters, 1 atmospheric parameter) is three. It is only possible to estimate the arm. optical 
thickness and the bB(633nm) as scattering parameters and one absorbing parameter. Because all water parameters except 
the gelbstoff are contributing to the total scattering it was assumed a correlation of about 50% between C, S and the 
bB(633nm). Because of a very similar absorption behavior of the gelbstoff and detritus, both are following an exponential 
law, the algorithm was not able to distinguish between them. Therefore the detritus in the simulations was neglected. So 
the estimated gelbstoff must be interpreted as a sum of absorbtion effects both from gelbstoff and detritus. A solution of this 
problem can be to give a strong correlation formula between these constituents similar to the Adria model. This can be 
done only after the detailed evaluation of the ship cruise measurements. On 23 September took part a simultaneous with the 
ship experiment overflight of MOS-1RS near the island of Ruegen. The described models (Sathyendranath,Morel,Prieur; 
Adria and Baltic Sea) were used in the linear estimator and applied to the remote sensing measurements. Results are 
demonstrated in figure 2. In the Sathyendranath Morel Prieur model with nocorrelated parameters we have again the effect 
of anticorrelation between pigment and gelbstoff. The area of increased sediment concentration is the mouth of the river 
Peene. The application of the Adria model gives reasonable values and pattern of the parameter behavior. About the 
absolute values of water parameters there is a question, because the applied correlation formulas between C, S and Y have 
not to be valid for the case of Baltic Sea. After the reduction of the Baltic Sea model the results are reasonable and 
comparable to them of the other models. The total backscatter coefficient is very similar to the C and S concentrations in 
the Adria model and the gelbstoff concentration is comparable to that of the Sathyendranath Morel Prieur model. The 
atmospheric optical thickness in all cases was estimated very similar. 
The investigations show that the proposed algorithm is applicable to MOS-IRS data, but also strictly underline the necessity 
of an appropriate choose of the ocean model. For questions of absolute interpretation accuracy their must be included in situ 
measurements (which were not available because of the late date of the ship cruise). 
Many thanks to Mr. Boris Sturm from Ispra for his helpful discussions and useful hints regarding the model for 
interpretation of Adria-scenes. 
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ABSTRACT 

The fluorescence characteristics of Caribbean corals have been investigated through in situ and laboratory spectral 
measurements. Four pigments (as defined by spectral characteristics) are the source of most of the observed emissions. In 
vivo excitation/emission spectra were measured to determine Stokes shift and bandwidth (FWHM) of each of the types. 
Fluorescence efficiencies for natural fluorescence of the chlorophyll in the zooxanthellae were estimated from 18 in situ 
measurements, yielding values from 0.15 - 0.91%. Fluorescence efficiencies of the host pigments in 3 strongly fluorescent 
coral specimens were estimated from shipboard measurements and ranged from 4 - 6%. The quantitative data are being used in 
a computational model to investigate the contribution of fluorescence to apparent reflectance signatures. 

Keywords: fluorescence, reflectance, corals, spectroscopy, fluorescence efficiency 

1.   INTRODUCTION 

Reef-building corals are invertebrate animals that contain photosynthetic algae (zooxanthellae). The optical characteristics 
of corals are determined by the pigments that they contain', both photosynthetic and non-photosynthetic. In addition to the 
red-fluorescent chlorophyll in the zooxanthellae, many corals contain autofluorescent pigments in the host tissues2'3 that can 
make a significant, and sometimes dominant, contribution to the appearance of the organism either under ambient daylight 
illumination4 or when stimulated by an active sensing system5". It is possible in at least some cases that fluorescence from 
pigments in host tissues may contribute to photosynthesis8. Despite the striking nature of the phenomenon, there has been 
only sporadic attention to the topic and limited qualitative4-5-69 or quantitative1"" data on the spectral characteristics of the 
fluorescence effects in corals. 

Coral fluorescence has been investigated through in situ and shipboard measurement of excitation and emission properties. 
The predominant spectral types have been characterized. Estimates have been made of the fluorescence efficiency (ratio of 
photons fluoresced to photons incident) for several cases, including the natural fluorescence of chlorophyll under daylight 
illumination. Measurements have been made to document the contribution of fluorescence to apparent reflectance for some 
corals, and a mathematical approach to predicting that contribution has been implemented. 

2.   METHODS 

2.1  In situ fluorescence and  reflectance 

Spectral reflectance and fluorescence emission data were collected with a prototype diver-operated instrument designated the 
Benthic SpectroFluorometer (BSF). The 1024-pixel CCD array in the instrument measures optical radiation over the spectral 
range of 300 to 800 nm with a spectral resolution of 5 nm. A one meter long, 600u. diameter optical fiber for light 
collection extends from the instrument housing to a hand-held probe. A separate fiber bundle carries excitation light from a 
halogen bulb to the measuring area. A four-position filter wheel provides the capability to select excitation wavelength. 
Data are stored on a hard disk in the instrument for post-processing, which consists of removal of electrical and dark current 
offsets and application of a correction factor to produce radiometrically correct values. A Savitzky-Golay smoothing 
function1213 may be applied to reduce residual pixel-to-pixel variation. 

More than 300 in situ measurements of fluorescence and reflectance spectra have been made at sites at Lee Stocking Island, 
Bahamas; Key Largo , Florida Keys National Marine Sanctuary; and Dry Tortugas, Florida. 
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2.2 Shipboard  measurements  of fluorescence excitation and emission 

Shipboard measurements of in vivo fluorescence excitation and emission spectra were made in July 1996 at a site in the 
Dry Tortugas, Florida. 25 live coral specimens, representing 10 species, were collected from a depth of approximately 18 
meters. Spectra were measured with a FluoroMax 2 spectrofluorometer (Spex Industries) fitted with a 2 meter fiber optic 
probe. The corals were maintained in flowing seawater between collection and measurement. For all specimens, emission 
spectra were measured with excitation wavelengths of 365, 450, and 488 nm (2 nm slit, 0.2 sec integration). Excitation 
spectra were measured with emission wavelength settings of 490, 530 and 690 nm (2 nm slit, 0.5 sec integration). For some 
specimens an additional excitation scan was made with an emission wavelength setting of 590 nm. Synchronous scans with 
a wavelength offset of 5 nm were made to determine the presence or absence of particular pigment types. 

2.3 Fluorescence   efficiency 

Fluorescence efficiencies were determined for the host pigments in three coral specimens. The selected specimens each 
contained only one of either pigment 486 or 515. These measurements were made in a darkened laboratory on board ship, 
using a filtered light source for excitation. In addition, fluorescence efficiencies were determined for the in situ chlorophyll 
emission in 18 specimens representing 7 coral species, at a depth of 15 - 18 meters. The filtering effect of the water column 
effectively removed incident radiation at the wavelengths of chlorophyll emission. 

Fluorescence efficiency was determined as the ratio of photons fluoresced to photons incident. The incident irradiance (|J.w- 
cm"2-nm"') was measured by directing the fiber optic probe of the BSF at a reference surface (Spectralon®, 20% reflectance) at 
an angle of 45°. The data were then converted to units of photon flux (photons-sec'-cm^-nm1) by dividing by hc/X, the 
energy per photon at each wavelength X (h = Planck's constant = 6.63xl0"34 J-sec, c = velocity of light = 3x10s m/sec). At 
each wavelength the intensity value was multiplied by the normalized value of the excitation spectrum at that wavelength. 
This was done to adjust for the fact that not all incident photons are equally likely to stimulate fluorescence. The data were 
then integrated over all excitation wavelengths to calculate the total number of incident photons, N„ available to stimulate 
fluorescence. 

The surface emittance was measured in the same manner as the incident irradiance. The emission spectrum was post- 
processed in a similar way to calculate the number of fluoresced photons, NF . In this case, however, the integration was 
restricted to the portion of the spectrum in which the fluorescence occurs. Fluorescence efficiency was then calculated as the 
dividend NF/N,, the ratio of fluoresced photons to incident photons. 

2.4 Fluorescence  contribution  to  reflectance 

In situ reflectance and fluorescence measurements were made to confirm the contribution of fluorescence to the appearance 
of corals under daylight illumination. In some cases the influence of fluorescence was obvious, as when a coral appeared 
orange or red at a depth of 15-20 meters, where photons of those wavelengths do not penetrate. In other cases the intensity of 
green coloration suggested a fluorescence contribution. 

A mathematical treatment was formulated for the contribution of fluorescence to reflectance. The total apparent surface 
spectral emittance (ET(X), ji.W-cm"2-nm'') is: 

ET(X) = ED{X)R{X) + J4Fi{X), [1] 

where E0(X) is the incident irradiance, R(X) is the true (non-fluorescent) reflectance factor, and F,(X) is the emittance at X due 
to the fluorescence of pigment i. The emittance contributed by fluorescence for each pigment can be written as: 

Fia) = ^f- \ED{K*)KMK*)dXex, [2] 

where e, is the fluorescence efficiency, (p, is the fraction of the total fluoresced photons emitted in the wavelength band around 
X, and X{(Ka) is the normalized (peak value = 1) value of the excitation spectrum for pigment i at excitation wavelength Xex. 
The integral, carried out over the full range of excitation wavelengths, represents the total number of potentially useful 
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incident photons, as defined above. Multiplying this quantity by £( yields the total photons emitted. Multiplication by (p, 
yields the number of those photons that are fluoresced at wavelength k, and division by X converts the result from units of 
photon flux to units of energy flux. 

3.   RESULTS   AND   DISCUSSION 

3.1   Excitation  and  emission  characteristics 

The in situ and shipboard data sets indicate that there are four pigments (as defined by spectral characteristics) that are the 
source of most of the observed emissions. For purposes of simplicity I have designated these as 486, 515, 575, and 685, 
naming them for the approximate location of the emission peak, although the actual location of the peak may vary by up to 
approximately 10 nm. One of these pigments (685) is chlorophyll contained in the zooxanthellae, while the other three are 
located in host tissues". Excitation and emission spectra for representative samples of each type are shown in Figure 1, and 
the spectral characteristics are summarized in Table 1. Only chlorophyll is found in all symbiotic corals: the other pigments 
may occur singly or in mixtures within a given specimen (Figure 2). 
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Figure 1. Excitation (—♦—) and emission ( ) spectra for the four pigment types 
commonly found in corals. Species: 486 - Agaricia sp.; 515 - Mycetophyllia 
lamarckiana; 575 - Montastrea cavernosa; 685 - Montastrea annularis. 

bandwidth, nm 
peak, nm FWHM Stokes shift, nm 

486 65 60 
515 25 10-15 
575 30 10/75 
685 [chlorophyll] 

Table 1. Fluorescence characteristics of the 
four most common pigment types. 
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Figure 2. Fluorescence emission scan (excitation at 450 nm) (A) and synchronous scan 
(B) for a specimen of Montastrea annularis. The synchronous scan data show that the 
broad peak on the left is actually formed from the emissions of two separate pigments 
(486 and 515). The 685 pigment (chlorophyll) is clear in both graphs, and there is also 
some 575 pigment present, although it is not evident in A. 

The four fluorescent pigments described above are the ones most commonly found. A fifth spectral type (yellow- 
fluorescent, emission peak at about 557 nm, bandwidth 55 nm FWHM, Stokes shift 50 nm) has been found in one species of 
Agaricia at several locations, and it is likely that continued investigation will reveal additional pigments. While most 
observations have been made of Caribbean species, limited measurements from Indo-Pacific species indicate the presence of 
the same general pigment types. 

With the exception of the 685 pigment (chlorophyll), the pigments have not yet been identified biochemically. It has been 
suggested214 that one or both of the shorter-wavelength pigments (486, 515) may be biliproteins. There is evidence"15 

suggesting that the 575 pigment is phycoerythrin, a photosynthetic accessory pigment normally found in red algae and 
cyanobacteria. There is also evidence to suggest15 that the 515 and 575 pigments are biochemically related. Note the two 
distinct peaks in the excitation spectrum, and the similarity of the shorter-wavelength of those two peaks to the excitation 
spectrum for the 515 emission. 

3.2   Fluorescence   efficiencies 

Figures 3 and 4 illustrate representative data for incident and emitted radiation used in the computation of fluorescence 
efficiencies for coral pigments and for chlorophyll in zooxanthellae, respectively. 

Figure 3. Incident (—♦—) and emitted ( ) 
light for a brightly fluorescent specimen of 
Scolymia sp. containing only the 515 pigment. 
Shipboard measurement. 
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Computed fluorescence efficiencies for the coral host pigments were in the range of 4 - 6% for the three samples. One of 
the specimens contained only the 486 pigment, while the other two contained only the 515 pigment. All three specimens 
were chosen for their particularly strong fluorescence response under longwave ultraviolet illumination, and these values are 
liable to represent the high range of values for all corals. 
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Figure 4. Spectra of downwelling (A) and reflected (B) light used for determination of 
natural fluorescence efficiency of chlorophyll in symbiotic algae. Specimen of 
Montastrea annularis, depth 18 meters. 

Computed efficiencies for natural (daylight stimulated) chlorophyll fluorescence in 18 corals specimens ranged from 0.15- 
0.91% (mean 0.43%, standard deviation 0.21%). The 18 specimens were located at two sites that had significantly different 
ambient illumination levels due to differences in water clarity, and the measurements were not made at the same time of day. 
The sample size is as yet too small to determine if the variation between the values at the two sites is significant, and what 
might be causing the difference. 

The definition of fluorescence efficiency (photons fluoresced/photons incident) differs from the traditional definition of 
fluorescence quantum yield, <&F = NF/NA "\ where NF is the number of photons fluoresced and the divisor NA is the number 

of photons absorbed rather than the number of photons incident. The measurement method used here views the undisturbed 
coral surface and is thus viewing a complex mixture of pigments, with no way of knowing what percentage of the incident 
photons were absorbed by the pigments producing the fluorescence. Since the absorbance by the fluorescing pigment must be 
<1, the quantum yield values for all cases would be larger than the fluorescence efficiency values reported here. The sense of 
fluorescence efficiency defined here is suitable for model computations related to optical closure or to the performance of 
active remote sensing systems. 

3.3  Fluorescence  contribution  to  apparent  reflectance 

Figure 5 shows the contribution of fluorescence to the in situ spectrum of light reflected from a coral at a depth of 18 
meters under daylight illumination. The coral appeared orange to the eye. The peaks at 515, 575 and 685 nm are due to the 
fluorescent pigments in the host and the zooxanthellae. (The apparent peak at about 475 nm may be due to 486 pigment, or 
to the distribution of downwelling light.) 

0.4-1 

550       650 
wavelength, nm 

750 

Figure 5. Reflected light spectrum ( ) under 
daylight illumination and induced fluorescence ( ) 
(excitation wavelength = 488 nm) for a specimen of 
Montastrea cavemosa, depth 18 meters. The scaling of 
the induced fluorescence is for comparison purposes only 
and is not the absolute magnitude of the fluorescence 
contribution. 

The computational approach to fluorescence-enhanced reflectance was used to produce the model curves for natural 
chlorophyll fluorescence in Figure 6. Using a prototype spectrum for the chlorophyll fluorescence and the measured 
downwelling light spectrum as excitation source, a series of emission curves were generated for efficiencies from 0.4 - 1.0%. 
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Figure 6. Measured ( ) and modeled ( ) spectra 
of light reflected from a coral surface (Montastrea 
annularis, depth 18 meters). The four model curves 
represent chlorophyll fluorescence efficiencies of 0.4 to 
1.0%, in steps of 0.2%. 
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3.4  Future  directions 

While advances have been made in quantifying the spectral properties related to fluorescence effects in corals, there is much 
that remains to be done. The biochemical nature and role of the pigments in the host tissues are not known. The intensity 
and/or peak wavelength of fluorescence emission may vary within a species, and at times within a single specimen, but the 
causes and possible interpretive value of these variations are not understood. Additional measurements of fluorescence 
efficiency are needed to supplement the initial set reported here, with an effort to determine the cause of variations. 
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Whitecaps: Spectral reflectance in the open ocean and their contribution to water leaving radiance 

Karl D. Moore, Kenneth J. Voss, Howard R. Gordon 

University of Miami, Physics Dept., Coral Gables, FL 33124 

ABSTRACT 

The reflectance of whitecaps (foam) in the open ocean is obtained with a 6-channel spectral 
radiometer, extended from the bow of a ship, at wavelengths: 410, 440, 510, 550, 670 and 860 nm. In 
addition to reflectance data, air / water temperature, wind speed and direction are obtained as well as GPS 
(global positioning system) information in order to characterize ocean surface conditions. A visual reference 
for sea surface conditions measured by the radiometer is recorded using a video camera mounted beside the 
radiometer. By measuring a small area of the water surface over time, the presence and spectral influence of 
whitecaps can be quantified. Using this technique the spectral reflectance of individual whitecaps can be 
measured and tracked through their complete life cycle. Also, integration over a larger time series of ocean 
surface reflectance data provides a measurement of the augmented or extra contribution from white water 
reflectance to the water leaving radiance observed by ocean color satellites. Estimates of the augmented 
reflectance are subsequently correlated to sea surface state, and include the frequency of occurrence and 
spectral contribution from various levels of white water reflectance as whitecaps grow and decay. 

Keywords: whitecaps, spectral reflectance, augmented reflectance contribution. 

1. INTRODUCTION 

To assess the contribution of whitecaps to the upwelling radiance from the ocean surface, 
instrumentation operated from a ship has been developed to measure the spectral characteristics of both 
individual foam types and their appearance as a collective whole as observed by a satellite image pixel. For 
given environmental parameters, such as wind speed, air and water temperature, the augmented spectral 
contribution of whitecap foam must be investigated to quantify atmospheric correction and ocean color 
accuracy. 

Previous researchers have assumed a wavelength independent reflectance of whitecaps and have used 
reflectances of 50%- 100%''2\ Koepke4 reduced this reflectance estimate to -22% by taking into account the 
decrease in reflectance and increase in area of a whitecap as it ages. Whitlock, Bartlett and Gurganus5 

reported spectral variation from laboratory measurements of foam with a decrease in reflectance beyond -0.8 
u.m. Smaller reflectances beyond -0.8 u.m were reported by Frouin, Schwindling and Deschamps6 in their 
observations of real breaking waves in the surf zone. The smaller reflectance at longer wavelengths found in 
real breaking waves is thought to be due to the presence of submerged bubbles reflecting light through a 
small layer of water where water absorption is much greater than in the shorter wavelengths. This 
dependence of the spectral reflectance of whitecaps on wave breaking characteristics and distribution of 
different foam types (thick, thin, streaky and submerged), may complicate any expectation of a single 
whitecap spectral profile solution. 

Whitecap fractional coverage and the distribution of foam types is primarily dependent on wind 
speed but can be dependent on many factors such as air temperature, water temperature , stability of the 
lower atmosphere8, fetch and duration9, salinity10 and even the presence of thin organic films which can effect 
surface tension". Estimates of fractional coverage related primarily to wind speed and air / water temperature 
have been established1213141516 but are found to be quite noisy. Certainly the threshold point where foam is 
distinguished from foam free water is difficult to objectively define and correlation is further complicated by 
the dynamic nature and interdependence of the many parameters involved in whitecap formation. 

In the past, independently determined estimates of fractional coverage, reflectance and spectral 
characteristics have been combined to quantify the augmented reflectance contribution of whitecaps. In this 
paper, instrumentation has been developed and utilized to acquire data so that the augmented spectral 
reflectance contribution can be measured directly, and the spectral reflectance of individual whitecaps, foam 
types and their distribution can also be assessed for different sea states. 
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2. INSTRUMENT DESCRIPTION 

The whitecap measurement system has been developed for operation from a surface vessel such as a 
ship or other overwater surface platform17. The radiometric part of the system consists of a 6-channel 
radiometer aimed at the water surface to measure upwelling radiance and a deck cell (cosine collector) with 
matching wavebands measuring downwelling irradiance. Ancillary parameters are measured by an 
anemometer to determine wind speed and direction, air / water temperature sensors and a global positioning 
system (GPS) to provide position and UTC time. Equipment providing a visual reference of the water 
surface consists of a color TV camera, video recorder and monitor. Processing equipment is supplied by a 
Power Macintosh computer PC with a 16-channel acquisition board (National Instruments, NB-MIO-16XL) 
controlled by Lab VIEW software. The TV camera is mounted beside the radiometer and both are extended 
from the bow of the ship by means of a boom (-1-10 m) This boom is made of individual segments so that 
extension can easily be adjusted to avoid ship shadow and shortened during rough seas. 

The 6-channel radiometer has a narrow field of view (-1° ) with channels at 410, 440, 510, 550, 670 
and 860 nm. Each channel consists of an optical tube aligned parallel to one another. Light entering each 
channel passes through a BK-7 window and is focused by a 25 mm diameter, 100 mm focal length achromat 
onto a 1.8 mm pinhole aperture. Before the pinhole aperture, light first passes through a 10 nm interference 
filter and broadband blocking filters to enhance out-of-band blocking of unwanted light. The active area of 
a photodiode is positioned 1.5 mm behind the pinhole aperture. Each photodiode has its own integrated 
operational amplifier whose output is fed to a low noise precision opamp with the gain set appropriately to 
offset variation in photodiode spectral response. Each signal is sent back over -80 m cable to its own 
differential opamp resident in an electronics console which also supplies the appropriate power requirements 
and cable interfaces for all equipment. The channels are arranged in a concentric fashion about the long axis 
of the radiometer housing with the exception of the 410 nm channel which takes up the central position. The 
radiometer is housed in a black anodized aluminum cylinder 24 cm in length and 11 cm in diameter. The 
radiometer also has a 5 cm hood extension to prevent rain falling on the window and to reduce unwanted 
light that may be reflected and refracted by sea spray and salt deposits that inevitably collect on the 
window.   

Photodiode 
Pinhole aperture 
Blocking filters 
Interference filter Radiometer Electronics - 

Ccrtnpatrjnent 

■   J>i ^-5 

^ Optical tube 

Baffles 

Achromat 

Fig. 1. Radiometer and position of six spectral channels 

The deck cell is similar to the radiometer with the exception of the collection optics. The deck cell is 
a cosine collector positioned in an unobstructed part of the deck. It utilizes a ~5 cm white diffusive acrylic 
disk, that protrudes -1 cm above a dark rigid PVC base. The base is terraced to reduce unwanted reflections 
and increases in height becoming flush with the top of the acrylic disk at a radius of 62 mm. This 
combination of terraced base and protruding acrylic disk defines a 2TTfield of view and ensures cosine 
response at larger zenith angles. Each waveband channel is positioned to view the center of the backside of 
the diffusive acrylic disk. Since each channel with its filter / photodiode assembly is arranged in a concentric 
fashion with exception of the 440 nm channel, five of the channels are angled to view the center of the 
acrylic disk. The deck cell housing is made from rigid PVC and held in a two axis gimbal. The bottom base 
plate of the deck cell is made from lead and in combination with the gimbal mount helps the deck cell 
maintain a horizontal attitude. 
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The anemometer is positioned to prevent wind sheltering by the ship with power and signal received 
by the electronics console via -50 m cable. The water temperature sensor utilizes a thermistor with signal 
conditioning circuitry to provide a linear output. The thermistor and its cable have been fed down the center 
of a polypropylene rope with the thermistor exposed -0.2 m from the end. The polypropylene rope 
provides buoyancy and keeps the thermistor in the water and close to the surface. The remaining -0.2 m of 
rope beyond the thermistor is flayed to ensure the thermistor stays in the water. 

The air sensor uses an identical thermistor and its cable is also fed down the center of a 
polypropylene rope for strength and protection. The thermistor is mounted in the center of a white louvered 
housing. The air sensor is typically suspended close to the water surface but at a sufficient height to avoid 
excessive sea spray. 

Radiometrie data, wind speed / direction, air / water temperature are acquired at the rate of - 7 Hz 
until 200 contiguous samples have been obtained. This takes -30 seconds where upon GPS data is read and 
appended to file and the cycle is repeated until a time determined by the operator. In addition, the TV 
camera simultaneously displays and records images of the water surface in order to identify and correlate 
white water events with radiometeric data. To assist identification, individual TV frames are time and date 
stamped when the radiometer acquires data. The radiometric integration time has been set to -30 ms which is 
just less than the integration time of a TV frame. 

Taking many measurements of the water surface over time is equivalent to covering a large area of 
water surface at any instant. Using a 6-channel radiometer, the frequency and spectral information of white 
water events and different foam types are obtained. By integrating over a large number of samples provides 
an estimate of fractional coverage and the augmented spectral reflectance contribution. 

3. RADIOMETRIC CALIBRATION 

The whitecap radiometer and deck cell have been calibrated to produce water surface reflectance 
measurements under a variety of sky conditions and solar zenith angles. This was necessary in order to 
provide confident reflectance measurements whenever whitecaps occurred during a ship cruise. Calibration 
was determined (i) to establish reflectance calibration factors between the radiometer and deck cell, (ii) to 
correct for solid angle response deviation of the deck cell from true cosine, and (iii) to correct bandwidth 
mismatch between each channel of the deck cell and radiometer17. 

(i) Laboratory radiometric calibration of the deck cell and radiometer was carried out using a 1000 W 
(FEL) quartz halogen lamp referenced to a NIST standard. The deck cell was positioned 50 cm from the 
lamp and normally illuminated. For the radiometer, a Spectralon reflectance plaque was normally 
illuminated by the lamp 50 cm away and viewed by the radiometer at an angle of 45°. 

(ii) The deck cell was corrected for solid angle response by first determining its angular response. 
The angular response of the deck cell was determined by normally illuminating its cosine collector with the 
lamp and rotating the deck cell from 0° to 90°, in both directions, with measurements taken in 5° increments. 
The solid angle response was then calculated by weighting with 2n sin 8 d6, where 6 is the angle of incidence. 
Solid angle deviation from true cosine response could then be calculated. A set of correction factors for each 
waveband channel were then established for different downwelling angular sky distributions such as, overcast, 
uniform (constant radiance with zenith angle) and clear sky with solar zenith angles at 0°, 10°, 20°, 30°, 40°' 
50°, 60°, 70° and 80°. 

(iii) A correction factor for each waveband channel was determined to offset filter mismatch between 
the deck cell and radiometer. This factor includes correction in going from the laboratory calibration to 
outside under the differently weighted solar spectrum. 

4. DATA DESCRIPTION AND ANALYSIS 

Examples of both whitecap data and foam data generated by the bow wake of a moving ship have 
been described in detail elsewhere718. The data presented here is from whitecaps acquired in the Gulf of 
Mexico, taken in April 1996 during a 21-day ship cruise on board the RV Malcolm Baldrige. The location 
was approximately 70 miles offshore from Cedar Key in the Apalachicola Bay (Florida). Water temperature 
was relatively warm (-16 - 17° C) with a number of cold fronts moving down off the continental mainland, 
This provided an unstable atmosphere with lower air temperatures (-12° C) and good winds (-12 m/s). 

In Fig. 3(a) an example of a whitecap captured by the whitecap measurement system is shown as the 
whitecap comes into view of the radiometer and decays into thin foam. In fig. 3(b) the spectral profile of 
each sample point is shown. 
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From Fig. 3(b) it is difficult to distinguish individual spectral profiles for foam types that correspond 
to different levels of reflectance. The situation is further complicated when large data sets are used in 
providing a good statistical base. To overcome this, the reflectance values of each sample point are grouped 
into reflectance intervals. The reflectance range (0 - 1.0) has been divided into 48 intervals; starting from 0 
to 0.005 for the first level, and incrementing in 0.0025 reflectance steps up to 0.1. Between 0.1 and 1.0 the 
interval is incremented in 0.1 steps. The higher resolution step intervals between 0 and 0.1 have been 
implemented to provide information on the threshold between white water and foam free reflectance 
contributions. Any sample whose mean spectral value (mean value of the 6 wavebands) falls into a particular 
interval is added to any previous value. The number of spectra that fall into a particular interval is recorded 
and provides a record of the frequency of foam types (defined by reflectance value). The fractional 
coverage of a particular reflectance interval can be calculated by dividing the number of samples in an 
interval by the total number of samples taken. 

w 6000- 

Reflectance interval 

Fig. 4(a) 
Reflectance interval 

Fig. 4(b) 

Fig. 4. (a) Distribution of reflectance samples for overcast sky conditions, and (b) distribution of reflectance 
samples for clear sky with 60° solar zenith angle. 

In Fig. 4(a) and 4(b) the number of samples that contribute to different reflectance intervals is shown 
for large data sets (-10,000 samples). The histogram of number of samples vs. reflectance interval in Fig. 
4(a) was taken during overcast sky conditions and in Fig. 4(b) for data acquired during clear sky conditions 
with solar zenith angle of 60°. The overcast condition produces a broader distribution with most samples 
occurring at a higher reflectance due to the greater contribution of Fresnel reflection of the diffuse sky from 
the water surface. In the clear sky case, the distribution about the peak is tighter and occurs at a lower 
reflectance interval. 

As might be expected, the peak number of samples occurs from (predominantly) foam free water 
contributions. The white water contributions having a greater reflectance than the water, must occur at some 
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higher reflectance interval, but it is not immediately obvious. Also, a thin foam reflectance contribution can 
fall into a lower reflectance interval than a foam free contribution if it is shadowed by an adjacent wave. 
Likewise, a foam free facet of the water surface can reflect bright or dark patches of the sky. In both Figs. 
4(a) and 4(b), the distributions represent a region where white water and foam free contributions overlap. As 
the choice of threshold is moved into higher reflectance intervals, the proportion of white water to non-white 
water contribution increases, but in doing so, the white water contribution may be underestimated by omitting 
the thinner foam reflectance contributions. Thin foam contributions, although having a very small 
augmented reflectance than thick dense foam from a freshly breaking wave, endure for a much longer period 
of time and as such are of great statistical importance. This inability to accurately define the threshold, 
inherently leaves estimates of fractional coverage and the augmented reflectance contribution prone to an 
error of a few percent18 (see below). 

To calculate the augmented spectral reflectance contribution of a particular data set, a threshold 
reflectance interval must be chosen. The spectral reflectance values of the threshold interval are subtracted 
from the spectral reflectance values of every reflectance interval above the threshold. The resulting spectral 
profile from each interval is multiplied by its fractional coverage. This yields the individual augmented 
spectral reflectance contribution of each reflectance interval. By summing the individual augmented spectral 
reflectance contributions, the augmented spectral reflectance contribution is obtained. 
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In Figs 5(a) and 5(b) the augmented spectral reflectance contribution fractional coverage is shown 
for the data acquired under overcast and clear sky (solar zenith angle 60°) conditions using different 
reflectance intervals as the threshold. 

Figs. 5(a) and 5(b) were acquired under similar wind speeds (-11.86 m/s and 11.7 m/s respectively) 
although the sea state had become more fully developed in 5(b). The wind speed in 5(a) was gusting and 
variable and in 5(b) it was more constant, Air temperature had dropped from 16.2°C in 5(a) to 12°C in 5(b) 
with water temperature roughly 17°C -16.5°C respectively. Fig. 5(a) has a higher augmented reflectance 
contribution due to many small whitecaps whereas Fig. 5(b) has a lower augmented reflectance due to 
predominantly greater proportion of foam patches and less frequent but larger whitecaps. 

As a higher reflectance threshold is chosen, the shape of augmented profile becomes more consistent. 
This is due to higher proportion of thicker foam types with higher reflectance and the estimate is more likely 
to exclude foam free reflectance contributions. In the overcast case, the spectral profile continues to change 
until it becomes relatively consistent, particularly threshold intervals 22 and 23. However, augmented spectral 
reflectance for threshold interval 21 and 20 may also contain a large proportion of thin foam types (and 
possibly a few foam free contributions) which have a less acute spectral profile than thick dense foam. 

In 5(b) a similar spectral shape occurs with a relatively flat region over much of the visible with 
decreased reflectance at 410 and 860 nm. The drop off between 440 nm and 860 nm is not as great as in the 
overcast sky case due to a different sea state and type of wave breaking. There is also less augmented 
reflectance contribution for similar wind speed. For Fig. 5(a) many more whitecaps were visually observed 
than in the Fig. 5(b) data. In addition, the 670 nm and 860 nm values are relatively higher in the clear sky 
data due to a high solar zenith angle and the ability of the whitecap foam protruding above the water surface 
(and to a certain extent foam free waves) to reflect the yellow red glow of a low sun. 
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5. CONCLUSION 

The whitecap measurement system has demonstrated its ability to measure the spectral reflectance of 
individual whitecaps as well as provide estimates of fractional coverage and the augmented spectral 
reflectance contribution. The accuracy of these estimates are limited by the choice of threshold between 
white water and non-white water events. In the presence of waves, the reflectances of a white water event and 
a non-white water event can overlap due to shadowing of an adjacent wave and can be further complicated by 
Fresnel reflection from the foam free water of a brighter or darker region of the sky. Even with a small 
incremental change in reflectance (0.0025), the choice of threshold can effect the estimate of fractional 
coverage and the augmented spectral reflectance by a few percent. However, even with a loose definition of 
threshold the spectral profile appears consistent above a certain point but its shape can be influenced by sky 
conditions solar zenith angle, sea state and direction of wave breaking with respect to the sun particularly at 
low sun angles At the same time, since the choice of threshold can cover a range of possible candidates, any 
subtle spectral characteristics in the augmented spectral reflectance profile may have negligible impact in 
comparison to the greater inaccuracy in threshold choice . 
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ABSTRACT 

During the past decade, interdisciplinary process studies have been conducted in many regions of the world oceans. The 
focus of this review is on studies which have utilized new and emerging optical sensors and systems which have been 
deployed from multiple sampling platforms. These studies have led to increased understanding of ocean processes which are 
of interest for problems concerning 1) fundamental ocean optics, 2) remote sensing of the ocean, 3) the ocean's ecology and 
renewable resources, 4) the ocean's role in global climate change, and 5) pollution and its effects. Here we describe some of 
the methodologies which have enabled advances and provide brief summaries of a few studies in diverse geographical regions. 
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1.  INTRODUCTION 

Interdisciplinary process studies have been conducted in several regions of the world oceans during the past decade. 
Regional studies allow oceanographers to focus on processes which are either unique to or more dominant in a given oceanic 
domain (e.g., equatorial waves, monsoons, coastally trapped waves, etc.). These studies have been motivated by interest in 
a host of ocean problems which can only be studied by combining the collective expertise of oceanographers from 
subdisciplines including physics, chemistry, and biology. The problems of interest involve a multiplicity of variables and 

span ten orders of magnitude in temporal and spatial scale.1"3 Progress in understanding how the ocean functions as a 
dynamic system has been limited to a large degree by sampling capabilities. While many of the basic and larger scale 
physical and chemical processes are reasonably well understood, the physics and chemistry relevant to the smaller scales and 
individual organisms remain a challenge. It has become a well accepted notion that advancement of understanding of 

biological and optical processes requires concurrent, interdisciplinary sampling from a suite of platforms.3"5 Fortunately, 
major technological advances have been made in the areas of applied optics and acoustics along with data acquisition, 

storage, and telemetry. " The various studies described herein have all benefited from emerging technologies. Problems of 
interest concern 1) fundamental ocean optics, 2) remote sensing of the ocean, 3) the ocean's ecology and renewable resources, 
4) the ocean's role in global climate change, and 5) pollution and its effects. Some of the methodologies which have enabled 
advances are described herein and are illustrated through examples of a few studies in different geographical regions: Because 
of limited space, our review is by no means comprehensive; thus several important studies could not be treated. The reader 
is directed to other review papers and reports for further information.'"12 

2.   METHODOLOGIES 

Optical and acoustical sensors and systems have been developed for a variety of oceanographic applications over more than 
a decade. One of the more important motivations has been to develop in situ optical sensors which can be used to relate in 
situ water properties such as chlorophyll pigment concentration to upwelled water-leaving radiance measured by satellite- or 

8 13 14 
airplane-based ocean color sensors. ' - Another need is to determine light available for photosynthesis by phytoplankton, 

which is important for the ecology of and the carbon uptake by the ocean as well as heating effects.8 There is also increasing 

use of optical and acoustical measurements for pollution studies and monitoring.6'516 Presently available optical and 
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acoustical instruments can be used to sample organisms ranging in size from a few microns to meters virtually 

continuously. " Many of these are small enough to be deployed from shipboard profiling and towed packages, moorings, 
drifters, remotely operated vehicles (ROVs), and autonomous underwater vehicles (AUVs). The beam transmissometer (beam 
c at 660nm) and stimulated fluorometer have been used on CTD profilers, drifters, and moorings. Within the past few years, 
a new generation of spectral optical sensors and systems have been developed to measure both inherent and apparent optical 

5 8 
properties spectrally. '    Several of these are designed to measure the same wavelengths as those of satellite color imagers 
(e.g., SeaWiFS). In addition, it may be possible to differentiate major taxa of phytoplankton using spectral signatures. One 

of the exciting aspects of these measurements is the potential for attaining optical closure. Spectral fluorometers with 
multiple excitation and emission wavelengths are now being used to attempt to characterize water constituents such as 

18 19 
colored dissolved organic material. ' Other optical devices are designed to measure distributions of Zooplankton. These 
include optical plankton counters which pass a sheet of light through a test volume to a detector and video plankton recorders 

which utilize video cameras.      Multi-frequency acoustical devices are being used to measure Zooplankton and fish in size 
21 22 

classes from about 100|im to a meter.   '     Acoustic Doppler current profilers (ADCPs) can provide backscatter data relevant 
20 22 23 

to limited size classes of Zooplankton. 

3.   REGIONAL STUDIES 

The study of Gulf Stream warm core rings was significant not only because of the importance of mesoscale dynamics, but 
24 25 

also because some of the first profile measurements of apparent spectral radiation were made.   '      Satellite measurements of 
sea surface temperature and color (Coastal Zone Color Scanner, CZCS) were obtained as well and thus enabled synoptic 
observations relevant to phytoplankton and optical properties of the upper ocean. The Biowatt program was conducted in the 
Sargasso Sea (34°N, 70°W) in 1985 and 1987 and dealt with variability of phytoplankton and optical properties including 

13 25-28 
bioluminescence on time scales ranging from minutes to the seasonal cycle.   * Mooring time series measurements 
included several optical variables (e.g., chlorophyll fluorescence, beam attenuation, PAR, spectral radiation, etc.).   Episodic 
phytoplankton blooms and busts were observed. The downward propagation of an inertial wave along a front resulted in an 

29 13 
apparent increase in productivity as nutrients were entrained into the euphotic layer.     Smith et al.    demonstrated the utility 

of moored measurements for developing color satellite algorithms. Using mooring data, Marra et al. and Waters et al. 

estimated virtually continuous primary productivity and Wiggert et al. quantified the effect of temporal undersampling on 
primary productivity determinations. Although no color satellite imager was in orbit, Geosat altimetry data were valuable for 
interpretation of mooring data at the site which was subject to warm outbreaks and mesoscale features associated with the 

Gulf Stream. The British have conducted several studies devoted to open ocean mesoscale features and associated local 
upwelling on the eastern side of the North Atlantic using towed systems (Sea Rover and SeaSoar) simultaneously with 

22 31 
ADCP measurements. ' These studies have allowed quantification of scales of patchiness (primary at 100-300km and 
secondary between 10-20km) and associations between eddies and fronts with high concentrations of chlorophyll fluorescence. 
Other similar studies, but with even more optical sensors, have been conducted in this region with the Undulating 

Oceanographic Recorder.    The U.S. JGOFS Bermuda Atlantic Time-series Study (BATS) was not specifically planned as a 

process studies program.      However, it has been effectively used to study a variety of phenomena including the seasonal 
34 35 

evolution of the diffuse attenuation coefficient  spectrum and colored dissolved material   '    and the effects of the passage of 

Hurricane Felix. The Marine Light in the Mixed Layer (MLML) program had many of the same objectives as the Biowatt 

program37; however the setting was at a high latitude (south of Iceland: 59°N 21 °W) in 1989 and 1991. The JGOFS North 
Atlantic Bloom Experiment (NABE) was conducted in 1989 with its most northern stations near the MLML site. This high 
latitude, dynamic location presented a major challenge for moored observations, but excellent bio-optical and physical time 
series were obtained along with shipboard profile and tow-yo data and P-3 aircraft overflight observations.   The spring 

38 
shoaling of the mixed layer was dramatic    (from ~550m to ~50m within 5 days).   One of the interesting processes revealed 
from the mooring observations was the onset of a phytoplankton bloom (apparently associated with modest near surface 
stratification) prior to the major springtime shoaling of the mixed layer and the seasonal spring bloom.  Furthermore, an 

39 
increase of near surface temperature of 0.2°C was associated with the phytoplankton increase. Spatial maps of physical and 
bio-optical variables were obtained using SeaSoar, tow-yo, and Paravane systems.   The SeaSoar and Paravane were able to 
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map over hundreds of kilometers and demonstrated the importance of water mass variability and mesoscale eddies on bio- 
40 

optical characteristics    (e.g.,  Washburn et al.,  in prep.).    In addition, the Paravane obtained bioluminescence data 
throughout the upper 150m and showed that bioluminescence was quite patchy.   The tow-yo results show much smaller 
scale features. During these observations, bio-optical characteristics were uniformly distributed within the mixed layer, but 
showed significant horizontal variability at scales less than 10km due to the interleaving of water masses within the region 
(Jones et al., in prep.). The Iceland-Faeroes front was studied in 1990 using simultaneous SeaSoar and ADCP observations 

22 23 
by Roe and Griffiths    and Roe et al.     These observations provided quantitative evidence of enhanced biomass near the front 
and its associated eddies along with associated large vertical water velocities and vertical migration of organisms. 

The equatorial Pacific has been the subject of several international studies (e.g., JGOFS) in recent years. The region is 
especially interesting because of the high degree of variability associated with equatorial waves (Kelvin waves, Tropical 
Instability Waves or TlWs, etc.) and the global impact of the El Nino-Southern Oscillation (ENSO) phenomenon. The 
establishment of the Tropical Ocean-Global Atmosphere (TOGA) array of moorings in the equatorial waveguide has lead to 
major advances in predicting El Ninos.   One of the earliest mooring sites (0°, 140°W) was used for JGOFS and NOAA 

studies for an 18-month period (1992-1993) during which both El Nino and non-El Nino conditions prevailed.4'"42 Moored 
optical measurements were used to produce high resolution (few minutes) time series of PAR, chlorophyll fluorescence, and 

primary productivity (Foley et al., in prep.). These measurements revealed large variations in bio-optical properties and 
primary productivity which were likely associated with Kelvin waves and TIWs. In addition, drifters with radiometers were 
released at the mooring site and provided a Lagrangian view of increasing biomass with increasing distance from the equator 
as TIWs moved through the site. A dramatic "line in the sea" resulted in part from high concentrations of phytoplankton 

(Rhizosolenia sp., a buoyant diatom) north of the equator. The line traced the northern edge of a TIW and was evident in 
measurements made from ship, aircraft, satellite, and Space Shuttle Atlantis. The biologically rich front was located between 
the colder, upwelled waters to the south and warmer less productive waters to the north. 

One of the most recent process studies was conducted in the Arabian Sea as part of an international program (i.e., U.S. 
JGOFS and ONR, several other nations). An array of five moorings (50km square) was used to collect data spanning a year- 
long period, thus sampling both the northeast and southwest monsoons. The central mooring (15° 30'N, 61° 30'E), which 
included bio-optical moored sensors, was located under the climatological axis of the atmospheric Findlater Jet. Bi-annual 

mixed layer shoaling and deepening of the mixed layer was observed with associated phytoplankton bloom cycles.44 One of 
the interesting results of this study was the observance of mesoscale features (e.g., filaments, eddies) of apparent coastal origin 

which influenced the mooring site roughly 550km away. " SeaSoar surveys (Brink et al. and Jones et al., in prep.) were 
able to characterize these features with variability in physical and bio-optical properties on horizontal scales from IOkm to a 
few hundred km. TOPEX Poseidon altimetry data and underway shipboard ADCP data also provided important information 

concerning mesoscale features for this energetic and biologically rich region. Finally, Roe et al. have reported extreme 
biological layering (16 distinct layers in upper 350m) off of Oman based upon backscattering acoustic data, further illustrating 
the complexity of the Arabian Sea. 

A comprehensive interdisciplinary ocean survey was conducted in the Bellingshausen Sea as part of the British Ocean Flux 

Study (BOFS) in the austral spring of 1992 by Weeks et al. A SeaSoar equipped with bio-optical as well as physical 
sensors and a ship-mounted ADCP were used to quantify scales of variability and correlations among physical properties and 
currents and phytoplankton and Zooplankton distributions. The study focused on a major frontal feature (67-68° 30'S and 84- 
88°W). Elevated phytoplankton and Zooplankton concentrations were well correlated in the surface waters, a result which is 
not always found. The light field and chlorophyll distributions were important factors affecting Zooplankton at greater depth. 
This study reinforced the need for concurrent sampling of physics and biology and the utility of ship-mounted ADCPs. 
Upcoming international studies in the Southern Ocean are to be conducted as contributions of JGOFS and GLOBEC. 

The coastal ocean presents optical oceanographers with several interesting, though challenging, problems. For example, 
paniculate and dissolved organic matter of terrestrial origin are important and biomass is typically more diverse and 
abundant. In addition, the physical scales of the coastal ocean are shorter, response to wind forcing is more rapid, and tides 
and surface waves are quite important. The west coast of the U.S. has been a region of many important interdisciplinary 
studies over the past decade.   For example, the Coastal Transition Zone (CTZ) experiment examined the development of 
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48 
filaments and eddies off of central California using satellite sensing, shipboard profiling, and towed systems.      In addition a 
drifter, equipped with bio-optical sensors, was deployed and recorded the evolution of biomass and optical properties as it 

drifted seaward. Bio-optical observations provided some of the first hints of subduction processes that are associated with 

upwelling filaments. Beam attenuation coefficient and chlorophyll maxima appeared well below the euphotic zone 

indicating that upper layer water was being transported downward as well as horizontally. Another major interdisciplinary 
sampling program, which employs new technologies, is underway in coastal waters off Monterey, California (Chavez et al). 
Optical methods have also been applied to pollution studies in the coastal zone. Off the coast of Los Angeles, one of the 
most severely impacted coastal regions in the U.S, optical sensors have been deployed from towed systems, moorings with 
telemetry, bottom tripods, airplane color scanners, and satellite imagers. These various platforms have been used to study 

how sewage outfall plumes disperse " and how sediments are resuspended. The use of bio-optical data has allowed 
partitioning of water masses using beam attenuation and chlorophyll fluorescence as well as salinity and temperature 

relationships. "'    The discovery of sediment resuspension resulting from near bottom internal solitary waves was possible 
52 

because of high frequency optical sampling. An extension of the work off the Los Angeles coast has been conducted off 
Honolulu. In this study, a spectral absorption and attenuation meter, a stimulated spectral fluorometer (6 wavelengths of 
excitation and 16 wavelengths of emission), and a particle sizing instrument were used to study an outfall plume and to 

19 
characterize the particle fields associated with both plume and ambient waters.      The fate of continental shelf paniculate 
matter (e.g., carbon) has been the subject of two major interdisciplinary experiments in the Middle Atlantic Bight off the east 

coast of the U.S.5 The second of these, Shelf Edge Exchange Processes-11, was conducted in 1988 and 1989 and utilized 
moored ADCP and bio-optical systems (e.g., transmissometers and fluorometers). The general finding was that the major 
portion of primary production landward of the 90-m isobath was not transported seaward, negating the experiment's working 

hypothesis (at least for this study area ). The time series data indicated that the phytoplankton and Zooplankton 
concentrations were highly variable with a continuum of energy at all frequencies and generally low coherences between these 

variables and local physics. The ONR Coastal Mixing and Optics (CMO) program is presently being conducted south of 
Martha's Vineyard, Massachusetts and should provide another important data set as a comprehensive suite of optical and 
physical measurements are being collected from several platforms. Interestingly, Hurricane Edouard passed over the site in 
September, 1996 and preliminary results show a major sediment resuspension event and large variations in optical properties. 
Other relevant east coast studies presently underway include the George's Bank GLOBEC experiment and the Ocean Margins 
Program off Cape Hatteras. 
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ABSTRACT 

The optical, chemical and biological characteristics of a cyclonic eddy were investigated in the Arabian 
Sea during November 1995. This eddy was 3,000 km* in area and located 350 km offshore of the coas" 
or Oman The mixed layer of this feature extended to a depth of 17 m, below which oxygen 
~a,10n.s J™ dieted to 10% of surface values. Chlorophyll a concentrations within the mixeS 

layer averaged 1.7 mg m-J. Microscopic observations and flow cytometric measurements revealed that the 
algal community was dominated by the coccoid cyanobacterium Synechococcus. Detailed pigment 
analyses documented additional phytoplankton biomass contributions by Prochlorococcus, diatoms 
causeH?iaS;HreS1,OPhydrophytes, chlorophytes and pelagophytes. This algal community 
caused a marked attenuation of the blue to bluegreen wavelengths of light, resulting in a preferential 
SSS^S^8^ T? inCreaSin,g *T\ Measurements of photosynthetic performance and the 
spectral absorption coefficient document that the phytoplankton community was photo- and chromatically- 
adapted to the light environment within the eddy. The results of this field work support a previous 
laboratory study which found that the nonphotosynthetic carotenoid zeaxanthin produces significant 
decreases in the maximum quantum yield of photosynthesis of the marine cyanobacterium Synechococcus. 

Keywords:   Arabian Sea cyclonic eddy, Synechococcus, chlorophylls, carotenoids, zeaxanthin 
phycoerythnn, quantum yield, photosynthesis, spectral irradiance 

1. INTRODUCTION 

Process cruise 6 of the U.S. Joint Global Ocean Flux Study (JGOFS) Arabian Sea project was 
designed to characterize the biological and optical variability associated with hydrographic features of the 
northern Indian Ocean    The specific goals of the cruise were to (i) sample unique phytoplankton 
nhZTr aSS°,C1^d Wlth tydr°graPhic an°™lies; (Ü) characterize the optical properties^ these 
phytoplankton; and (m) assess how these optical properties would affect remotely-sensed ocean color As 
a primary tool, we used real-time Advanced Very High Resolution Radiometer (AVHRR) imagery to 
locate fronts and eddies for direct observation aboard the R/V Thomas G. Thompson. This cruise was 
performed during November 1995, a period which followed the southwest monsoon. A cold core eddy 
rrnfS ™fTtem Arabiar\Sea was Present ™ the AVHRR imagery throughout the duration of the 
Se

n/;
s feature was also detected using a towed Undulating Oceanographic Recorder (UOR) and 

vtim,riae along-track sensing system. This report highlights the bio-optical and pnoto- 
physiological observations performed within this cyclonic eddy feature. 
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2. METHODOLOGY 

An extensive set of bio-optical measurements were made within a cold core eddy sampled on 23 
November 1995 during cruise TTN-053 of the R/V Thomas G. Thompson. In situ spectral irradiance 
measurements (405, 410, 442, 489, 508, 555 and 666 nm) were performed using a Biospherical 
Instruments MER 2040 spectroradiometer. Chlorophyll and carotenoid concentrations were determined by 
high-performance liquid chromatography (HPLC).1 Spectral phytoplankton absorption coefficients were 
measured using the filter pad method/ Resulting spectra were corrected for pathlength amplification using 
the coefficients published for Synechococcus? Absorption contributions by nonphotosynthetic 
carotenoids were determined by spectral reconstruction.4 Photosynthesis vs. irradiance (P vs. E) 
responses were measured using a photosynthetron.5 

3.  RESULTS 

The cyclonic eddy was located near 18.3°N, 60.3°E, approximately 350 km off the coast of Oman. 
This study site was designated as Station 25. The eddy was 3,000 km2 in area and had a mixed layer depth 

Table 1.  Photosynthetic parameters of phytoplankton sampled at Station 25 (a = mg C mg Chi"1 hr1 

(uEinm^s-1)"1 
Pma> c = mgC mg Chl" 1 hr-i; Ek = = |iEin m"2 s"1 ; and aph * >   aph-npc * = m2 mgChf1)- 

a Pmax Ek aph * Depth (%Eo") aph-npc * 

3 m (75%) 

11m (15%) 

17 m (1%) 

0.040 

0.040 

0.087 

13.6 

10.8 

6.9 

340 

275 

80 

0.022 

0.019 

0.048 

0.018 

0.015 

0.037 

Table 2. Maximum quantum yield of photosynthesis (3>max, mol C Ein-1) calculated for phytoplankton 
with (3>+npC) and without (<&-npc) absorption contributions by nonphotosynthetic carotenoids. 

Depth (%Eo") *+npc O. npc O-npc / ^+npc 

3 m (75%) 0.041 

11m (15%) 0.049 

17 m (1%) 0.042 

Mean (n = 3) 0.044 

0.052 

0.060 

0.054 

0.055 

1.25 

1.22 

1.29 

1.25 
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Fig. 1. Distributions of algal pigments within the cyclonic eddy sampled at Station 25: 
(A) total chlorophyll a-related pigments (TChl a), total chlorophyll ^-related pigments 
(TChl b), and total chlorophyll c-related pigments (TChl c) and (B) total nonphotosynthetic 
carotenoids (NPC), zeaxanthin, and total photosynthetic carotenoids (PC). 
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of 17 m. The mixed layer temperature of this feature averaged 26.15°C and the depth of the euphotic zone 
(i.e. 1% Ed(0",400-700 nm)) coincided with the base of the mixed layer. Nitrate, nitrite, ammonium, 
phosphate and silicate concentrations averaged 0.3, 0.1, 0.1, 0.6 and 3.7 (iM, respectively, in the mixed 
layer. Nutrient levels were apparently sufficient to support a large phytoplankton crop as the concentration 
of total chlorophyll a-related pigments averaged 1.7 mg nr3 in near surface waters (Fig. 1A). Direct 
microscopic observations and flow cytometric analyses revealed that this algal community was dominated 
by Synechococcus spp. Concentrations of chlorophyll b- and chlorophyll c-related pigments were low 
and the nonphotosynthetic carotenoids were dominated by zeaxanthin (Fig. IB). This pigmentation 
pattern is consistent with that determined for Synechococcusß Mass balance calculations suggest that 
Synechococcus accounted for approximately 40% of the particulate organic carbon (POC) and 70% of the 
chlorophyll a in the mixed layer of Station 25. HPLC pigment analyses documented additional pigment 
biomass contributions by Prochlorococcus, diatoms, dinoflagellates, prymnesiophytes, cryptophytes, 
chlorophytes and pelagophytes. This algal community caused a marked attenuation of the blue to 
bluegreen wavelengths of light, resulting in a preferential transmittance of green light with increasing 
depth. (Fig. 2). 

Phytoplankton absorption and photosynthetic properties were made at depths corresponding to the 
75%, 15% and 1% light levels. The phytoplankton absorption spectra show a number of distinct features 
including the presence of phycoerythrobilin (PEB)-rich phycoerythrin (PE) and large absorption 
contributions by nonphotosynthetic carotenoids (Fig. 3). As mentioned above, this class of pigments was 
dominated by zeaxanthin. The spectrally weighted phytoplankton absorption coefficient determined for the 
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Fig. 2. Distributions of spectral irradiance measured within the cyclonic eddy 
sampled at Station 25. Values are normalized to those measured just below 
the sea surface. 
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Fig. 3.  Spectral absorption coefficients determined for phytoplankton used in the P vs. E 
measurements: (A) 3 m, (B) 11 m, and (C) 17 m (solid line = total phytoplankton absorption 
coefficent, dashed line = reconstructed absorption coefficient for nonphotosynthetic carotenoids, 
and dotted line = total absorption minus contributions by nonphotosynthetic carotenoids). 
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P vs. E incubations ranged from 0.019 to 0.048 m2 mg Chi-1 (Table 1). Most of this variability resulted 
from differences in light quality used in the photosynthetrons and produced corresponding variations in the 
rate of light limited photosynthesis (a). The saturation parameter for photosynthesis (Ek) also decreased 
with increasing depth and varied 4-fold within the "mixed layer." The rate of light saturated 
photosynthesis (Pmax) also decreased with increasing depth and the value determined at 17 m was half that 
measured at 3 m (Table 1). The latter results strongly suggest that the phytoplankton sampled at Station 25 
were photoadapted to the ambient light environment within the "mixed layer." The presence of PEB-rich 
PE further documents that this algal community was chromatically adapted to the green-enriched growth 
irradiances found within the euphotic zone of Station 25 (Figs. 2 and 3). 

The P vs. E responses and corresponding absorption spectra were used to calculate the maximum 
quantum yield of photosynthesis (®max-> m°l C Ein-') for phytoplankton sampled within the eddy. The 
resulting quantum yield values did not appear to vary in a depth-dependent fashion and averaged 0.044 
mol C Ein-1 (Table 2). Exclusion of absorption contributions by nonphotosynthetic carotenoids resulted in 
a 1.25-fold increase in 0>max (mean = 0.055 mol C Ein-1, Table 2). 

4. SUMMARY 

A Synechococcus-dominated phytoplankton bloom significantly altered the optical and chemical 
properties of a cyclonic eddy sampled in the Arabian Sea. The phytoplankton community was photo- and 
chromatically-adapted to the light environment within the eddy. Photoadaptation, as evidenced by depth- 
dependent variations in Pmax> occurred on time-scales which were faster than that associated with upper 
ocean mixing. The presence of high concentrations of nonphotosynthetic carotenoids caused a 20% 
reduction in the maximum quantum yield of photosynthesis. The results of this field work support a 
previous laboratory study6 which found that the nonphotosynthetic carotenoid zeaxanthin produces 
significant decreases in the maximum quantum yield of photosynthesis for the marine cyanobacterium 
Synechococcus. 
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ABSTRACT 

Solar Fraunhofer lines are used as indicators of the inelastic light scattering in the sea water. Data from both in- 
shore and off-shore are presented and compared with results of theoretical modeling. Very good agreement is found 
between the modeled and measured proportion of inelastic to elastically scattered and direct light at 589nm when the 
Raman scattering coefficient of Marshall and Smith1 (1990) (0.00026m') is used, as opposed to that of Slusher and Derr2 

(1975) (0.00078m'). At 656nm the agreement is not as good, indicating possible interference from other sources such as 
Chlorophyll fluorescence. Recent work has extended the measurements to include smaller absorption lines, such as 689nm, 
where significant filling has been measured at the surface due to the Chlorophyll fluorescence. This technique allows the 
natural fluorescence to be measured, even at the surface where there is still a significant amount of direct solar light. 

Key words: Fraunhofer lines, Raman scattering, Chlorophyll fluorescence. 

1. INTRODUCTION 

Inelastic light scattering plays a very important role in the underwater light field distribution'^ and has an 
influence on the remote sensing signal in the visible5 as well. Three main processes are involved in the underwater inelastic 
light scattering: Raman scattering, fluorescence of chlorophyll a and other phytoplankton pigments", and dissolved 
organic matter (DOM) fluorescence7. Among them, Raman scattering by water molecules typically has a wavenumber shift 
of 3347 cm-1 and a widely accepted value 2.6 x lO^m' for total scattering cross section with 488nm excitation, and has 
been simulated well using the radiative transfer model8'; chlorophyll a fluorescence has long been known to contribute to 
the light field in the 685nm region, while DOM fluorescence is a broad band emission that varies with both the nature and 
the concentration of the fluorescing compounds7. 

Direct measurement of inelastic light scattering in natural waters was not found in literature until 1992, when a 
system with very high spectral resolution (0.008nm/CCD pixel) was built and solar Fraunhofer lines were used to separate 
the elastic and inelastic light10. The basic idea is to measure the spectral irradiance (downwelling Ed or upwelling Eu) at 
Fraunhofer wavelengths both at the sea surface and in-water, and find out how much the absorption line depth varies 
(Fig.l). Two parameters, r/, which is the ratio of line peak to background, and equivalent width (w), which is the area of 
line peak divided by background, are used to describe the portion of inelastic light in the total light field: 

E(Xf) 
xf 77 = "^7TT (1) W=J Eb{X) V 

where E(X) is the spectral irradiance, Eb(X) is the background irradiance, A, and X2 are the starting and ending points of the 
Fraunhofer line, A, is the line peak wavelength (fig. la). Thus, at depth z, the ratio of inelastically scattered irradiance to 
total irradiance, and the ratio of direct transmitted and elastically scattered irradiance to total irradiance, are derived as: 

^.(i-»<£>)        (3) EsL-_r^ 
E,(z) w0 E,       w0 

where w(z) and w0 are equivalent widths at depth and surface, respectively (fig. lb). 
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Fig. la. Fraunhofer line at 656nm. B^Ck) is the 
background from A, to A, and the peak wavelength A, 
is 656.28nm. The equivalent width (w) is the shaded 
area divided by the background. 

Fig. lb. Fill-in of the Fraunhofer line. The 
inelastically scattered light m is added to the direct 
transmitted and elastically scattered light II (1% of 
fig. la), resulting in I which has a line fill-in. 

Figure 1. Fraunhofer line shape at 656nm and the line filling features. 

The same technique is used in this paper except that the system is rebuilt to improve its performance. 
Experiments show that w is a better parameter than TJ since w is resolution independent and does not depend only on a 
single point. A least square fitting procedure is used to "clean" any noisy spectra (Fig. 2). Also presented here is the data 
collected from both off-shore and in-shore waters. Since there is no Fraunhofer line around the 685nm region, smaller 
absorption lines at 689nm (Fig. 3) caused by oxygen in the atmosphere are used to detect the chlorophyll a fluorescence. 
This is shown to be a promising technique to measure the natural chlorophyll fluorescence. 
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Figure 2. Fraunhofer line at 589nm. I: line at surface; 
II: line at depth (noisy); III: fitted from II using I as 
a template. 

Figure 3. Oxygen absorption line at 689nm. I: 
measured at 1:13pm with 30s exposure time; II: 
measured at 6:13pm with 60s exposure time. 

2. INSTRUMENTATION AND DATA ACQUISITION 

The original Fraunhofer line system described elsewhere10 has been rebuilt and improved. First, since a single, 
unprotected fiber is very fragile and not capable of taking measurements during harsh conditions on a cruise (in fact it was 
broken at least once each time it was on a cruise), a fiber bundle protected by a metal shield together with eight wire 
conductors is used instead (Fig- 4, part VI). We have the following components built into the instrument head (Fig. 4): two 
fiber optic cosine irradiance collectors (downwelling and upwelling) for the light input to the monochromator, two cosine 
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irradiance collectors for photocell detectors which are used to monitor the overall downwelling and upwelling irradiance 
level, and a depth transducer. Eight lOOum core size all silica fibers are used to transmit the light from the two cosine 
collectors, with four in each one. Only 6 of the 8 fibers are used to measure the Fraunhofer line spectra, the remaining 2 
can monitor the overall spectra for the whole visible band. However, they are not used now. A 512x512 TE cooled CCD 
camera is used to record the spectra. Such a configuration enables us to measure downwelling and upwelling channels 
simultaneously, which is a very important feature since the reference line shape at sea surface varies with time except 
around solar noon (Fig. 3) (An alternative way to monitor the surface reference line is to use a deck cell as a separate 
channel). A cross talk correction algorithm is used to separate the two spectra on the CCD. 

SPEX 1000M 
Monochromator 

Main parts of the Fraunhofer system: 
I. An OMA 4000 CCD camera; 
II. Fiber adapter as F-number matcher; 
III. Fiber array ferrule; 
IV. Cable splicing box with 3 outputs: 

1. 6 fibers as monochromator input; 
2. 2 fibers to monitor the overrall 

spectra in visible band, currently 
not being used; 

3. Wire conductors for power supply 
and depth and photocell readouts; 

V. Electronic control panel; 
VI. 130m fiber-wire cable; 
VII. Detector head which includes: 

1. 2 fiber optic cosine collectors; 
2. 2 photocell cosine collectors; 
3. A depth transducer; 
4. 2 photocell electronic boards. 

Figure 4. The Fraunhofer system schematic chart. 

The instrument was deployed on the research ship RV CALANUS during spring, summer and winter in the 
Florida Straits and Florida Bay region (Fig. 5). The whole system was aligned and adjusted to achieve its best performance. 
Six tracks on the CCD were chosen to record the images from the six fibers, three for downwelling and 3 for upwelling. 
Data were collected both in open ocean blue water and in coastal green and brownish waters where the sea bottom depth is 
about 6 meters. A floating frame was used to hold the instrument to collect the surface upwelling irradiance data at shallow 
stations. Care was taken to collect the data only when the sky was clear and the instrument was not in ship shadow. Also 
the measurements were taken within ± 3 hours around solar noon to make sure that the surface reference line was stable. 
Wind speed during the measurements was 5m/s to 10m/s and the solar zenith angle was between 15° and 25°. At some 
stations, pigment concentration data, one of the inputs of the simulation model, were collected by another research group. 

25°30 

25" 

Figure 5. Locations of the 
data collection stations. 
Station IV and VI are 
shallow coastal green waters 
where the sea bottom can be 
seen; the other stations are 
clear ocean waters. 
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3. RESULTS AND DISCUSSION 

The data were reduced by using the fitting procedure and the equivalent width calculation program. Lab 
experiments show that the maximum error of the algorithm for very noisy spectra is ± 5%, while another ± 5% maximum 
error is due to the surface reference variation. Thus, the maximum error at depth is about ± 10%. Forward Monte-Carlo 
simulation is used to simulate the equivalent width versus depth data9 with a correction on the normalization of irradiance 
level at excitation and emission wavelengths on top of the atmosphere. When pigment concentration data is not available, 
it is assumed O.lmg/m3 for clear ocean water and lmg/rn for coastal green water. DOM is not considered in the model, 
since the simulation results vary only a little bit even with DOM considered when DOM concentration is low, which is the 
case for all stations. Chlorophyll fluorescence is not considered in the simulation either. The simulation results together 
with the reduced data are shown in Figure 6, 7 and 8. 
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Fig. 6a. Normalized equivalent width (w(z)/w0) for 
the Fraunhofer line at 589nm at clear water stations, 
both downwelling and upwelling. The simulation 
uses the pigment concentration, wind speed and solar 
zenith angle data from the 12/07/95 station. Only 
Raman scattering is considered in the model with the 
excitation wavelength at 492nm. Three different 
Raman scattering coefficients (Br) are used. 

Fig. 6b. w(z)/w„ as a function of depth for the 
Fraunhofer line at 656nm at clear water stations, 
both downwelling and upwelling. The simulation 
uses the pigment concentration, wind speed and solar 
zenith angle data from the 12/07/95 station. The Xm 

dependence of the Raman scattering coefficient is 
assumed  to  be  kj?,   km    and   km*,  respectively. 

Figure 6. Experimental data and model simulation results for Fraunhofer lines at clear water stations. 

From the results in Figure 6a, it is easy to see that when the Raman scattering coefficient, B =2.6x104m', from 
Marshall and Smith' is used in the simulation, the model results agree very well with the experimental ones. Also shown in 
the graph is that the experimental data at 589nm for clear water is very stable from station to station. Thus, B=2.6xlOJ|m' 
for emission at 589nm is confirmed for natural water. In figure 6b, the dependence of the Raman scattering coefficient on 
the emission wavelength (AJ is taken to be A„"*, Am

5 and hm\ Negligible difference is found among the results, which 
means this dependence is not critical in the Raman scattering simulation regardless of the discrepancy in the literature3. 
From this work, we can see that in clear ocean water, at 50m depth, half of the total downwelling irradiance at 589nm is 
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from Raman scattering. At 656nm this depth is about 25m. Another interesting feature in Fig. 6b is that the data is not as 
stable as that for 589nm. The data on 09-21-95 obviously diverge from the general trend and show us more filling, i.e., 
more inelastically scattered irradiance than the model predicted value. Since the model does not consider chlorophyll or 
DOM fluorescence, the discrepancy is probably due to one or both of these sources. 
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Figure 7. Monte-Carlo simulation and 
experimental data for coastal green 
water at 589nm and 656nm. In the 
model, pigment concentration is taken 
to be lmg/rn, and a 6m sea bottom 
with reflectance 0.5 is present. Only 
Raman scattering is considered in the 
model. 
Note: the x axis is 0.8 to 1.0 instead 
of 0.0 to 1.0. 

In Fig. 7, data from shallow stations are presented together with the model results. One might think that coastal 
water is very rich in both chlorophyll and DOM and that the inelastic scattered light must be a big portion of the light field. 
This is incorrect. Not only is the inelastic component in the downwelling light field negligible, but this is also true in the 
upwelling light field. Even for upwelling, in the total light field, the inelastic light portion is less than 4% at surface, 
which is less than the instrument error (5%). As a contrast, this value is generally greater than 10% in clear waters (Fig. 6). 
This difference is due to the bottom effect. The bottom reflected light occupies a big portion in the total upwelling light 
field. Thus, the inelastic portion is very small. Simulation results show this is also true even when the water is rich in DOM 
and chlorophyll, or the bottom reflectance is low. So, for shallow waters, the inelastic light is negligible in either 
downwelling or upwelling light fields. 
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Figure 8. Experimental data from clear ocean water and Monte-Carlo simulation results for the Fraunhofer line at 
656nm (left) and for the oxygen absorption line at 689nm (right). Only Raman scattering is considered in the model. 
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From the results shown above, it can be seen that the technique for using the Fraunhofer lines as inelastic 
scattering indicators is very powerful in studying in situ inelastic light scattering processes in natural waters. Using the 
same idea, smaller oxygen absorption lines around 689nm (Fig. 3) are utilized to study the in situ chlorophyll fluorescence 
at 685nm. Figure 8 shows that even in clear water where at 656nm the inelastic light is mainly from Raman scattering, the 
signal from chlorophyll fluorescence is detectable at 689nm. Note that these data were taken at the same station. This will 
enable us to measure the natural fluorescence in the future. 

4. CONCLUSION 

The prototype Fraunhofer instrument system10 has been rebuilt and improved. The correct Raman scattering 
coefficient at any A is determined by using the clear water data and the Monte-Carlo simulation and can be used as a basis 
when other inelastic components, e.g., fluorescence, are considered. Small absorption lines at 689nm are used to detect the 
chlorophyll fluorescence at 689nm. This has proved to be a promising technique to measure the natural fluorescence. 
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ABSTRACT 

The fluorescence of chlorophyll a (Chi) near 683 nm can be detected in water leaving radiance and related quantitatively 
to the concentration of Chi. Solar-induced fluorescence has also been related to photosynthesis in deeper waters. However, 
little is known about the relationships between Chi, fluorescence, photosynthesis, and irradiance near the sea surface. 
Quantum yields of fluorescence and photosynthesis, as well as the ratio of fluorescence to photosynthesis, change during 
exposures to bright light. Several physiological processes are at play. Consequently, it is difficult to construct models of near- 
surface quantum yields. Experimentation and comprehensive sampling in the field are required for critical information. Some 
approaches are presented here. Radiometer buoys that measure downwelling irradiance at 490 nm, Ed(490), and upwelling 
spectral radiance, Lu(A) are good tools for measuring solar-stimulated fluorescence during studies of near-surface biology. 
Results can be compared with experimental measurements using a fluorometer with a very weak measuring beam that does 
not perturb the balance between fluorescence and photosynthesis. Comparisons indicate that relationships between near- 
surface Chi, fluorescence, photosynthesis and irradiance can vary widely for reasons that are not yet well resolved. Still, 
Lu(683), corrected for backscatter and normalized to Ed(490), is a useful measure of near-surface Chi in many environments. 

Key words: fluorescence, chlorophyll, photosynthesis, reflectance, upwelling radiance, quenching. 

1. INTRODUCTION 

Solar-stimulated fluorescence of chlorophyll a can be detected in spectra of upwelling radiance or irradiance13 and 
related quantitatively to the concentration of chlorophyll (Chi) in surface waters4 and deeper in the water column.56 

Consequently, the fluorescence of Chi can be detected with passive instruments on moorings, profilers, drifters, or remote 
platforms. These measurements of fluorescence represent an important complement to estimates of Chi concentration from 
observations of ocean color.7-8 To make good use of the data, it is critical to understand the relationship between Chi and 
solar-stimulated fluorescence as influenced by environmental, physiological and taxonomic factors. 

The problem of estimating fluorescence emission (photons m^s1) from radiance reflectance has been addressed (ref 6 
and references therein). However, the biological processes that influence the relationships between Chi, light absorption, 
photosynthesis, and solar-induced fluorescence are not well studied for high and variable irradiance characteristic of the sea- 
surface.9 It is thus difficult to validate or improve models that describe the relationships between Chi or photosynthesis and 
the fluorescence signal in upwelling radiance.1012 Experimentation, as well as comprehensive sampling in the field under 
different regimes of solar irradiance and vertical mixing, are required. Some approaches are presented here. 

2. METHODS 

During several deployments in coastal waters, a tethered spectral radiometer buoy (TSRB) measured downwelling 
irradiance (490 nm) above the surface [Ed(490)] and near-surface upwelling radiance, [LUTSRB(A)] in six wavebands 
corresponding to the SeaWiFS sensor, plus 683 nm to detect fluorescence of Chi.1314 Meantime, discrete samples were 
obtained. Only fluorometric determinations of Chi are reported here. More recently, we used an instrument that measures 14 
wavebands of Lu and Ed in the UV and visible, with the radiance sensors about 10 cm below the surface vs 45 cm for the 
TSRB; otherwise, the measurements reported here are essentially the same for both instruments. Data collected at 1 s"1 were 
reduced to medians for 60-s bins. The fluorescence signal corrected for backscatter, Lu(683)corr, was calculated with linear 
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baseline correction to LUTSRB(683), interpolating LUTSRB at 670 and 700 nm. For the analyses discussed here, no attempt was 
made to calculate fluorescence emission in photons m3 s1. 2-615 

Fluorescence yield under experimentally controlled irradiance was measured in two ways.16 For samples from 
perennially ice-covered Antarctic lakes, fluorescence emission was detected with a Biospherical Instruments PNF-300 natural 
fluorometer [Lu(683) detector] mounted looking downward from the mouth of a clear container illuminated by a projector 
lamp filtered through two blue-green (Corning 4-97) filters and neutral density screen. Temperature was near 0°C and 
samples were dark-adapted for 30 min. Actinic irradiance (PAR) was measured with a submersible scalar irradiance sensor 
(Biospherical Instruments QSL-100), and steady-state fluorescence as a function of PAR was recorded for individual samples 
after exposure for about 5 min, when transients had subsided. Relative fluorescence yield was estimated as Lu(683)/PAR. 
Laboratory measurements on a culture of the diatom Thalassiosira pseudonana (clone 3H) were made with a PAM 
fluorometer (Walz, Effeltrich, Germany).17 Steady-state fluorescence yield under ambient irradiance (Fs) is that measured 
during stimulation by a very weak, rapidly pulsed, non-actinic measuring beam. Relative fluorescence emission is calculated 
as Fs times irradiance, as measured with a QSL-100. 

3. RESULTS AND DISCUSSION 

Although more sophisticated calculations can be made, near surface Chi can be estimated by normalizing the upwelling 
radiance (or irradiance) signal to down welling irradiance.4 A plot of the fluorescence signal from our radiometer buoys, 
[Lu(683)corr / Ed(490)] vs surface Chi (Fig. 1 A) shows a relationship comparable to what has been observed from aircraft.4 

The apparent strength of the relationship between Chi and the fluorescence signal comes from the large range of Chi sampled. 
When the efficiency of fluorescence is approximated with a ratio [Lu(683)corr/(Ed(490) • Chi)] and plotted as a function of 
irradiance (Fig. IB),18 variability is much more prominent (see refs 15,19). In turbid waters, apparent fluorescence yield can 
vary due to changes in the attenuation of exciting and emitted photons;2-6 otherwise, variability in Lu(683)Corr/(Ed(490) Chi) 
is the consequence of differences in absorption coefficient of phytoplankton (m2 mg Chi1) and the quantum yield of 
fluorescence (mol photons emitted mol photons absorbed1). Variability in absorption coefficient is associated with pigment 
packaging (a function of cell size and intracellular pigment concentration), and accessory pigmentation, which are linked to 
differences in species composition, nutrition and photoacclimation.15-20"24 Also, there can be changes in the proportion of 
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Fig. 1. Relationships between solar-stimulated fluorescence, as measured with radiometer buoys, and surface Chi, extracted 
and measured fluorometrically. A. The fluorescence signal is LUTSRB(683), corrected with a linear baseline, normalized to 
Ed(490) measured above the surface. Samples were collected during two cruises off the Atlantic coast of the US in the 
summer of 1996, off the Oregon coast in Sept. 1994 (including offshore waters and a diatom bloom in the plume of the 
Columbia River14), in the Bering Sea during the spring of 1996, and during August, 1996 in Bedford Basin, Nova Scotia. B. 
Ignoring for now the attenuation of light that could reduce the fluorescence signal in turbid waters,6 we plot a measure related 
to fluorescence yield, Lu(683)COrr / [Chi • Ed(490)], units: sr1 (mg nr3)1. 
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[(|iW cnr2 nnr1 sr1 (mg m3)1] and Ed(490 during 
deployments of radiometer buoys. Open circles: measurements 
from Bedford Basin, Nova Scotia on 21 and 22 August, 1996. 
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the day (N = 8, R2 = 0.97): Chi = 9.57*(LUTSRB(490) / 
LUTSRB(555))
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96. The record from Oregon is consistent with 

strong quenching of fluorescence at relatively low irradiance. 

light absorbed by photosynthetically active 
pigments.25,26 In nature, these properties change over 
time scales of several hours to many days. The quantum 
yield of fluorescence can change more rapidly, in 
response to variable irradiance.27 29 Under some 
circumstances, changes in fluorescence yield can be 
related to changes in the quantum yield of 
photosynthesis.27,3031 

In the context of the variability in Fig. IB and 
related sets of data,15,18-19 we focus here on short-term 
(seconds - minutes) light-induced changes in 
fluorescence yield that bear directly on the relationships 
between fluorescence, photosynthesis and Chi in 
surface waters.28,31 The relevant processes are 
photochemical quenching and nonphotochemical 
quenching of fluorescence. 

Photochemical quenching reflects a trade-off in the 
fate of photons absorbed by photosynthetic pigments 
associated with photosystem II (PSII). Absorbed 
photons can be directed to photosynthesis, fluorescence, 
or radiationless decay (heat).30 When photon flux is 
very low, photosynthetic reaction centers are mostly 
open (i.e., available for photosynthesis) and photo- 
synthetic quantum yield, hence quenching due to 
photosynthesis, is relatively high; in turn, fluorescence 
yield is relatively low. As irradiance increases, photons 
cannot be processed as rapidly as they are absorbed, and 
a greater proportion of reaction centers are closed: 
photosynthetic quantum yield declines, photochemical 
quenching decreases in importance, and fluorescence 
yield increases. The inverse relationship between 
photosynthetic quantum yield and fluorescence 
quantum yield as a function of irradiance is the basis for 
an algorithm relating photosynthesis to solar-stimulated 
fluorescence.11 The authors did not intend their 

algorithm for use near the surface, where other physiological processes are at play and where backscattered solar irradiance 
contributes to Lu(683) and confounds measurements of fluorescence with a single passive sensor.6 

Excess irradiance can damage photosynthetic systems, particularly sites associated with the reaction center of PSII.32 It 
is thus adaptive for plants to reduce excessive "excitation pressure"33 on PSII. This is accomplished by photoacclimation34 on 
time scales of hours to days,35 whereby the balance between the rate of light absorption and the rate of utilization is 
restored.36 On shorter time scales under variable irradiance, responses involve nonphotochemical quenching of absorbed 
photons, i.e., dissipation of absorbed irradiance as heat.29-30 Nonphotochemical quenching reduces the quantum yields of both 
photosynthesis and fluorescence, complicating the relatively straightforward relationships between photosynthesis, 
fluorescence and irradiance that hold when only photochemical quenching influences fluorescence yield.31 Presently, there is 
very little information on which to base models of solar-stimulated fluorescence and photosynthesis near the sea-surface (ref 
9 , but see ref. 28). Where can we look for more information? 

One approach is to describe variations in solar-stimulated fluorescence as a function of irradiance in nature (see ref. 18). 
Solar-stimulated fluorescence yield [Lu(683)COrr/(Ed(490) Chi), units: sr1 (mg nr3)1] is determined during deployments of 
a radiometer buoy. If solar irradiance varies substantially while the phytoplankton assemblage changes little, fluorescence vs. 
irradiance (Fl vs E) relationships can be described (see also Fig. 4 in ref. 9). Chlorophyll can be measured directly, or 
estimated from reflectance ratios.18 Our records from deployments in coastal waters indicate big differences in Fl vs E (Fig. 
2). It is very likely that nonphotochemical quenching plays an important role in these relationships. 

Clearly, there is a need to quantify and understand nonphotochemical quenching under bright and variable irradiance 
characteristic of surface layers. There are a great many experimental studies that examine changes of fluorescence during 
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exposures to variable irradiance,27,29'37 but it is not always easy to relate yields for stimulated fluorescence to fluorescence 
emission under natural conditions (ref. 38, but see refs. 28,39). A problem with many instruments is the need to remove 
samples from the ambient environment to make measurements. Fluorometers with remote probes, LIDAR systems and in 
situ fluorometers don't have that problem, but many of them utilize measuring beams that can induce photochemistry and 
thereby alter fluorescence yield during the course of the measurement.38 At least two experimental approaches are suitable 
for studying Fl vs E relevant to solar-stimulated fluorescence: direct measurement of Lu(683) during exposures to blue-green 
light,16 and use of non-actinic (i.e., very weak and very short) measurement beams during active fluorometry (the "probe" 
during "pump and probe"28,40 or the non-actinic measuring beam in pulse-amplitude-modulated (PAM) fluorometry17). 
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Fig. 3. Relationships between fluorescence and irradiance for 
phytoplankton, as measured by two different fluorometric 
systems.16 A. Fluorescence of natural phytoplankton (relative 
units, scaled to maximum) from the perennially ice-covered 
Antarctic Lake Bonney (A) was measured with a Biospherical 
Instruments PNF-300 Lu(683) sensor. A culture of a marine 
diatom (o) was studied in the laboratory using a PAM 
fluorometer during illumination with a tungsten-halogen 
source attenuated with neutral screens. Points represent 
fluorescence yield for the weak, non-actinic measuring beam 
(see methods). B. Results for several experiments, scaled to 
the irradiance of maximum fluorescence (scaling factor, |imol 
nr2 s'1, in legend). Lines are from locally weighted smoothing. 
Like Lake Bonney, Lakes Hoare and Fryxell are in Antarctica. 
Nutrient supply was likely higher for the assemblage from L. 
Fryxell. C. The same data as in B., but fluorescence yield is 
multiplied by irradiance, so results are comparable to Fig. 2. 

Recent experimental results illustrate the influence of photochemical and nonphotochemical quenching on steady-state 
fluorescence yield (Fig. 3): at low irradiance, fluorescence yield increases with irradiance (photochemical quenching 
diminishes as photosynthetic quantum yield declines), and at higher irradiance, fluorescence yield decreases because of 
nonphotochemical quenching. Thresholds for the transition (scaling irradiances in Fig. 3B) are strongly dependent on growth 
conditions (see also ref. 28). Although it was possible here to find a fairly strong pattern that was largely a function of 
appropriately scaled irradiance (Fig. 3B), it should be remembered that there are several quenching processes in 
phytoplankton and that they are time-dependent,41 a function of preconditioning,42 and somewhat species-dependent.29 Much 
more experimentation is necessary before robust generalizations can be developed. It should be recognized, however, that 
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extreme, bending in plots of fluorescence (i.e., Lu(683)COIT / Chi) vs irradiance (compare Fig. 2 with Fig. 3C); even stronger 
quenching would be required to saturate the Fl vs E relationship, as suggested in data from the equatorial Pacific.9 

Regardless, the slope of fluorescence/Chi vs irradiance (see Fig. 2 and ref 18) can probably be related to quenching under 
restricted circumstances. 

4. CONCLUSIONS 

We have shown that several tools can be used to explore the relationships between fluorescence, Chi and irradiance in 
surface waters. Changes of fluorescence as a function of irradiance, observed experimentally and in the field, indicate that 
nonphotochemical quenching can be important in surface waters. The significance to photosynthesis is unresolved, however. 
Direct measurements of short-term carbon assimilation 43 or estimates of photosynthesis from special fluorometric methods40 

could help to improve our extremely sketchy understanding of the relationships between solar-stimulated fluorescence and 
near-surface photosynthesis.9 Indications are that through careful consideration of the expanding literature on fluorescence, 
along with prudent design of experiments, rapid progress can be made. Meantime, it is encouraging that solar-stimulated 
fluorescence appears to be a readily detectable and reasonably robust indicator of near-surface chlorophyll. 
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Abstract 

This article presents the results of analyzing data which were collected in the sea with a structured illumi- 
nation/fluorescence imaging system. The system employs all lines of an argon ion laser (< 520nm) to create a 
two dimensional slice illumination pattern in the blue-green. A sensitive CCD camera was used to measure the 
fluorescence emission (in a .67 m x .67 m area) resulting from this stimulation. Under our assumptions, these 
images are proportional to chlorophyll-a concentration. Inspection of the data reveals a large degree of small 
scale patchiness with characteristic distances as small as centimeters. In many of the images, the chlorophyll 
concentration is seen to change by an order of magnitude over several centimeters. Patchiness was characterized 
via the use of spatial spectral estimation techniques. Preliminary results show that the data follow a -5/3 slope 
at high wave number, consistent with the hypothesis that the patches were formed by turbulent stirring of larger 
scale gradients of phytoplankton. In addition, repeated vertical profiles demonstrated that the larger scales were 
extremely constant, even in the presence of this small scale variability. The technique has provided an original 
data set with important new information about the small scale structure of pigment in the ocean. 

Keywords: underwater optics, optical tomography, small-scale structure, phytoplankton, chlorophyll-a. 

1    Introduction 

Although the basic mechanisms by which light can interact with matter in the ocean have been well charac- 
terized, the detailed structure of the ocean optical environment on the order of centimeters to meters has been 
difficult to measure. Traditional oceanic optical instruments integrate over volumes and scales of centimeters, 
may disturb the underlying structure of the medium, and may also sample extremely small volumes. It has thus 
been difficult, if not impossible, to measure the two- or three-dimensional variability in optical properties at this 
resolution. Over the last decade, efforts in our group have been dedicated to designing new instrumentation 
systems that use the most modern generation of CCD cameras in conjunction with powerful lasers and structured 
lighting geometries. These efforts have produced instruments which permit measurement of these multidimen- 
sional parameters. Typically, these high grade CCD cameras have excellent linearity over their large dynamic 
range and extremely sensitivity, with signal-to-noise levels of 1 at tens of photons per pixel. 

This article presents the results of analyzing data which were collected at sea with a system called OSST 
(Optical Serial Section Tomography). The system employs structured lighting to isolate a 2-dimensional slice in 
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the ocean. Straightforward processing of the data in order to compensate for beam spreading, inherent systematic 
and stochastic factors, and camera response, has yielded a new view of small-scale structure (cm-to-m) in the 
ocean. 

2    Materials and Methods 

Previous publications detailed a theoretical and experimental approach to obtaining small-scale patch infor- 
mation3-4 using the OSST system in the present geometry (Figure 1). The method used here yields valid results 
without resorting to the general inversion procedure which was presented in the above publications. The system 
was composed of a shipboard argon ion laser, a fiber optic conduit for creating a sheet of underwater illumination, 
and a sensitive CCD camera for photographing images of the fluorescence emission. The argon laser used all lines 
below 520 ran for stimulation, and the images were recorded with long passed (> 680 nm) light. 

Although previous investigations with the technique had indicated that it could be used successfully as a 
tomographic method,3-4 in this set of experiments a different strategy was employed. Here, the depth of field 
of the camera system was made extremely small (3 cm) so that all of the out-of-plane light that was fluoresced 
and/or scattered (at wavelengths > 680) would be out-of-focus. This out of focus light will contribute to the 
background level of observed fluorescence, however it will not contribute to the observed spatial structure. 

Images were processed by correcting for non-uniform illumination by the laser sheet using an internal calibra- 
tion. The equation governing the light propagation in this system is: 

I(x,y) = K(x,y)Ie(x,y0,z0)c(x,y,z0) / exp(-c[x,y,z,\s])dx I exp(-c[x,y,z, Xe))dz. (1) 

Here, I,{x,y0, z0) is the intensity of the stimulating wavelength of the light at the edge of the viewed field and 
Ae is the emission wavelength. As illustrated in Figure 1, the 2 direction is range from the camera, and the x 
and y directions are the lateral directions in the plane of the sheet of illumination. The concentration of the 
(assumed) single fluorescing compound in three dimensions is represented as c(x,y,z). I(x,y) is the intensity of 
the light recorded by the camera system. The constant n(x,y) is related to the efficiency of the fluorescing 
process, the spherical spreading of light and the recording efficiency of the camera. The equation states that the 
intensity of the light recorded in the camera plane is proportional to the intensity of the incident illumination 
and the concentration of the fluorescent material. The final multiplicative factor (right hand side of the 
equation) represents the absorption of the fluoresced light after emission and before recording by the camera. 
An additive factor for the camera dark current also needs to be included: 

Iob8{z,y) = I(x,y) + Idc- (2) 

The goal of the image processing of the 'raw' collected data was to produce an image in which the intensity 
of the (i,jth) pixel was proportional to the concentration of fluorescing chemical (here, assumed to be chl-a). 
Future versions will certainly be absolutely calibrated and allow a computation of the chl-a concentration as a 
function of location. However, the approach taken here in analyzing the data here was to make several simplifying 
assumptions and test their validity by examining the images. 
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Experimentally, we estimate a value for the in-plane concentration at a given range by first averaging the 
intensity of all of the images over several vertical profiles (after extracting an independently observed value of the 
dark current measured after every 10 exposures) so that 

Iavg(*,y) =< I(x,y;z)-Idc >=< K(x,y)Is(x,y0,z0)c(x,y,z) / exp(-c[x,y,z, Xs])dx / exp(-c[z,x,y, \e])dz > . 

(3) 

Dividing equation [1] by equation [3] yields: 

Icomp{x,y,z0) = I(x,y, z0)/Iavg(x,y,zQ)<x c(x,y, z0). (4) 

Several assumptions are implicit in this procedure. First of all, it assumes that the relative attenuation of the 
incident light can be represented by a mean value as a function of two dimensions in the plane of illumination. 
Since the stimulating light is in the blue-green, the absorption and scattering is extremely small over the 1 
meter path length that the light must travel in order to stimulate fluorescence. Second, it assumes that the 
attenuation of the emmitted light can be modeled as a mean value over the field of view of the system. Since the 
camera is 'tuned' to have a very narrow depth of field, including only the area illuminated by the light sheet, the 
formulation is extremely complex. Sources of light that are out of focus (such as scattered light) can be regarded 
as virtual sources and their images will be spread over the entire recorded image, thus producing only a mean 
value for the entire image. On the other hand, differential absorption (in the red) of the light that has been 
fluoresced by compounds that are between the camera and the stimulated sheet could lead to intensity changes. 
Assuming a reasonable range of values (.01 — 6mg/m3) for chl-a concentration, the variation in the received 
light can be computed and compared to the observed values. The resulting values are approximately an order of 
magnitude smaller than those observed, which leads us to conclude that this process cannot account for the large 
changes in intensity that we observe. We believe that the results of this procedure produce images of the relative 
concentration of emitters that are within the field of view of the system. 

As stated, all lines of a shipboard argon ion laser were used to stimulate fluorescence in the blue-green. The 
illumination intensity used was approximately several watts at the location of the subsurface optical components. 
The beam divergence in the vertical was large enough that fluorescence emission from a .67 m x .67 m field of view 
was detectable in all images. The thickness of the slice illumination in the horizontal was approximately several 
millimeters. Camera, illumination optics, and other sensors for depth, temperature and salinity were all mounted 
on a frame which was equipped with a vane so that the system pointed into the current. Since the images were 
recorded at a distance of 1 meter in front of the platform, and the illumination apparatus consisted of a small 
(5 cm x 10 cm) housing outside the field of view of the camera, the images were considered to be non-invasive. 
That is to say, we believe that the system did not disturb the distribution of the fluorescent material. "Current, 
estimated by inspecting the mean horizontal displacement of Zooplankton targets from 3-dimensional sonar images 
of Zooplankton, was directed toward the instrument package at 10 - 20 cm/s. Exposure of the camera system was 
approximately 40 ms. The camera thus recorded images of fluorescent chemicals that were distributed within a 
.5 cm - 1 cm range slice. Images consisted of 102 x 102 arrays of numbers at a resolution of approximately .67 cm 
x .67 cm. The system resolution was therefore approximately isotropic in x, y, and z, in a range of .5 cm - 1 cm. 

Data were processed using the procedure above in order to correct for systematic inhomogeneities in the 
images. The beam pattern of the stimulating illumination was estimated by averaging over several thousand 
frames. Assuming an isotropic distribution of scatterers and absorbers in the images, the averaging will yield 
a picture proportional to the beam pattern of the system. In addition, the dark current of the camera was 
recorded every 10 images to estimate the transient changes in camera intensity that resulted from the different 
temperatures that the imaging system was working in. Subtraction of the dark current and then division by the 
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image of the beam pattern produced images which had no mean trend across the field of view. Therefore, the 
systematic effects of beam pattern were assumed to be eliminated and the images were treated as if the intensity 
of the images were proportional to the fluorescing chemicals within the field of view of each camera element, a 
voxel of dimensions .67 cm x .67 cm x .75 cm. 

Processed images were then visually inspected in order to judge the distribution of fluorescing chemicals. In 
addition, images were integrated spatially to estimate the mean value of the fluorescing material, here judged to be 
chlorophyll-a. Figure 2 shows a set of four profiles which were the result of this process. Vertical profiles were also 
performed with a traditional flourometer (Wet Lab "Wetstar"). Comparison of the profiles of integrated image 
values with the traditional fluorometer values gave excellent correspondance, implying that our new instrument 
was performing correctly. 

Images were also analyzed to compute spatial power spectra using a spatial version of Welch's method.5 Briefly, 
a set of 25 overlapping (50 %) 32 x 32 images were delineated inside of the 102 x 102 set of computed values. 
Each of the 32 x 32 subimages was multiplied by a Hanning window and then Fourier transformed. Subsequently, 
two-dimensional power spectra for each of these images were then averaged to obtain a single averaged power 
spectrum for the single image. Then, because the images were assumed to have spatially isotropic power spectra, 
the values of the power spectra were displayed as a one-dimensional function of wave number in Fourier space. 

Results reported here are from a set four vertical profiles that were conducted on the RV Sproul on the evening 
of July 27th from approximately 9:00 - 10:00 pm, Pacific Standard Time. The OSST package consisting of an 
illumination system (shipboard Argon Ion Laser) with a fiber optic conduit, CCD camera (Photometries, Tuscon 
AZ) and ancillary equipment for recording depth temperature and salinity were profiled vertically throughout the 
water column from a depth of 20 to 80 meters. In addition, a three-dimensional sonar imaging system, FishTV, 
was used to measure animal abundance, coincident with the optical information. Here, we present analysis of 
only the OSST data. 

3    Results 

The vertical profiles contain many interesting features. Two chlorophyll maxima are evident, one at approx- 
imately 55 meters and the other at 63 meters depth. The deeper peak is more intense than the shallow one. 
Many features of the vertical profiles of fluorescence were accurately reproduced from profile to profile. Further 
inspection of the individual images used to compute these average values reveals a great deal of heterogeneity. 
An image from 55 m (Figure 3) reveals the presence of many small very bright targets which have intense patches 
of chlorophyll inside them. The image from 63 m (Figure 4) shows a similar pattern, however the average level 
of chlorophyll is clearly higher and the patch sizes tend to be larger. 

To further analyze the spatial patterns seen in these images, power spectra were computed using the above 
procedures. Figure 5 shows a power spectra taken from the image displayed in Figure 3 and Figure 6 shows the 
power spectra taken from the image displayed in Figure 4. Both figures are log-log plots of spectral intensity 
versus wave number. Here, the wave number axis is in cycles per 32 pixels. As such, a value of 24 corresponds to 
a frequency of .75 cycles per .67 cms or 1.12 cycles per cm. 

Analysis of the spatial spectra of fluorescence fluctuations can give important information on the processes 
responsible for the patch formation. The first observation from the spectra was that the patches were isotropic, 
i.e., there was no preferred orientation. The second observation was that the spectra have a slope of -5/3 over 
the well- resolved portion of their range. Both these observations are consistent with the hypothesis that the 
patches were formed by turbulent stirring of larger scale gradients of phytoplankton.1 Shown superimposed on 
both spectra is a line of slope -5/3. 
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4    Discussion 

There are two likely hypotheses to explain the occurrence of microscale patchiness of phytoplankton: nucleation 
and mixing. The nucleation hypothesis suggests that the patches arose from smaller-scale structures through 
aggregation, while the mixing hypothesis posits that the patches arose from larger-scale structures through stirring 
across gradients. We feel that the nucleation hypothesis is unlikely to be valid since the spectra of fluorescence 
variability are very similar, regardless of location in the water column. Aggregation is most likely at high 
phytoplankton concentrations, leading to larger patch scales in regions of high biomass. This was not observed. 
On the other hand, the consistency of spectra with depth supports the mixing hypothesis. In particular, the -5/3 
slope of the spectrum is predicted by turbulence theory for the inertial-convective subrange of passive scalars.1 

These data represent the first in-situ observations of the two-dimensional microscale variability of phyto- 
plankton fluorescence in the ocean. The data show that the planktonic environment below the mixed layer is 
structured by turbulent mixing, driven by the internal wave field. These observations have strong implications 
for our understanding of the dynamics structuring the planktonic community in the ocean and ocean optics in 
general. 

5    Conclusions 

A new instrument called OSST has been used to measure the small-scale spatial distributions of fluorescing 
chemicals over scales of centimeters to meters in the sea. Images reveal a great deal of repeatability of the average 
structure with a large degree of small-scale heterogeneity. Relative concentrations of these chemicals (presumed to 
be chl-a) can change by an order of magnitude over distances as small as several centimeters. The observed power 
spatial power spectra of the images are the same as that predicted by turbulence theory for the inertial-convective 
subrange of passive scalars.1 
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Figure 1: The system geometry. Figure 2: Four vertical profiles. 

Figure 3: An image from 55 meters. Figure 4: An image from 63 meters. 
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Figure 5: Power spectra of Figure 3. Figure 6: Power spectra of Figure 4. 

283 



Depth and wavelength dependence of phytoplankton photosynthesis: 
implications for the remote sensing of marine primary production 

Osvaldo Ulloa 

Department of Geophysics 
Niels Bohr Institute for Astronomy, Physics and Geophysics 

University of Copenhagen 
Juliane Maries Vej 30 

DK-2100 Copenhagen 0 
Denmark 

Nicolas Hoepffner 

Space Applications Institute 
Joint Research Centre of the European Commission 

1-21020 Ispra (Va) 
Italy 

David Larkin 

DJL Software Consultancy Ltd. 
63 Fellgate Avenue 

Jarrow, Tyne & Wear NE32 4QR 
United Kingdom 

ABSTRACT 

A detailed profile of the photosynthetic parameters and the action spectra was obtained in the Sargasso Sea 
during late summer, when the upper water column was strongly stratified. Significant depth variation in their 
magnitudes was present in the lower part of the euphotic zone. The consequences of such vertical structure on 
the estimation of water column primary production by remote sensing on ocean color are evaluate by sensitivity 
analysis using a spectral irradiance model. The errors in estimated primary production at depth assuming 
constant values of the photosynthetic parameters can be of several fold. However, for estimates of daily water- 
column primary production the errors are generally less than 10%. 

Keywords: photosynthesis, phytoplankton, primary production, remote sensing 
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1. INTRODUCTION 

The estimation of water-column primary production from remotely-sensed data on ocean color relies on the 
parameterization of the response of phytoplankton to the intensity and spectral composition of the light available 
for photosynthesis, as well as of the processes that determine the light field in the euphotic zone.1 Although 
the algorithms that have been developed for this application are, in principle, capable of dealing with depth 
dependencies in the photosynthetic parameters and in the optical properties, their implementation to date has 
ignored the vertical structure in these quantities, mainly because of lack of sufficient information. 

Here we present detailed measurements of action spectra, photosynthesis versus irradiance (P-I) parameters 
and phytoplankton pigment concentrations in the Sargasso Sea during late summer, when the upper water column 
is strongly stratified. We show that below the mixed layer the initial slope aB of the P-I curves increases 
significantly with depth, while the assimilation number P^ decreases. The implications of such vertical structure 
for the computation of water-column primary production by remote sensing are evaluated by sensitivity analysis 
using a spectral irradiance model.2 

2. IN SITU OBSERVATIONS 

2.1 Methods 

Observations were made over a 9-day period at a drift station in the North Sargasso Sea (36.0° N, 64.5°W) 
during the second leg of the cruise 88-026 of the C.S.S. Hudson (September, 1988). Water samples were col- 
lected with Niskin bottles or from a submersible pump sampler equipped with a CTD and an in situ fluorometer. 
Chlorophyll-a (Chl-a) and phaeopigments were measured fluorometrically using a Turner Designs 10-0005R fluo- 
rometer. Samples were collected on Whatman GF/F filters and pigments extracted in 90% acetone in the cold 
and dark for 24 h. Nitrate, phosphate and silicate were measured on board using a Technicon II AutoAnalizer 
and standard techniques. 

Broad-band (400-700 nm) photosynthesis-irradiance (P-I) experiments were carried out in temperature- con- 
trolled incubators illuminated with 250-W tungsten-halogen lamps. Photosynthetic rates were measured with 
the 14C method. For each experiment, ~40 /iCi of 14C-sodium bicarbonate was added to each of 42 light and 
2 dark bottles. The incubation period was 3 h, after which the 100-mL samples were filtered onto Whatman 
GF/F filters and the filters analyzed by scintillation spectrometry. Photosynthetically Active Radiation (PAR) 
was measured at each bottle position with a 4ir quantum meter (Biospherical Instruments, model QSL 100). The 
photosynthetic parameters aB and P^ were obtained by fitting the results to the equation of Platt et al.3 

Photosynthetic action spectra were determined for the same water samples as for the broad-band P-I experi- 
ments, using the method of Lewis et al.4 In each experiment, 14C-sodium bicarbonate was added to the sample (to 
a final activity of ~18 ^iCi mL_1) and 96 1-mL aliquots were dispensed into 7-mL scintillation vials and incubated 
for 2 h in the spectrophotosynthetron.4 Here, light from ENH-type tungsten-halogen projection lamps is passed 
through high quality interference filters (12 wavebands, every 25 nm from 400 to 675 nm, 25-nm bandpass) and 
subsequently through neutral density filters to obtain eight different low light intensities per waveband (in our 
case <30 /JE m~2 s-1). Incubations were terminated and inorganic carbon removed by adding 0.5 mL 6N HC1 
and shaking the open vials for at least 1 h under the fume hood. Quantum scalar irradiance in each position was 
measured with a Air quantum meter (Biospherical Instruments, model QSL 100), with a modified collector small 
enough to fit in the bottom of half a 7-mL scintillation vial for the measurements, and calibrated for the different 
wavebands. The slope of the photosynthetic rate (normalized per unit biomass) versus irradiance relation at each 
waveband, aB(\), was determined by linear regression. 
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2.2 Results 

During the 9 days of the study, water column properties remained quite stable. A mixed layer of depth 45 m and 
temperature of 27°C was present. Nitrate was depleted in the upper 90 m. Mixed-layer Chl-a concentrations were 
~0.15 mg m~3 and a deep chlorophyll maximum was present and centered at ~90 m, with peak concentrations 
of 0.64 mg m~3 (Fig. 1 a). 

In the mixed layer, the initial slope of the broad-band P-I relationship aB was relatively constant (Fig. 2 b), 
while PB was somewhat more variable and tended to decrease with depth (Fig. 2 c). Below the mixed layer, aB 

increased by a factor of about 4 between 50 and 110 m. Conversely, PB decreased by about the same factor in 
that depth range. 

The generals shapes of the action spectra from the different depths sampled (10-110 m, every 10 m) were 
similar, but some variations were present at particular wavebands. The unweighted spectral averages (aB(X))x = 

J400 aWdX/ J400 dX showed a similar depth structure as the broad-band aB values. 

3. SENSITIVITY ANALYSIS 

3.1 Biomass profile 

Computations were carried out using a general biomass profile B{z) of the form1 

'-(2- zm)2' 
B(z) = B0 -I 7= exp 

<7V27T 2a2 (1) 

where B0 is a background concentration, zm is the depth of the chlorophyll maximum, a specifies the width of 
the peak and h specifies the integral under the Gaussian and above the background. Our results (Fig. 1 a) can 
be described by the following parameter values: B0 = 0.132 mg m~3, h = 22.46 mg m~2, zm = 86.16 m and 
a= 18.21 m. 

3.2 Primary production model 

Primary production at depth was computed with the same P-I model used to obtained the photosynthetic 
parameters.3 modified to include the dependence of aB and / on wavelength (PB is considered to be wavelength 
independent5) and assuming, for simplicity, no photoinhibition: 

P(z) = B(z)PB(z)[l - exp(-n(z)/P*(z)], (2) 

where 

n(2) = sec0 /     aB(z, X)Id(z, A, 0)dX + 1.20 / ' aB(z, X)Id(z, X)d\. (3) 
•/AI JX1 

Here 6 is the sun's zenith angle in water, Id and Is are the direct and diffuse components of the available light at 
depth z respectively, A is the wavelength in the spectra range between A1= 400 nm and A2= 700 nm and 1.20 is 
the inverse of the mean cosine for perfectly diffuse skylight after refraction at a flat sea surface. 

The underwater light field was computed using the spectral irradiance model of Sathyendranath and Platt.2 

The light available at the sea surface was obtained from a solar spectral model for direct and diffuse irradiance.6 

Daily water-column primary production was obtained by integrating Eq. (2) numerically over time and depth. 
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3.3 Effects of the vertical structure of aB and P m 

To evaluate the effect of depth variations in aB and PB on primary production estimates, we used a generalized 
aB(z) profile, based on our in situ results, in which an exponential curve was superimposed on a constant value 

aB = aB + Aexp(u)z). (4) 

Here, aB is the background constant value of aB, A is a parameter that specifies the depth at which the second 
term becomes important and can therefore be related to the mixed-layer depth, and w is a parameter that 
describes the rate of change of aB with depth. We assume that aB and PB will both change as the euphotic 
zone becomes stratified, and model the latter as a function of the former: 

PB(z) = A2 + A3[a(Z)}^, (5) 

where A2, A3 and £ are empirical coefficients. With this representation, as aB increases with depth (i.e., as u> 
increases), PB decreases (Fig. 2 a,b). 

We computed primary production for different values of the parameters involved and compared the results 
with the case where the P-I parameters are assumed to be constant with depth. The results for variations in u are 
shown in Fig. 2 (c,d). The difference between the primary production values at depth computed assuming constant 
P-I parameters and those when they vary strongly with depth, can be significant. For example, for u = 0.07274, 
representative of our data, the error at the 1% light level (~93 m) is >100% (Fig, 3 c). However, when production 
values are integrated over time and depth, the relative difference in daily water-column production is only ~ 5% 
(Fig. 3 d). 

4. Conclusion 

The photosynthetic parameters in the ocean can present significant vertical structure below the mixed layer, 
which, in turn, in many cases is shallower that the euphotic zone. The error introduced in computing primary 
production at depth by ignoring this vertical structure can be of several fold, particularly at the base of the 
euphotic zone where the P-I parameters can differe greatly from those at the surface. However, for daily water- 
column primary production estimates the errors are generally less than 10%. 
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a 9-day drift station in September 1988. The curve in a) is the best fit to Eq. (1) in the text. 
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ABSTRACT 

A method is presented for constructing the carbon-based photosynthetic action spectrum 

which is simple and more economical than conventional methods. The approach uses the shape 

of the phytoplankton absorption spectrum and the initial slope of the photosynthesis-irradiance 

curve, determined in broad-band illumination. This method assumes that the shape of the absorp- 

tion spectrum is similar to that of the corresponding action spectrum, when non-photosynthetic 
pigments are absent, or negligible. The method was tested by constructing action spectra at 
different stations sampled across the North Atlantic, in five biogeochemical provinces. To assess 
the performance of the method, the constructed action spectra were compared with the results 
of measurements made at the same stations. The agreement between the measured and the 
constructed action spectra was good. 

Both the measured and constructed action spectra were partitioned into their respective 
provinces. In each province, a representative spectrum was estimated as the average of all the 
action spectra measured in the province. Again, the agreement between measured and con- 
structed action spectra was good. It is concluded that the simplified procedure developed here 
provides an efficient way of estimating the photosynthetic action spectrum for natural phyto- 
plankton populations, and could be used in the computation of primary production at local or 
large spatial scales. 

Keywords: photosynthesis, action spectrum, absorption spectrum, phytoplankton, primary pro- 
duction, biogeochemical provinces 

2. METHODS 

Samples were collected at twenty stations across the North Atlantic, from Halifax, Canada, 
to the coast of Morocco (and back); from 41.12°N 49.33°W to 29.00°N 19.16°W (12 transect 
stations), and at around 31.11°N 10.40°W (8 time-series stations). Sampling took place in 
the Fall, from 19"1 September to 21st October, 1992, during a Joint Global Ocean Flux Study 

(JGOFS) cruise. Water samples for all the relevant measurements were collected at one depth, in 
the photic zone, using a continuous pump sampler1. Five biogeochemical provinces2 were covered 

during the cruise, they include: the Northwest Atlantic continental shelf, NWCS, 2 Stns; the Gulf 

Stream, GFST, 3 Stns; the Western Subtropical Gyre, STGW, 2 Stns; the Eastern Subtropical 
Gyre, STGE, 5 Stns; and the Eastern Atlantic or Canary, CNRY, 8 Stns. 

Biomass (as chlorophyll-a concentration) was measured fluorometrically, after extraction in 
90% acetone, overnight. The C-based photosynthetic action spectrum, aB(X), was determined 
using a spectral incubator3, and the parameters of the broad-band photosynthesis-irradiance 
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curve, aB the initial slope and PB the assimilation number, where the superscript B indicates 
normalization to phytoplankton biomass, were measured using the 14C method4. Each aB value 
was corrected for the shape of the emmission spectrum of the incubator lamp (tungsten-halogen) 
by multiplying it by a ratio of the unweighted mean phytoplankton absorption coefficient to 
the mean absorption weighted by the emission spectrum of the lamp3. The phytoplankton 
absorption spectra were measured using the filter technique, following the method of Hoepffner 
and Sathyendranath5. 

3. CONSTRUCTION OF THE ACTION SPECTRUM 

Spectrally-resolved primary production models require the action spectrum as one of the 
inputs. The conventional methods for measuring the C-based photosynthetic action spectrum6 

are complicated, time consuming and expensive. As a result, data on the action spectrum are few, 
and there is a need to develop more simple and economical methods. Here we present one such 
method, which uses the shape of the phytoplankton absorption spectrum, and the broad-band 
aB to provide the amplitude. 

To define the shape of the absorption spectrum, the absorption coefficients, ap(X) [m_1], were 
normalized to their mean value (averaged over the spectral range from 400 to 700 nm). Thus, 
the action spectrum was constructed as: 

af (A) = flp(AlXQB, (1) 
dp 

where, af (A) is the constructed action spectrum, with the subscript c indicating constructed, 
ap(A) is the phytoplankton (pigments) absorption spectrum, and ap is the spectrally-averaged 
mean phytoplankton absorption coefficient. The main assumption in this construction is that the 
shape of the absorption spectrum represents that of the corresponding action spectrum. However, 
for this assumption to be valid, the presence of non-photosynthetic pigments has be to negligible. 
We found this to be the case in the present data set. 

4. COMPARISON WITH THE MEASURED ACTION SPECTRA 

4.1 Station by station 
To test the performance of the method, the constructed action spectra were compared with 

the measured action spectra, aB(A), at each of the twenty stations. Figure 1 shows the shapes of 
some ten action spectra and absorption spectra (which represent the shape of ac (A)). Although 
the shapes varied from one station to another, there was excellent agreement in shapes between 
aB(A) and af (A) at individual stations. 

A comparison of amplitudes was made by linear regression of af (A) on the measured aB(X). 
For a perfect agreement, the slope of the regression line would be 1.0; a slope > 1.0 would imply 
that the magnitude of af (A) was higher than that of aB(A), and the reverse would be true for 
a slope < 1.0. In 75% of the stations, the slopes were found to be not significantly different 
from 1.0 (i-test, p < 0.05); 20% of the stations had slopes significantly lower than 1.0, and only 
one station showed a slope greater than 1.0. The intercepts were not significantly different from 
zero at all the stations and the coefficients of determination (r2) were high (on average 93%), 
confirming the good agreement in shapes. 
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4.2 Provincial representatives 
In each of the five biogeochemical provinces, an average action spectrum (one measured and 

one constructed) was computed as a mean of all the corresponding action spectra in that province. 

The shapes and amplitudes of the measured and constructed action spectra were compared in each 

province. There was good agreement between them for the representative action spectra in all 
the five biogeochemical provinces; some examples for the GFST, CNRY and STGW provinces 
are shown in Fig. 2. 

As for individual stations (section 4.1), the constructed of (A) in each province were regressed 

against their measured counterparts (Fig. 3), to check for an agreement in amplitudes. The slopes 

for the GFST, STGE and STGW provinces were not significantly different from 1.0 (Student's t- 

test, p < 0.05) while those for the NWCS and the CNRY provinces were lower than 1.0. However, 

the r2 values were high (e.g., Fig. 3) illustrating that the shapes were well matched. 

4.3 Concluding remarks 

The shape of the phytoplankton absorption spectrum reproduced well the shape of the action 

spectrum and the aB provided appropriate normalization of the shape, as shown for both local 
(stations) and regional (provinces) scales, over the extensive region sampled. The absorption 
spectra and broad-band aB are relatively more easy to measure than the C-based action spectra. 
Therefore, the method developed here provides an efficient way for estimating the photosynthetic 
action spectra for use in primary production models3 at any spatial scale. 
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ABSTRACT 

In-water algorithms to estimate the chlorophyll a concentration in the Arabian Sea and the Indian Ocean were set up bv 
computation based on empirical method using subsurface radiance ratio of SeaWiFS bands. A series of investigation for the 
algorithms was carried out at 16 stations during a cruise in January 1994 from Gulf of Oman to Fremantle Australia 
Photosynthetic productivity of phytoplankton was measured at 12 stations bv the stable ,3C isotope method The algorithm of 
surface chlorophyll a, that the strongest correlation was observed, was Chl.a+Pheo (mg m"3) = 0 26*[Lu(443)/Lu(490)r3 35 

with, a coefficient of determination r2=0.93. Most of the standing stock was included in the subsurface chlorophyll maximum 
(SCM) layer found clearly from 15 to 120 m. Primary production of water column in this area depends on it at the upper layer 
because of low photosynthetic productivity at SCM. Accordingly a linear relationship with r2=0.90 between the surface 
chlorophyll a concentration and daily primary production of water column was obtained. 

Keywords: in-water algorithm, chlorophyll, primary production. SCM, SeaWiFS. OCTS. Arabian Sea. Indian Ocean 

1. INTRODUCTION 

ur., Tiie,?c^n.Col
o
or md Temperature Scanner (OCTS) have lunched in August 1996. The next sensor, the Sea-viewing 

Wide Field-of-view Sensor (SeaWiFS) will be lunched next February. One of the purpose of these sensors is to determine the 
magnitude and variability of primary production by marine phytoplankton on a global scale.1 Gordon et al2 showed the 
global algorithm for the Coastal Zone Color Scanner the (CZCS) to retrieve phytoplankton pigments in subtropical waters 
This algorithm parameters are not universal because of a variation in phytoplankton species with region and season 
Applying the algorithm to our data induced a large error with its maximum value of 135% Furthermore wavelength of the 
new sensors bands are different from that of CZCS. Thus, local and new algorithm parameters should be required for new 
sensors. 

o f Pu°V™ gC nUmber °f 0Cean C0l0r ***■ The ^ of Phytoplankton distribution2 3 were made from the 
image. Based on the CZCS data, primary production was estimated using various algorithms which have a range from simple 
empirical relationship4 to complex analytical models6■'■». These algorithms and model have some problem fo beTesoSved 
The first is; to predict the pigments profiles which were invisible from the satellite. Especially, subsurface chlorophyll 
maximum (SCM) causes error in estimation of primary production. To resolve this problem, Platt and SathyendranatJi5 

generalized the biomass profile at regional scales. 

The Arabian Sea and the Indian Ocean have a wide range of biomass and productivity. The monsoon, SW during June - 
nZnfn ^■o<tmg DeCe,"ber.- Febmary- and currents P»ay a very important part ,n determining the variability of 
phytoplankton. Primary production and pigments concentration have measured in these area on board1113 These results 
showed that the occurrence of SCM, productivity and pigments distribution related to nutrients, mixed layer depth and light 
Penetrating Recent studies used CZCS imagery to derive the phytoplankton chlorophyll concentrations^l5 and primary 

SS^r '"I  c  t
a.nc    , ™eoIndian 0cean" h0WCVer- report of bi°-°Ptical observation as the basic research for the study to utilize the SeaWiFS and OCTS have apparently not been published to date 
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During the cruises of T/V Umitaka-Maru III of Tokyo University of Fisheries in January 1994, we carried out a series of 
bio-optical measurements in the Indian Ocean included the Arabian Sea. In this paper, we report the in-water algorithms for 
retrieving the chlorophyll a concentration based on empirical method using subsurface radiance ratio of SeaWiFS bands, and 
discussed the relationship between surface chlorophyll a concentration and primary production in studied area. 

2. Materials and Methods 

Spectral radiation and chlorophyll a concentration at 16 stations, and photosynthetic productivity of phytoplankton at 12 
stations, respectively, were measured (Fig. 1) on the cruises from Gulf of Oman to Fremantle, Australia. Profiles of spectral 
radiation were measured using the MER2020A (Biospherical Instruments Inc.). This instrument measures downwelling 
irradiance, Ed(X., z), and upwelling radiance, Lu(k, 
compatible with SeaWiFS and OCTS simultaneously. 

30°H 

Fig. 1. Location of sampling station in the Arabian Sea and 
the Indian Ocean. 

z), at 7 wavelengths (412, 443, 490, 510, 555, 565, and 683 nm) 

Water samples for primary productivity were collected using 
Van Dorn bottles from the sea surface and the depth of SCM. For 
chlorophyll a determination, additional water samples were 
collected using a Rossete multi sampler equipped with a CTD : 
OCTOPUS17 (OCTO-Parameter Underwater Sensor). 

The concentrations of chlorophyll a were determined 
fluorometrically18 with Turner Designs 10-005R fluorometer after 
extracting the pigments in N, N-Dimethylformamide (DMF)19. 

For measurement of absorption coefficients of total particle, the 
optical density of total paniculate matter concentrated on the filter, 
ODfc was measured spectrophotometer (UV365, Shimadzu) in the 
spectral range 350 - 750 nm. The filter was placed in methanol for 
24 hours in order to extract pigments20. The bleached filter was 
dried and then soaked again in filtered seawater. Then the optical 
density of the bleached material, ODfd, was measured. The 
absorption coefficients (m1) were calculated from ODfp and ODfd 

using an algorithm of the form suggested by Mitchell (1990)21. 

Photosynthetic productivity of phytoplankton was measured by the stable 13C isotope method22. The samples were 
incubated for 4 hours in a water bath controlled at surface water temperature under different light levels. The isotope ratios 
of 12C and 13C were determined by infrared absorption spectrometry23 with a 13C analyzer (EX-130, JASCO). The 
photosynthetic rate was calculated by the method of Hama et al22, and the rate at each depth was calculated on the basis of 
P-I curve fitted to the model of Eilers and Peeters24. Primary production in water column was estimated by integrating the 
value multiplied the photosynthetic productivity by chlorophyll a concentration at each depth over the entire euphotic zone. 

For setting up the in-water algorithms, we used two commonest forms, 

and 
C = A x [Lu(U 0-) / Lu(X.2, 0-)]' 

C = Ax 
Lu(to, 0-) + Lu(to. 0-) 

Lu(to, 0-) 

(1) 

(2) 

where C is the concentration of chlorophyll pigments (mg m"3) at sea surface, Lu is the radiance, to, to and to are 
wavelengths, A and B are empirically determined constants, and 0- means that Lu was measured at the depth just below the 
surface. The constants, A and B. were calculated by least-squares fitting against all two and three bands combinations for the 
data. 
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3. Results and Discussion 

3.1 Chlorophyll pigments retrieval algorithms 
Relationships between surface chlorophyll pigments and radiance ratio expressed by Eq. (1) and (2), that the strongest 

correlation was observed, were shown in Fig. 2(a) and 2(b). Concentration of surface chlorophyll pigments (chlorophyll a + 
pheophytin), C was ranged from 0.05 to 0.72 mg m"3 in the studied area Within the range of low concentration, the 
algorithms yielded by least-squares fitting were. 

and 
C = 0.26 x [Lu(443, 0-) / Lu(490, 0-)] "3 35      with r2=0 93 

C = L53: 
Lu(412, 0-) + Lu(443, 0-) 

Lu(490, 0-) 

-2.62 

with r=0.93. 

(3) 

(4) 

respectively. The maximum relative errors of Eq. (3) and (4) were -32 % and -35 % that satisfied goal value for chlorophyll 
retrieval from SeaWiFS data in case 1 water25. Usually these ratios have involved wavelength near the maximum in the 
chlorophyll a absorption (440 nm) and the minimum in chlorophyll a absorption (560 nm)3 for CZCS In this study, the 
wavelength near the minimum in chlorophyll a absorption (555 nm) for new sensors was not selected in the ratio with a best 
correlation. Selected 490 nm was the most penetrable wavelength. 

„ o.i - 

°-I 1 10 0 1 

Lu(443VLu(490) [Lu(412) + Lu(443)| / I,u(490) 

Fig. 2. Scatter plots of chlorophyll pigments concentration versus (a) Lu(443)/Lu(490) 
and (b) [Lu(412)+Lu(443))/Lu(490). 

ZS0(490) 

Chi. a 

(mg/m3) 

Fig. 3. Comparison of distribution of chlorophyll a concentration. Zp and Z90(490) 
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3.2 SCM, Zp and Z*, 
Comparison of distribution of chlorophyll a concentration (mg m"3), photic depth Zp (m) (depth where the PAR is 

reduced to 1% of its surface value) and the penetration depth Z90 (m) at 490 nm was shown in Fig. 3. A distinct SCM was 
observed in the layer at depths of 15 to 40 m in the Arabian Sea (0.3 - 0.9 mg m"3), and at 50 to 120 m in the Indian Ocean 
(0.2 - 0.5 mg m"3). The Zp was ranged from 34 m at Sta.O1 to 105 m at Sta. 08 and the depths of SCM were lower part of 
the euphotic zone, that were 2 - 3 % penetration of the surface light except Sta. 15. The SCM occupied more than 60 % of the 
standing stocks within the euphotic zone. While the Z9o(490) was ranged from 9 to 23 m in the Arabian Sea and from 14 m 
to 50 m in the Indian Ocean. It was shallower than the depth of the SCM at all stations. This result showed that even at the 
most penetrable wavelength the information from the SCM was less than 10 % at the sea surface. The SCM included to the 
reckoning of primary production was invisible to the sensor on the satellites. 

3.3 Surface chlorophyll a and primary production 
The plots of the daily primary production of water column (gC m'2 day"1) versus the surface chlorophyll a concentration 

(mg m"3) was shown in Fig. 4. The daily primary production was ranged from 0.23 to 0.73 in the Arabian Sea and from 0.08 
to 0.17 (gC m"2 day"1) in the Indian Ocean. Although a large amount of standing stocks existed at the SCM, primary 
production of water column increases linearly with surface chlorophyll a concentration. The relationship obtained by least- 
squares fitting was, 

P = 0.93 x Co + 0.064, (5) 

where P is the daily primary production of water column (gC m"2 day'1) and C0 is the surface chlorophyll a concentration (mg 
m3), respectively. This simple relationship has a strong correlation with a coefficient of determination r2=0.90. 
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Fig. 4. The plots of the daily primary production of water column versus the surface 
chlorophyll a concentration. Symbols a, b and c were data at Sta. 02, 10, 17 and correspond 
to Fig. 5 (a), (b) and (c), respectively. 

Photosynthetic productivity (mgC mg chla"1 h"1) versus Irradiance (PAR; umol quanta m"2 sec"1) curves (P-I curves) at 
the sea surface and SCM in the Arabian Sea (Sta.2), equatorial area (Sta. 10) and at the most southern station (Sta. 17) were 
shown in Fig. 5. Maximum photosynthetic productivity, Pmax, at the each layers were same level as shown in Fig. 5a. The 
productivity was very low under the low irradiance corresponded with its level of SCM layer in the Arabian Sea. While the 
productivity at the SCM in the equatorial area of the Indian Ocean (Fig. 5b) was very low over the all irradiance level, that 
showed loss of their photosynthetic ability as well as the result by Saijo et al.'' In our studied area except the Sta. 17, patterns 
of the P-I curve are similar with Fig. 5a in the Arabian Sea and Fig. 5b in the Indian Ocean. Since the primary production at 
each depth is the product of the photosynthetic productivity and chlorophyll a concentration, it at the SCM layer was very- 
low. The primary production of water column in this area depends on it at the upper layer (approximately 70 % of the 
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column) in which the chlorophyll a concentration was very nearly constant. Thus a linear relationship with a high coefficient 
of determination between P and C0 was obtained (Fig 4). At the Sta.17 (Fig. 5c), however, the SCM layer had a P,™ 
equivalent to it of the surface at near the irradiance level of the SCM. The primary production of the SCM layer was high 
(approximately 50 % of the column). Therefore P was underestimated largely from the equation (5) depended on the surface 
(Fig. 4, symbol c). 
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Fig. 5. Photosynthetic productivity versus Irradiance curves at the sea surface (solid lines) and SCM (dashed lines) 
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of (a) Sta.02, (b) Sta.10 and (c) Sta.17. 

4. CONCLUSION 

In this study we obtained the regional algorithm for the retrieval of surface chlorophyll pigments concentration in the 
Arabian Sea and Indian Ocean during the NE monsoon season with relative error less than 35 %. The simple and linear 
relationship between the surface chlorophyll a concentration and daily primary production of water column was confirmed. 
Thus the estimation of primary production in this area will be possible by satellite observation. However it is anticipated that 
these algorithms can apply to only low pigments concentration area and induce a large error in the site where primary 
production depends on the standing stock within the SCM layer. To develop these algorithms and to estimate more accurately 
we should collect a large number of bio-optical data through a widely range from low productivity area to high productivity 
area and recognize a variation and pattern in distribution of phytoplankton and characteristics of photosynthesis. 
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ABSTRACT 

The Process-6 cruise, of the Arabian Sea Expedition of the Joint Global Ocean Flux Study (JGOFS), occurred during an 
intermonsoon, in October-November 1995. A variety of water column conditions were sampled in terms of euphotic zone 
depths, autotrophic biomass, resident phytoplankton populations, and nutrients. We use measurements of the rate of primary 
production (in situ), quantities of chlorophyll a, the properties of phytoplankton absorption, daily time courses of submarine 
PAR, and estimates of quantum yield to examine the variability seen. Both phytoplankton absorption and variations in 
quantum yield contribute to variations in primary production. Offshore populations exhibit a reduction in the apparent 
maximum quantum yield. 

Keywords: primary production, phytoplankton, absorption, quantum yield, Arabian Sea 

1. INTRODUCTION 

The Arabian Sea is subject to a twice-per-year reversal of winds, the monsoons. The Northeast Monsoon blows off Asia in 
the months of December and January, and the Southwest Monsoon in the summer months blows dry winds from Africa. 
Because the Coriolis parameter is relatively weak at the latitudes of the Arabian Sea, the ocean responds quickly to changes 
in wind, setting up analogous reversals in ocean currents and other wind-driven flows. During the Southwest Monsoon, for 
example, there exists a generalized offshore flow during the summer months which induces upwelling of colder, nutrient- 
rich water near the Arabian Peninsula. Offshore, the situation is more complicated, however, evidence also exists for 
enrichment of surface waters through eddies and Ekman divergence. 

The seasonal cycle in the Arabian Sea is therefore unlike that found for example in the North Atlantic. Because it is located 
in the tropics, there is little seasonal variation in solar radiation, save for cloudiness, and temperature varies by only about 4 
or 5°C. Thus, while the monsoons create seasonal signals in surface nutrient concentrations, there are not the confounding 
changes in solar radiation, temperature, and nutrients as found in the temperate ocean. The seasonal dynamics of the Arabian 
Sea therefore suggest a means to study the effect of nutrients on primary production to the exclusion of the other factors, 
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light and temperature.1 

We present here some ongoing analyses of the primary production data from the Arabian Sea, focussing on Process Cruise 
6, which took place in October-November, 1995. In a large sense, the analyses here are in the form of a progress report. We 
do not have all the data in such a form to constitute a complete analysis of the primary productivity of the Arabian Sea 
during an intermonsoon; indeed not all the data are as yet available. What we have ready are eight in situ primary production 
(carbon assimilation) experiments, irradiance, nutrient, chlorophyll (fluorometric) and hydrographic data, and data on the 
absorption properties of phytoplankton. 

The question we ask is: What governs the variability of the rate of primary production with the levels of irradiance 
measured? We analyze the in situ primary production and irradiance data using the basic equation, 

P=*-*ph-E CD 

which has been used in several studies2,3, albeit with some variation, and where P is the rate carbon assimilation (mmols C 

m"3 d"1), <|> is the quantum yield (mols C per mols photon), äph is the phytoplankton absorption coefficient (m"1) and E is the 

daily (PAR) irradiance incident on the sample (mols photons m"2 d"1). We assume, for the purposes of our analysis, that 
equation (1) applies to the phytoplankton populations at each station as a whole. 

ARABIAN SEA PROCESS-6 CRUISE, NOV., 1995 

Fig. 1. A station map of Process Cruise 6 of the Arabian Sea Expedition. The larger filled circles represent 
stations where in situ primary production experiments were done. 

Process-6 followed the 1996 Southwest Monsoon by 1-2 months. Although the moorings used in the Forced Upper Ocean 
Dynamics Experiment had already been recovered by the time of the cruise, the winds had returned to their pre-monsoon 
velocities, that is, similar to winds characteristic of April and May. Throughout Process-6, winds were light, and sea states 
calm. 

The cruise got underway from Muscat, Oman on 29 October and returned on 26 November, 1996 (Fig. 1). The objective of 
the cruise was to sample a variety of ocean optical conditions, and secondarily to transit the routine Arabian Sea Expedition 
station circuit. Thus, at the beginning of the cruise, more time was spent near a front in the Gulf of Oman, and at the end of 
the cruise, different eddy-like features were investigated, as viewed from AVHRR images for sea-surface temperature. 

303 



2. METHODS 

The methods followed Joint Global Ocean Flux Study (JGOFS) protocols.4 John Morrison and Lou Codispoti oversaw the 
collection of hydrographic data and nutrients. Chlorophyll a was analyzed using a Turner Designs Model 11 fluorometer, 
which was calibrated using pure chlorophyll a. Primary production was estimated from the uptake into paniculate matter of 
14C as H14C03. At each productivity station (Fig. 1), two replicates from eight depths in the euphotic zone were suspended 
from a spar buoy floating free of the ship, from dawn until dusk. The samples were subsequently filtered through GF/F 
filters, and the filters assayed for their radioactivity aboard ship. Samples to determine the particulate absorption spectrum 
were also collected onto GF/F filters and scanned over 400-750 nm in a Perkin-Elmer Lambda-3 spectrophotometer. The 

'detrital' spectrum was similarly scanned after an extraction in hot methanol,5 and the phytoplankton spectrum found by 
difference. The mean (by wavelength) value for phytoplankton absorption is determined from the equation 

r750 
a,(X)dX 

J400 Ph n. a , =   . (2) 
ph 750-400 

The method for obtaining the daily subsurface (PAR) irradiance data is as follows. We have added Tattletale Model 5 data 
logging computers (and batteries) to PAR sensors (model QSP-200) from Biospherical Instruments, producing a self- 
contained PAR-sensing and data-logging unit. The PAR-loggers are attached to the line of the in situ array at 3-4 depths. 
PAR is recorded on each, every two minutes throughout the day. We recognize some of the difficulties in interpreting PAR 
data6,7, however, the QSP-200 combined with a data-logging capability is presently the simplest and most cost-effective 
means of obtaining detailed time series of submarine irradiance data at sea. Although not a complete test, comparisons we 
have made with the MER-2040 (unpublished) in determining diffuse attenuation coefficients averaged over the euphotic 
zone are very good. 

3. RESULTS 

When primary production is plotted against irradiance, the data seem to fall into three, or maybe four, groups (Fig. 2a). The 
more offshore stations, 10, 13 and 15, have low rates of production, while two stations, 07 and 18, show about the same high 
rates. Station 07 is in the Gulf of Oman, while station 18 is about 500 km to the south of station 07. The remainder make up 
an intermediate group. At any rate, our objective is to try to see how we can collapse the variability, and thereby investigate 
how primary production is regulated. 

The typical means of reducing the variability is to normalize against chlorophyll a, and this helps somewhat, particularly in 
closing the gap between the offshore stations and stations more under the influence of coastal processes. However, we might 
have expected something better, especially since chlorophyll-specific production is a fundamental parameter being used to 
develop algorithms by which we compute the rate of primary production, in situ, from satellite imagery. Overall, the 
variability is worse. 

An alternative normalization is to use the absorption coefficient rather than chlorophyll a, and the result of that is shown in 
Fig. 2c. The normalization to äph reduces much of the variability seen with primary production alone (Fig. 2a), or primary 
production normalized to chlorophyll a (Fig. 2b). Only stations 13 and 15 (the stations furthest away from coastlines), 
remain low compared to the rest of the stations. Notably, station 10, now joins the other stations in terms of its production 
characteristics. The absorption coefficient, even as the mean by wavelength, has more information about the photosynthetic 
properties of phytoplankton than just chlorophyll a. For example, pigment composition and pigment packaging will be 
reflected in the absorption coefficient. 

Fig. 2c also has information about the quantum yield of production, since re-arranging Eq (1), 

♦ = FTTE (3) 
ph 
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Process-6, November, 1995 
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The initial slope in Fig. 2c should be equal to the maximum 
quantum yield, <|>max. Since the data in Fig. 2c appear to 
separate into two groups (the offshore stations 13 and 15, and 
the rest), we treat them separately for the purposes of non- 
linear regression to determine the parameters of the 
relationship between quantum yield and irradiance. The 
relationship that seems to provide the best fit to the data 
(based on an analysis of the errors), was a variant of one 

previously proposed, 

«t» = <t»^„.' tanh {K/E) 'max (4) 

where K is a constant analogous to Ek from P(E) curves, that 
is, the ratio of <|>max to the value of the negative slope at high 
irradiances. The results are shown in Fig. 3. A clearer picture 
emerges and suggests that for stations 13 and 15, there 
appears to be an overall reduction in the quantum yield 
expressed through the maximum value. For stations 13 and 
15, (|)max and K take the values 0.039 and 3.2, respectively, 
while for all the other stations, <]>max and K take the values 

0.052 mols C (mol photons)"1 and 4.3 mol photons m"2 d"1. 

o.oi 

<    0.001 

Irradiance (mol photons/mA2/d) 

Fig. 3. Quantum yield, calculated as in Eq. (3) in the text, as 
a function of irradiance. The lines are from non-linear 
regression using Eq. (4), the parameters of which are in the 
text. Symbols from Fig. 2 
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The variability arising from the absorption coefficient, that is, from pigment packaging and pigment composition, is 
included in the analysis of quantum yield. 

4. DISCUSSION 

From our analysis, we conclude that both the absorption properties of the phytoplankton and their quantum yields are 
responsible for the variability in primary production for the intermonsoon period in late 1995. For the stations under the 
influence of coastal upwelling, and inshore of the Findlater Jet (i.e., north of 15°N), much of the variability can be explained 
by aph. The offshore stations show a reduction in <}>max by about 30%. 

We are not aware of any studies which routinely employ a normalization of primary production data to the phytoplankton 
absorption coefficient (however, see ref. 8), however, for our data it appears to work well, and has obvious value to the 

problem of determining primary production from remote sensing data such as satellite imagery.8 The variation in äph can 
arise from two factors, the pigment composition of the populations, and pigment packaging. We have found little evidence 
of pigment packaging. One diagnostic is to compare the value of the specific absorption coefficient at 674 nm, a* h(674), 

with that in solution. All our values are equal to or exceed 0.0203 m2 (mg Chla)'1, the "unpackaged" specific absorption 

coefficient at 674 nm.9 Our assessment that pigment packaging is unimportant for the time period we sampled in the 
Arabian Sea agrees with other investigations.10 

The ^max estimated in Fig. 3 assumes uniform populations at each of the stations. In fact, <|)max will probably change as a 
function of depth, that is, with the stratification of populations. But knowledge of those changes will have to await analysis 
of the P(E) data. Stations 13 and 15, the offshore stations where we observed reductions in (|>max have deeper euphotic zones, 
have greater depth contrasts in density (higher stratification), and lower nutrients (Table 1). In contrast, for Stations 07 and 
18 where rates were high, nitrate values usually were >0.3 jiMol in the euphotic zone. However, to devise a relationship 

between <t>max and quantities of nitrate11 or nitrate supply12 that applies to the entire region sampled will be difficult. Nitrate, 
in particular, shows substantial variability within a day (Table 1), and which cannot be ascribed solely to sampling different 
water masses during the time the ship was at a particular station. 

Table 1: Water column properties for each station. The Depth of Nitracline and Mixed Layer Depths are rough estimates 
based on the depth where nitrate reaches 0.2 (iMol and density increases by 0.2 o, units over the surface value, 

respectively.The variation in surface nitrate is that occurring over a 24-36 h period on station. 

Station 
Depth of 

Nitracline 
(m) 

Euphotic 
Zone Depth 

(m) 

Mixed Layer 
Depth 

(m) 

Nitrate at 
Surface 
(HMol) 

07 0 34 32 0.1-0.4 

10 51 75 52 0.00-0.06 

13 57 93 38 0.0-0.08 

15 52 79 72 0.00-0.05 

18 0 44 56 1.1-1.3 

20 0-37 53 41 0.0-0.2 

22 26 63 29 0.00-0.06 

24 0-62 53 63 0.0-1.0 
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ABSTRACT - The Bermuda BioOptics Project (BBOP) has been making bi-weekly to monthly profile 
observations of bio-optical parameters as a component of the U.S. JGOFS Bermuda Atlantic Time series 
Study (BATS) since January of 1992. This five year record of apparent and inherent optical observations is, 
to be the best of our knowledge, the longest quasi-continuous, bio-optical time series made for any oceanic 
region. The foci for BBOP are to: 1) characterize upper ocean bio-optical property variability; temporally, 
spatially and spectrally, 2) assess light availability and its utilization, 3) model primary production and 
other biogeochemical rates using bio-optical quantities and 4) provide the "optical link" between BATS and 
satellite ocean color observations. Here, we will introduce BBOP, discuss briefly its sampling, data 
processing procedures and the availability of the BBOP data set. As an example of its utility, we will 
illustrate the role and implications of colored dissolved organic materials in the absorption and diffuse 
attenuation of light. 

KEYWORDS: bio-optics, time-series, Sargasso Sea, Bermuda, colored dissolved organic material, open ocean 

INTRODUCTION 

Primary production, the conversion of dissolved inorganic carbon to paniculate organic carbon by 
phytoplankton through their utilization of absorbed light, is a fundamental process in the upper ocean 
carbon cycle. Its characterization and numerical prediction requires a determination of the ambient light field 
and its variability. Similarly, our ability to assess ocean biogeochemistry from space is limited by how 
well we can interpret the water leaving radiance spectrum. As the open ocean represents -90% the total 
ocean area (Ryther, 1969), the open ocean must be well understood if we are to understand these processes 
on a global scale. The achievement of these goals provides the focus for the Bermuda BioOptics Project, or 
BBOP. BBOP has been making high-quality, profile observations of bio-optical parameters as part of the 
U.S. JGOFS Bermuda Atlantic Time series Study (BATS) since January of 1992. This 5 year long record 
of bio-optical observations is, to be the best of our knowledge, the longest record of this type made for any 
oceanic region. 

The Sargasso Sea off Bermuda is a unique environment as it may be characterized by both eutrophic and 
oligotrophic conditions during different times of the year (Menzel and Ryther, 1960; Michaels and Knap, 
1996; Siegel etai, 1995a). This provides bio-optical data covering a reasonable dynamic range of possible 
conditions. The Sargasso Sea off Bermuda has been observed quasi-continuously since 1954 and represents, 
in our opinion, the best characterized open ocean site on the planet (e.g., Michaels and Knap, 1996). 
Hydrostation S lies 25 km southeast of Bermuda and the 40+ year time-series record of biweekly 
hydrographic sampling is continuing at this station. The BATS site is 75 km southeast of Bermuda (31° 50' 
N; 64° 10' W). Since October 1988, BATS personnel have conducted more than 100 cruises to this site. 
Other time series observations are conducted off Bermuda, including determinations of deep sediment trap 
fluxes (since 1977), atmospheric chemistry and aerosol measurements (since 1980) and an interdisciplinary 
moored science program (since 1994, the Bermuda Testbed Mooring; Dickey, 1994). Clearly, BBOP builds 
on a long tradition of time-series research at Bermuda. 

BBOP GOALS 
As the Bermuda BioOptics Project is tightly linked with the U.S. JGOFS BATS observational program, 

its scientific goals are in many ways compliment the overall BATS efforts.   Specifically, the scientific 
goals of the BBOP are to: 

• characterize optical property variations at BATS; temporally, spatially and spectrally, 
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• assess light availability and its utilization, 

• model primary production and other biogeochemically relevant rates using optical quantities, and 

• provide the "optical link" between BATS and satellite ocean color observations. 

The accomplishment of these goals puts strict requirements on the nature of the sampling program. For 
instance, providing the optical link between BATS and satellite ocean color data sets requires that noon-time 
observations of water-leaving radiance be determined while the assessment of light utilization requires day- 
long observations to match the BATS in situ primary production array incubation. 
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Figure 1 - The BBOP sampling time series. Squares are the number of BBOP AOP casts (2 profiles per cast) while 
diamonds are the number of individual in situ lOP profiles. Typically, 64 noontime casts are made each year. 

THE BBOP MEASUREMENT PROGRAM 
The optical and biogeochemical measurements made by the BBOP and BATS programs are listed in Table 

1. Nearly every measurement recommended in the Ocean Optics Protocols for SeaWiFS Validation for 
product validation, radiative transfer and bio-optical algorithms (Table 1 in Mueller and Austin, 1995) is 
sampled as part of the combined BBOP/BATS data set (Table 1). The primary measurement system is a 
profiling spectroradiometer (MER-2040, Biospherical Instruments, San Diego, CA; Smith et al. 1996) 
which has provided apparent optical property (AOP) observations for use in a wide variety of science 
questions (Siegel et al. 1995a; 1996; Siegel and Michaels, 1996; Garver and Siegel, 1996). The 
determination of AOP's from optical profiles is well documented (Sorensen et al. 1994; Siegel etal. 1995b; 
1995c), as is our understanding of the ship shadow produced by the R/V Weatherbird II (Weir et al. 1994) 
and the calibration history of the primary spectroradiometer used in BBOP (O'Brien et al. 1996). 
Preliminary results from the in situ inherent optical property (IOP) profiling instrumentation are presented 
in this volume (Brody etal., 1996). 
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TABLE 1: OPTICAL AND BIOGEOCHEMICAL DETERMINATIONS MADE AT BATS 

BBOP 

Direct Measurements: 
Ed(z,A.) Downwelling vector irradiance (410,441,465,488,510,520,555,565,589,625,665 & 683 nm) 
Ed(0+,a.) Incident irradiance (340,390,410,441,465,488,520,545,565,589,625,665 & 683 nm) 
Lu(z,A,) Upwelling radiance (410,441,465,488,510,520,555,565,589,625,665 & 683 nm) 
a(z,A.) In situ absorption spectrum using WetLabs AC-9 (410,440,490,520,565,650,676&715 nm) 
c(z,A.) In situ beam attenuation spectrum (same X's as above) 
ap(X) Paniculate absorption spectrum by QFT (Mitchell, 1990) 
adet(^-) Detrital particle absorption spectrum by MeOH extraction 
as(X) Colored dissolved absorption spectrum 
E0(z,>.) Scalar irradiance at 441,488 and 565 nm 
Ff{z) Natural chlorophyll fluorescence using a broadband upwelled radiance sensor 
chl-fl(z) Chlorophyll fluorescence with a SeaTech fluorometer 
c(z,660) Beam attenuation coefficient at 660 nm with SeaTech 25 cm transmissometer 
T(z) & S(z) SeaBird temperature and conductivity probes 
chl-a(zo) Discrete chlorophyll a determinations via Turner fluorometry (for next day delivery) 

Primary Derived Products: 
RRS(0",A.) Remote sensing reflectance (410,441,465,488,510,520,555,565,589,625,665 & 683 nm) 
aph(^) Phytoplankton absorption spectrum (= ap(X) - a<jet(^)) 
K^z.A.) Attenuation coef. for Ed(z,a.) (410,441,465,488,510,520,555,565,589,625,665 & 683 nm) 
<PAR(z)> Daily mean photosynthetically available radiation at depths of the in situ C14 incubations 
b(z,Ä.) In situ spectral scattering coefficient (= c(z,X) - a(z,X)) 

U.S. JGOFS BATS AND RELATED BIOGEOCHEMISTRY SAMPLING PROGRAMS 

Primary Production (in situ 14C incubation) 
Phytoplankton pigments (fluorometric & HPLC) 
C02 system (alkalinity, TC02 and pC02) 
Dissolved oxygen (continuous & discrete) 
POC & PON (POP infrequently) 
Full water column, WOCE-standard CTD profile 
Phytoplankton abundance by flow cytometry 
Validation spatial cruises (5 days, 4cruises/year) 

Sinking flux (sediment trap array) 
Nutrients (N03+N02, Si04, P04) 
Continuous atmospheric & surface pCÜ2 
Zooplankton biomass & grazing 
DOC & DON (DOP infrequently) 
Bacterial abundance and rates 
Coccolithophore abundance 
Deep sea sediment fluxes 

BATS-SAT 

Acquisition and analysis of LAC SeaWiFS ocean color and AVHRR sea surface temperature imagery 

BERMUDA TESTBED MOORING 

Spectroradiometry (E<i(z0,A.) & Lu(z0,X)) 
In situ chlorophyll and CDOM fluorescence 
Quasi-continuous in situ nitrate analysis 
In situ absorption & beam attenuation (a(z0,Ä.) & c(z0,A.)) 
Temperature and salinity (T(z0) & S(z0)) 
Automated C14 productivity incubations 

Horizontal velocity 
Beam attenuation at 660 nm 
Air-sea heat and momentum fluxes 
Dissolved oxygen 
Natural chl fluorescence (Ff(z0)) 
Trace metal clean water sampling 
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The BBOP sampling time series is shown in figure 1. Over the past five years, BBOP has made more 
than 2,500 spectroradiometry profiles. A total of 16 BATS cruises are conducted each year and the BBOP 
profiler is deployed during other cruises of opportunity. This has resulted in a yearly average of 64 noon 
time casts sampled. The BBOP sampling goals are to 1) make a noon-time AOP/IOP cast every day at sea, 
2) sample quasi-continuously when the BATS in situ primary production array is deployed and 3) deploy the 
radiometer every 4 hours (including night) so the diurnal variations in IOP's can be assessed (e.g., Siegel et 
al. 1989). This sampling regimen insures that the BBOP data set will be able to answer a wide variety of 
scientific questions as well as for ocean color satellite sensor calibration and product validation. 
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Figure 2 - Time-depth representation of the ratio of Kd(410) to Kd(488), a qualitative indicator of CDM 
concentrations, the combined effects of CDOM and detrital particulates to light absorption.  Higher values 
indicate higher CDM concentrations and the solid line is the mixed layer depth. 

SEASONAL VARIABILITY OF CDOM IN THE SARGASSO SEA 
The BBOP data set has been developed to address scientific hypotheses linking ocean optics with marine 

biogeochemistry. Here, we will use the BBOP data set to assess the optical role and biogeochemical 
implications of colored dissolved organic materials (CDOM) in the open ocean (Siegel et al. 1995a; Siegel 
and Michaels, 1996; Garver and Siegel, 1996; Nelson et al. 1996). Values of the diffuse attenuation 
coefficient, K<j(X), will be highly influenced by CDOM and detrital paniculate materials in the violet region 
of the spectrum but will be affected to a far lesser degree for the blue-green wavebands. In contrast, spectral 
differences in light attenuation due to phytoplankton for these wavebands will be roughly the same. By 
examining the value of the ratio of Kd(410) to Kd(488), the time-depth distributions of the combined effects 
of CDOM and detrital paniculate materials can be ascertained (fig. 2; Siegel et al. 1995a; Siegel and 
Michaels, 1996). We refer to the combined influence of CDOM and detrital paniculate materials as colored 
detrital materials, or CDM. During the summer, CDM concentrations appear to increase within the 
seasonal pycnocline while they are much lower in the near-surface mixed layer. During the fall and winter, 
convective mixing homogenizes the CDM profile and this seasonal cycle of CDM abundance repeats (fig. 
2). We hypothesize that mixed layer CDM values are reduced due to photo-oxidation while concentrations 
at depth increase due to in situ production. 

This CDM signal is an important and often dominant component of the absorption and solar radiation 
attenuation budget at BATS (e.g., Siegel and Michaels, 1996; Garver and Siegel, 1996; Nelson et al. 1996). 
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Linear regression modeling by Siegel and Michaels [1996] demonstrated that values of light attenuation at 
441 nm due to CDM are nearly as large as those due to chlorophyll materials. Semi-analytical, inverse 
modeling of remote sensed reflectance spectra also illustrates that CDM materials make roughly the same 
contribution to the absorption coefficient at 441 nm as do phytoplankton materials (Garver and Siegel, 
1996; Siegel et al. 1996). Finally, in vivo estimates of CDM absorption at 441 nm are greater than 
phytoplankton components (fig. 3; Nelson et al. 1996). Thus, several lines of evidence indicate that CDM 
and algal pigment concentrations contribute nearly equally to the value of the absorption coefficient at 440 
nm (and values of K^A,)) observed from the Sargasso Sea. 
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Figure 3 - Representative absorption spectra of 1) phytoplankton (aph(X), solid line), 2) CDOM (a„(X), dotted 
line), and 3) paniculate detritus (ad(X), dashed line). Spectra are from an April 1995 sample taken at 60 m. The 
ag(X) spectrum is constructed by extrapolating the measured ag(300) and spectral slope. 

The constituents comprising CDM still need to be determined as in situ optical determinations cannot 
separate paniculate from dissolved materials. Recent in vivo estimates of paniculate and dissolved 
absorption made by Nelson et al. [1996] indicate that the dominant fraction of the CDM signal is due to 
CDOM (fig. 3). This is particularly true for the blue and violet regions of the spectrum. On the average, 
CDOM absorption at 440 nm comprised more than one-half of the total non-water absorption coefficient, 
while detrital paniculate absorption was found to be a minor constituent (Nelson et al. 1996). 

The biogeochemical significance of the observed CDOM variations can also be explored. Concentrations 
of CDOM and CDM appear to be completely unrelated to dissolved organic carbon (DOC) concentrations 
(e.g., Siegel and Michaels, 1996; Nelson et al. 1996). Mixed layer DOC increases during and just after the 
spring bloom while CDOM concentrations decrease. Hence, CDOM must contribute only marginally to 
the total carbon content of the dissolved organic material pool. Further, the seasonal changes of CDOM 
content in the mixed layers suggests that rates of photochemical reactions will also be modified by the 
presence or absence of CDOM (e.g., Siegel and Michaels, 1996). Siegel and Michaels [1996] postulate that 
dimethyl sulfide (DMS) concentrations in surface waters, an important trace gas for the production of cloud 
condensing nuclei, may regulated by photo-oxidation processes which require CDOM to absorb photons. In 
the summer mixed layer where CDOM concentrations are low, rates of DMS photo-oxidation will be low 
resulting in high stocks of DMS as is observed (Siegel and Michaels, 1996). This illustrates a causal link 
between CDOM variability and biogeochemical transformations in the upper ocean. 
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SUMMARY AND CONCLUSIONS 
We have introduced the Bermuda BioOptics Program (BBOP) and used its data to demonstrate the 

importance of CDOM in the open ocean. We have shown that CDOM concentrations vary independently 
throughout the year and independently from chlorophyll concentrations. Hence, simple definitions of Case I 
waters used in optical oceanography should be reconsidered. More importantly, these data demonstrate that 
colored dissolved materials are as important in the open ocean as they are in the estuarian environments. 
We will soon know the global implications of these findings as satellite ocean color missions such as the 
Ocean Color Temperature Scanner and SeaWiFS will be able to assess CDOM and chlorophyll pigments 
independently (e.g., Garver and Siegel, 1996; Carder et al. in review). Researchers will then be able to 
make a global assessment of the importance of CDOM to marine bio-optics and ocean biogeochemistry. 
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INTRODUCTION 
Photoacclimation in prokaryotic phytoplankton species commonly found in the ocean is not as well documented as 

for eukaryotes. Variations in the pigment cellular content and composition were observed in Synechococcus1 and 
Prochlorococcus2 in response to changes in light conditions. These variations lead to changes in the magnitude and 
spectral shape of light absorption capabilities3-4. Partensky et al2 reported a significantly higher photosynthetic capacity in 
Prochlorococcus grown under high light. Besides these signs of the capability of prokaryotic phytoplankton to 
photoacclimate, it is known that they possess no flagellae and do not operate a xanthophyll cycle5. So, keeping in mind the 
specific character of prokaryotes, it could be thought that the number of photoacclimation strategies is smaller compared 
with eukaryotes. Nevertheless, prokaryotic phytoplankton dominate large parts of the ocean, especially oligotrophic systems 
where it grows at high rates6. In the present study, we aim at understanding why prokaryotic phytoplankton have such an 
ecological success in the ocean. Specifically, our objectives are (1) to clearly identify the photoacclimation strategies 
deployed by these organisms, significant in terms or carbon fixation, and (2) to quantify the timescales on which they are 
deployed. Finally, we discuss how these strategies are effective in the ocean. To reach our objectives, we studied the 
photoacclimation kinetics of Prochlorococcus sp. We chose this species firstly because it often dominates the prokaryotic 
phytoplankton communities of oligotrophic systems7. Secondly, there is a need for a better documentation on this recently 
discovered species, which was shown to account for up to 50 % of net primary production6 in oligotrophic systems. 

2. METHODS 
Photoacclimation strategies of Prochlorococcus sp. were studied on two different strains, one isolated from 

Mediterranean surface waters (hereafter denoted MED strain) and another one isolated from the Sargasso Sea deep 
chlorophyll maximum (hereafter denoted SARG strain). Both strains were grown in batch cultures and submitted to light 
shift experiments. Light shift up and shift down were applied between 15 and 56 umol quanta m"2 s"1. Shifted batches and 
controls (shown in Figs. 2-6 as dashed line and plus sign) were then monitored during the following 72 to 96 hours. The 
following measurements are reported here: pigment cellular content determined from HPLC analyses and flow cytometry 
cell counting, spectral values of the dv-chl o-specific in vivo absorption coefficient [a(X)], maximum quantum yield of 
carbon fixation (fa^ and saturation parameter (Ek) as determined from P vs. E experiments8, and effective optical cross 
section (aPS2) and fraction of functional photosystems 2 (/)8,9. 

3. RESULTS AND DISCUSSION 
a*(X) decreased in the blue part of the spectrum for all cultures transferred from high to low light, while the reverse was 

observed for those shifted from low to high light (Fig. 1). The highest values and largest changes in a*(X) were observed 
for the SARG strain shifted from low to high light. In this case, the high values at to were related to the high dv-chl b-to- 
dv-chl a ratio and the corresponding strong dv-chl b absorption band centered around 480 nm. In the second phase of the 
kinetic, the strong increase of a*(X) to even higher values accompanied the high increase in the zea-to-dv-chl a ratio. In 
fact, in all cases, variations in a*(X) during the photoacclimation kinetic were dominated by variations in the zea-to-dv-chl 
a ratio. Interestingly, for the SARG strain, variations in the specific absorption coefficient from which the contribution of 
zeaxanthin has been removed [a*.^)] exhibited variations opposite to those of a*(X) during the photoacclimation kinetic. 
In this case, variations in a*_xa(X) were accompanied by variations in the dv-chl Mo-dv-chl a ratio. For the MED strain, 
the a*.Zea(A.) spectrum remained constant. These results are consistent with the quite stable aPS2 values observed during this 
experiment (Fig. 3). Variations in zeaxanthin cell content and dv-chl ^-relative concentration had no significant effect on 
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oPS2. Therefore, it can be considered neither as a light harvesting nor as a photoprotecting pigment. Kana et al}° reached 
such conclusions for Synechococcus as he observed that the zeaxanthin cell content was constant whatever the growth light 
conditions. He also argued that, given the location of zeaxanthin in cell walls, it could not contribute to any photoprotection 
process that requires a close interaction with the photosynthetic apparatus. The phylogenic proximity of cyanobacteria and 
Prochlorococcus let us believe that zeaxanthin in Prochlorococcus is also located in cell walls. If it is actually the case, 
Kana's arguments holds also for Prochlorococcus. Additionally, even considering the highest zeaxanthin cellular 
concentration observed during this experiment and found in literature1, it can be shown from Beer's law, that zeaxanthin 
located in cell walls can intercept at most 5 and 15 % of light impinging on the cell, respectively. Thus, photoprotection by 
sunglass effect would be insignificant. This conclusion is again supported by the relative constancy of aPS2. Given the 
observed increase in the cell content of zeaxanthin for the SARG LH, it cannot be excluded that zeaxanthin is involved in 
de-excitation of active oxygen formed under excess irradiance. 

Considering the single control points of «Jw for each of treatment (except for the SARG LH) as the initial value, all 
strains shifted from high to low light showed a significant decrease in (jwx over the first 48 hours, and the reverse trend 
was observed for shifts from low to high light (Fig. 4). The largest variation range was observed for the SARG strain. The 
maximum quantum yield of carbon fixation, when computed using only photosynthetically active pigments (((w -zea), 
significantly varied from close to the maximal theoretical value (0.125) down to 0.01 mol C (mol quanta)'1 (Fig. 5). 
Variations in <!>„,„ .zea were linearly related to variations in photosystem 2 energy conversion efficiency caused by nutrient 
limitation and photodamage (Fig. 7). No phoacclimation process thus occurred at the level of energy conversion. Ek 
tightly followed light conditions (Fig. 6). Because crps2 was rather constant throughout the experiment, variations in Ek were 
associated to the minimum time required to transfer an electron from water to C02, which is known to vary with the cellular 
content of photosynthetic units. Variations in the cellular pool of photosynthetic units during this experiment were 
confirmed by variations in size of cellular pigment pool, while the effective size of photosynthetic units remained stable. It 
is thus concluded that the only significant photoacclimation strategy observed during this experiment was a change in the 
cellular pool of photosynthetic units relative to RUBISCO. Results obtained at sea (in Tropical Atlantic and in the 
Equatorial Pacific) also reveal that the strategy observed in laboratory leads to a tight relationship between mean irradiance 
within the mixed layer and (1) the contribution of non-photosynthetic pigments to phytoplankton light absorption, and (2) 
the Ek values. A parameterization of photosynthetic parameters within predictive models of primary production, could be 
based on the respective depths of the euphotic zone and of the mixed layer. 
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ABSTRACT 
Over the past few years, several extensive exercises supported by NRL Optics Programs have taken place in US coastal 
waters. Analysis of optical data collected has progressed from simply observing high spatial and temporal variability, to 
linking this variability with physical forcing factors. Data from the most recent exercises off the Oceanside, CA and Le 
Jeune, NC areas are presented. Optical and oceanographic casts were taken at Oceanside in October 1995 using an ac-9 
and an associated CTD. Optical properties were observed to correlate very well with the temperature and density structure 
of the water column. In turn, the temperature/density structure varied in conjunction with the main component of the local 
tidal cycle. Optical casts over a 15 hour period when other physical forcing factors are believed to be minimal are 
presented. 

During the two-week Oceanside exercise, an optical mooring recorded absorption, total attenuation, irradiance, and 
backscattering. Cyclic changes in the optical properties of a factor between two and four were observed, with a base of 0.5 
to 1.0 m"1 in total attenuation at 532 nm and highs of 2.5 to 5.0 m"1. Phase shifts in the optical data indicate that tidal 
influences were also modulated and at times overshadowed by large scale meteorological events, local long shore currents, 
and other physical forces. 

At Le Jeune, absorption, attenuation, temperature, and density fields were observed to fluctuate with the tidal cycle at 
distances of up to 12 mi from New River Inlet. The mean tidal height and density are shown to correlate with a factor of 
three change in both the absorption and attenuation over a tidal cycle. Warm, high density water with low optical 
properties advected through the area during the measurement period and overshadowed the variability attributable to tides. 

Keywords: optical variability, tidal influences, attenuation, absorption, physical forcing 

1. INTRODUCTION 
Most work showing the relationship between tidal cycle and optical properties has concentrated either in the near surface or 
in association with estuarine discharge1,2. The relationship between tidal forcing and optical properties for the near surface 
has largely been associated with understanding the effects of discharged suspended participates and Colored Dissolved 
Organic Matter (CDOM). Strong correlations between optical properties and tidal currents have been shown near the 
bottom, in association with the resuspension of bottom sediments, dispersion of effluent plumes3,4,5, and resuspension of 
benthic algae6. Isolating tides as having a direct and consistent effect on optical variability has been difficult, as has 
separating tidal effects from mesoscale, meteorological, or other physical forces. In an attempt to quantify the effects of tides 
on optical properties in shallow water, we examine the relationship between physical and optical data collected during 
exercises off Oceanside, CA and Le Jeune, NC in water depths ranging from 7.6 to 28.9 m. Our data indicate that tidal 
fluctuations in optical properties were observable under conditions when tides were the dominant physical forcing 
mechanism. Other factors seen to modulate or overshadow the effect of tides on optical properties were resuspended 
sediments, bathymetry/water depth, the shoaling of long waves from the open ocean, and area conditions (winds, waves, 
and river discharge). 
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2. STUDY SITES AND METHODOLOGY 
In support of NRL's Littoral Optical Environment (LOE) program, two exercises were conducted off the coasts of 
Oceanside, CA and Le Jeune, NC. At Oceanside, an optical mooring was deployed, equipped with a WET Labs ac-9 and a 
Neil Brown inverted Acoustic Current Meter (ACM), both located 1 m off the bottom. The mooring also contained a Sea 
Tech Optical backscattering sensor (located at mid-depth, 4.65 m from the bottom) and Biospherical irradiance sensors 
(located at four depths within the water column). A total of five bottom mounted ACMs and seven surface current meters 
were deployed over a 3 x 3 km box with depths ranging from 7.6 to 28.9 m. Over this box, optical and CTD profiles were 
collected daily. On 21 October, a 15 hour time series at the optical mooring was taken to observe the tidal influence on the 
optical variability. 

At Le Jeune, optical profiles using an ac-9 and a co-located CTD were made in a 1.5 x 1.5 km box, which was located 
approximately 12 nmi from the coast and to the SE of New River Inlet. The exercise took place in waters from 19.8 to 28.9 
m in depth. Outflow from New River Inlet was observed in conjunction with the passage of a storm that occurred two days 
prior to the measurements; however, the influence of this outflow was constricted to waters closer to shore. 

3. DATA ANALYSIS 
Optical variability, as shown as changes in total beam attenuation at 532 nm, and the coincident onshore and alongshore 
currents recorded 1 m off the bottom at Oceanside are presented in Figure 1. Note that positive current values indicate 
either northerly alongshore currents (top panel) or shoreward currents (bottom panel). We link these current measurements 
directly to tidal flow based on correlation with direct tidal measurements taken in the same vicinity using a Sea Bird tide 
gauge, with flood tide correlated closely with onshore currents (as one would expect). In general, during periods of strong 
onshore flow (flood tide), values of c were lower than during periods of strong offshore flow (ebb tide). This trend is most 
evident for Julian days 292 to 298. High values of c, although associated with strong offshore flow (ebb tide), often lagged 
the peak flow by about one hour. During times of southerly (negative alongshore flow in Figure la), values of c were 
relatively low, with increases seen during times of northerly flow. Deviations from these trends were also observed during 
the exercise, and were found to be associated with dynamic forces that modified or even overshadowed the effects of the 
tidal fluctuations in c. These deviations were noted with the onset of storm/high wind events (Julian dates 288-290), 
advective processes in the area (Julian dates 298-300), and sudden short-lived resuspension of sediments. 

In an attempt to quantify the effects of tidal fluctuations on optical properties, hourly ac-9 profiles were taken near the 
optical mooring at Oceanside; profiles of c at 412 and 440 nm obtained from these casts are shown in Figure 2. Note that 
times are shown in Pacific Daylight Time (PDT) in this figure. Profiles of a were also analyzed and the structure of a 
profiles mimicked that seen in the c profiles. These profiles show a definite near-bottom nepheloid layer, with values of c 
above this feature relatively constant. The analysis of these profiles in relation to tidal fluctuations confirms the results seen 
above. During ebb tide (1300 hrs), values of c were nearly 0.8 m"1. During flood tide conditions (with peak flood occurring 
at 0900 and 1900 hrs), values of c were lower at all depths, with the exception of the nepheloid layer. We expect that other 
physical forces were dominant at this depth. 

Two days later at Oceanside, optical profiles were distinctly different; profiles of c taken within hours of each other are 
shown in the top panel of Figure 3. For each of these profiles, there is a minimum in c at depths between 8 and 14 m. 
Values of c are higher both above and below this layer. On 23 October, peak flood occurred at 1900 hrs (times in PDT), 
which corresponds to the lowest values of c at the surface. Two hours later, however, and still under predominantly flood 
conditions, values of c at the surface were significantly increased. In an attempt to determine the reason for deviation from 
the trends observed previously, we analyzed the spectra for a and c; these are shown in Figure 3b and 3c. The spectra 
(shape and magnitude) for a did not change appreciably during this time frame. The shape of the absorption spectra is 
consistent with that of a mixture of benthic diatoms, CDOM, and detrital material. The corresponding spectra for c did not 
show any variation in shape during the sampling period; however, it did vary in magnitude. This indicates that there was 
an introduction of scatterers into the area. 

During the Le Jeune exercise, ac-9 measurements were correlated with tidal heights that were corrected for location such 
that a high tidal height would be expected at high tide. Analysis of c showed that high values were associated with ebb tide 
conditions for all stations except two. The density structure of these two anomalous stations indicated an intrusion of 
oceanic water into the area. 
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4. CONCLUSIONS 
For the two areas studied and under conditions of low physical and meteorological forcing, optical properties fluctuated 
with the tidal cycle. Although additional statistics must be performed to quantify optical changes seen during these 
exercise, in general, low values of c are associated with flood tide and high values of c are associated with ebb tide. This 
relationship holds for all depths, but is modified or even completely overshadowed in the presence of physical or 
meteorological forcing, such as the presence of internal waves. This has potential applications for the prediction of optical 
properties in that, for a given area, changes in c can be directly related to physical parameters that may be more easily 
measured. Algorithms linking optical and physical properties need to be developed and verified under test case scenarios. 

5. ACKNOWLEDGMENTS 
The authors would like to thank those individuals, too numerous to list here, who gave their time and talents to the at-sea 
portion of this work. Special thanks is extended to Don Johnson of NRL for the collection and analysis of currents data. 

6. REFERENCES 
1. M.R. Abbott, K.H. Brink, C.R. Booth, D. Blasco, M.S. Swenson, CO. Davis, and L.A. Codispoti, "Scales of 

variability of bio-optical properties as observed from near surfece drifters," JGR 100 (C7), 13345-13367 (1995). 
2. K.L. Carder, Z.P. Lee, and R.F. Chen, "Unmixing of spectral components affecting AVIRIS imagery of Tampa Bay," 

SPIEProc. on Imaging Spectrometry of the Terrestrial Environment, 1937, 77-90, 1993. 
3. T.D. Dickey, L. Washburn, and Y. Wu, "The dispersion of ocean outfall plumes: Physical and biological dynamics," 

Proc. 7th Symp. on Coastal and Ocean Management, 1,74-85, 1991. 
4. L. Washburn, B.H. Jones, A. Bratkovich, T.D. Dickey, and MS. Chen, "Mixing, dispersion, and resuspension in the 

vicinity of an ocean wastewater plume," J. Hydrol. Eng., 118, 38-58 (1992). 
5. T.D. Dickey, R.H. Douglas, D. Manov, D. Bogucki, P.C. Walker, and P. Petrelis, "An experiment in two-way 

communication with a multivariable moored system in coastal waters," J. ofAtm. and Oceanic Tech., 10, 637-644 (1994). 
6. J. Palmer, "Time, tide and the living clocks of marine organisms," Amer. Seien., 84, 570-578 (1996). 

322 



15 

Alongshore Current (+ = N ; - = S) and c532 lm from Bottom 

Date/Time (GMT) 

288      289      290      291      292      293      294      295      296      297      298      299      300 
H 1 H8 + 4- + +■ ■+■ + + + ■+■ 

-15 

-20 

ipf 

- Alongshore Current 
-c532 1.00m from bottom 
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Figure 3a. Vertical Structure of Attenuation as a function of depth/time on October 23,1995. 
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ABSTRACT 

It is well-known that in the ocean, where the depth of the ocean floor is large compared with the attenuation length of irradiance, 
the diffuse attenuation coefficients for vector and scalar irradiance (K-functions) are not affected by the optical properties or proximity 
of the ocean floor. This is the case of an optically deep ocean where the attenuation coefficients are determined solely by the inherent 
optical properties of the water and the distribution of radiance. Since, within opticall-deep water, variability in the K-functions due 
to radiance distribution are small relative to the effects of the inherent optical properties of water, K-functions have been treated as 
quasi-inherent optical properties. Furthermore, when the depth of the ocean floor is shallow enough so that it becomes illuminated 
by downwelling irradiance, i.e. when the ocean is optically shallow, the in-water light field is modified by the optical properties of 
the ocean floor. The effect decreases with increasing depth and distance from the ocean floor. It is not generally appreciated, 
however, that the associated K-functions will also be affected by both the optical properties and the proximity of the ocean floor and, 
therefore, cannot be treated as quasi-inherent optical properties. If these effects are neglected, large errors, exceeding 25% in some 
cases, can result from modeling the optically shallow scalar irradiance profile as a function of a constant diffuse attenuation coefficient. 

Keywords: diffuse attenuation coefficient, optically-shallow water, bottom reflectance 

2. INTRODUCTION 

The vertical profile of oceanic scalar irradiance, E0, is often modeled as a function of the diffuse attenuation coefficient, K (m"1); 

Eo(z) = Eo(0)e-Kz (1) 

where the operational definition of K is 

K = -ln[E(z2)/E(zI)]/(z2-z1), (2) 

and where z is depth (m) and E is irradiance. In the case of optically-deep water, K is primarily a function of the inherent optical 
properties of water (absorption and, to a lesser extent, light scatter) and radiance distribution and is assumed to be a quasi-inherent 
optical property of water '■2. In terms of nomenclature, downwelling vector irradiance, Ed, results in Kd, upwelling vector irradiance 
results in K,„ and scalar irradiance yields K0. Excluding the situation where the sky is clear and the sun is very low on the horizon, 
the in-water radiance distribution does not change significantly with illumination conditions and depth and therefore, to first order, 
it doesn't mater how E is measured so long as the measurement method does not change with depth. Consequently, in optically-deep 
water, Kd s Ku = K<, 

When the water column is optically-shallow, significant numbers of photons reach the ocean floor and are reflected upwards, altering 
the near-bottom radiance distribution 3'4,5. In this case, the divergence of irradiance is affected by bottom reflectance, Rb, and the 
attenuation of diffuse irradiance can no longer be considered a quasi-inherent optical property of water. This is particularly true of 
Ku and, to a lesser extent, Kc because both of these K-functions depend on the gradient of the upwelling irradiance field The 
downwelling irradiance stream, and therefore Kd, on the other hand, has been shown both in theory and in laboratory and field 
measurements 6-7 to be relatively insensitive to reflectance from the ocean floor, even when Rb is large (Rb ->■ .4). 

The purpose of this work is to examine the effect of bottom reflectance on the K-functions in optically shallow water and to examine 
the magnitude of error introduced by using a constant-K irradiance model, such as Eqn. (1), to estimate scalar irradiance. 
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3. RANGES AND ASSUMPTIONS REGARDING Rb 

While it is well established on theoretical grounds that bottom reflectance can significantly affect the near-bottom radiance 
distribution, historical studies have not attempted to account for realistic ranges of Rb. Typically, the range of bottom reflectance has 
always been taken to be 0< Rb < 1. In reality, while the lower limit of Rb for visible light is nearly 0, e.g. in the case of highly 
absorbing substrates such as mud, measurements of Rb at visible wavelengths have never exceed 0.4, even for pure, non-absorbing 
quartz and calcarious sediments 8,9,7,1°. In this work, discussions will be limited to the range 0< Rb < 0.4. 

With respect to how light is reflected from the shallow ocean floor, it is customary to assume the angular response of Rb to be 
Lambertian; e.g. an equal amount of light is reflected into all upwards directions, regardless of illumination direction. In reality, R,, 
should be modeled as a bi-directional reflectance function (BDRF) that may be a complicated function of the illumination and 
reflectance angles and the morphology of the ocean floor. Presently, however, little is known about the actual BDRF of the ocean 
floor, although the potential errors associated with assuming a Lambertian reflectance function are expected to be small". The 
objectives of this work are not to resolve this issue, but rather to illustrate the effects of the magnitude of Rb on diffuse attenuation. 
In the interest of simplicity, therefore, Rb will be considered Lambertian. 

4. ERRORS IN MODELING SUB-SURFACE IRRADIANCE 

Let us first consider the light field directly above the optically shallow ocean floor of depth h where 

E0(h) = Ed(h)(l+Rb) (3) 

and where the vertical irradiance profile is being modeled as in Eqn. (1). Consider further the situation in optically deep water where 
the irradiance at depth z = h, now at a point in the sun-lit portion of the water column, can be similarly expressed as 

E0(z) = Ed(z)(l+RJ (4) 

where Rw is the volume reflectance of the optically-deep water column. If K is calculated with measurements of Ed (K = Kd), the 
absolute error in adopting Eqn. (1) is s = E0 (Rw - Rb) and the percent error is %e = (Rw - Rb) (1 + Rb)"'. For the situation of clear 
water having a deep-water reflectance of Rw = 0.04 and overlying a highly reflective ocean floor, Rb = 0.4, the percent error in 
modeling the scalar irradiance immediately above the ocean floor using a single-K model is approximately -25%. In other words, 
the scalar irradiance, e.g. that which is available to drive photosynthesis, will have been underestimated by 25%. On the other hand, 
if R,, = 0, the constant-K model will have overestimated the bottom irradiance by about 4%. An interesting situation occurs when Rw 

= Rb, in which case %E = 0. 

These error estimates assume that the K (= Kd) is equal to the deep-water K. This is a reasonable assumption given the common 
use of commercially-available submersible radiometers that measure downwelling vector irradiance and since Ed is only weakly 
affected by R,,. However, it is also common to measure E0, resulting in K = K0. In this case, the magnitude of %e and the location 
of the maximum percent error depends on how K0 is calculated. 

Consider first the situation where the water is clear, K0 = 1.0 m"1, h = 5 m, and , and Rb = 0.4. In this case, the two depths at which 
E0 is measured to calculate K0 are near-surface and mid-water column. As shown in the vertical profile of %e (Fig. 1 A), the modeled 
scalar irradiance is gradually underestimated with increasing depth until, at the bottom, %s = -25%. This is similar to the situation 
discussed previously because E0 measured in the near-surface water column is only slightly affected by Rb and K0 ~ Kd. Consider 
next a situation in which K0 is measured near the surface and at the bottom (Fig. IB). In this case, K„ = 0.94 m"1, since the near-bottom 
irradiance intensity increases, relative to the deep water situation, due to the highly-reflective bottom. The maximum percent error 
is now 20% (overestimated) and occurs at a location in the mid-water column rather than at the bottom. 

5. A MODIFIED SINGLE-K MODEL FOR OPTICALLY-SHALLOW WATER 

At this point, is should be concluded that a constant-K irradiance model applied to optically-shallow water will produce erroneous 
results, with the sole exception being the case where Rw = Rb.   Perhaps the most obvious approach to modeling irradiance 
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Figure 1. Percent error associated with modeling shallow-water irradiance profiles with a constant-K model where K0 is 
calculated from upper water column measurements of E„ (A), where K0 = 1.0 m"1, and K0 representing the entire water column 
(B), where K0 = 0.94 m"1. In both cases, Rw = 0.04 andRb = 0.4. 

in shallow water, and certainly the most accurate, is to measure the appropriate inherent optical properties of the water and Rb and 
use a radiative transfer model that accounts for the bottom boundary condition. Unfortunately, IOP meters are not in wide-spread use 
and there is no direct method in common use to measure Rb. Irradiance sensors, lowered from the surface and the employment of a 
constant-K model remains the most common approach to modeling the vertical irradiance profile in optically-shallow water. So, the 
task at hand is to develop a simple K-based model that accounts for the effects of Rb. 

In optically-shallow water, the water column reflectance may be expressed as1- 6-" 

R(z) = Rw + (Rb-Rw)e-2K<l(d-z) 

Substituting R(z) in for Rb in Eqn. (3), the operational definition of K0, Eqn. (2), becomes 

K0 = -lntEdfeXl+R^yEdCz.Xl+RCz,))]/^,). 

Rearranging Eqn. (6) yields 

K0(z) = Kd + -ln[(l+R(z2))/(l+R(zI))]/(z,-z1), 

(5) 

(6) 

(7) 

or K„(z) = Kc, + K'(z). Notice that Kd is the depth-invariant portion of K0 while all of the effects of Rb are contained in K'. Notice also 
that Eqn. (7) requires an estimate of R, as well as Rb. Also, when R(z) is constant, a condition that is assumed for optically-deep water 
and when Rw = Rb,K0(z) = Kd. 
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To test the validity of Eqn (7), a radiance-based model, HYDROLIGHT n was used to calculate attributes of the vertical radiance 
profile in optically-deep water and in optically shallow water for two illumination conditions; homogeneous (Kd = 0.64 m"', Rw = .008) 
and clear sky with a solar zenith angle of 10° (Kd = 0.56 m"1, R„ = .006). In both cases, Rb = 0.4. The results (Fig. 2) suggest that 
the modified model is preserving at least some of the effects of Rb and that the errors associated with a constant-K model are indeed 
reduced. However, the modified-K model does not completely remove the error in the modeled light field and, in terms of 
HYDROLIGHT, the errors increase in the vicinity of the ocean surface and the ocean floor. The likely reason for error is that the 
K model does not account for changes in how radiance is distributed over the upward and downward hemispheres, only the relative 
amount of light in each. HYDROLIGHT, on the other hand, calculates the depth change in radiance distribution within each 
hemisphere and the resulting effects are incorporated in the associated calculations of K0. It should also be noted that while the 
maximum errors previously estimated are based on assumptions of constant hemispherical radiance distribution, the results of 
HYDROLIGHT suggest that the actual error associated with a constant-K model may be even larger. However, the differences 
between the two modeling approaches have yet to be verified with field measurements. 
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Figure 2. Comparison of K0 computed using the modified K-model (circles, Equ. 7) and the radiance-based model 
HYDROLIGHT (diamonds) for a uniform sky illumination (A) and a clear sky and solar zenith angle of 10° (B). In both cases, 
water depth is 5 m. 

While Eqn. (7) requires Kd, the use of a vector irradiance meter is not the best method of acquiring the necessary values for Eqn. 
(7) because the results cannot be verified, especially near the ocean floor, and because measurements of Ed yield no information about 
Rfc required by the model. However, measurements of E0, made in the upper water column should, in most situations, yield K values 
close to Kd unless the water is very shallow. At the same time, a near-bottom measurement of K,, can be used to estimate Rb by simply 
modifying Rb until the modeled near-bottom irradiance matches the measured value. 

6. CONCLUSIONS 

Modeling the scalar irradiance profile in shallow water as a function of vertically constant K can result in large errors when Rb is 
large relative the volume reflectance of optically-deep water (Rb» Rw). If K = Kd, the error increases with decreasing distance from 
the ocean floor. 
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The absolute error in E„ modeled using a constant K model, where K = Kd, is equal to E0(d) (Rb - Rw) and occurrs at the ocean floor. 
The modeled irradiance immediately above a highly reflective sediment (Rb ->■ .4), can be underestimated by as much as 25%. 

If K = K0, computed with irradiance measurements made mear the ocean surface and near the ocean floor, the sign of %s is 
opposite to the situation where K = Kd and the location of the maximum percent error is in the mid-water column, rather than at the 
ocean floor. 

A simple Kd model is presented that incoroprates the effects of Rb and can be used to reduce the error in modeled E0 within an 
optically-shallow water column. 
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ABSTRACT 

Seagrasses are ecologically important but extremely vulnerable to anthropogenic modifications of the coastal zone 
that affect light availability within these unique ecosystems. Strongly pigmented seagrass leaves can extend for more than 
1 m above the substrate and biomass is distributed unevenly throughout the canopy. In this study, light attenuation in a 7 m 
water column that contained a seagrass canopy extending 1.5 m above the bottom was calculated by the radiative transfer 
model Hydrolight using the spectral absorbance of eelgrass (Zostera marina L.) leaves and a non-uniform vertical 
distribution of biomass. Runs were performed in clear (0.5 mg Chi a m"3) and turbid (3.0 mg Chi a m3) water columns, 
over sand and mud substrates, and with shoot densities ranging from 25 to 200 m'2 using solar angles for both winter and 
summer solstices. The flux of photosynthetically active irradiance (£PAR) reaching the top of the seagrass canopy (5.5 m) 
was twice as high in summer compared to winter, and in clear water compared to turbid water. Sediment type (sand versus 
mud) had a measurable effect on £PAR only within the bottom third of the canopy. Light penetration within the canopy was 
inversely proportional to shoot density. Introduction of daylength and a sinusoidal distribution of £PAR throughout the day 
greatly increased the importance of solar elevation (season) on daily integrated production relative to water column 
turbidity and sediment type. Shoot-specific productivity decreased and the position of maximum shoot productivity within 
the canopy shallowed as shoot density increased. Positive net photosynthesis for entire shoots was possible only when 
plant density was lower than 100 shoots m"2 in summer and 50 shoots m"2 in winter; values consistent with field 
observations. Although very simplistic with regard to inherent optical properties of real seagrass leaves, this model was 
able to generate estimates of maximum sustainable shoot density that were fully testable by, and wholly consistent with, 
field observations. 

Key Words: radiative transfer, seagrass canopy, inherent optical properties, productivity 

1. INTRODUCTION 

The seaward approach to virtually every shoreline in the world is characterized by optically shallow water and highly 
variable bottom topography. Radiative transfer models developed for optically deep (bottomless) oceanic waters have little 
utility for remote characterization of bottom topography or biological characteristics (e.g. the presence of coral reefs or 
seagrass meadows) in shallow coastal waters. In addition, the ecological importance of seagrasses has generated 
considerable interest in the production dynamics and light requirements of these unique ecosystems. Much effort has 
focused on measures of scalar irradiance (£PAR) at the top of the seagrass canopy and on KfAK in the overlying water 
column1"4 and the resulting production models assume an invariant distribution of £PAR throughout the canopy. Even the 
most casual observations in real seagrass beds reveal that this planar assumption is not valid generally. The leaves are 
distributed unevenly through a vertical canopy that can extend 1 m or more above the bottom, particularly in mixed-species 
assemblages in tropical waters where there can be distinct vegetation layers within the canopy. Furthermore, the 
accumulation of epiphytes (both photosynthetic and non-photosynthetic) can significantly alter the inherent optical 
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properties (lOP's) and photosynthetic performance of individual seagrass leaves5-6. Taken as a whole, however, seagrass 
systems are considerably less intricate than the surfaces of coral reefs, where cm-scale spatial variations can often span the 
full optical range to be encountered across the entire reef system. Seagrass meadows can be relatively homogeneous on 
spatial scales of 100 m in the horizontal, yet they present properties of reflectance and absorbance that are clearly distinct 
from unvegetated sediment. Consequently, seagrass meadows provide a relatively simple system in which to begin the 
development of radiative transfer models for optically shallow waters and benthic ecosystems. The need for better 
estimates of £PAR distributions within seagrass canopies to drive production models adds additional incentive for the use of 
seagrasses as experimental systems to develop radiative transfer algorithms within optically shallow marine waters. 

Radiative transfer theory can be used to predict (i) canopy reflectance for remote sensing purposes and (ii) canopy 
photosynthetic rates from measures of above canopy irradiance (£PAR). The aim of this study was to begin the development 
of a general model of radiative transfer for seagrass canopies and to explore its ability to predict maximum shoot densities 
within a seagrass meadow in Monterey Bay. Continued refinement will lead to a model of radiative transfer within 
vegetated benthic habitats of sufficient sensitivity and accuracy for remote sensing of the sea floor, mapping vegetation 
distributions, habitat resources and for predicting the dynamics of benthic productivity in light limited habitats. 

2. SEAGRASS CANOPY IOP MODEL 

Solution of the radiative transfer equation (RTE) requires specification of the absorption and scattering properties 
of the water column (the IOP's)7. In the first case, these IOP's are sums of the individual contributions of by water, 
phytoplankton, dissolved organic matter, and the seagrass itself. We assume that the IOP's depend only on depth and 
wavelength. Within actual seagrass canopies, the IOP's vary in all three spatial dimensions because of the inhomogeneous 
distribution of the seagrass leaves. However, with the assumptions that the IOP's depend only on depth and wavelength, 
the Hydrolight radiative transfer model8 can solve the RTE from first principles and thereby provide any desired light field 
quantity - in particular depth profiles of £PAR. 
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Figure 1. In vivo absorbance spectrum of a clean mature eelgrass (Zostera marina L.)leaf. B. Relative distribution 
of leaf biomass (%) as a function of depth. 
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This one-dimensional approach was used to calculate the vertical distribution of £PAR through an eelgrass canopy 
and the overlying water column (7 m total depth) in Monterey Bay for the summer and winter solstices. The spectral 
absorption coefficient a was determined from the in vivo absorbance spectrum of a clean young eelgrass leaf (Fig. 1 A). The 
volume fraction of biomass (/) was determined from the measured vertical biomass distribution of eelgrass growing in 
Monterey Bay (Fig. IB). The depth- and wavelength-dependent absorption coefficient (a{z,A}) was calculated as: 

a(z,h) = (1 -y)(awater + aphyt0 + acdom) +/agl 

Values for awater, aphyto and acdom were taken from published bio-optical models7. Canopy absorption (/ägrass) was calculated 
from the measured leaf absorbance (Fig. 1) and leaf geometry was scaled by the volume fraction of seagrass biomass (f < 
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10"3). Although wavelength dependent, the values of agrass are of the order 10", so that the contribution of seagrass to the 
total absorption is on the order of 10 m"1. Scattering by the seagrass canopy (6grass) was assumed to be 0.05agrass and 
scattering by seagrass leaves was assumed to be isotropic. 

All profiles of £PAR were calculated for local solar noon in Monterey Bay California (Lat. 36.6° N, Long. 121.9° 
W). Sky conditions were clear, wind speed above the water surface was 5 ms'1. All simulated shoots consisted of 5 
leaves. Summer was simulated using a solar zenith angle of 13° and 60° was used for winter. Bottom reflectance for mud 
was 0.1 and independent of wavelength. Reflectance of sand was wavelength-dependent and ranged from 0.28 at 400 nm 
to 0.6 at 700 nm9. Runs were performed with shoot densities of 25, 50, 100 and 200 shoots m"2. 

3. SEAGRASS PRODUCTION MODEL 

The resulting vertical noon profiles of £PAR calculated by Hydrolight were used to drive the following model of daily 
gross production of the canopy: 

P=D£PI [l-exp(-0.67£m/£k)] {1} 

where P was the daily production integrated through depth z within the seagrass canopy, D was the length of the daily 
photoperiod, Em was the maximum instantaneous £PAR at solar noon within depth layer z, £k was the physiologically 
determined irradiance required to saturate photosynthesis, P, was the leaf-specific instantaneous rate of photosynthesis at 
depth z at noon: 

Pi = Pm[\-exp(-EJEk)] {2} 

Pm was the physiologically determined maximum rate of light-saturated biomass-specific photosynthesis. The temporal 
distribution of £PAR was assumed to be sinusoidal and depth of the water column was constant (no tides). Respiratory 
demand of entire shoots was apportioned among leaves, roots and rhizome biomass10 and a photosynthetic quotient of 1.0 
was assumed. Growth was set to 0. 

4. RESULTS AND DISCUSSION 
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Water column turbidity had a measurable impact on light availability throughout the simulated water column (Fig. 
2).  Noon irradiance exceeded 1000 umol photons m"2 s'' at the top of the simulated seagrass canopy in the clear water 
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column, but was only 500 umol photons m 
eelgrass absorption, decreasing rapidly in both turbid and clear water 

2 s"1 in turbid water.   Within the canopy, light attenuation was dominated by 

Season, as defined by solar zenith angle at noon, also had a strong effect on the vertical distribution of £PAR (Fig. 
3). Surface £PAR at noon was 50% lower in winter than summer, and this difference was transferred into the water column. 
As before, the seagrass canopy markedly increased the rate of £PAR attenuation in the bottom 1.5 m of the water column. 

High attenuation from the seagrass canopy prevented sediment type from having a significant impact on the 
vertical distribution of £PAR (Fig. 4). There was no difference in £PAR above the canopy (z < 5.5 m). Within the bottom 10 
cm layer of the canopy, however, £PAR over the highly reflective sand (11 umol photons m"2 s"1) was 42% higher than over 
the much less reflective mud (7 umol photons m"2 s"'). 
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Figure 4. Effect of sediment type on vertical 
distribution of £PAR. Run conditions: turbid water 
column, summer, 50 shoots m'2. 

"PAR (Mmol photons m   s .-2 „-1\ 

Figure 5. Effect of shoot density on vertical 
distribution of £PAR within the seagrass canopy. 
Run conditions: turbid water column, summer, 
mud substrate. 

The distribution of £PAR within the seagrass canopy was strongly affected by shoot density (Fig. 5). The effect of 
shoot density was minimal in the upper 0.5 m and increased with depth. At 6.5 m, (within the canopy), each doubling in 
shoot density produced a 50% reduction in £PAR (Fig. 5). 

The depth of maximum production 
within the canopy was strongly affected by 
shoot density, a consequence of self-shading by 
the leaves (Fig. 6). Productivity peaked at 6.75 
m depth with 25 shoots m"2, and shallowed to 
6.25 m at 200 shoots rrf2. The peak production 
value also was reduced 4-fold. Reduced light 
availability associated with winter decreased 
overall productivity and increased the effects 
of self-shading. The region of maximum 
productivity for any given shoot density was 
shallower in winter than for comparable 
summer runs and the difference in depth of 
maximum production among shoot densities 
was less than 4. 
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Area-specific production 
increased with shoot density between 25 
and 50 shoots m'2, but leveled off at 
higher shoot densities as self-shading 
became more dominant (Fig. 7A). 
Biomass-specific productivity, however, 
declined exponentially as shoot density 
increased (Fig. 7B). There non-linear P 
vs. E relationship greatly reduced the 
impact of water column turbidity on 
integrated daily production. Season, 
however, had a much stronger effect on 
light-driven production. Summer levels 
of integrated daily P were at least 
double the winter values whether 
normalized to area or to biomass. Daily 
respiration consumes 5.5 units of P4-10. 
Assuming P = 5.5 represents the 
minimum value of daily shoot 
-specific    production    necessary    to 

Q. 

(5 a 
0) 

500 - 
A                           " 

^ Summer 

400 - 

300 - 

200 - 
^ -—■                         Winter 

100 - 

0 -  1 1 1 1 1 1  

25 50 75 100 125 150 175 200 

Shoot Density (rrf2) Shoot Density (m ) 

Figure 7. Effect of shoot density on (A) area-specific integrated daily 
production and (B) shoot-specific integrated daily production. For any 
particular combination of season and shoot density, water column 
turbidity and sediment type (sand vs. mud) had no impact on integrated 
daily production. 

maintain a stable healthy seagrass population, the model predicted summer light levels should support shoot densities up to 
100 shoots m"2, but densities in winter should be limited to 30 shoots m"2. These values are very close to seasonal 
variations in leaf density observed in the Monterey Bay eelgrass meadow (Zimmerman unpubl.). The results presented 
here are the first production estimates to include any effects of canopy absorbance on the vertical distribution of £PAR and 
subsequently on photosynthesis. When the effects of self-shading are ignored, integrated shoot-specific production 
approaches 14.3 relative production units in summer and 9.7 in winter as the result of Eq. (1) will approach the product 
DPm.. Thus, our simple model of radiative transfer within the seagrass canopy offers to significantly improve our ability to 
predict the impacts of £PAR on depth distribution and shoot densities within submerged seagrass meadows. 

Development of a more sophisticated model of radiative transfer within seagrass canopies will require 
considerable knowledge of canopy phytometric properties such as leaf area index, area specific spectral absorbance and 
reflectance in addition to the inherent optical properties of the water column that are likely to be region- and species- 
specific. Until those data become available, the relatively simple canopy IOP model developed here provides a reasonable 
first-order approximation of £PAR within seagrass canopies necessary for accurate production models. Our future efforts 
will focus on improving the realism of the canopy IOP model by emphasizing (i) the importance of scale with regard to 
optical heterogeneity of the benthos and (ii) variation among seagrass leaves, including the effects of leaf age and fouling 
load on leaf absorbance, canopy height, biomass distribution within the canopy and leaf orientation relative to the light 
field. More sophisticated radiative transfer calculations should also lead to a prediction of upwelling radiance from 
seagrass canopies that can be used for remote sensing and resource mapping applications, in addition to primary 
productivity studies and issues of habitat quality. 
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UVR attenuation in lakes:  Relative contributions of dissolved and paniculate material 
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ABSTRACT 

Solar radiation in lakes is attenuated by dissolved material, especially dissolved organic material (DOC), paniculate 
material (PM), and water.   DOC is a strong predictor of the attenuation of Ultraviolet Radiation (UVR) in lakes. 
Phytoplankton and detritus are known to contribute substantially to PAR attenuation but relatively little is known about 
their role in attenuation of UVR.   This study investigated the relative contributions of dissolved and paniculate material 
to the attenuation of UVR in lakes by combining an adapted Quantitative Filter Technique (QFT) with laboratory 
measurements of absorption by DOC and field measurements of UVR diffuse attenuation.. The absorption of filtrate and 
PM filtered onto glass fiber filters were scanned by a UV-visible dual beam spectrophotometer.  Total absorption 
coefficient (a,) was computed as the sum of the absorption coefficients for water (aj, dissolved material (ad), and PM 
(ap). 

The value of a, was compared with the diffuse attenuation coefficient (Kd) measured directly in the lakes by a Profiling 
UV radiometer (PUV-501, Biospherical Instruments, Inc.).  The ratio a,/Kd ranged between 0.9 and 1.3 for UVR. 
Ratios less than unity may be attributed to scattering and to sun angle effects, especially at the longer UVR wavelengths. 
Ratios occasionally were measured above unity, suggesting errors in estimating a,. 

Particles played a significant and seasonally-varying role in lake UVR attenuation.  Within oligotrophic, low DOC 
Lake Giles, the relative contribution of ap to a, varied from 30% to 53% for 320 nm UVR.   In mesotrophic, higher DOC 
Lake Lacawac the seasonal range was 7.6%   to 57%.   In each case, the highest contribution of PM was found during 
early spring and late fall. 

Keywords:  paniculate material, Ultraviolet Radiation, absorption coefficient, attenuation coefficient 

2. INTRODUCTION 

UV radiation in aquatic environments is attenuated due to scattering and absorbance by dissolved and paniculate 
material. The beam attenuation coefficient (c) is the sum of the scattering coefficient (b) and the absorption coefficient 
(a) for collimated light:1 

c = a, + b, (1) 

The absorption coefficient a, of a whole water sample can be calculated from measurements of absorbance by a UV- 
visible spectrophotometer equipped with an integrating sphere. Field measurements of irradiance reflectance and scalar 
vs. cosine irradiance for PAR suggest that b, is much less than a, in our lakes.  The dissolved and paniculate components 
of absorption can also be measured separately.    The diffuse attenuation coefficient (Kd) can be calculated from in situ 
irradiance measurements.   Kd is expected to exceed c because of the increased pathlength which diffuse light follows 
compared to the path of a collimated beam.  Kd represents the sum of partial diffuse attenuation coefficients of the 
components of natural waters2 

Kd = Kwa,cr + KD(X- + KPM + Krcs,dual where (2) 

KPM can be further fractionated into Kpigmcnl and K„01,pigmellI. 
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The relative amounts of dissolved and paniculate attenuation vary between lakes of different trophic levels and [DOC], 
and seasonally within lakes.  Variations in the relative amounts of dissolved and paniculate material cause a change in 
the attenuation of UVR.   Until recently, dissolved matter (principally DOC) has been considered the major determinant 
for attenuation of UVR.2 This study explores the additional role of paniculate matter in the attenuation of UVR. 

3. EXPERIMENTAL DETAILS 

The diffuse attenuation coefficient of UVR measured in situ (K,,) was compared to the total absorbance by dissolved 
material and PM measured in the laboratory with a UV-visible spectrophotometer.  Two lakes in northeastern 
Pennsylvania of varying trophic status and [DOC] were studied: Lake Giles (41°22'34", oligotrophic, annual average 
[DOC] = 1.16 mg/1 , pH =5.4, ann. avg. [chl a] = 0.5 /xg/1) and Lake Lacawac (41°22'57", mesotrophic, annual 
average [DOC] =4.67 mg/1 , pH =6.0, ann. avg. [chl a] = 3 itg/1).3 Measurements were made monthly throughout 
1995 - 1996 to determine the effect of changes in the concentrations of dissolved matter, paniculate matter and algal 
biomass on UV transparency.  Kd was determined from UVR vs. depth profiles using a profiling Ultraviolet radiometer 
(PUV-501, Biospherical Instruments Inc.), as the negative slope of Ln(downwelling irradiance) vs. depth (m). 

Water samples taken from the middle of each layer (epi-, meta-, and hypolimnion) of each lake were taken to the 
laboratory and absorbance of dissolved and paniculate material was measured from 200 - 800 nm using the Schimadzu 
UV160U UV-visible spectrophotometer. Since UVR does not consistently penetrate further than the epilimnion in the 
lakes studied, only epilimnial water samples were compared for this analysis.  The PM was separated from dissolved 
material by filtration with glass fiber filters (GF/C, nominal pore size 1.2 itm) and 0.2 ftm nylon membrane filters.  The 
0.2 tim nylon membrane filters were rinsed with at least 30 ml deionized water (Barnstead NANOpure™) to remove 
organic substances that might otherwise leach into the filtrate. 

The absorption coefficient for PM > 1.2 urn (a,, 0FC) was determined by an adaptation of the Quantitative Filter 
Technique5:  to obtain ODf (optical density of material scanned on the filter), PM filtered onto a GF/C filter was scanned 
by the spectrophotometer, referenced to a clean wet filter.  Beta (ß) was estimated using the following power function 
derived by regression from Mitchell's 1990 data4: 

ß = 1.2857 * OD, -1"284 (3) 

OD, was converted to ODs (optical density of filtered material as a suspension) using beta: 

ODs = OD, / ß (4) 

ODs was converted to a,, using: 

ap = 2.303 * ODs * lgeo (5) 

where  1 eo is geometrical pathlength (m), which is 100 times the filtered volume (ml) divided by the clearance area of 
filter (cm2).   Absorption by 0.2 itm filtrate was subtracted from absorption by 1.2 /xm (GF/C) filtrate to determine the 
absorption due to particles between the sizes of 0.2 ion and 1.2 itm (ap 0.2.u).   Thus,   ap101a, = ap0i2_u + \G?C-   TO 

determine the absorption coefficient for pigmented particles (appigmcnt), the sample filters were filtered on a filter tower 
using two 5 ml volumes of hot 90% ethanol for 5 minutes to extract ethanol-soluble pigments.  Then the pigment- 
extracted GF/C filter was scanned in the spectrophotometer as above to determine a,, „,„,,,,,,„,,„,.   Thus, 

**p pigment **p total   "    'V r 
(6) 

Absorption by dissolved material (ad) was determined by scanning the 0.2 tim filtrate in a 10 cm or 1 cm surpersil 
quartz cuvette referenced to air. An absorption scan of freshly made deionized water in the same cuvette was subtracted 
to account for cuvette effects.  Then the absorption coefficient of pure water5 was added, to obtain total absorption due 
to dissolved materials, ad.    The total absorption coefficient (a,) was computed as the sum of ^ tlHa, and  ad.  Total 
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absorbance a, was then compared to Kd at four wavelengths of UVR (305 nm, 320 nm, 340 nm, and 380 nm) and PAR 
(400 -700 nm). 

4.RESULTS AND DISCUSSION 

The total absorption coefficient varied with wavelength, with a continuous increase going from visible to shortest 
wavelength UVR (Fig. 1).   In this particular case (June), ap represented a small and consistent fraction of a, and most of 
ap was greater than 1.2 fim.  On top of the graph are listed the ratios of a/Kd, which show that most of the UVR 
attenuation was accounted for by absorbance; there was little effect of sun angle at shorter wavelengths. 

From early to late summer, the contribution of ap to a, was greater in low [DOC] Lake Giles (Fig. 2).  The 
contribution of ad to a, is greater in high DOC lakes. 

Figure 3 shows how the relative contributions of ap and ad to total UVR attenuation varied seasonally within the lakes 
studied. Although a different method was used for each summer,  the same pattern was observed:  gradual increase in 
%a,, from summer to fall.  In oligotrophic, low DOC Lake Giles, comparing August and November, the relative 
contribution of paniculate matter (%ap) increased from 18.3% to 53.1%, with a proportional decrease in %ad.   In 
mesotrophic, higher DOC Lake Lacawac, comparing August and April, %ap increased from 10% to 57%.   For Lake 
Lacawac comparing the two summers, June and July differed in the magnitude of seasonal change perhaps because of 
differences in the timing of mixing.  For each lake, the maximum %ap occurs in late fall or early spring.  The highest 
values of %ap tend to underestimate the true maxima because the size fractions 0.2 /*m to 1.2 /wn or 0.7 fim to 1.2 ^.m 
were accidentally excluded from analysis. 

Over the course of both summers there was a total decrease in absorption, but the absorption value was greater in 
1996 than 1995.   Comparing November 1995 and August 1996 for oligotrophic, low DOC Lake Giles, ap at 320 nm 
decreased from 0.67 m"' to 0.13 m'1.   In higher DOC Lake Lacawac, comparing April 1996 and August 1995, a,, at 320 
nm decreased from 10 m~' to 1.2 m"1 (Fig. 4).   The higher DOC lake showed general dominance in a, by ad, except in 
April, where the lake was thoroughly mixed.   The higher DOC lake showed higher ^ as well as higher ad values, and a, 
consistent with the Kd for each lake. 

One possible source of error is overestimation of adGFC.   Since no integrating sphere was available, some attenuation 
due to scattering by particles might have been detected by the spectrophotometer as absorption. Utilization of an 
integrating sphere would also increase the accuracy of ODf measurements and would improve our estimates of beta. 

5. CONCLUSIONS 

Changes in both paniculate and dissolved matter cause variation in the attenuation of UVR (Kd uv) seasonally as well 
as among lakes.   Understanding these changes will be required to develop models of UVR in natural waters.  Based on 
absorption measurements, paniculate material is a significant and variable factor in the attenuation of UVR in lakes. 
With proper attention to ap, laboratory spectrophotometric determination of a, enables the calculation of the diffuse 
attenuation coefficient for UVR. 
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November and April for each lake (see text for methods).  At this time of year the lakes are well-mixed, thus 
particle concentration reaches its maximum. Even in the high [DOC] lake, %ap can exceed %ad: in April 1996 it 
reaches 57% a,.   For Lake Lacawac comparing the two summers, June and July differ because mixing began later 
in the second year.  The highest values of %ap tend to underestimate the true maxima because the size fractions 
0.2 /im to 1.2 /tin or 0.7 pm to 1.2 pm were accidentally excluded from analysis. 
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Lacawac in April. Thus, the true maxima are higher than depicted. 
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ABSTRACT 
The identification of the components of algal absorption spectra can be made mathematically 
through either derivative or spectral deconvolution analyses.  This work establishes a 
methodology for identifying phytoplankton pigments from absorption spectra by combining 
the derivative and spectral deconvolution methods and interpreting the results with the 
knowledge of the major light absorbing pigments.   This was achieved a) by locating the 
[position of the absorption peaks present in the spectra of different algal groups through the 
derivative analysis, b) by fitting a combination of Gaussian-Lorentzian or Voigt shaped bands, 
centred at these peaks,  to the original spectra and c) by using pigment analysis via HPLC to ' 
provide the biological background for identifying these bands and peaks.  The results of this 
study show that the derivative method can be used successfully in monocultures and natural 
populations to identify pigments by their individual absorption peaks.   Secondly, a good 
agreement has been found between the original spectra and the reconstructed spectra which 
were a Voigt combination.  The HPLC analysis provided the objective platform for the 
biological interpretation of the bands. 

Keywords: Deconvolution analysis, derivative analysis, phytoplankton pigments, absorption 
spectra 

I. DERIVATIVE AND DECONVOLUTION ANALYSIS 
The absorption spectra of photosynthetic organisms in the visible range, from 400 to 700 
nanometres, are characterized by a continuous envelope. This makes it difficult to estimate the 
contribution of each pigment to the total absorption. In this study, high order derivatives are used 
for decomposing the curves and for locating the absorption peaks. 

SPIE Vol. 2963 • 0277-786X/97/S10.00 



The derivative algorithm consists of dividing the difference between successive spectral values 
by the wavelength interval separating them. This provides an approximation of the first 
derivative at the midpoint between these values whose difference is used to compute the slope. 
Higher order derivatives are obtained by repeating the process. However, in order to avoid the 
random noise an optimum differentiating interval was chosen . 

Gaussian curve-fitting has been used for decomposition of in vivo absorption spectra of different 
algal cultures approximation2. Another approach is the Lorentz model which has been applied 
in molecular biophysics for explaining the electronic excitation energy travelling in a periodic 
structure, as for example in pigment molecules Bricaud and Morel3 successfully applied the 
Lorentzian model to decompose the absorption spectrum of the alga Platymonas suecica. In this 
study a combination of Gaussian and Lorentzian curves are used, along with considerations of 
the distortion caused by the dispersive slit of the spectrophotometer. 

2. THEORETICAL CURVE ANALYSIS 
The derivative method was applied to modelled absorption spectra of diatoms and green 
algae.  These curves were constructed by summing up the spectra of their component 
pigments.   The proportion of the different pigments present in each alga and their spectral 
shape, were determined from literature review4.  For example, a typical green algae spectrum 
can be constructed using the following relationship: 

3(1.6 Chlo + ChlA) + ß-carotene 

Applying the derivative algorithm the positions of absorption peaks for the theoretical curve 
of this algae were found at the following wavelengths:  425, 455, 485, 515, 530, 560, 570, 
595, 615, 640, and 660 nm.   Peaks attributable to pigments are in bold. 

Figure 1 shows the spectra of the component pigments (chlorophyll-a, chlorophyll-Z» and ß- 
carotene) and the combined spectrum. The lower panel shows the peaks obtained using the 
4th derivative analysis. 

3. MEASURED SPECTRA 
3.1. In vivo 
The derivative method was applied to three algal cultures with different optical properties: a 
Diatom (Phaeodactylum tricomotum); a Prymnesiophyte (Isochrysis galbana) and a Chlorophyte 
(Tetraselmis suecica). Absorption spectra of these groups were obtained by spectrophotometry. 
The absorption peaks found by the fourth derivative analysis are compared (Tables in Figure 2(a) 
and (b)) with the spectral peaks expected from the individual pigments5-2. There were a number 
of peaks in the green region which can be attributed to protein-bound molecules. 
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Figure 1. The top panel shows the spectra of the component pigments (chlorophyll-a, chlorophyll- 
b and ß-carotene) and the combined spectrum. The lower panel shows the peaks obtained using 
the 4th derivative analysis. 

3.2. Acetone-Extracted (in vitro) 
The derivative method was applied to 4 algal cultures with different optical properties: a 
Dinoflagellate (Amphidinium catiemc), two Diatoms (Phaeodactylum Tricomotum and 
Rhizosohnia delicatula); and a blue-green alga (Symchococcus sp.). The derivative analysis 
showed conspicuous peaks both in the blue and red regions. These are compared with the spectral 
peaks expected from the individual pigments (Tables in Figure 3(a) and (b)). Minor peaks also 
appeared in the green interval, but were much smaller than those observed in the in vivo samples. 
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These results show that mismatches occur when comparisons are made between the peaks 
attributed to pigments in the in vivo and in vitro samples, when using the 4th derivative method. 
Spectral shifts in intact cells are caused by processes such as the protein complexes that bind the 
pigment molecule, the package effect and the physiological state of the phytoplankton. A method 
has been developed which uses the peaks from the 4th derivative as input for an iterative 
procedure to maximise the fit with the absorption spectrum. Previously only Gaussian-shaped 
curves were used but in this study a combination of Gaussian and Lorentzian shapes are used. 

4. GAUSSIAN-LORENTZIAN DECOMPOSITION 
For decomposing the absorption spectra with Lorentzian - Gaussian bands the RESOL program6 

was slightly updated and adapted to the requirements of this study7. The initial parameters 
required by the program were: wavelengths peaks, heights and halfwidths. The first two 
parameters were obtained through the derivative analysis of absorption spectra of each alga. The 
third one was estimated based on literature review6,2. Program running specifications for each 
absorption spectrum, were: a) Gaussian- Lorentzian curves were chosen; b) no weighting factor 
was applied; c) A maximum of 20 iteration were allowed; d) band centres and the half 
bandwidths were allowed to change no more than 1 nm per iteration. After each iteration all 
parameters were adjusted, resulting in rapid convergence. Four parameters are obtained: the 
central peak, the Gaussian and Lorentzian weights, and the halfwidth. Using these parameters 
a Gaussian -Lorentzian approximation was obtained. This approach was applied to spectra from 
in vivo and in vitro algal cultures and to spectra from in vivo natural phytoplankton populations 
(peaks are shown in brackets in the tables in Figures 2 and 3). 

The measured absorption spectra and the peaks found by the iterative procedure for in vivo and 
in vitro samples are shown in Figures 2 and 3 respectively. Figure 2(a) shows the absorption 
spectrum of Phaeodactylum Tricomotum in vivo and shows the peaks found by the iterative 
procedure. The table below shows the adjusted spectral peaks (in brackets) and the pigments that 
are attributable to them. A second in vivo sample Tetraselmis suecica is also shown. The lower 
panel shows the difference between the measured and reconstructed absorption spectrum. Figure 
3 shows the absorption spectrum for (a) Phaeodactylum Tricomotum in vitro and shows the peaks 
found by the iterative procedure, and the tables show the spectral peaks and the pigments that 
are attributable to them, (b) shows a second in vitro sample Synechococcus sp. As before, the 
lower panels show the difference between the measured and reconstructed absorption spectrum. 

The results from the in vivo cultures show a larger spectral shift from the expected peaks due to 
the pigments, and larger errors between the reconstructed spectra and the measured spectra than 
for the in vitro cultures. This is probably due to the protein complexes binding the pigment 
molecules, the package effect and the physiological state of the phytoplankton in the in vivo 
cultures. 
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5. RECONSTRUCTED SPECTRA FROM PIGMENTS 
For reconstructing absorption spectra by HPLC analysis, the following steps were performed: 

a) Normalization. Since absorption spectra of algal pigments were obtained from different 
solvents, a standardization process was required. It was done by assuming that the highest 
pigment concentration was the norm. 

b) Weighting Factor. Taking the norm as unity, the weighting factor for the other pigments was 
calculated as the relative proportion of their concentration to that of the norm. 

c) Sum. A weighted sum of the relative proportion of concentrations accounted for the resultant 
reconstructed spectra. 

Examples are shown in Figure 4. 

7. SUMMARY 
The 4th derivative analysis can be used to identify pigments in modelled spectra when pigment- 
specific absorption spectra are used to construct the original curve for a particular taxonomic 
group. 

The spectral peaks identified from the absorption spectra of monocultures using the 4th derivative 
can be identified as pigment bio-markers, although the 4th derivative analysis provides better 
spectral match to pigment spectra for in vitro samples compared to in vivo samples. 

By applying the deconvolution analysis, the peaks are adjusted to obtain the best fit to the 
original curves. This approach is logical since linear summation of the component pigment 
spectra is unlikely to provide a good representation of the interaction of pigments and structures 
in living cells, where non-linearities from the package affect are well known.. 
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ABSTRACT 

Based on in situ data collected in the Southern Baltic Proper at three different periods of the year this study 
investigates the possibility to empirically retrieve Chlorophyllous and Non Chlorophyllous (dissolved and paniculate) 
matter absorption coefficients in the Baltic Sea using "SeaWiFS'type" spectral information. It relies on the classical 
relationship between "remote-sensing " reflectance and the back-scattering and absorption coefficients of the in-water 
optically active components (R^ = //Q bb/a). 

The use of reflectance ratios minimizes the effect of the "//Q" variability if one assume its low wavelength 
dependency. A reflectance ratio can therefore be expressed as the product of the total absorption ratio and of the total 
back-scattering wavelength dependency, classically defined as a power law of the wavelength ratio. Empirical 
relationships, valid for the considered data set, are used to estimate the exponent N of this power law from specific 
reflectance ratios, the 443/510 and 510/550 ratios being the best candidates. It is thus shown that, in these yellow 
substances dominated waters ("Case 2Y"), total absorption ratios could allow the estimation of non chlorophyllous matter 
absorption at 412 nm (using in particular the 665/412 ratio) and of pigment absorption at 443 nm (and consecutively of 
chlorophyll concentration). 

Keywords : ocean colour, SeaWiFS, reflectance, coastal waters, Case2 algorithms, pigments, yellow substances, Baltic 
Sea 

2. INTRODUCTION 

Present methods for the inversion of satellite ocean colour measurements generally rely on the classical relationship 
between the water leaving radiance LJk), transformed into reflectance R(X) at the sea surface, and the inherent optical 
properties (spectral absorption a(X) and back-scattering bb(X) coefficients) of the water contained dissolved and 
particulate constituents. Among others, two important problems are encountered, i) L„ is related to bt and a through the 
use of the^//Q" factor which variability can be quite large depending on the water components and the illumination 
conditions • ; ii) very little is known on the variability of bb(X) of particles and especially of non chlorophyllous ones that 
can play an important role in coastal Case 2 waters. 

By using reflectance ratios instead of reflectance alone a part of these variations may be reduced, in particular for //Q. 
Empirical relationships between reflectance ratios and water constituents implicitly contain such a simplification The 
present study investigates for the Southern Baltic Proper Case 2 waters the possibility to derive information on the total b„ 
spectral dependency from reflectance ratios. Using this information, reflectance ratios are then simply transformed into 
total absorption ratios from which estimation of absorption by chlorophyllous and by non chlorophyllous matter at certain 
wavelengths can be empirically derived. 
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3. DATA 

The in situ data set has been collected in 
the Southern Baltic Proper at three different 
periods (April, August, September) during 
1994 (Figure 1) (Collaboration between the 
JRC-Ispra and the Institute of Oceanology 
of Sopot, Poland). The data used in this 
study include underwater upwelling 
radiance and downwelling irradiance 
measured at the six SeaWiFS wavelengths 
(412, 443, 490, 510, 550 and 665 nm) with 
a MER-2040 Profiling Spectroradiometer as 
well as chlorophyllous (aph), non- 
chlorophyllous particles (a,,)3 and coloured 
dissolved organic matter (ay) absorption 
spectra (400-700 nm), "spectrophotometric" 
Chlorophyll a + Pheopigment concentration 
(Chi), total suspended matter (TSM) and 
Light beam attenuation at 655 nm (c655). 

Figure 1: Map of the Southern Baltic Proper and positions of the stations. 

4. APPROACH 

The classical relationship between the ratio U^VE^a1) and the optical inherent properties bb and a of the seawater is4 

UO^VEdtO+.A.) = //Q bb(X)/a(X) orR(A.) = /bb(?i)/a (i) 

For a sake of simplicity we will (erroneously) call our measured Lu(0,X)/Ed(0
+,X) ratio the "remote-sensing reflectance" 

RS(A.). By assuming that as a first approximation f/Q is independent of I (as in ref. 5 but see ref. 2) a R ratio can be 
written as Vs 

R^yRJty = [bbflOaOj)] / [bbflj) a(Kd] 

If we express the wavelength dependency of the total back-scattering coefficient as 

bb(Xi)=bb(Xj) (ty*./ 
it comes 

(2) 

: ratios. 

RÄVR^j) = (tytyN a(Xj)/a(^) 

NnX'Zf ^ kn0^ " e?timated
1
thJ:n total absorPtion «tios would be derived from "remotely-sensed" reflectance 

Note that we considered here total b, including b, by water (which role may be assumed small in these waters compared 
to the other components of scattering). Also we only consider the situation where b, « a and fl^i^lÄ 

^r^r^i^Tstation N has tanestimated by fitting the equation (2)—4i2 -5-1" 
5. RESULTS 

5.1. Variability of the computed exponent N 
The rpsnltincT M valnoc o.-» „„»„„„»„-I :_ T?:  
s.i. variability ot the computed exponent N 

Itugh iSrofTwSrc^M^ 2- ValUnS 3r"anging betWee" -1 3nd 25 WÜh a few values hi^ than 0. A rough increase of N with Chi, TSM and specially c(655) is observed. Although these estimations are strongly 
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depending on the accuracy of the in situ measured R„(^) and a(k), and positive values are doubtful, a part of their 
variability could result from variations of bb(k) by particles. For example an increase of Chi accompanied by an increase 
of the cell size (e.g. a diatoms bloom) can 
induce an increase (toward 0.) of the 
slope of the particulate bb(X). 

5.2.   Relationships   between   N   and 
Reflectance ratios 

The best reflectance ratios for such 
relationships should be those for which 
the total absorption ratios are the less 
varying. The ratios 443/490, 443/510 and 
510/550 have been found to be the best 
candidates. It has also been observed that 
the April stations, for which extremely 
high absorption in the blue (> 1 m"1 at 
412 nm) by dissolved organic matter 
(DOM) has been measured, were 
departing from the others whatever the 
ratio. Figure 3 shows the derived 
empirical linear relationships between N 
and reflectance ratios. Even if statistically 
incorrect (the N values have been partly 
computed using the same R„A) set) this exercise has been tempted since no independent data set was available. No 
"universal" relationship could be found and the high DOM containing stations of April have been treated separately. The 
443/510 ratio showed the best r2 values for the two groups. The 510/550 ratio could in the extreme case be used for a 
unique relationship if some stations (the lower N values) were disregarded. 

c(655) (, 

Figure 2 :Distribution of the computed N values with station number, "Chla" 
Total suspended Matter and Beam attenuation coefficient at 655 nm. 
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Figure 3 : Computed N values versus RJA,) ratios and associated linear 
regressions for April (triangles) and others (see text). 
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5.3. Estimation of ay(A.)+ad(A) and aph(X) from a,0,(X) ratios 
The 665/412 total absorption ratio has been found to provide the best estimation of (ay+ad) at 412 nm (Figure 4a) 
considering all stations. The 412/443 total absorption ratio provided the best estimation for aph at 443 nm (Figure 4b) but 
April stations had to be considered separately once again. In this last case these stations could be identified using the 
atot(412)/ a,„,(443) threshold value of 1.7. The high information content of the 665 nm channel has already been observed 
for the Baltic Sea in particular for the estimation of the dissolved organic matter using reflectance ratios6. 
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Figure 4a : (ay+ad)(412) versus ara(665)/a,01(412) and computed 
relationship. 
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Figure 4b : 8^(443) versus alot(412)/alol(443) and computed 
relationships for April (triangles) and the other cruises. Two April 
stations (circled) have been disgarded. 

5.4. Estimation of Chlorophyll concentration from aph(443) 
A reasonably good linear relationship has been found between the Chla+Pheo concentration and the pigment absorption 
at 443 nm, aph(443) (Figure 5). It has to be said that the use of aph(665) resulted in an even better relationship. 
Nevertheless the value at 443 as derived in the previous section could be used to estimate the chlorophyllous biomass. 

* APRIL 94 

a    AUGUST 94 

• SEPTEMBER 94 

0.00     0.10    0.20    0.30     0.40 
Aph(443)  (m-1) 

0.50 

Figure 5 : Chla+Pheo concentration versus a,,h(443) and computed 
linear regression. 

6.    CONCLUSION 

A classical empir.cal relationship between reflectance RIS(X) ratios and water optical constituents has been here splited 
in different steps. The first one involves the determination of the exponent N of the total back-scattering spectral 
dependency from reflectance ratios. Rather good relationships between these two quantities have been obtained provided 
that very high ay(412) stations (April in the present study) be considered separately. Since the initial computation of our 
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N values is crucially depending on the accuracy of the measured RfS(k) and a(k) in situ back-scattering measurements are 
needed to really assert the reliability of such an approach. 

Once N is estimated R^Ä.) ratios can then be transformed into alot(A,) ratios which can provide good empirical 
estimations of ay(412)+ad(412) and, at a lower degree, of aph(443). In this last case high ay(412) situations again must be 
identified and treated separately. The use of atot(>.) ratios "Look-up tables"5'7 could also be envisaged. Finally Chla+Pheo 
concentration can be estimated using the aph(443) value. 

The sensitivity of the final estimated quantities to these successive empirical steps (in particular to the N estimation) 
has to be asserted and validation must be effected using independent data sets for the region. The applicability of the 
presents results is of course restricted to the investigated area. 
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Abstract 

The absorption of light by phytoplankton at a single wavelength, aph(A.), is reduced with the increased packaging of 

the light absorption material. A common method of estimating the "package effect" is to divide aph(5l) by the light 

absorption of the intracellular material after it has been extracted in an organic solvent. The absorption of the extract is often 

assumed to be representative of the true absorption of the cellular material in a dissolved state, aso)(A,). However, asoi(A.) is 

affected by the process of removing the light absorptive material from the organic matrix of the cell, the destruction of the 

pigment-protein complexes, and the solvent interference with the excited states of the chromophore. What is actually being 

measured by these extraction methods to determine asol(X), is t^fi,), i.e., the absorption of light by the pigment material in 

the organic medium of the experiment (methanol, acetone, Triton-X, etc.). A solvation factor, S, that is the ratio of the true 

asoi(^) to the measured ^„ß.) is needed before the package effect can be determined. 

We have developed an internally consistent measure of aph(^), a^), chlorophyll a concentration, and pheopigment 

concentration to determine the ratio a^C^a^A.) and the package effect, Q*a = aph / (S . aom) at 675 nm. These parameters 

are used to determine a functional relationship between chlorophyll a concentrations and light absorption for high-light 

adapted, natural phytoplankton populations in optically clear waters. The packaging effect in these waters is negligible at the 

red peak of the spectrum. Exclusion of the weight specific absorption of pheopigments and the assumption of a zero aph(675) 

at a zero pigment (chlorophyll a + pheopigment) concentration produces a misleading chlorophyll a-specific absorption and a 

false determination of pigment packaging. An algorithm is developed and validated for predicting chlorophyll a concentration 

from aph(675) in high-light, optically clear waters. 

Keywords: pigment packaging, chlorophyll a-specific absorption 
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2.   Introduction 

One of the driving forces behind the determination of ocean color from remotely sensed data is to derive algal 

biomass from changes in remote sensing reflectance ratios1. The most common measure of algal biomass is the amount of 

chlorophyll a in the water column, as this pigment is ubiquitous to all phytoplankters. However, the determination of 

chlorophyll a concentration by optical techniques is confounded by the nonlinear changes in light absorption efficiency. This 

efficiency, Qa(X)2'3, is defined as the ratio of energy absorbed to the energy impinging on the geometric cross section of a 

particle. As a general rule, Qa(X) increases at a decreasing rate as intracellular pigment concentration increases. This 

relationship is evident in the nonlinear flattening of chlorophyll a-specific absorption spectra as size and cellular pigment 

concentration increases36. These variations in chlorophyll a-specific absorption spectra are typically referred to as the 

pigment packaging effect7. 

The reduction of absorption at a single wavelength, X, can be described by the parameter Q*a(X.): 

QU) =  ap"(?l)   =  aphC>-)[conc]   =  a;h(X) 

where ap|,(X) is the absorption of light by the intracellular material of living phytoplankton, and asol is the absorption of 

light by the same cellular material dispersed in a dissolved state3'5. Assuming Q*a(X) can be accurately described, one can 

further substitute for a^X): 

a„„(X) 
[cone] =  fiU  (2) 

QaU)-a*(X) 

While equations (1) and (2) are true in theory, the methods for deriving Q*a(X) generally solve the following 

equation: 

[cone] =  ^  (3) 
Q*(X) • S(X). a* (X) 
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where a*om(A.) is the specific absorption of chlorophyll a dissolved in an organic medium, and S is the ratio of true theoretical 

a*sol(^)t0 a*omP0- a*S0](X,) refers to the specific absorption of the pigments in the organic matrix of the cell; i.e., bound to 

its pigment-protein complex completely dissolved in a solution of intracellular organic fluid. a*om(A) will differ depending on 

the type of organic solvent; i.e., 0.0202 m2 [mg Chi a]-' at 664 nm in 90% acetone« or 0.0171 m2 [mg Chi a]-' at 665 nm 

in methanoR However, the product of S(A) and a*om(X.) (and by extension Q\(X) • S(X) • a*om(X)) should be constant for the 

same sample, regardless of the organic solvent used. A major assumption in this formulation (whose validity is rarely 

questioned) is that all of the cellular absorption is captured in aom. 

The primary goal of the present work is to derive a solution for the product of Q*a(X) and S(k) at a wavelength that 

is minimally affected by accessory pigments; i.e., red absorption maximum for high light adapted phytoplankton. This type 

of empirical solution could then be embedded into remote-sensing algorithms for future ocean-color satellite sensors; 

i.e.,SeaWiFS, to detemine chlorophyll a concentrations. 

3. Methods 

Surface water samples were collected on several cruises in the Gulf of Mexico, Arabian Sea, and East China Sea with 

Niskin bottles, buckets, or from a ship's seachest (Figure 1). The spectral transmissivity of the pads was measured with a 

256-channel spectral radiometer (Spectron Engineering - SE 590) at a resolution of 2.7 nm or with a 512-channel spectral 

radiometer at a resolution of 1.1 nm. Transmissivity measurements of each sample pad were made, in tandem with a wetted 

blank, within minutes after filtration. The optical densities were corrected for scattering, and converted to paniculate 

absorption, ap(X), using a correction for the pathlength amplification as functionalized by Bricaud andStramski (1990) io for 

oligotrophic waters. 

The pigments were extracted in the shade with methanol, which had been heated to near boiling temperatures in a 

water bath, for ten to twenty minutes or until all of the color was removed from the pad". The extracted sample pad was 

re-wetted before measuring its transmissivity. The resulting a^A,) was calculated in the same manner as ap(X). The values for 

ad(675) were subtracted from ap(675) to calculate aph(675). 

The pathlength amplification factor'?, ß, is known to be a source of error with the filter pad technique. To minimize 

the errors associated with an inaccurate description of ß for low optical density values, we used only those samples with a 
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paniculate optical density > 0.04 at 675 nm.  To test the validity of using the ß function of Bricaud and Stramski (1990), we 

measured the ap(X) of sample pads obtained using different filtering volumes of seawater, from the same bottle sample (Figure 

2a).   By rearranging the equation for ap(X), and setting the low volume absorption, api(A.), equal to the high volume 

absorption, ap2(A,) an equation for low volume ß, ßi(X,), in terms of the high volume ß, ß2(A.), can be found (Figure 2b). 

This test suggests that the Bricaud and Stramski (1990) ß function is robust for our set of instrumentation. 

The spectral absorbance of the hot methanol extract filtered with a 0.2 (im syringe filter was measured using a 

Hewlett Packard 8452A diode array spectrophotometer on the Gulf of Mexico cruises and a Hitachi U-3300 double beam 

scanning spectrophotometer on the Arabian Sea cruises. 

Chlorophyll a and pheopigment concentrations were determined fluorometrically with the standard acidification 

technique13'14 on a Turner Designs 10-AU fluorometer in 100% methanol (the pheopigment concentration is adjusted by the 

ratio 593/894 to correct for the lower molecular weight of pheophorbide a relative to chlorophyll a). 

A more complete description of these methods can be found in Bissen et al. (1996)15. 

4.   Results  and  Discussion 

The first step in the development of an algorithm to predict chlorophyll a concentration for high-light subtropical 

waters was to test our ability to measure the sum of the in vitro chlorophyll a and pheopigment (including all of the degraded 

products of chlorophyll) absorption and compare it to the expected value of unpackaged chlorophyll a and pheopigment 

absorption (Figure 3). The specific absorption for chlorophyll a of 0.0171 m2- [mg Chi a]-' in methanol9 was used in 

conjunction with our own measured value of pheopigment specific absorption at 666 nm of 0.0072 m2 [mg Pheo]-1. These 

results imply that over this range of chlorophyll a and pheopigment values, our methodology of measuring fluorometric and 

spectrophotometric chlorophyll a and pheopigment concentrations was internally consistent, with only a small amount of 

random error. 

Pigment packaging can be determined empirically from a comparison of aph(675) to aMe0H(666). In this study, we 

find that there is no curvature to this relationship (Figure 4). Any curvature should be solely the function of Q*a(675), as 

S(675) is expected to be constant. Therefore, there does not appear to be any nonlinear pigment packaging in these samples. 
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A regression between aph(675) and aMeoH(666) yields an equation for Q*a(675) • S(675) • aom(666), with a slope of 0.904 and 

an intercept of 0.001 (the latter value significant at the 99.9% confidence level). This suggests that there is some small 

absorption in the cellular material that is not reflected by the pigment concentration in the paniculate absorption 

measurement; i.e., aph(675) contains a small amount of absorption resulting from cytoplasm/cell walls3. 

Substitution of the aMeOH(666) prediction equation (equation 7) into the regression from Figure 4 (equation 7) yields 

a predicted aph(675) from a known concentration of chlorophyll a and pheopigments (equation 8; Figure 5). Substitution of 

the pheopigment to chlorophyll a ratio versus chlorophyll a regression (equation 9; Figure 6) yields a predicted aph(675) from 

a known concentration of chlorophyll a (equation 10). This second order equation can be inverted to yield a quadratic solution 

for chlorophyll a from a measured value of aph(675) (Figure 7). 

The non-zero intercept from equation (7) becomes very significant at low pigment concentrations. By plotting 

pigment-specific absorption values against chlorophyll a concentration, there is a downward sloping appearance to the data 

that would appear to suggest packaging in these samples (Figure 8). However, our results suggest this is the result of 

absorption by cellular material other than pigments, that becomes increasingly important at low pigment concentrations. 

Curving-fitting this data would yield a false measure of the package effect. 

The aph(675) data from three additional cruises, which were not used in the development of this algorithm, were used 

in the quadratic equation to predict chlorophyll a (Figure 9). These results suggest this algorithm, used with our methodology 

and equipment, is a robust equation to predict chlorophyll a concentration in high-light, optically clear waters. 

5.   Summary 

We have developed an internally consistent method for measuring the relationship between the paniculate absorption 

of light at its red peak, aph(675), and the absorption of light due to the extracted pigments in a dissolved state at 666 nm, 

3MeOH(666). The results suggest pigment packaging is insignificant at the red peak in these waters. 

Curve fitting the chlorophyll a versus a*ph(675) relationship will neglect the possibility of a non-zero aph(675) value 

at a zero chlorophyll a concentration. This will lead to a false estimation of the pigment packaging effect, especially at low 

chlorophyll a concentrations. 
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We have developed an algorithm using our methodology and equipment to derive chlorophyll a concentrations from 

measurements of aph(675). This algorithm is validated with additional data collection. 
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Figure 1(a). Cruise Dates and Locations in the Gulf of Mexico 
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Figure 1(b). Cruise Dates and Locations in the Arabian Sea 
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Figure 1(c). Cruise Date and Locations in the East China Sea 
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Figure 2(a). High and Low Volume-Filtered ^(X) from the Same Sample Bottle 
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,        2.3 . OD (X) ■ (filter area) 
a(X) =  *^-—^ - p ß(\) • (volume filtered) 

(4) 

ß,0-) = 
ß2(A,)-volume2.ODp,(A.) 

volume, • OD JX) 
(5) 

Figure 2(b). Low Volume-Filtered $(X) Function 
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(a) The ap(A.) from the high and low volume-filtered samples. The right side of 

equation (4) for the high and low volume samples are set equal to each other to derive 

equation (5). (b) The derived ß,(X) is plotted over the ß2(A.) as a function of optical 

density. 
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Figure 3. Predicted aMeOH(666) versus Measured aMeOH(666) 
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aMeOH(666) is predicted as a function of the fluorometric chlorophyll a and 

pheopigment concentrations using equation (6). The predicted values are plotted against 

the measured values. The coefficients of 0.0171 and 0.0072 represent the chlorophyll a- 

and pheopigment-specific absorption, respectively. 

predicted aMcOH(666) = 0.0171 [chl a] + 0.0072 [pheo] (6) 
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Figure 4. Measured aph(675) versus Measured aMeOH(666) 
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The measured aph(675) is plotted against the measured aMeOH(666). The slope 

and intercept of the regression are shown in equation (7). The intercept is statistically 

significant at a P value > 0.001. 

3ph(675) = 0.904 aMcOH(666) + 0.001 (7) 
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Figure 5. Predicted aph(675) versus Measured aph(675) 
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Substituting equation (6) for aMeOH(666) in equation (7) allows for the 

prediction of aph(675) from measured concentrations of chlorophyll a and pheopigments. 

predicted apb(675) = 0.904 • ( 0.0171 [chl a] + 0.0072 [pheo]) + 0.001     (8) 
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Figure 6. Pheopigment to Chlorophyll a Ratio 
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Pheopigment to chlorophyll a ratio as a function of chlorophyll a. Equation(9) 

gives the function used to predict pheopigment concentrations from chlorophyll a. 

[pheo] = -0.0254[chl a]2 + 0.3574[chl a] (9) 
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Figure 7. Predicted Chlorophyll a versus Measured Chlorophyll a 
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The known pheopigment concentration used to predicted aph(675) in equation 

(8) is substituted with equation (9) to yield equation (10).   Equation (10) can be 

rearranged to yield a quadratic solution to predict chlorophyll a. This predicted 

chlorophyll a is plotted against the measured chlorophyll a concentrations from the 

cruises used in the development of this algorithm. 

predicted aph(675) = -0.000165[chl a]2 + 0.01778[chl a] + 0.001        (10) 
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Figure 8. Pigment-specific absorption, a* h(675), versus Pigment Concentration 
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The curvature between the pigment-specific absorption and the pigment 

concentration results from the non-zero intercept in equation (7). The absorption by 

material other than extracted pigments; i.e., cell walls, cytoplasm, etc., is an increasingly 

greater fraction of the specific absorption as the pigment concentration decreases. Curve 

fitting these parameters would give a false estimate of pigment packaging. 
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Figure 9. Predicted versus Measured Chlorophyll a from Validation Cruises 
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Predicted chlorophyll a concentrations derived by solving equation (10) for 

chlorophyll a as a function of aph(675) from validation cruises. 
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Validation of in situ inherent optical properties in the Sargasso Sea. 
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Abstract 
In situ inherent optical properties (IOP) determinations from the U.S. JGOFS Bermuda Atlantic Time-Series (BATS) made 

from 1994 to 1996 are used to develop processing and correction methods for clear natural waters. Upper bound estimates of 
precision are 0.0066 and 0.0018 m"1 for non-water beam attenuation (c-cw(X)) and absorption coefficient (a-ajX)) respectively. 
These are determined by examining the intracruise variability at 190m depth where minimum natural variations exist. The 
final corrected IOP values show consistent patterns with time, depth and wavelength. A strong correlation is observed 
between measured beam attenuation and absorption coefficient at 440 nm in the upper 50m (^=0.71). Whereas lower 
correlation is observed between the scattering coefficient (b-bw(440)) and absorption coefficient (r=0.52). In the upper 50m 
layer, measured values of a-aw(440) in the upper 50m compare well with chlorophyll-based bio-optical model ((r=0.71, 
slope=1.17). However measured values of c-cw(440) and b-bw(440) do not compare well with the modeled values (^=0.38 & 
0.25, respectively). In particular, the measured b/a(440) shows an inverse relationship compared with estimated b/a(440) ratio 
in the upper 50m. 

Keywords: inherent optical properties, absorption, scattering, beam attenuation 

1. Introduction 
Accurate and precise determinations of inherent optical properties (IOP) are important for linking biological components to 

optical signals for remote sensing platforms (e.g. Dickey and Siegel, 1993). The WET Labs ac-9 spectral absorption and 
attenuation meter offers much promise in obtaining high resolution, in situ determinations of non-water profiles of spectral 
beam attenuation (c-cw(X)) and absorption (a-aw(X)) coefficients. However, difficulties associated with short time scale bio- 
fouling, bubbles, calibration uncertainties, and uncollected scattered light by the reflective tube make these in situ 
determinations difficult to obtain in clear natural waters. Our goal is to assess accuracy and precision of IOP measurements 
from the clear waters at the Bermuda Atlantic Times-Series (BATS) site. First, data processing, calibration, and validation 
methods as well as comparison with other IOP measurements and modeled IOP will be presented. Then, the results of the 
IOP determinants for time, depth, and wavelength from 1994 to 1996 will be discussed. 

2. Data 
In situ IOP profiles are sampled from the surface to 200 m every 2 to 4 weeks from July of 1994 to June of 1996. They 

are collected in an area 75 km southeast of Bermuda (31° 50' N, 64° 10' W) as part of the U.S. Joint Global Ocean Flux 
Study (JGOFS) Bermuda Atlantic Time-series Study (BATS) program. Measurements of IOP's here include non-water beam 
attenuation (c-cw(X.)) and absorption (a-a„(A.)) coefficient for nine wavelength (410, 441, 488, 510, 555, 630, 650, 676, and 
715 nm) and are collected using a WET Labs ac-9 spectral absorption and beam attenuation meter. Scattering coefficients (b- 
bw(X)) are derived by subtracting the corrected a-a„(X) from c-cw(X). The data are collected concurrently with the Bermuda 
Bio-Optical Program (BBOP) spectroradiometer package which includes a SeaTech beam transmissometer, SeaTech 
chlorophyll fluorometer and Seabird temperature and conductivity sensors (Siegel et al., 1995a; 1996b). These auxiliary data 
sets are used for correcting and validating in situ IOP observations collected here. 

Water samples drawn from Niskin bottles deployed on the same cruise are used to determine in vivo absorption spectra for 
particulates (a^X)) and colored dissolved organic materials (a^jX)). Values of a,,(X) and acdom(X) are determined using the 
quantitative filter technique and with a 10 cm long path quartz cylindrical cuvette against pure water blanks, respectively 
(Nelson et al., submitted). These in vivo IOP measurements will be compared with in situ IOP signal collected using the 
WET Labs ac-9 instrument. Fluorometric chlorophyll a concentrations (Knap et al., 1993) are also measured and used in bio- 
optical models for comparison with the in situ IOP's. Absorption and scattering coefficients are modeled using the of bio- 
optical model of Morel (1991): 

a^W = [a.(X) + 0.06 A(X)(C)065] [1+0.2 exp -[0.014 (X -440)]], 
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bmod(X) = bw(X) + 0.3 <55Qß.)(C)° 

where a,^ and bmod are modeled absorption and scattering coefficient, a„ and bw are absorption and scattering of pure seawater 
(Morel, 1974), C is chlorophyll pigment concentration, and A(k) is statistically derived chlorophyll-specific absorption 
coefficient from Prieur and Sathyendranath (1981). 

3. Data acquisition, processing, and correction method 
The steps for acquiring, processing, calibrating, and correcting in situ IOP data are as follows: 
(1) Values of a-a^X) and c-cw(X) are acquired with the WET Labs software using the WET Labs preliminary calibration 

and internal temperature correction (WET Labs ac-9 User's Guide, version 1.0).   A sampling rate of 6 Hz is used. 
(2) After acquisition, IOP profiles are processed using the BBOP software (Siegel et al., 1995b). The BBOP software 

screened out any data above the surface, despiked and smoothed the raw profiles before the data is binned to a lm depth 
interval. 

(3) The beam attenuation measurements are qualified by comparing the ac-9 c-cw(650) to SeaTech c-cw(660). If the squared 
regression coefficient (r) is 0.99 between these two estimates, the ac-9 data are selected for further analyses. Many of the 
vertical profiles were screened out by this qualification procedure (47% of all profiles failed this test). The problem profiles 
are attributed to various factors ranging from variation in the warm-up time, difference in the flow rates, bubbles, instrument 
malfunction, and bio-fouling. 

(4) A "best" cast profile is selected for each cruise. This cast is the representative average cast for the entire cruise and is 
normalized to the mean cruise value at 190m. The 190m depth was selected because of its minimum natural variations. The 
mean and standard deviation for temperature and salinity for the same time period is 18.62 ± 0.32 °C and 36.59 ± 0.04 psu. 
We define precision for the ac-9 IOP signals as the standard deviation for 190 m IOP signals for each cruise. Typical 
precision values are 0.0066 and 0.0018 m"1 for c-cw(k) and a-ajX) respectively. This is an upperbound estimate as some 
natural variability must occur. 

(5) The in situ temperature and salinity correction algorithm provided by Pegau et al., (submitted) is applied to the raw 
IOP values, or 

acorr = &««*+ (TrerTraeJ*VT - S * Vs 
where a,.on. and a^ are absorption corrected and absorption measured, Trcl and Traeas are the temperature of the water during 
calibration and the in situ temperature of the water, and V|rT and \\fs are the linear temperature and salinity slope values. This 
method corrects IOP values for their temperature and salinity dependence on aw(X) and cw(X). Most of the effect is on the 
absorption and beam attenuation at 410 and 715 nm during the summer months when thermal stratification and a strong 
temperature gradient forms in the upper 100m water column (figure la-c). The unconnected vertical profile for a-a„(715) 
(figure la, dashed line) is influenced by temperature in the upper portion of the water column (figure lc) as compared with a- 
a„(440) (figure la, solid line). After applying the temperature correction, the vertical profile shape for a-a„,(715) more or less 
approximates the profile shape at 440 nm (figure lb). 
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Figure 1-c: Illustration of temperature and salinity dependence on a-aw(A.) collected on August 25, 1995.   Dashed line is a- 
a„(715) and solid line is a-aw(440). (a) Profiles before correction, (b) profiles after correction, (c) temperature profile. 

(6) Profiles are recalibrated using the average change of the pre and post cruise "pure" water calibration from the WET Labs 
preliminary calibration. Pre and post cruise "pure" water and air calibrations were performed at the Bermuda Biological 
Station for Research (BBSR). Production of "pure" water standards and calibration procedures are detailed in the WET Labs 

376 



ac-9 user manual. The change in water calibration from WET Labs preliminary calibration is then subtracted from the 
selected"best" cast profile. However, the clean water system and standardized calibration procedures were only recently 
selected   best  casi p correction is appl;ed in order to recover the entire IOP data set.    This baseline correction 
Z^^T^iZnZTZ meaPnPacdomW estimated at this depth for the period ofM994.996. Values of c- 
r(i 1 n^alized to he mean "pure" water calibrated values at 190m from January to June of 1996. This method assumes 
that TmZ there is very little seasonality in the absorption and scattering coefficients and that values of ap(X) are 

"Invalidity of this method is justified by comparison of the variability of ^ to the cast to cast variability of a-a^) 
at 20oU Standard deviations are 0.006 and 0.0002 m' for «^(440) and ^(676) at 200m respectively. This is much less 
maftt nZ Z to cast variability of a-ajX). It is also smaller than the standard deviations for recent "pure water 
Vibration (0.012 m' for c-cw(X) and a-a^X) from January to June of 1996). The advantage of this method ,s IOP are no 
longer subjected to variation in the calibration over time and for individual wavelength. 
T A Catering correction is applied to the absorption data due to scattered light losses ,n the reflective tube.   Three 

different scattering correction are applied (Zaneveld et al., 1994). These are: 
(1) Subtraction of a reference wavelength. 
(2) Subtraction of constant proportion of the estimated scattering coefficient. 
3) Subtraction of a proportion of the scattering coefficient determined using a reference wavetengfe 

Absorption corrected with these scattering corrections are compared to the undirected profiles of a-aJ^O) for Bats 88 and 
Bats91a chosen'o represent winter and spring bloom periods. For both cases, very little difference ,s observed spectraly and 
JÄS^Kaaering correction involving subtraction of a-a.(715) and a proportion of the scattering coefficient usmg 
I-t(7 5) tte percentage difference between the uncorrected and corrected absorption in the upper 50m is the same,12% and 
27% percent fo^SS and Bats 91a respectively. The scattering correction which subtract a constant 11% (^ Pegau 
persona komm ) of the scattering coefficient differs substantially from the others. Absorption values are reduced by 25% 
Ld 34% rSatsSS and Bats91a. We selected the method that subtract a-^715) from each wavelength for final data and 
Tontour;^ presented here although more work ,s required for accessing which scattered correction procedure yields the most 

accurate results. ^   ^^ 

All "best" cast spectra of c-cw(X), a-ajX), and b-bw(X) for the 10m depth are shown in figure 2«. The basic: pattem for 
Jew of c-c (X) a-aJX). and b-bw(X) are consistent with wavelength. Chlorophyll peaks are observed at 440 and 676 nm 
aTdvies^ofisUtton coefficients increases toward 400 nm where both phytoplankton and CDOM are importan . (figure 
?b) Spectral disJbutions of scattering coefficients are also consistent. Values of b-b„(X) at the surface (figure 2c) ranged 
from approximately 0.03 to 0.2 m"1 and decrease linearly with wavelength. 
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Figure 2a-c: Spectra of c- cw (X), a-a.(X), and b-bw(X) for 10 m depth for all "best" cast profiles from August of 1994 to 

June of 1996. 

Contour plots of ^(440) (figure 3a) show consistent time-depth patterns. Values of ^(440) are higl1 in the surface 
waters during the spring bloom followed by subsurface maximum at 100 m m the summer Surface^ «J^J 
decrease durin« the summer possibly as a combined result of reduction of phytoplankton population and stocks of CDOM In 
£:lateWd early winter values of ^(440) are low as 0.02 m> within the upper 200 m of the water column, then 
increases to approximately 0.03 m"1 in the late winter preceding the spring bloom. 
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Corresponding beam attenuation coefficient estimates compare well with absorption coefficients in the upper 50m (r=.71); 
however, independent variations between scattering and absorption coefficients at 440 nm are observed (1^=0.56). The 
b/a(440) ratio also shows independent variations and values as low as 1 are observed in January and February (figure 3c). 
During the spring bloom and summer months, values of b/a(440) reach a maximum of 6 and then decrease to low winter 
values. Changes in b/a(440) indicate possible changes in the phytoplankton community structure and CDOM stock. 

5.    Comparison with bio-optical IOP models 
The contour of modeled a-aJ440) compares well with measured a-a„(440) (figure 3b). The squared regression coefficient and 

mean slope for the upper 50m of the water column are 0.71 and 1.17, respectively. However, the modeled c-cw(440), b- 
bw(440) and b/a(440) estimates do not compare well with measured data (r are 0.36, 0.24, and 0.38 for c-cw(440), b-bw(440) 
and b/a(440), respectively). This should be expected as the relationship between chlorophyll concentration and scattering 
coefficient is often not well defined (Kitchen & Zaneveld, 1990). Interestingly, values of the modeled b/a(440) ratio show an 
inverse relationship compared with measured ratio estimates (figure 3d, r*= 0.36 .slope = -0.46). This has important 
consequences for use of chlorophyll based bio-optical model in clear natural water. 

6.Conclusion 
We show that in situ IOP values can be consistently determined in clear natural waters. Estimates of absorption and 

scattering yield consistent patterns over depth, wavelength, and time. Reasonable precision and accuracy for the absorption 
and scattering coefficients are achieved with the aid of auxiliary data sets. Standardized "pure" water calibration protocols have 
been implemented recently and will improve the accuracy of these data. Future validation work will also involve comparison 
of in situ IOP estimates with in vivo IOP determinations and IOP estimates made using apparent optical properties. 
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ABSTRACT 
The influence of the variability in the structure of phytoplankton communities on measurable optical properties of 

the upper ocean is analyzed for a wide variety of coastal marine environments. Changes in spectral attenuation coefficients in 
the first optical depth are related to varying levels of dissolved organic matter (DOM) and changes in phytoplankton 
community structure, operationally defined as changes in the phytoplankton size distributions. Optical measurements include 
spectral vertical attenuation coefficient and water leaving radiance reflectance. Chlorophyll a and paniculate absorbance were 
measured in 4 size fractions: picoplankton (less than 1-2 urn), ultraplankton (2-5 |im), nanoplankton (5-20 \im) and 
microplankton (>20 \xm). By partitioning the contribution of phytoplankton absorbance into 4 size classes, a rational for a 
quantitative approach for interpreting variations in the relationship between light attenuation and spectral reflectances as a 
function of different community structures of phytoplankton is developed. 

Keywords: phytoplankton community structure, in situ optical measurements, attenuation, reflectance 

1. INTRODUCTION 
The construction of algorithms for retrieving chlorophyll from in situ or remote optical measurements involves 

characterization of the absorption and scattering properties of suspended sediments, detritus, dissolved colored substances 
and phytoplankton. It was been already extensively illustrated that non-covariance between phytoplankton and the other 
components makes it difficult to develop simple theoretical and empirical relationships between ocean color, water 
transparency and phytoplankton abundance,1 expressed as chlorophyll concentrations. In coastal waters, these simple 
relationships are even more difficult to obtain, not only because all the other "non-phytoplanktonic" components have a 
greater influence on the light absorption and scattering2 but also because phytoplankton themselves are quite variable 
particles. Short term variability in mixing and a more direct influence by runoff (i.e. availability of nutrients) allow different 
communities of phytoplankton to develop and to be replaced in coastal waters on a time scale much shorter than in the open 
ocean.3 Local nutrient supply, especially nitrate, is reflected in the sizes of the cells present in the community.4-5'6 That is, 
larger sizes are associated with enhanced nutrient availability. Changes in phytoplankton communities are thus directly 
related to changes in phytoplankton size7. Because changes in cell size distributions are expected to alter the bulk optical 
properties of the phytoplankton, it is expected that measurable optical properties will vary with cell size as well. A simple 
consequence is that optical properties normalized to chlorophyll will change in some predictable way (see ref. 8). The main 
questions are: are the differences big enough to be detected with simple measurements of apparent optical properties? If they 
are, what is the best way to parameterize them? 

2. APPROACH 
As a first and simple generalization, we will characterize different phytoplankton communities by the distribution of 
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Chlorophyll a concentrations (mg m3) and paniculate absorbances (m1) among 4 size fractions: picoplankton, ultraplankton, 
nanoplankton and microplankton (Table 1) following Sieburth et al. ,9 having as a base the hypothesis proposed by Yentsch 
and Phinney5 that different communities of phytoplankton are formed when modes of different sizes are added to a relatively 
constant "background" of smaller cells. The expected scenario is that since packaging effect becomes important as cell size 
increases, the specific absorption coefficient (aPh*( X); m2 mg chl"1) will decrease (see Bricaud et al. 10), with enhanced 
nutrient supply.5 Changes in backscattering are also expected, as smaller cells are more efficient backscatterers with a more 
pronounced spectral signal (i.e. higher in the blue) than bigger cells.11 These changes will affect apparent optical properties 
because of their dependency on the inherent properties, that is, absorption and scattering. 

3. METHODS 
From September 15 to 23, 1996, several stations were occupied off the Oregon coast as shown on Fig. 1, aboard the 

RV Wecoma. The sampling strategy was to compare a variety of waters with a wide range of both chlorophyll and DOM 
concentrations. Density profiles were computed from a ctd (Seabird) temperature and conductivity sensor. In this extended 
abstract, we will discuss only data from the mixer layer. Samples were obtained within the mixed layer with Niskin bottles, 
and at the surface with a clean plastic bucket. Chlorophyll a and paniculate absorbances were determined for both whole 
samples and for the 4 size categories, as defined in Table 1. 

wwwwwoBwwWBWwwwwwpwwoowawwWMWWWwew 

name operational definition size ranges 

total 
microplankton 
nanoplankton 
ultraplankton 

icoplankton 

whole sample 
total minus filtrate of 20 urn 

filtrate 20 |im minus filtrate of 5 |im 
filtrate of 5 urn minus filtrate of 2 |xm 

: of 2 urn 
MWMMMUUUtUMHtHMC 

all sizes 
bigger than 20 [im 

5 to 20 urn 
2 to 5 urn 

less than 2 urn 
MMUMeMMMMMMMMaBMeaMOMMe 

Table 1. Size fractionation of chlorophyll a and phytoplankton absorbance as determined by differential 
filtration. Filtrates from 20, 5 and 2 |xm Poretics polycarbonate filters, filtered either by gravity or very low 
pressure, were concentrated onto GF/F filters. The concentration of each size class was then determined 
according to the second column. 

3.1 Bio-Optical measurements 
Chlorophyll a was determined 

fluorometrically using a Turner designs 10-005R, 
equipped with the following filters: Corning 5-60 
(excitation), Corning 3-66 (reference) and Corning 70 
and 16 (emission). Filters were extracted at -10°C for 
at least 24 hours in pre-cooled 90% acetone-DMSO 
solution (6:4 volume) immediately after the filtration. 
Samples were corrected for phaeopigments by 
acidification with 50 |il of 10% HC1. 

Paniculate phytoplankton absorbance was 
measured with a Varian Cary3E dual-beam 
spectrophotometer.12 Details about the processing of 
the samples and beta correction can be found in ref. 
13 and references therein. 
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Fig. 1. Stations sampled off the Oregon coast in Sept. 1994. 
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3.2 Optical measurements 
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Fig. 2. Comparison between estimated and measured values of 
Kd for 13 wavebands (same as SPMR). Estimated values 
according with Morel14 using an average chlorophyll value for 
the mixed layer (value indicated on the legend). Measured 
values are the slope of the normal logarithm of Ed versus depth 
for the first optical depth of each wavelength. 

The diffuse attenuation coefficient (Kd(Ä.); m"1) 
was measured using a free-falling SeaWiFS Profiling 
Multichannel Radiometer (SPMR, Satlantic Inc.), which 
profiled both upwelling radiances and downwelling 
irradiances in 13 wavebands (10 nm) centered at 406, 412, 
435, 443, 456, 490, 510, 532, 555, 590, 670, 683 and 700 
nm. The attenuation coefficient for each wavelength was 
determined, for points within their respective first optical 
depths, as the slope of the natural logarithm of Ed(A.) versus 
depth, without correcting Ed values from the reference 
sensor in water. When multiple casts were available, Kd(k) 
was calculated as above for each cast, then averaged. 

Spectral upwelling radiance (Lu(^); p.W cm"2 run"' 
sr"1) was measured with a Tethered Spectral Radiometer 
Buoy (TSRB, Satlantic Inc.) at 412, 443, 490, 555, 670, 
683 and 700 nm at a depth of 0.5 m, and downwelling 
irradiance at 490 nm [Ed(490);|xW cm"2 nm"1) at 30 cm 
above the surface (see operational details about the TSRB 
in ref. 15. The radiance values were then propagated to the 
surface by using estimated values for the spectral diffuse 
attenuation coefficient (Kd(Ä.); m"1) computed as a function 
of chlorophyll concentration,14 the latter being an average 
value for the mixed layer. It is important to note that 
Morel's algorithm for Kd(>.) was developed for oceanic 
waters, and that this relationship tended to overestimate Kd 

for chlorophyll values higher then 3 mgm"3 when compared with concurrent measurements (Fig. 2). However, we have 
chosen to use estimated values rather than measured ones because SPMR casts were less frequent than TSRB deployments 
and ctd casts, and also because for a 0.5 meter pathlength the overestimation (approximately 10%) will not produce errors 
higher then 6-7% on the maginitude of the spectral radiances at the surface. Upwelling radiances at the surface were 
multiplied by 0.544 to account for reflection at the air-ocean interface,16 and therefore yielding water leaving radiances 
(Lw(X.); jiW cm"2 nm"1 sr"1), that were then normalized by Ed(490) to account for changes in the intensity of the incident light. 
Changes in spectral Ed are expected with different zenith angles and sky conditions (i.e. proportion of diffuse to direct light). 

'17 We are presently working on independent measurements of spectral downwelling irradiances to derived simple 
parameterizations for further corrections. 

4. RESULTS AND DISCUSSION 
The region studied showed a wide variety of surface chlorophyll concentrations varying from less than 0.25 to 

almost 25 mgm'3. The chlorophyll size fractionation, when compared to the total chlorophyll, illustrates well the hypothesis 
that different phytoplankton communities are formed due to the addition of bigger cells (Fig. 3A). As expected, high 
variability was observed in the specific absorption coefficient (aph*( X)\ m2 mg chl"1) for surface samples (Fig. 3B), with 
aph*( A.) decreasing at stations with high chlorophyll concentration due to the presence of bigger cells and consequent increase 
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Fig. 3. A- Relationship between total chlorophyll and the chlorophyll content in each size class for surface 
samples from all stations (symbol size according to size class). Note that chlorophyll in the smaller size 
classes stay nearly constant, and that the increase in chlorophyll is due to the larger cell sizes. B- Specific 
absorption coefficient for surface samples from all stations. Highest aph*( X) values were found in the low 
chlorophyll stations. 

in the overall package effect. When aPh*( X) is compared in 
individual size classes (not shown) the variability is less. However, 
extremely high values of aph*( X) were observed in some samples 
for the picoplankton class. This was probably a result of the 
presence of prochlorophytes. When these organisms are abundant 
(in our case, they are abundant by the exclusion of the other cell 
sizes), samples will contain high concentrations of chlorophyll b, 
which by the fluorometric method used here, will underestimate the 
chlorophyll a concentration and, in turn, overestimate aph*( X). 
Generalized aph*( X) for each size class seems to be an achievable 
goal, but more data has to be combined with the present data set for 
a more complete picture. It is important to note that the 
development of a generalized function between size structure and 
aPh*( X) for coastal assemblages also depends on how consistently 
paniculate absorbance and chlorophyll measurements are made. 

The packaging effect is a well documented source of 
variability for optical properties of phytoplankton (e.g. specific 
absorption coefficient, aph*(k), (m2 mg cM) and is directly related 
to the size of the cells, so simple parameterizations between aph*( X) 
and chlorophyll concentrations seem to be possible.10 The same 
trends are observed for spectral diffuse attenuation coefficients 
normalized to chlorophyll, after correction for attenuation by pure 
water.  Thus,  simple parameterizations between Kd(X)  and 
chlorophyll18 can be reconciled with information on cell size. 
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Fig. 4. Changes in temperature and salinity with 
time, at a coastal station located near the mouth 
of the Columbia River, in Sep. 20, 1994.Time is 
indicated by the arrows. These are averaged 
values in the mixed layer for one station. The 
chlorophyll increase observed in this location 
was clearly associated with advenction from 
inshore waters. 

During the cruise, we had the opportunity to observe significant changes in phytoplankton size over the course of 
few hours. In one of the stations, close to the Columbia River mouth, on Sep. 20, we observed an increase in chlorophyll 

383 



concentrations from around 8 mgm3 at 0900 h to 18-20 ragm'3 at 1500 h. The increase in chlorophyll was probably due to 
advection of cells from inshore waters (see Fig. 4), and perhaps some cell growth. Size fractionated paniculate absorption and 
chlorophyll indicated that the microplankton fraction (>20 |xm) accounted for more than 80% of the chlorophyll increase, 
showing that bigger cell sizes became more abundant. Very contrasting phytoplankton absorption spectra among the 4 size 
classes were measured between 0900 h and 1500 h. Microphytoplankton absorption increased by almost 3-fold, followed by 
the expected decrease in aph*( X). 
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Fig 5. Changes in the total absorption coefficient at 490 
nm (i.e., total absorption was estimated as the sum of 
absorbance by phytoplankton, detritus, DOM and water) 
and at the reflectance at 490 nm (water leaving radiance 
over downwelling irradiance at 490) in the time series of 
chlorophyll sampled close to Columbia River's mouth, 
on Sep 20, 1994. DOM absorption at 490 nm was 
measured at 0900 h (0.024m1) and at 1500 h (0.020m1), 
so the average value was used for the entire time series; 
water absorption at 490 nm is 0.022 m'1.18 Changes in 
reflectance throught time (i.e. increasing chlorophyll and 
cell size) are clearly the result of both the increase in 
absorbance and decrease in backscatter, as reflectance is 
proportional to a constant times the ratio between 
backsacttering and absorption. 

During the increase in chlorophyll, spectral water leaving reflectances were also monitored, showing a clear 
decrease in magnitude, and also the influence from chlorophyll fluorescence (not shown). One example of the influence that 
changes in cell size has on apparent optical properties, due to changes in the inherent optical properties, is illustrated on 
Figure 5. The relationship between reflectance (Lw/Ed) and the inherent properties (absorbance and backscattering) are 
already well known (see ref. 1 and references therein). If R=constant*bt/a, where R is the reflectance, a is the total 
absorption coefficient and bb is the total backscattering coefficient, then by comparing the changes in reflectance and the 
inverse absorption through time, we can see the effects of increasing cell size. Therefore, both vertical attenuation (by its 
covariance with phytoplankton absorption) and spectral reflectances contain information on cell sizes via backscattering and 
absorption. 

5-SUMMARY AND FUTURE WORK 

For this data set, increases in chlorophyll concentrations were consistently a result of increases in the relative 
importance of bigger cells in the community. Therefore, a generalization of phytoplankton community structures (i.e. sensu 
Yentsch and Phinney5) by changes in chlorophyll content within different size classes seems to be adequate. We also found 
trends in changes in measurable optical properties that were consistent with changes in cell. These trends were clearly linked 
to changes in the specific absorption coefficient by the packaging effect, and also inferred changes in backscatter. 

For a proper parameterization of different phytoplankton communities by different sizes, however, a larger data set 
has to be analyzed. We have already collected a extensive data set from coastal waters, and that parameterization will be the 
focus of our future work. 
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ABSTRACT 

An extensive data base of in situ measured bio-optical parameters is analysed to examine the influence 
of absorption of Dissolved Organic Matter on upwelling radiance spectra. The measurements were 
carried out in the different water masses of the southern Baltic during various seasons of biological 
activity of the sea basin. Experimental data are the background of statistical relation between spectra of 
upwelling radiance, absorption of yellow substances and other sea waters constituents in the sea surface. 
The results allowed to preliminary assess the impact of yellow substance absorption on spectral 
distribution of upwelled radiance flux in the surface layer of sea water. The spatial and seasonal 
variability of this relation is considered. Particular attention is given to application of this results in 
remote sensing determination of water constituents. 

Keywords: spectral reflectance, yellow substance, Case II Waters, remote sensing, SeaWiFS 

1. INTRODUCTION. 

Future global observing systems will use the remotely sensed spectral upwelled radiance to monitor the biophysical 
processes of the world's oceans. The interpretation of satellite data should be based on multi component model of spectral 
reflectance. To date, data from ocean colour imagery, such as the^ Coastal Zone Colour Scanner (CZCS) have been 
analysed with use of simple model of spectral reflectance 5' 20' 6' 23 , which based on assumption that, the quantity of 
significant optically active components of sea water are correlated with chlorophyll concatenations and phytoplankton 
activity in the basin. This approach has given good result in the Case 1 Waters, but its application to interpretation of data 
of Case 2 Waters has been unsuccessful. The main reason of this was the impact of absorption of Dissolved Organic 
Matter (yellow substance) on spectral reflectance, which could not be asses by this method. The CZCS band selection did 
not allow the separation of photosynthetically viable chlorophyll a from degradation products. The inclusion of the 412nm 

band in SeaWiFS should help separate these pigments. Also development of comprehensive bio-optical data sets should 
enable to formulate more accurate bio-optical algorithms. 

A good number of papers presents the importance of yellow substance absorption in modelling the spectral reflectance l5, 

• - • ". The conclusions present thesis that, in the local condition, relation between three major optically active 
components: chlorophyll, paniculate material, and dissolved organic matter, can be assess. In recent years there have 
undertaken intensive experimental research on relations between the spectral distribution of upward radiance and the 
concentrations of optically active components in the Baltic Sea water. The first preliminary results were presented by 
Darecki et al. ' and Siegel . The works of Darecki et al. have not contained the analysis of impact of yellow 
substance on upward spectral radiance distribution. The principal aim of this paper is to present the results of statistical 
analysis of relation between yellow substance absorption and spectral upwelling radiance. The study is based on bio- 
optical data base collected during series of cruises in 1993-1996 and used to investigate various biophysical process. 

2. MATERIAL AND METHODS. 
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The experimental material has been collected during 8 cruises in 1993-1996; details of them are shown on the Fig.l and in 
the Tab. 1. For the requirement of this work the following parameters were measured: 
1. The upward radiance Lu just below the water surface and downward irradiance at the surface E^ and depth profiles of 

Lu and Ej in the spectral bands 412, 443, 490, 510, 550, 665, 683, 710 nm with use of the MER 2040 
spectroradiometer manufactured by Biospherical Instruments. In September 1995 this instrument has been fitted with 
additional spectral bands 589 and 625 nm. In the "good sea state" conditions Lu was measured precisely at an 
infinitesimal depth (practically on 0-0.15m depth) below the surface. Additionally in each case the profile of Lu was 
measured over the upper few optical depths to determine KL for Lu. When it was impossible to measure Lu at the 
infinitesimal depth the diffuse attenuation coefficient KL was used to calculate propagation of Lu to the surface. To 
normalise upward radiance measured in different irradiance conditions, coefficient r=7tLu/Ed was calculated. 
The concentration of chlorophyll a, determined spectrophotometrically in aceton extracts of surface water samples. 

The concentration of total suspended matter (weighed), also determined in surface water samples. 
Yellow substance absorption spectra of surface waters samples collected, stored and processed according to procedure 
recommend by Reuter et al. 

The light absorption coefficient by yellow substances for specific wavelengths and yellow substance absoiption spectra 
12 slop coefficient were calculated according to procedure described in paper of Kowalczuk and Kaczmarek    . 

Tab 1. The details of 1993-1996 fields expeditions. 

Date of the cruises Region Measured Parameters Notes 
Optical 
1993 

cruise  5-14   Sept. Bay of Gdansk, Baltic Proper ays, Ej, LU,TSM, Chi a 17 samples. 

Optical 
1994 

cruise 10-17 April Bay of Gdansk, Baltic Proper ays, Ej, Lu, TSM, Chi a 27 samples 

Optical 
1994 

cruise   6-15   May Bay of Gdansk,  Pomeranian 
Bay, Baltic Proper 

ays, Efr Lu, Chi a 34 samples 

Optical 
1994 

cruise  17-25 Aug. Bay  of Gdansk,   Pomeranian 
Bay, Baltic Proper 

ays, E<j, Lu, TSM, Chi a 21 samples 

Optical 
1994 

cruise 22-29 Sept. Bay of Gdansk, Baltic Proper ays, Ej, Lu, TSM, Chi a 28 samples 

Optical 
1995 

cruise  6-15   Sept. Bay  of Gdansk,   Pomeranian 
Bay, Baltic Proper 

ays' E<3' Lu, Chi a 12 samples 

Optical 
1996 

cruise 7-17 March Bay  of Gdansk,  Pomeranian 
Bay, Baltic Proper 

ays, Ejj, Lu, Chi a 30 samples 

Optical 
1996 

cruise  14-26 May Bay  of Gdansk,  Pomeranian 
Bay, Baltic Proper 

ays, E<j, Lu, TSM, Chi a 31 samples 

3. PROPERTIES OF YELLOW SUBSTANCE IN THE BALTIC SEA. 

The Baltic Sea is known as the region where yellow substance play very important role in the radiative transfer processes 
in the water. They have focused the attention of many workers who have studied their chemical and optical properties    ' 
l">1717RQ14iri IT r r      r 

. In the recent study of Kowalczuk and Kaczmarek have focused on temporal and spatial variability 
of yellow substance absorption field in various region of Baltic Sea. They have also assessed the influence of yellow 
substance of allohtonous origin on absorption conditions by watching the changes in distribution of the yellow substance 
absorption spectrum slope coefficient. The most important points of their work can be summarised in the Tab. 2 and 
following points: 
1. The statistical distribution of values of ay (>t=400 nm) shows that it is log-normal and the statistical distribution of the 

slope coefficient is nearly normal. The most probable yellow substance absoiption spectrum, which could be measured 
in the Southern Baltic, will be characterised by value ay (^=400 nm) in the range between 0.4- 1.6 m     and the value 
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of the slope coefficient in the range between 0.014- 0.022. The lowest mean value of the absorption coefficient have 
been observed in the open sea waters, the intermediate in the coastal zone, and the highest in the bay waters. 
The comparison of the statistical distribution of the slope coefficient with absorption properties of selected fractions of 
marine humus shows that dominant fraction of marine humus in the Southern Baltic are fulvic acids. The humic acids 
are present in the river water plums and can change the properties of the absorption field radically in region influenced 
by it. 
The temporal variability of mentioned parameter shows the tendency for oscillation around the mean values. This 
oscillation is clearly visible in case of the absorption coefficient, but less in case of the slope coefficient. The highest 
values of absorption coefficient in the surface layer of Baltic Sea water are observed in Spring and summer, the lowest 
in winter. 
The spatial distribution of ay (A.=400 run) in surface layer of Baltic Sea water shows that during the period of 
investigation the lowest values of the ay were noticed offshore. The field of increased absorption was usually met in 
the near rivers mouths. The horizontal range of increased absorption field was small and decreased with distance from 
the source (river). 

Tab 2. Values of statistical parameters calculated for total sample size collected in three different waters masses. 

Bay waters Coastal waters Open sea waters 
av(?.=400nm) 

Y   [m-1] 
SHVIS av(A.=400nm) SH VIS av(X.=400nm) SH VIS 

Minimal value 0.16 0.005 0.42 0.012 0.3 0.004 
Maximal value 4.55 0.034 4.60 0.029 1.84 0.030 

Mean value 1.12 0.018 1.02 0.19 0.76 0.019 
Median 0.84 0.019 0.71 0.19 0.67 0.019 
Standard 
deviation 

0.73 0.005 0.73 0.002 0.32 0.004 

Sample size 225 213 97 97 179 165 

4. THE INFLUENCE OF YELLOW SUBSTANCE ON UPWELLED RADIANCE FLUX. 

Our data sets have been measured in the different seasons and different water masses to cover the most possible 
variability of the experimental material. For the purpose of this study the data base have splitted for the time series of sub- 
sets of measurement taken in the bay waters, coastal zone and open sea waters. The well known absorption properties of 
yellow substance have given the clue how to search the impact of them on upwelled radiance. We have calculated ratio of 
r in the spectral band of maximum absorption of yellow substance (412 nm), to the r measured in the spectral band of the 
least absorption(665 nm). 

The preliminary analysis of collected experimental data, do not allow to formulate the general and objective algorithm for 
assessment of the yellow substance absorption in the Baltic Sea. But the inclusion of the 412 nm band in SeaWiFS have 
enable to separate photosynthetically active chlorophyll a from degradation products in specific and stable hydro- 
meteorological condition . The Fig. 2. shows the plot of the ratio of r in the spectral bands r(412 nm)/r(665 nm) against 
the value of yellow substance absorption coefficient for A.=412 nm for all data. The weak relation between those two 
parameters can be seen. On the Fig.3 the same parameter was plotted for chosen seasons. The relation is much better. 
The upper line in the Fig 3a present the bloom situation in early spring 1994. The lower line in the same plot and Fig 
3b. present the post bloom situation in late spring 1994 late summer of 1994. The relation is very similar. So, it is 
possible to differentiate between periods of high and low biological activity of the marine basin. 

The big variability of our data set caused by different hydro-meteorological conditions and biological activity of the 
phytoplankton have severely influence the result of seasonal comparison of the relation of yellow substance absorption 
and reflectance. The big number of possible combination of species composition in the algae bloom, their different 
composition of photosynthetic pigments certainly have impact on the shape of upwelled radiance spectra. The 
hydrological condition in the investigated area are also very important. During our experiment we met in the spring totally 
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different conditions; in 1994 an extensive riverin plume containing large amount of mineral suspension and increased 
yellow substance absorption and associated algae bloom, and in 1996 most of the bay region covered by ice and trace of 
biological activity. So, we have looked for the period which have most stable hydro-meteorological conditions. The 
climatological data for the Southern Baltic in May are most stable. We have joined the data sets collected in Mays 1994 
and 1996. The results were good (Fig. 4.). We have obtained high correlation between avs ^.=412 ran and r(412 
nm)/r(665 nm) in the investigated regions. 

5. CONCLUSIONS 

The spectral band centred around 412 nm which will be included in the SeaWiFS should enable to construct algorithm 
for assessment of yellow substance absorption, but we have no circumstances to prepare a good algorithm which will 
be valid for all seasons in a year. A quite good correlations are obtained for each season. When we take account the 
same seasons in a different years correlation's are worse but in the stable conditions in each year (e.g. May) they 
appear still promising. The main clause now is to find a parameter which define these conditions. The authors are 
working on this problem and will publish farther results of this research soon. 
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Fig. 1. Location of sample stations in the Southern Baltic during measurement campaign in 1993-1996. 
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Fig.2. The relation between yellow substance absorption and spectra reflectance ratio 

for all collected data (log-log scale) 
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Fig.3. The relation between spectral reflectance and yellow substance absorption during spring (a) 

and autumn seasons (b) (log-log scale) 
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Fig.4. The relation between spectral reflectance and yellow substance absorption for data 

collected in May 1994 and May 1996 (log-log scale). 
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ABSTRACT 
In order to obtain more information on the angular scattering behaviour of algae and silt research was initiated to determine 
whether or not the volume scattering functions by Petzold 7for the San Diego Harbour are appropriate for use in other types 
of turbid waters as is often stated in literature. This paper presents a selection of the measured angular scattering distribu- 
tion functions (ASD; scaled at the 90° scattering angle) over the range 15°-165°, the extrapolated angular scattering distri- 
bution functions extended to the range of 0° - 180° by fitting Mie functions and the calculated (partial) backward scattering 
to total scattering ratios (backscattering fractions). The San Diego Harbour measurements by Petzold \ may not be applied 
to other turbid waters; it is in the backscattering region where the samples deviate most from the San Diego ASD 
(calculated from his VSF) from Petzold 7. A large addition to existing literature values for (partial) backscatter probabilities 
is presented for 14 freshwater and marine algal species samples and 2 estuarine silt samples . 

Keywords: angular scattering functions, backscatter ratios, bio-optical modelling, coastal and inland waters, algae, silt. 

1.   INTRODUCTION 
In a comprehensive study 2 on inherent and apparent optical properties of inland lakes in The Netherlands, a clear dearth of 
data was identified on volume scattering functions (VSF) for such waters. Often the VSF by Petzold 7 or by Whitlock" are, 
or indeed, have to be, used for research and modelling purposes. In order to obtain more information on the angular scat- 
tering behaviour of algae and silt research was initiated by the Institute for Environmental Studies (IVM) in co-operation 
with the Department of Physics and Astronomy (DPA) (both at the Vrije Universiteit), The Centre for Estuarine and Marine 
Ecology (NIOO-CEMO) and the Institute for Freshwater Ecology (IFE) in the UK. to carry out a pilot study, to determine 
whether or not the VSF by Petzold ' for the San Diego Harbour is appropriate for use in other types of turbid waters as is 
often stated in literature. The measurements were performed by a team at the DPA making use of an existing set-up that had 
been designed and previously used for measuring the scattering behaviour of aerosols. The set-up had to be adapted to be 
able to measure hydrosols suspended in water. Volten et a/10 discusses the set-up and presents all the measurements. 

This paper presents a selection of the measured angular scattering distribution functions (ASD; scaled at the 90° scattering 
angle) over the range 15°-165° . the extrapolated angular scattering distribution functions extended to the range of 0° - 180° 
by fitting Mie functions and the calculated (partial) backward scattering to total scattering ratios (backscattering fractions). 
Due to the fact that this was a pilot study a choice of algae and inorganic hydrosols had to be made, large enough to allow 
an answer to the above mentioned question concerning the validity of the VSF of Petzold for other types of waters, yet lim- 
ited enough in size to remain workable. The algae measured were culture samples of freshwater algae: Microcystisridii, 
lb/vox aureus, Prochlorothhx hollandica, Oscillatoria amoena, Oscillatoria agardhii, Melosira granulata, Anabaena flos- 
aquae, Asthonella formosa, Selenastrum capricornutum; and samples of marine algae Phaeodactvlum, Phaeocystis ■ 
pouchetti and Emiliana huxleyi. Furthermore two samples of Westerschelde silt were measured, one sample with a size of 3 
to 5 urn and a sample with a size of 5 to 12 u.m. The Westerschelde is a tidal estuary of the river Scheide located in the 
south-west of The Netherlands. 

2.   THE ANGULAR SCATTERING DISTRIBUTION MEASUREMENTS OVER 15° - 165° , SCALED AT THE 
90 ° SCATTERING ANGLE (ASD) 

2.1.   Introduction 
To measure the ASD, the experimental set-up developed at the Department of Physics and Astronomy of the Vrije Univer- 
siteit in Amsterdam was used. This set-up was originally designed to determine the scattering behaviour, including polari- 
sation. of aerosols, e.g. sand particles 459. With some adaptations'" this set-up could also be used to perform measurements 
on hydrosols. The measurements reported in this paper have all been performed with the same instrument under similar 
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conditions. Therefore, they provide a reliable indication of the differences to be expected in scattering functions. The set-up 
has been designed to also measure polarisation, further discussed in Volten et al]0 

The properties of hydrosols that determine their scattering behaviour are their size, shape, internal structure and refractive 
index. Values for these parameters were obtained either from literature or from additional measurements performed during 
this measurement campaign, with the exception of some values for the imaginary part of the refractive index, that are esti- 
mates obtained from fitting the measurements to the results of Mie-calculations. 

Algae have a wide range of possible shapes. Spherical or cylindrical shapes occur frequently, whereby the cylinders may 
form filaments. The silt particles have irregular shapes. Algae can have a pronounced internal structure. They can for in- 
stance possess a kernel, chloroplasts, etc. Some species are surrounded by calcite or silicate mantels. Cyanobactcria usually 
have less internal structure than true algal species, except for the gasvacuoles that are common in many cyanobactcria spe- 
cies. Gas vacuoles decrease the total density of the cell, and strongly influence the (bulk) refractive index. The size of the 
algae in the samples range from a few micron up to about a hundred microns for the colonies and filaments. Size distribu- 
tions have been determined by using a microscope and/or a Coulter counter. 

For some of the samples it was possible to estimate the real and imaginary part of the refractive index, using cell size and 
cell number data and absorption measurements, following the method of Morel and Bricaud6. For others values of refractive 
indices of the real part were taken from the literature. For those samples where no estimate of the imaginary part of the 
refractive index could be obtained, values obtained from fitting Mie theory to the measurements were used. 

2.2.   The laboratory set-up 
The experimental set-up is configured as follows. Light with a wavelength of 633 nm from a continuous wave HeNc laser 
passes through a polarizer oriented at 0° between the scattering plane or horizontal plane and its principal axis. The linearly 
polarised light propagates through a modulator oriented at -45° between the horizontal plane and its principal axis and is 
scattered by a sample of hydrosol particles. The scattered light is detected by a photomultiplier tube which moves along a 
ring. The maximum range measurable is a scattering angle range of 15° (nearly forward scattering) up to 165° (nearly 
backward scattering), however often this range was reduced because the measured values lay below the signal-to-noise lev- 
els. This configuration of the optical components in the set-up allowed measurement of the scattering function, as well as 
the difference between two components of the flux for which the electric field vectors oscillate in directions parallel and 
perpendicular to the scattering plane4-5. 

The hydrosol sample is contained in a cylindrical shaped cuvette with a diameter of 30 mm made of pyrex glass. A magnetic 
stirrer continuously homogenises the hydrosols. In order to reduce the influence of differing refractive indices the cuvette 
has been placed in a cylindrical pyrex glass basin (diameter 22 cm), filled with glycerine (the same refractive index as 
glass). The glass basin has flat entrance and exit windows, to prevent the reflections of the incident laser beam on the basin 
to enter the detector and to avoid spherical aberrations of the incident beam. For the remaining reflections a correction as 
applied     Care was taken to avoid multiple scattering in the sample. The changing volume seen by the detector at different 
angles was also accounted for. 

2.3.   Results 
Figure 1 shows the most reliable ASD measurements of the algae as well as the two silt measurements. Petzold's '' San Di- 
ego Harbour ASD is also shown. This comparison gives an indication of the differences of the angular scattering behaviour 
of the investigated water constituents relative to the Petzold 7 standard. 

All samples show a strong peak in the forward direction. Compared to the San Diego ASD function at forward angles 
Phaeodactylum and Prochlorothrix hollanclica lie higher and Microcvstis sp. lie lower. The other samples show a more or 
less similar shape of scattering in near forward directions. The San Diego ASD function is rather flat at backward angles 
All samples except silt (3-5 um) arc clearly different: they show an increase at backscatter angles from 120° upwards Thus 
it is in the backscattering region where the samples deviate most from the San Diego ASD (calculated from his VSF) from 
Petzold . 

Differences between the algal and silt measurements and the San Diego function at 165° (highest measurement angle) are 
up to a factor of two or more, especially for Prochlorothrix hollandica. Selenastrum capricornutum and Phaeodactylum. For 
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forward scattering the differences are from a factor 3 lower (for silt ( 5-12 urn) to a factor 10 higher for Phaeodactvtum For 
Mwrocystis sp.. Oscillatoria agardhii. Prochlorothrix hollandica. Selenastrum and silt (3-5 jun) the differences are within 
a factor 2. 

It is demonstrated that the shapes of the scattering functions for algae are not easily derived from their outer morphology 
For instance, the scattering behaviour of the spherical Microcystis sp. is similar to that of the cylindrical Oscillatoria 
aghardu. A possible explanation for the oscillations in the scattering pattern of the filamentous Prochlorothrix hollandica is 
the narrow size distribution and uniform shape of the particles, likely causing resonance in the scattering pattern Due to 
their tendency to grow in one direction (length) filamentous algae are more apt to have a narrow size distribution than sin- 
gle celled species. 

measurements 

135 w 100 180 

180° BY FITTING MIE SCATTERING 3.    THE ASD MEASUREMENTS (15° - 165°) EXTRAPOLATED TO 0° 

D i    * or» FUNCTIONS 

moment!   IZZZZT^^ T^" t-™* °' I5° * 165° a"emptS ™ ™de t0 ^°^ ** 
Z rZTf    ,1     rTl     ' u ge thr0Ugh fUt,ng M,e scattering unctions to these measurements8 Figure 2 shows 
Uireults for these fits (note that the flux log-scale for the ASD is in arbitrary units). For the values g ven m Lie 3tl 
M.c fite were normalised to a va.ue of 1 and therefore are equivalent to the normalised volume scat erfng Lct.on 
(NVSF).The parameters used for these calculations are s.ze distributions of volume equivalent spheres and the real and 
complex part of the refractive index. In case no information was available, we chose the valu^S^S^K^S, to 
he insured data. S.nce Mie-theory is only valid for homogeneous sphenca. particles, these    Z^ 

n most cases, the results of M.e calculations produce good fits to the measured data. For Microcystis ridii(+ev) Phaeodac 
tylum and Astnonclla formosa the M,e fit is lower at angles from .20° to 165°. For Emiliana Hux   y^^\2Z, 
ment range ^vas Hm.ted to 30° - ,50° and therefore a check with the Mic fit was beyond this a^e w stposSbTe 
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Figure 2: the angular scattering distribution function measurements extrapolated to 0° - 180° by fitting Mie scattering functions to the 
same data presented in Figure 1. 

4.   BACKSCATTERING FRACTIONS FROM ASD FUNCTIONS OF ALGAE AND SILT 
4.1.   Introduction 
For bio-optical models, for remote sensing retrieval of water quality algorithms and for many of the laboratory spectropho- 
lometric measurements (especially when using integrating spheres) ratios of scattering at a limited range of smaller angles 
related to scattering over a larger range of angles are relevant. 
The backscatter probability is defined as the proportion of the light scattered at backward angles as compared to the totally 
scattered amount of light. For this definition it arbitrary whether an absolute or a normalised VSF is used. In the case of 
VSF (by definition over the range of 0° - 180°) the general equation becomes: 

18(1 /I 80 

^a, a, = J ß(ot)sinoa/a / jß(a)sinaafa (1) 

For the backscattering probability it is: 
180 /180 

#,„,„ = B- J ß (a) s\n ada / j ß (a) sin ada (2) 

In a similar fashion B5/0 and B40/0 etc. may be defined (see table 3). A special case are the partial backscattering fractions 
B' presented in table 1 and 2: in this case the measurement range was taken from 40° to 140 (or 150 or 160°). Then the 
partial backscattering probabilities B are defined as: 

140 /140 

B\o -I40MI) 140 = J ß(a) sin ada I j ß (a) sin ada (3) 
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ASD (cubic spline) 
B90-140^40-140 BgO-15o/40-150      B9O-I60/4O-I6O 

Freshwater algae 
CHLOROPHYTA-Chlorophyceae 
Selenastrum capricornutum 
Volvox aureus 
C YANOPHYTA-cyanophyceae 
Anabaena flos-aquae 
Microcystis ridii(-gv) 
Microcystis ridii(+gv) 
Microcystis sp. (+gv) 
Oscillatoria agardhii 
PROCHLOROPHYTA-Prochlorophyceae 
Prochlorothrix hollandica 
CHR YSOPHYTA-Bacillariophyceae (Diatoms) 
Astrionella formosa 
Melosira granulata 

0.223 0.251 0.282 
0.210 0.229 0.237 

0.194 0.216 0.226 
0.226 0.250 0.270 
0.169 0.188 0.206 
0.208 0.226 0.239 
0.217 0.236 0.251 

0.204 0.229 0.249 

0.136 0.157 0.174 
0.134 0.157 # 

0.234 0.268 # 
0.220 0.224 # 
0.218 0.238 0.251 

Marine algae 
CHRYSOPHYTA- Prymnesiophyceae 
Emiliana huxleyi (+c) 
Emiliana huxleyi (-c) 
Phaeocystis pouchetti 
CHR YSOPHYTA-Bacillariophyceae (Diatoms) 
Phaeodactylus 

average 
standard deviation 
minimum value 
maximum value 
San Diego Harbour 

0.131 0.148 0.165 
Estuarine mineral particles 

Silt (3-5 pm) 0.207 0.222 0.234 
Silt (5-12urn) 0.286 0.310 0.329 

0.201 0.222 0.239 
0.040 0.041 0.041 
0.131 0.148 0.165 
0.286 0.310 0.329 
0.188 0.204 0.216 

Table 1. This table presents the scattering ratios of the ASD as measured by Volten etal.i0. A standard cubic spline routine (from 
MATLAB) was used to enable integration over the given angles. +gv and -gv indicate whether the Microcystis samples had intact gas- 
vacuoles or whether they were collapsed on purpose. +c and -c indicates whether the Emiliana had their coccoliths removed or not. # 
denote calculations which were unreliable due to lack of measurement data at the angles included in the calculation. 

4.2.   Partial backscattering to scattering fractions over 15° - 165° , scaled at the 90 ° scattering angle: results 

Table 1 shows the results of B' calculations based on the ASD measurements ( from 40° up to a maximum of 140, 150 and 
160°) using a standard (MATLAB) cubic spline routine, for calculating the integrals over the measured angles. Although 
these calculations are of less use in calculations of the underwater light field, as compared to the ASD that were extended to 
the full 0°-180° range (see next paragraph), they are more reliable. For forward scattering an angle cut-off of 40° was chosen 
for its relevance to measurements of attenuation, absorption and scattering using spectrophotometers equipped with inte- 
grating spheres with an acceptance angle of 40°. 

In table 2 the 14 measured algae (Oscillatoria amoena was omitted because the measured values lay within the noise levels) 
are ordered into their Genus and Species, in order to detect any patterns in the B'. Also the average and the standard devia- 
tion was calculated. A rule was applied that all samples falling within the mean +/- 1 standard deviation (a) are a class and 
all others belong to another class. This leads to one group of ratios lying between 0.161 - 0.241. one group below this range 
(all diatoms) and silt (5-12u.m) with higher values. For the sake of clarity these data have been regrouped in table 2. 
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ASD (cubic spline) 

samples within 1 a (table 1) BgO-14o/40-140 B90-150/40-150            B90-160/40-160 

Microcystis ridii(+gv) 0.169 0.188 0.206 

Anabaena flos-aquae 0.194 0.216 0.226 

Prochlorothrix hollandica 0.204 0.229 0.249 

Silt (3-5 m) 0.207 0.222 0.234 

Microcystis sp. (+gv) 0.208 0.226 0.239 

Volvox aureus 0.210 0.229 0.237 

Oscillatoria agardhii 0.217 0.236 0.251 

Phaeocystis pouchetti 0.218 0.238 0.251 

Emiliana huxleyi (-c) 0.220 0.224 # 
Selenastrum capricornutum 0.223 0.251 0.282 

Microcystis ridii(-gv) 0.226 0.250 0.270 

Emiliana huxleyi (+c) 0.234 0.268 # 

average 0.211 0.231 0.245 

standard deviation 0.016 0.019 0.020 

minimum value 0.169 0.188 0.206 

maximum value 0.234 0.268 0.282 

samples outside 1 a (table 1) 

Baciliariophyceae (Diatoms) 

Phaeodactylum 0.131 0.148 0.165 

Melosira granulata 0.134 0.157 # 
Astrionella formosa 0.136 0.157 0.174 

average 0.134 0.754 0.170 

standard deviation 0.002 0.004 0.005 

minimum value 0.131 0.148 0.165 

maximum value 0.136 0.157 0.174 

others 
San Diego Harbor 0.188 0.204 0.216 

Silt (5-12/jm) 0.286 0.310 0.329 

Table 2. This table presents the data from table 1 (arranged in increasing ratios within a block) re-ordered into three groups of data: 
The first block of data are the values that fall within the range of the average +/- 1 a. The second block of data are the diatoms (both from 
freshwater and marine) that clearly show ratio values below the average. The remaining values are the San Diego Harbour values and the 
silt(5-l2 urn). # denotes calculations which were unreliable due to lack of measurement data at the angles included in the calculation. 

according to their calculated B' values and the groups described above. From table 2 it may be derived that, with the excep- 
tion of the diatoms, all the freshwater, marine algae and the finer silt sample have a B' of 21 % with a a of 1.6%. The dia- 
toms have a B' of 13.4 % with a a of 0.2 %. The San Diego Harbour sample has a B' of 18.8 %. 

These values indicate strongly that using only a San Diego harbour B' may introduce errors up to 65 %. with an average 
error of 11 % for all the algae, except the diatoms: and with an average error of 40 % for the diatoms. 

4.3.   Backscattering fractions from the ASD measurements extrapolated to 0° -180° by fitting Mie scattering func- 
tions: results 
Table 3 presents several values for relevant backscatter to scatter fractions. The backscatter probability values (B ) vary from 
0.001 to 0.0356. i.e. a backscattering efficiency of 0.1 % to 3.56 %. The San Diego harbour samples range from 1.8% to 2 
%. Thus, depending on the accuracy of these Mie fits to the measurements, assuming a San Diego Harbour value of 1.8% to 
be valid for suspensions of algae or silt may introduce errors of up to 95 % for Melosira and errors up to 98% for 
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(based on) Mie scattering function fit 

B90/0 B5/0 B40/0 B90/5 B 90/40 X 

Freshwater algae 
CHLOROPHYTA-Chlorophyceae 

Selenastrum capricornutum 0.0356 0.8695 0 1346 0.0409 0.2644 633 

Volvox aureus 0.0073 0.4423 0.0298 0.0165 0.2443 633 

CYANOPHYTA-cyanophyceae 

Anabaena flos- 0.0059 0.4355 0.0250 0.0135 0.2353 633 
aquae 
Microcystis rid! (-gv) 0.0313 0.8647 0.1212 0.0362 0.2580 633 

Microcystis rid! (+gv) 0.0029 0.2234 0.0146 0.0128 0.1961 633 

Oscillatoria agardhii 0.0205 0.8330 0.0873 0.0246 0.2350 633 

PROCHLOROPHYTA-Prochlorophyceae 

Prochlorothrix hollandica 0.0139 0.4404 0.0576 0.0315 0.2406 633 

CHR YSOPHYTA-Bacillariophyceae (Diatoms) 

Astrionella formosa 0.0134 0.7704 0.0691 0.0174 0.1942 633 
Melosira granulata 0.0010 0.7572 0.0082 0.0013 0.1226 633 

Marine algae 
CHRYSOPHYTA- Prymnesiophyceae 
Emiliana Huxleyi (+c) 
Emiliana Huxleyi (-c) 
Phaeocystis pouchetti 
CHRYSOPHYTA-Bacillariophyceae (Diatoms) 
Phaeodactylus 

0.0047 0.1294 
0.0059 0.1717 
0.0236    0.6549 

0.0179 
0.0216 
0.0770 

0.0362 0.2614 
0.0342 0.2719 
0.0360   0.3061 

0.0020   0.1109   0.0111    0.0178   0.1799 

633 
633 
633 

633 
Estuarine mineral particles 

Silt (3-5^im) 0.0058 0.2357   00214 0.0246   0.2446 633 
Silt (5-12pm) 0.0153 0.1464   0.0451 0.0105   0.3405 633 
average 0.013      0.472 0.049 0024 0.240 
standard deviation 0.010      0.284 0.039 0.011 0.051 
minimum value 0.001      0.111 0.008 0.001 0.123 
maximum value 0.036      0.870 0.135 0.041 0.341 

other values from literature 
San Diego Harbor 1,2,3 Petzold7 0.018-0.020 0.23 530 
A1. A2.A3 Whitlock11 0.025-0.070 0.26-0.30 550 
Hymenomonas el. Bricaud1 0.0001 
Platmonas sp. Bricaud1 0.0012-0.0016 
Tetraselmis Bricaud1 0.0001-0.0002 

Table 3: the buckscattering ratios calculated from the angular scattering distribution function measurements (15° - 165°) extrapolated to 
0° - 180° by fitting Mie scattering functions, as well as some values from the literature. 

Selenastrum. However, the accuracy of these measurements must be addressed stringently before these values may be used. 
A value of more interest is the average and the standard deviation of B for the 13 algae and 2 silt samples, which were 
0.013 and 0.010 respectively. There is no apparent systematic effect in the distribution of low and high values for B over the 
various algal types, in contrast to the findings presented in table 1 and 2 and the previous section. 

The Bv„ values give an indication of the fraction of scattering that is scattered outside of the range of 0° - 5°, e.g. the ac- 
ceptance angle of a photomultiplier in a spectrophotometer (by calculating B minus 1 the percent of forward scattered light 
at ()°-5° is calculated). The silt samples. Emiliana huxleyi. Phaeodactylum pouchetti and Microcystis with gasvacuoles in- 
tact all have a small value for By,,, indicating that 75 - 90 % of light is scattered forward between 0° - 5°. For Volvox. 
. Inahaena and Prochlorothrix about 55 % of light is scattered forward between 0° - 5"; for Phaeocystis it is around 35% 
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and for Selenastrum. Microcyslis(Witi\ collapsed gasvacuoles), Oscillatoria, Astrionella and Melosira these values are 
around 15 -25%. 

The B90/5 is a value that is often required when calculating backscattering from spectrophotometric measurements. If ab- 
sorption is known, an attenuation scan of a sample in a cuvette will give B90/5. To calculate B from B90/s this value of B90/5 
is required. These values are highly variable. In contrast the B90/4n values are much more stable. The B90/40 calculations 
maybe used for a more reliable estimate of backscattering . by measuring a sample in a cuvette with and without an inte- 
grating sphere (e.g. an Ulbricht integrating sphere with an acceptance angle of scattering of 40°). For B90/5 the average value 
is 0.024 with a a of 0.011 amounting to a probable error of 46% and a range of 100%; for B90/4o the average value is 0.24 
with a a of 0.051 amounting to a probable error of 21% and a range of 50 %. These last findings corroborate estimates by 
Dekker which estimated the value to be 0.25 and the error to be 20% based on data from Petzold 7 and Whitlock1' The 
average value for B90/40 for the algae dominant in the water of the inland waters study by Dekker is equal to the average of 
the algae Volvox aureus. Microcystis ridii (with and without gasvacuoles). Oscillatoria agardhii and Prochlorothrix hol- 
landica: i.e. 0.2348. Unfortunately more information is required for measurements or models of light properties in shallow 
inland waters. because no information is yet available on the ASD or (N)VSF of algal, plant and peat detritus which usually 
composes 70% of the seston dry weight 3as opposed to 30 % for the algae. 

5.   CONCLUSIONS AND RECOMMENDATIONS 

All measured ASD functions samples show a strong peak in the forward direction. Compared to the San Diego ASD func- 
tion at forward angles Phaeodactylum and Prochlorothrix hollandica lie higher and Microcystis sp. lie lower. The other 
samples show a more or less similar shape of scattering in near forward directions. The San Diego ASD function is rather 
flat at backward angles. All samples except silt (3-5 \xm) show an increase at backscatter angles from 120° upwards. Thus it 
is in the backscattering region where the samples deviate most from the San Diego ASD (calculated from his VSF) from 
Petzold '. Differences between the algal and silt measurements and the San Diego function at 165° (highest measurement 
angle) are up to a factor of two or more. For forward scattering the differences are from a factor 3 lower (for silt (5-12 u.m) 
to a factor 10 higher for Phaeodactylum. For Microcystis sp.. Oscillatoria agardhii. Prochlorothrix hollandica. Selenastrum 
and silt (3-5 (im) the differences are within a factor 2. 

The ASD measurements were extrapolated to the full 0° - 180° range through fitting Mie scattering functions to these 
measurements In most cases, the results of Mie calculations produce good fits to the measured data. 

The partial backscattering to scattering fractions (B') over 15° - 165° . from the ASD measurements show that all the 
freshwater, marine algae and the finer silt sample have a B' of 21 % with a cr of 1.6%. The diatoms have a B' of 13.4 % 
with a a of 0.2 %. The San Diego Harbour sample has a B' of 18.8 %. These values indicate strongly that using only a San 
Diego harbour B' may introduce errors up to 65 %. with an average error of 11 % for all the algae, except the diatoms; and 
with an average error of 40 % for the diatoms. 

The backscatter probability values (B ). calculated using the Mie fitted data, vary from 0.1 % to 3.56 %. The San Diego har- 
bour samples range from 1.8% to 2 %. Therefore assuming a San Diego Harbour value of 1.8% to be valid for suspensions 
of algae or silt may introduce significant errors . The average and the standard deviation of B for the 13 algae and 2 silt 
samples, were 0.013 and 0.010 (a) respectively. 

The B.s/o values give an indication of the fraction of scattering that is scattered outside of the range of 0° - 5°. e.g. the ac- 
ceptance angle of a photomultiplier in a spectrophotometer . The silt samples, Emiliana huxleyi. Phaeodactylum pouchetti 
and Microcystis with gasvacuoles intact all have a small value for B5/<,, indicating that 75 - 90 % of light is scattered for- 
ward between 0° - 5". For Volvox. Anabaena and Prochlorothrix about 55 % of light is scattered forward between 0° - 5°; 
for Phaeocystis it is around 35% and for Selenastrum. Microcystis(v,ith collapsed gasvacuoles). Oscillatoria. Astrionella 
and Melosira these values are around 15 - 25%. 

The B.jn/s is a value that is highly variable. In contrast the B9(m, values arc much more stable. The B9o/.w calculations maybe 
used for a more reliable estimate of backscattering . by measuring a sample in a cuvette with and without an integrating 
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sphere. For B90/5 the average value is 0.024 with a a of 0.011 amounting to a probable error of 46% and a range of 100%: 
for B9ll,.io the average value is 0.24 with a a of 0.051 amounting to a probable error of 21% and a range of 50 %. 

More information is required for measurements or models of light properties in shallow inland waters . because no informa- 
tion is yet available on the ASD or (N)VSF of algal, plant and peat detritus which usually composes 70% of the seston dry 
weight3 as opposed to 30 % for the algae. 

The laboratory set-up should be improved to enable measurement at more forward and backward angles. Adding a tuneable 
dye laser to the configuration would enable more analysis of the spectral sensitivity of the measured and calculated values. 

Once the simultaneously measured spectrophotometric measurements (of beam attenuation with and without an integrating 
sphere) have been processed and published, the actual volume scattering maybe calculated. Also it then becomes possible to 
calculate scattering efficiencies . which will play an important role in analytical remote sensing of water quality algorithm 
development. 
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ABSTRACT 

The presented study examines, for substantial datasets in different Case II waters, the variability of the spectral absorption 
of Non Chlorophyllous Particles (NCP) and Coloured Dissolved Organic Matter (CDOM). The investigation has 
considered the validity of the currently proposed modelling of the absorption of these two components as a single 
variable, in applications to Case II water environments. In order to encompass a broad range of environmental situations 
(within coastal Case II waters) in the comparison of NCP and CDOM absorption spectra, two very different sites were 
selected. The locations investigated were the Southern Baltic Proper and a site in the Northern Adriatic close to the 
Italian coast. These two regions differ both in their basic oceanographic properties and in their relative proportions of 
Optically Active Components (OAC). Furthermore, the datasets considered illustrate the variability at different scales in 
both space and time, combining a series of seasonal oceanographic campaigns in the Baltic with a complete annual 
timeseries of monthly measurements at a fixed point in the Adriatic. The analysis has shown that, in the selected 
European Case II waters, the observed variability of the spectral absorption of NCP and CDOM, both with respect to each 
other as well as to the total absorption, are independent. It is therefore suggested that, in the frame of Reflectance 
modelling in Case II waters, attention must be placed on accounting for NCP and CDOM individually when defining the 
absorption segment. 
Keywords: Absorption modelling, Case II waters, Inherent Optical Properties, Coloured Dissolved Organic Matter, Non 
Chlorophyllous Particles, Baltic, Adriatic. 

1. INTRODUCTION 

A general formulation relating Reflectance (R) to the Inherent Optical Properties: absorption (a) and backscattering (b,,) 
was defined by Gordon et. al.1 through Monte Carlo simulation: 

R = fx—h— 
a + bb 

in general a » b„ (except in very turbid sediment laden waters e.g. certain parts of the Northern Sea) and therefore, as 
described by Morel and Prieur2 R=f*bb/a where these authors found f to be equal to 0.33 (this value has since proven to be 
variable and dependent on water composition and illumination conditions). 
The absorption segment of the above relationship has it's own budget, comprising of n components which are linearly 
related so that: 

n 

aT0T(X) = ^ai(X) 
i=\ 

where the overall budget has been shown to be adequately described by the following components in different 
investigations (e.g. Sathyendranath et. al. 19894): 

aT0T(A) = aCPIG (X) + aNCP (X) + aCD0M (X) + aw (A) 
the subscripts TOT, CPIG, NCP, CDOM and w refer to different sections of the absorption segment namely Total 
Chlorophyll like Pigments, Non-Chlorophyllous Particulates, Coloured Dissolved Organic Matter and water respectively' 
Some authors have tried to refine this differentiation even further such as Bukata5 who proposed a four component model 
excluding water which he also differentiated the NCP fraction into organic and inorganic particulates. 

However, recently several authors have proposed what have been termed as two component models6'7 in which the 
modehsation of the absorption of the above relationship is defined by two components CPIG and DP (Detrital Products), 
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where DP are a combination of NCP and CDOM. These modelisations of absorption were principally defined for Case I 
(oceanic) waters however there validity must also be tested in Case II (coastal) waters. The principle rational behind the 
grouping together of these two components in the above mentioned model is that apart from the fact (purely by the 
definition of Case I waters) that in the open ocean these two components covary implicitly with CPIGS, a fact which has 
recently been explicitly used8 in defining an expression for retrieving DP in Case I waters, is that these two components 
are very similar spectrally in their absorption properties. More specifically both of these components can be adequately 
(or have been shown to be to date) described by an exponential decay fit (e.g. Roesler (1995)9) although recent 
comparisons with Target Factor Analysis10 have shown that the RMS error on the determinations of the fit can be 
improved, with such techniques. 

The principle objective of the current study is to present a series of quality datasets for different geographic regions in 
predominantly Case II waters (although the Adriatic platform is considered as being in certain seasons Case I). The data 
are continuous measurements of spectral absorption in the range 400 to 700nm for CPIG NCP and CDOM These 
datasets will therefore allow the authors to accomplish the following analyses. An investigation and description of the 
variability of spectral shape and amplitude for the two sites selected (Baltic and Adriatic) of the three components (CPIG 
NCP and CDOM). Subsequently, considerations will be made on the contribution of each of the components to the total 
a(A.) budget, considering site and seasonal variations. Finally the best exponential fits for all CDOM and NCP spectra are 
determined and a study, of both the slope and a specific value of absorption for the two types of spectra through analyses 
of variance and covariance for the two locations, is undertaken. 

2. METHODS. SITES AND SAMPLING 

•(     
—1 ? F-l 1 1 

j ' 

: b   ■    ; . sTiT\«i» 

' 51731 p tt it 11 rjj£*f 
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* ** ^^~^^ tiars"" 

Figure 1: CZCS 7 year composite showing sites, station maps and sampling times 
2.1. Methods 

i?;;^165 ffn??M
f T* flUered thr°Ugh °22m MilHp0re f,lterS and were stored in g^ss amber bottles at 4°C with 

^addition of 0.5ml of NaN3 (sodium azide) as an inhibitor of anaerobic growth all samples were analyzed within one 
week of collection (withm time determined by predefined protocol11). A Perkin Elmer Lambda ll dual beam 
spectrophotometer with a 10 cm quartz cuvette was used to determine the absorption spectra of trample (MUfiQ wate^ 

sTectUrafreTo:ul
nof  „m t^T™ ""?** T *" ™«™»«* ™*-de'in the range 357toTOOnm^ spectral resolution of Inm. Absorbance was subsequently converted into absorption coefficient (m1) using the expression- 

acooM (A) = 2.3 XA(X)/L 
where Aft) is the Absorbance (optical density) and L is the pathlength in metres (i.e. L=0.1 in our analyses) 
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Absorption measurement for CPIG and NCP were not carried out with the standard solvent extraction process for 
pigment removal on glass fibre filters, but an alternative approach specifically designed for Case II waters was used to 
account for possibly high suspended sediment concentrations. The filtrations were made on Whatmann GFF (Glass Fibre 
Filters), the samples were then frozen in liquid nitrogen and put in the freezer at -20°C on return to the laboratory. The 
measurements were made as for the CDOM with a Perkin Elmer Lambda 19 dual beam spectrophotometer equipped with 
a 60mm integrating sphere , so as to remove the spurious contribution to the measured absorption caused by the sample 
backscattering. The Chlorophyll pigment spectra was extracted from the total particulate absorption spectra by bleaching 
the sample with a NaCIO solution allowing for a depigmentation of the particles. The pigment spectra is therefore 
obtained by subtracting the bleached Non-Chlorophyllous Particles from the total absorption spectra. Further details on 
this alternative technique are given by Tassan and Ferrari12 .The absorption spectra of the particles retained on the filter 
are converted into an equivalent particle suspension absorption, using an empirical expression defined in the above 
mentioned study: 

2.2. Sites and Sampling 
The dataset presented here for the Southern Baltic Region (as shown in Figure 1) are the result of a collaborative 
agreement between the Institute of Oceanology of the Polish Academy of Science and the then Institute for Remote 
Sensing Applications (now Space Applications Institute (SAI)) of the Joint Research Centre in Ispra. Four cruises were 
carried out on-board r/v Oceania one in September 1993 and three in 1994 (April, August and September). Station 
positions (as in Figure 1) were not fixed before the campaigns, and a principle aim was to collect a dataset representing 
the largest possible gradients in the measured parameters in order to adequately characterize the notable contribution by 
terrestrial inputs as well as the marine autochtonous contribution. 

The datasets presented for the Northern Adriatic were taken at the fixed platform "Acqua Alta" belonging to the Italian 
National Research Council. The project under which the measurements were made is the CoASTS (Coastal Atmosphere 
and Sea Time-Series) project13 between SAI JRC and the Institute for the Study of Large Masses, of the Italian National 
Research Council in Venice. The CoASTS project started in September 1995 (pilot campaign in July 1995) and will 
continue until September 1997. Monthly campaigns are made involving high quality atmospheric and oceanographic 
(bio-optic) measurements to support calibration/validation activities for SeaWiFS, OCTS and MOS ocean colour sensors. 
The site itself is at the geographic position lat. 45° 19' long. 12°30' at about 30km offshore from the Venice Lagoon. The 
region is, depending on the prevailing currents, characterised by Case I or Case II waters. The site is considered to be 
well representative of the entire Adriatic Sea. Some typical values for the location include temperature in the range 4- 
26°C, salinity: 32-36 ppt., chlorophyll concentrations in the range 0.1-2 mg/m3, sediment concentrations in the range 1-5 
g/m3 and CDOM absorption coefficients at 400nm of 0.07-0.45m"'. 

3. RESULTS 

3.1. The variability of shape and magnitude of the 
three components 
Figure 2 represents specific and normalised (at 
440nm) absorption spectra for the three components. 
For both the considered sites these show a reasonable 
degree of variability both in magnitude and for the 
CDOM and NCP spectra in shape as well. However, 
the NCP and CDOM spectra do appear to maintain 
the standard exponential decay general attributed to 
them. In the CPIG spectra there is less variability in 
the overall shape and the largest variability in overall 
magnitude seems to be at the two peaks in the blue 
443nm and in the red at about 670 nm. The slight 
deviation from the mean trend of the CPIG absorption 
spectra which occurs around 420nm for some 
particular stations seems to coincide samples during 
highly productive circumstance. Figure 2a: Baltic absorption 

spectra 
Figure 2b: Adriatic absorption 
spectra 
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Figure 3: % contribution to the total absorption of the three components 

3.2. The relative contribution of the three components to the total ahsorptinn 
Figure 3 shows plots illustrating the contribution of the three components to the total absorption as a percentage of the 
total absorption including water (three for the Baltic and three for the Adriatic). The stations included as Baltic examples 

tl      r,H f";ig   Cd °n thC, ^ in HgUre L SeVeral Signif,Cant P°ints »" <*uite obvious *» *ese plots: firstlyTt 
ZZ"± CX1StS 3  arf riability ln ,he contribution of ^e individual components to the total absorption 
These differences are apparent both on seasonal and geographical (for the Baltic) scales. The dominant component in 
total absorpt.on, budget may vary s.gnificantly from one season to another. For example, although CDOM is the dominant 
consütuen ,n the Baltic, the plot for station 26 in April would seem to suggest that there is a significant conSibZ^ 
nrlTn T „T? X » the 8™» «» of *e spectrum. For the Adriatic plot, an interesting combination is 

ESiin^h 8raphS Shr (FebrUary' MafCh and IUly) different d0minant constituents are" observed. Thus 
SÄLÄ^SP^ STn    Vanat,0n'nthe abS°rption bud§et' "** NCP abs°Ttion dominating in the Winte 
month (February), CPIG absorption ,n spnng during the bloom period and CDOM absorbing more duringlhe summer 

Baltic Adriatic 

Figure 4: Ternary plot for the two sites 

Figure 4 b proposed classification 
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3.3. Mixture plots: considerations on the absorption budget in different parts of the spectra, a potential 
method for sub-classifying Case II waters 
The investigation using ternary/mixture plots has shown to be most useful in interpretations of the absorption budget for 
specific wavelengths here coinciding with (or near to) channels from typical ocean-colour sensors .The general picture for 
the two sites would seem to prominence of the variability shown in the red wavelengths (this may be of significant 
importance in Reflectance modelling of Case II coastal waters). The dominance of the CDOM absorption at the blue 

Baltic Adriatic 

A35WCDOM) S350ICDOMI A400ICDOM) S400(CDOM) A400INCP) S400INCP1 A350(CDOM) S350ICDOM 

) 
A400(CDOM) S400ICDOM) A400INCP) S400INCP) 

Mean 3.2763 0.0212 1.1668 0.0188 0.1528 0.0116 0.3498 0.0186 0.1406 0.0176 0.0478 0.0135 

Sid. Dev. 3.9888 0.0017 1.5682 0.0029 0.2178 0.0026 0.1683 0.0029 0.0583 0.0044 0.0252 0.0026 

Variance 0.0000 2.4594 0.0000 0.0474 O.OOOO 0.0283 0.0000 0.0034 0.0000 0.O0O6 0.0000 

Mininmiim 1.3871 0.0183 0.4781 0.0081 0.0353 0.0049 0.1372 0.0106 0.0520 0.0101 0.0070 0.0088 

Maximum 30.2913 0.0280 12.1913 0.0254 1.7977 0.0168 1.0282 0.0281 0.3746 0.0258 0.1267 0.0191 

Coeff. of Variation 1.2175 0.0806 1.3441 0.1548 1.4251 0.2288 0.4810 0.1585 0.4145 0.2487 0.5271 0.1898 

Baltic 

aCDOM(400) vs. aNCP(400) SCDOM(400-600) vs. SNCP(400- 
600) 

No. Obs. 88 88 

F 51.85 3.21 

Fcrit 1.42 1.42 

Adriatic 

aCDOM(400) vs. aNCP(400) SCDOM(400-600) vs. SNCP(400- 
600) 

No. Obs. 64 64 

F 5.35 2.89 
Fcrit 1.52 1.52 
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Figure 5: lScatter plots of the relationship between aCDOM 
and aNCP 

tendency toward NCP at 550nm, although neither 
of these locations can be considered as sediment 
dominated waterbodies. As mentioned above, the 
plot for 670nm shows the largest degree of 
variability for the datasets considered although the 
values are concentrated on the CDOM CPIG side of 
the plot. Ensuing the use of mixture plots in this 
investigation, it is suggested that, their use may be 
useful for classification purposes. This technique, 
already proposed by Prieur and Sathyendranath14 for 
a generic marine classification, has here shown its 
value in sub-classifying Case II waters. Figure 4b 
shows the proposed classification scheme using the 
nomenclature adopted in this investigation. 

3.4. The variance of amoM and aNrP and their 
covariance with a-rpr 
Figure 5 shows tables and graphs illustrating the 
results from the statistical analysis carried out on 
the CDOM and NCP absorption spectra. The data 
analysed involve the slope of the exponent and a 
specific value of absorption retrieved from the fit on 
the measured absorption spectra. This provided a 
substantial data set of 88 samples for the Baltic and 
64 for the Adriatic. The datasets included distinct 
values of acooM^OO), aNCP(400), SCDOM(400-600) 

and SNCP(400-600) values for acDoM(350) and 
SCDOM(350-400) were also included to verify for any 
large variations in the slope of the CDOM spectra. 
The exponential fit used for the measured datasets 
was the following: 

aCDOM U) = aCDOM UjX« 
(-5(A-A0)) + c 

405 



for CDOM, and: 

for NCP. Here Xo and S refer to the values of the specific absorption coefficient and the slope respectively. The value C in 
the fit for CDOM absorption represents a constant included to improve the fit, and which is proportional to the baseline 
occurring in the red part of the spectra. This feature is not included in the subsequent analysis as it is interpreted as being 
an artifactual contribution resulting from instrumental noise or very fine particles (in fact this feature is further 
minimized by refilteration through O.lum nucleopore filter).The results from the statistical analysis indicate some very 
clear findings, namely that there is little or no common relationship in variability between the both the specific value of 
absorption and the slopes of the two datasets (NCP and CDOM). This is shown under many different forms, principally 
by the large scatter shown in the plots and the results from the F-test in which the calculated values of F are consistently 
higher than Fcrit there rejecting the null hypothesis (varCDOM=varNCP). 

4.CONCLUSIONS AND FUTURE WORK 

4.1 .Conclusions 

The presented study has shown the need to independently describe the contributions to the total absorption budget of 
surface Case II waters by NCP and CDOM. The ranges means and standard deviations found are is some cases 
substantially different to those presented in literature, indicating that allocating a mean slope in the modelisation of the 
absorption of these parameters may represent a considerable source of error. The results have further shown the 
importance of these two components in the composition of Case II waters, where either of these constituents can prove to 
be dominant m the budget of the total absorption. The analyses of the variance coefficients has shown that it is incorrect 
to assume the covanabihty of the two components or that there is a seasonal variability as there are strong gradients in 
the variables considered for the two datasets showing no relationship whatsoever (within 95% confidence levels). 

The results from the ternary/mixture plots has indicated the potential of 670nm, and the red part of the spectra in general 
in describing and differentiating the different components (this has already indirectly been observed in Case II waters 
through the development of empirical algorithms15). This fact is obviously of considerable importance in the formulation 
of models for water bodies exhibiting a large degree of variability of the three components. However, assurances must be 
given on data quality for this part of the spectra, with considerations made on noise and contamination effects. 

Therefore in conclusion the results would infer that it is necessary to account for NCP and CDOM absorption distinctly 
when developing forward reflectance models for waters determined as being Case II. And that although a balance must be 
maintained between the accuracy of the definition of each individual component in the forward reflectance model with 
the minimisation of the unknowns in the IOPs for inversion. The considerable importance of terrigenous and atmospheric 
mputs, both paniculate and dissolved, mean that is these coastal regions for an accurate determination and 

!f ™*f10n °ACS lt may te m°re significant to give priority to the description of the variability of the of NCP 
and CpOMgComponents and to limit the number of variables used to define the CPIG absorption. In fact it has already 
been shown that in models dealing with localized areas which are necessary for these types of Case II waters the CPIG 
absorption can be adequately defined by a mean spectra and variability at one specific wavelength, Figure 2 here shows 
this as a possible solution for both the Adriatic and the Baltic spectra. 

4.2. Future work 

The presented study involves only a first part of a thorough investigation of the absorption budget in the two regions 
consrdered^ Further investigations will include topics such as investigations of diverse models representing the spectral 
charactenstics of each of the components including approaches similar to that suggested by J. Krijgsman10 (Target Factor 
Analysis). A further direction ,n wh.ch the work will progress is a verification that the absorption calculated by the sum 

other^ I'' CO",renr ^^f u™ Sufflcient,v describes the «* absorption for the areas presented (as well as 
others). An initial verification of the calculation of the absorption budget could be made through a simple closure 
tehX™T "''"J a ^^ersrblemultispectral absorption meter and comparing the result from this To the summation of 
the analyses made on the individual components as described here 
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- a modelling approach. 

Peter R.C.S. Fearns and Mervyn J. Lynch. 

Remote Sensing and Satellite Research Group, 
School of Physical Sciences, Curtin University of Technology, 

GPO Box U1987,Perth, Western Australia 6102 

ABSTRACT 

Ar»l™ rrkS tIe,revivaI of the Production of visible channel imagery of the ocean with the planned launches of Japan's 
ADEOS Ocean Colour Temperature Sensor (OCTS), SeaWiFS (Sea-viewing Wide Field-of-view Sensor), and the EOS 
MODIS-N with launch dates 1996, 1997 and 1998 respectively. At least three other missions are at various stages of 
planning. The missions will initiate a continuous global time series of ocean colour data that should extend well into the 
next century. 

The classification of water types and application of pigment retrieval algorithms specific to those water types may 
increase the accuracy of retrieved pigment concentrations. The aim is to develop a pigment concentration retrieval 
algorithm tuned to local oceanic conditions. 

Investigation of the effects of the physical and optical properties of the ocean on the water-leaving radiance and the 
development of an inversion scheme for measurement of those physical and optical properties may be achieved through 
modelling. This approach also aids the design of validation programs. 

A simple relationship has been found for predicting the reflectance of the ocean for different optical properties The 
applicability of this relationship to chlorophyll concentration retrieval is being investigated. 

A multiple channel reflectance inversion has been used to derive pigment concentrations from model results 
Preliminary results show that the scheme is sensitive to uncertainty in optical properties of water constituents The scheme 
does however provide some indication of the confidence limits applicable to the retrieved concentration. 

Keywords: ocean colour, chlorophyll, reflectance, SeaWiFS, absorption, scattering 

1. BACKGROUND 

Passive remote sensing of ocean colour relies on the sunlight backscattered from the ocean to convey information about 
optically active manne constituents. Water, dissolved matter and paniculate matter scatters as well as absorbs light 
Differences in the spectral absorption and scattering properties between various oceanic constituents may allow us to infer 
the concentrations of a number of pigments from the water-leaving radiance signal1. 

Many workers 2A" have shown that the reflectance of the ocean just below the surface is given by 

R{Ä) = FM^) 
V '        a{X) U-) 

where bb(X) is the spectral total backscattering coefficient of the ocean and its optical constituents (including phytoplankton 
detritus and sediment), and aß) is the sum of the spectral absorption coefficients of water and its constituent pigments 
(including chlorophyll-a, detritus and yellow substance). Each may be expressed as the sum of the coefficients for clear 
water, and those for each constituent multiplied by the concentration of each respective constituent. 

*»W=MA) + C£(A)+... (2.) 

a(A) = aw(A) + Ca:(A) + Yal(A)... a) 

where the subscripts w, c andy refer to water, chlorophyll and yellow stuff respectively, and the coefficients with superscript 
asterisks are specific (per unit concentration) values. C is the concentration of chlorophyll, and Y, yellow stuff Each series 
ol coefficients may be extended to include more constituents and their concentrations. 
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The constant F in equation 1 is agreed to be reasonably well approximated by the value 0.33 for the situation when the 
sun is at the zenith, and with this value the spectral reflectance of the ocean may be estimated. The value of F however is 
not sufficiently well known to permit inversion of the system and retrieval of concentration values. 

Gordon5 investigated the reflectance of the ocean at various optical depths for different illumination conditions. He 
shows that the ocean reflectance may be expected to be proportional to b^a+bi) so that equation 1 may be restated as 

R = Fn a + k (4.) 

where FG is used to differentiate between F in equation 1. 

Gordon5 used a Monte Carlo model to investigate the relationship between the ratio bt/(a+bt), illumination conditions, 
and the reflectance at various optical depths. His equation for the reflectance of the ocean at optical depth zero and the sun 
at zenith is, 

/?=0.001+03244Ar+0.142iY2 +QI308Ar3 
(5.) 

where A'is bi/(a+bQ. 

2. MONTE CARLO OCEAN OPTICAL MODEL 

A Monte Carlo model has been developed and used in preliminary investigations of the spectral reflectance and water 
leaving radiance distributions of typical ocean waters6. 

The ocean model determines the spectral reflectance at the ocean surface and with depth, spectral diffuse attenuation 
coefficient with depth, the spectral three dimensional light field above and below the surface, and the spectral Bi-directional 
Reflectance Distribution Function (BRDF) for use in the atmospheric model. 

The model expects as input a solar beam, or a sky radiance distribution. The ocean surface may be a flat Fresnel surface, 
or a wind roughened surface7. Concentrations of optical constituents (chlorophyll, yellow stuff, sediment) are specified, as 
well as a volume scattering function (VSF) (at 5° or 1° resolution), to determine total absorption and scattering coefficients. 
The VSFs are taken from Gordon5 and from Petzold8. 

Fig 1 shows a representation of the three dimensional water leaving radiance distribution as well as the below surface 
radiance distribution. The model was run with the sun at 40 degrees from the zenith to the left side of the picture. 

Knowledge of the three dimensional variation in water-leaving radiance will enable us to more adequately correct the 
measured radiance for variations due to illumination and viewing 
geometry. 

A smoothing process is carried out when creating the water- 
leaving radiance data used to calculate the BRDF. This BRDF 
may be used by an atmospheric model created by Davies and 
Lynch9 in calculating the top-of-atmosphere radiance field. 

3. INVESTIGATION OF REFLECTANCE 
EQUATIONS 

The ocean optical model has been used to investigate the 
value of Fin equation 1 and FG in equation 4 for a range of water 
constituents concentrations and different VSFs. The model was 
run to determine the reflectance just below the surface. The 
reflectance value was then divided by btJa to determine F. Fig 2 
shows the value of F in equation 1 as a function of bt/a. 

The ocean optical model was run for water containing 
chlorophyll concentrations varying from 0.01 to 50 mg m"\ and 
three different volume scattering functions, KA and KB from 

Fig 1 Three dimensional below surface and water- 
leaving radiance distribution. The surface representing 
the below surface radiance distribution is created by the 
tip of the radiance vectors originating at the point 
marked zero. The surface representing the water- 
leaving radiance distribution is created by the tips of 
the radiance vectors originating at the intersection of 
the vertical axis and the water surface. 
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Gordon5, and "tongue of the ocean" from Petzold8. The sun was at the zenith with no atmosphere. 

As the backscattering coefficient decreases the error in the Monte Carlo derived reflectance increases. The scatter of data 
for low values of b,/a is partly due to Monte Carlo variation, but may also be a function of the VSF and the concentration of 
constituents. The scatter is greatest for low chlorophyll concentrations at SeaWIFS channels 5 (555 nm) and 6 (670 nm) 
and for high chlorophyll concentrations for SeaWiFS channels 1 (412 nm), 2 (443 nm), 3 (490 nm), and 4 (510 nm). 

The scatter in the data for low values of b,/a was investigated further by running the Monte Carlo model with 

F vs bb/a [Combined VSFs] 

0.25 

F versus bJa 

0      0.002   0.004   0.006   0.008    0.01    0 012   0 014 
bb/a 

Fig 3. Detail of F study for low values of b^a. The 
model was run at SeaWIFS channels 5 and 6 for 
chlorophyll concentrations varying from 0 to 2 mg m3 

and with four different VSFs. 

Fig 2. The value of F in equation 1 as a function of 
bi/a. The values of constituent concentrations were 
varied in the model to effect variation in the ratio of 
the total backscattering coefficient to total absorption 
coefficient 

progressively larger numbers of photons incident on the ocean surface. The model was run at SeaWiFS channels 5 and 6 
central wavelengths for chlorophyll concentrations ranging from 0 to 2 mg m"3. The VSFs used for this study were KA from 
Gordon , and "tongue of the ocean", offshore southern California and San Diego harbor , all from Petzold8 Fig 3 shows the 
results of the investigation. The figure shows a spread of points for low values of bJa, however the deviation from a strait 
hne occurs for lower values of V« than in Fig 2. This may indicate that any deviation is actually due to Monte Carlo error 
Fig 3 also shows that there may be a trend to the deviation from a strait line for low values of by/a, and that the trend may be 
different depending on the VSF. Further investigation is required to determine the exact relationship between F and V* for 
low values of bJa. Notwithstanding the fact that there may be some VSF dependent non-linearity for low bJa values the 
trend may be described as linear, thus allowing an equation to be written for the line that describes this trend 

F = -0.225-jL^- 
a{X) 

+ 0.336 

An equation for the reflectance may then be written which incorporates equation 6. 

R(A): 0.225^# + 0.336>U) 

a[X) oU) 

(6.) 

(7.) 

The line described by equation 6 is shown in Fig 2 and Fig 3. 

The two previously described Monte Carlo tests were also used to investigate the value of FG in equation 4 The Monte 
Car o derived reflectance was divided byXto determine FG. Results of this investigation are shown in Fig 4 A study of FG 

for low values of X was also undertaken. Graphical results are not shown here, however the conclusions are the same as 
those for the study of low values of b^a. 

The assumption has been made that division of a reflectance equation by X would provide a prediction of the value of Fc 
I his assumption was tested by dividing equation 5 by X. 

Fc- 0.001/Ar+03244+0.1425Ar +0.1308AT2 
(8.) 
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Fig 4 shows the curve predicted by this equation for the value of FG. The extreme value of FG at low values of X is 
caused by division of the constant 0.001 in equation 5 by a value approaching zero. Equation 5 predicts a reflectance of 0 1 
% for a non-scattering ocean. A simple solution may be to subtract this 0.1% from equation 5. 

R=0.3244Z+0.1425Z2 +0.1308A* (9.) 
Equation 9 is then divided by X 

Fo=0.3244+0.1425*1+0.1308J2 (10.) 

and its corresponding curve is plotted in Fig 4. Neither Fa equation predicts the values of Fa derived from the Monte Carlo 
ocean optical model. 

A curve may be fitted to the Monte Carlo predicted values of Fa in Fig 4. If it is assumed the fit is linear, then 

Fn = 0.06X + 0.34 

and 
(11.) 

i? = (0.06X + 0.34)X 

If however a higher order equation is fitted then this may be described by 

(12.) 

Fn = 0.336 + 0.116Z - 0.23X2 

which gives an equation for the reflectance 

R = (0.336 + 0.116JT - 0.23X2 )X 

(13.) 

(14.) 

FG vs bb/(a+bb) [Combined VSFs] 

■Equation 8 

■Equation 11 

- - - -Equation 13 

  Equation 10 

0.00 0.05 0.10 0.15 
bb/(a+bb) 

0.20 

Fig 4. Values of FG predicted by equations 8, 10, 11 and 13. 

0.25 
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Reflectance conparisons R = (0.336 + 0.116Jf-0.23X2)X (15.) 

Fig   5   A   comparison   between   the 
predicted by equations 1 (0.33), 5 (RG), 
(RGLn), 12(RGCv), and 14 (RF) 

reflectances 
7 (RG-), 9 

Fig 5 shows a comparison between the reflectance equations 1, 
5, 7, 9, 12 and 14. 

4 RETRIEVAL OF CHLOROPHYLL 
CONCENTRATION 

We are investigating the success in inverting the reflectance 
equation to determine the concentration of ocean optical 
constituents. The model has been run with just chlorophyll present 
in the water, or a mix of chlorophyll and yellow stuff. A least 
squares scheme is used to determine the concentration of the 
pigments using reflectances at the six visible SeaWiFS channels. 
The ocean optical model is run to determine the reflectance at each 
of the six channel central wavelengths (used as the measured 
reflectance), and equation 7 is used to predict the reflectance 
values at each channel. The concentration of chlorophyll is varied 
to minimise the sum of the squares of the difference between the 
'measured' reflectances predicted reflectances. A problem that was 
encountered was that the solution was often attracted to negative 
values of chlorophyll concentration and yellow stuff absorption 

coefficient. This is due to the fact that the reflectance equation is not smoothly varying for negative concentration values. A 
search routine had to be devised that restricted the search to positive concentrations only 

Fig 6 shows a graphical example of how the least squares retrieval finds a solution. In the example the model was ran 
with a chlorophyll concentration of 0.5 mg m"3. 

As the noise level in the synthetic measurement data is increased, the curve in Fig 6 becomes wider and flatter but the 
minimum remains relatively close to the concentration being sought.. The width parameter derived from the curve might be 
used operationally to attach a confidence limit to a retrieved concentration value. 

When the inversion is attempted under the assumption that the only pigment present is chlorophyll, when in fact the 
model had been run with yellow stuff present as well, the retrieved chlorophyll concentration may be in error by a 
significant amount, depending on the specific values of the concentrations. 

Uncertainty in knowledge of the absorption properties of ocean constituents leads to a large uncertainty in retrieved 
concentrations. However, it appears that the inversion scheme is relatively insensitive to the choice of volume scattering 
function selected to describe the water type. 

An attempt has been made to visualise the extent of the 
uncertainty by using a CZCS image to provide data for retrieval. 
The CZCS image was used to provide chlorophyll concentration 
data. Yellow stuff was added to the chlorophyll as an increasing 
concentration from the west to the east across the image. The 
absorption coefficient of yellow stuff at 375 nm varied from 0 to 3 
m"\ These data were converted to SeaWiFS channel reflectance 
values via equation 4. Random errors were added to each channel 
at the following level:, reflectance 2%; phytoplankton 
backscattering coefficient 5%; chlorophyll absorption 5%; water 
absorption 2%; water scattering coefficient 2%; yellow stuff 
absorption 1%. The total uncertainty in the b^a ratio in each 
channel is around 10%, depending on the concentrations of 
constituents. Fig 7 shows the original CZCS image, and Fig 8 
shows the retrieved image. Each step down in the concentration 
log scale is about 30% of the previous level. Although the noise in 
the image is evident, major features such as the tongue of high 
concentration water south of Java is clearly visible. 

lBCTSQU«BREmBAtCFCHUaCPHyU.OCNCBm»TIO 

 (SBrifrgQSriBm3)  

Q0014-- 
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REAfewJConoertntionfrrgm^ 
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Fig 6 The sum of the squares of the differences 
between the 'measured' reflectances and the 
reflectances predicted by equation 7 
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Legend 
■ 4.1 + 

3.7 to 4.11 
§ 3.3 to 3.7; 
1 2.9 to 3.3^ 
I2.Sto2.SI 

2.1 to 2.5 
1.7 to 2,1: 
1.3 to 

Fig 7 A chlorophyll concentration image derived 
from CZCS data. This image is used to predict 
reflectance values at each SeaWiFS central channel 
wavelength. 

Fig 8 Chlorophyll concentration retrieved after 
addition of random noise to optical properties of 
ocean water and its coefficients. 

5. CONCLUSION 

The chlorophyll concentration retrieval scheme is sensitive to uncertainty, however sampling of local waters may 
decrease the uncertainty in the optical properties of typical local marine constituents, and therefore increase the confidence 
in retrieved pigment concentration values. To this end a sampling program has begun off the coast of Perth in Western 
Australia to provide ground truth measurements for the anticipated SeaWiFS overpasses, as well as data for use in 
developing and tuning local pigment retrieval algorithms. 
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ABSTRACT 

The SCATTERLIB Internet site is a library of light scattering codes. Emphasis is on providing 
source codes (mostly FORTRAN). However, other information related to scattering on spherical and 
non-spherical particles is collected: extensive list of references to light scattering methods, refractive 
index, etc. The applications include: atmospheric radiative transfer, light scattering by phytoplankton, 
marine optics, flow cytometry, particle sizing. 

Key words: scattering, non-spherical particles, discrete dipole approximation. 

1    SCATTERLIB 

There is rapid progress in numerical methods for exact solutions to light scattering on particles of 
interest to marine optics. Advances include exact solutions of light scattering by non-spherical and inho- 
mogeneous particles. Several techniques are being developed including discrete dipole approximation,1 

cluster of spheres,3 new applications of T-matrix method,4 and rapid development of Finite Difference 
Time Domain methods.5 

The purpose of the SCATTERLIB Internet is to collect classical and modern light scattering codes. 
Emphasis is on providing source codes (mostly FORTRAN). However, other information related to 
scattering on spherical and non-spherical particles is collected: extensive list of references to light scat- 
tering methods, refractive index, etc. The applications are: atmospheric radiative transfer, scattering 
on phytoplankton, flow cytometry, particle sizing. 
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2    CODES AND ALGORITHMS 

There are currently several sections in the library including: (a) Spheres ("Mie"), (b) Coated spheres, 
concentric multispheres ("Mie"-modal), (c)Spheroids, (d) Cylinders, (e) Slabs, (f) Cluster of spheres and 
spheroids, (g) Discrete dipole approximation (DDA), coupled dipole approximation (CDA), method of 
moments (MoM), (h) T-matrix, (i) Anomalous diffraction approximation (ADT), high energy approxi- 
mation (HEA). The codes are distributed via http or ftp access to http://atol .ucsd.edu/~pflatau. 
In addition extensive set of references is provided in hypertext format. 

There are several links to related topics and sites including (a) Particle sizing, (b) Flow cytometry, 
(c) Marine optics, (d) Particle sizing (e) Refractive indices, (f) Related sites. 

3    DDSCAT 5a 

We have recently (October, 1996) added new version of the DDSCAT code to SCATTERLIB. 

DDSCAT.5a is a Fortran software package to calculate scattering and absorption of electromagnetic 
waves by targets with arbitrary geometries using the "discrete dipole approximation" (DDA). In this 
approximation the target is replaced by an array of point dipoles (or, more precisely, polarizable points); 
the electromagnetic scattering problem for an incident periodic wave interacting with this array of point 
dipoles is then solved essentially exactly. 

DDSCAT.5a is a Fortran implementation of the DDA developed by Draine and Flatau. It is 
intended to be a versatile implementation, suitable for a wide variety of applications ranging from 
interstellar dust to atmospheric aerosols. As written DDSCAT should be usable for many applications 
without modification, but the program is written in a modular form, so that modifications, if required, 
should be fairly straightforward. 

DDSCAT.5a differs from previous versions in three major respects: 

1. Use of the new Generalized Prime Factor Algorithm (GPFA) developed by Clive Temperton for 
FFT calculations. The GPFA algorithm is generally faster than the previous algorithms, yet 
requires no more memory than the algorithm of Brenner. 

2. Availability of several different algorithms for iterative solution of the system of complex linear 
equations.2 Some of these algorithms are often faster than the algorithm of Petravic and Kuo- 
Petravic which was used through DDSCAT.4b (and which remains available as an option in 
DDSCAT.5a). 

3. Capability to compute the electromagnetic torque (and transverse components of the electromag- 
netic force) on the target, due to absorption and scattering of light from the incident beam. 
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ABSTRACT 

Triplicate samples were collected from three lakes in order to study variation in the specific absorption of 
dissolved organic carbon (DOC).   Specific absorption was highly correlated with lake pH and DOC concentration, with 
the DOC in acid lakes absorbing less light at all wavelengths.   The slope of the specific absorption curves did not seem 
to be significantly different in acid and non-acid lakes.   This suggests that the decrease in specific absorption as pH 
declines is not due to change in the fulvic acid fraction, but to changes in the molecules themselves.   Sampling variance 
is reasonably consistent across the range of lakes examined.   Thus it may be possible to use an average variance to assign 
confidence limits when single samples are collected. 

Keywords:   Specific absorption, dissolved organic carbon, pH, acidification, acid lakes, freshwater, optical modelling, 
remote sensing. 

1. INTRODUCTION 

Specific absorption is one of the parameters needed to model the colour and quantity of light leaving a lake or 
ocean    Such models are important because they enable people to estimate the concentration of certain water quality 
variables from remote measurements of water colour, such as those obtained by satellite or airborne sensors.   Hence the 
models facilitate remote water quality monitoring. 

One of the water quality variables that can be detected remotely is dissolved organic carbon (DOC)1.   DOC has 
received increasing attention in the last decade2 because it strongly affects the light in a lake, including the UV 
component*, and because it is a large storehouse of carbon with significance for global climate change.   In Northern 
Ontario lakes, DOC is the dominant water colouring agent*, and there is considerable interest in developing models to 
link water colour and DOC concentration. 

Such models must be calibrated with optical spectra appropriate for the variables under study.   However, the 
extent to which specific absorption varies under different environmental circumstances is unknown.   Thus one cannot 
assess whether it is appropriate to use off-the-shelf spectra, or which spectra will work best in which lakes.   In addition, 
with limited lab budgets, one is torn between collecting replicate samples in a few lakes, or single samples in more lakes. 
Thus it would be useful to know whether the sampling variance for specific absorption is sufficiently consistent that an 
"average" value can be used to place confidence limits on single samples. 

To address these issues, triplicate samples were collected from each of three lakes, with two of the lakes sampled 
again later in the season.   The specific absorption of DOC, chlorophyll-a and total suspended solids (TSS) were 
measured, as well as the specific backscatter of the latter two variables.   The measurements for chlorophyll-a and TSS 
were made because optical models also require calibration for these variables in order to extract accurate estimates of 
DOC1.   The measurement of the optical properties of chlorophyll-a and TSS are more involved and analyses are not yet 
complete.   Only the results for DOC will be presented here. 

2. METHODS 

DOC was analyzed according to MOE".   Samples for DOC absorption were filtered through Supor 0.45 [xm 
filters.   Then transmittance was measured from 350 to 750 nm using a 10 cm cuvette in a single beam, Beckman DU-65 
Spectrophotometer   The spectrophotometer was backgrounded on water that was distilled, deionized, and filtered 
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(Millipore HTTP 0.4 pm filters).   Output was stored in digital format at 16 nm intervals, smoothed using a 5 nm running 
average and read at 5 nm intervals. 

Transmittance was converted to absorption (ad) as -/«(T)/pathlength where pathlength is in meters.   Absorption 
was forced to zero between 700 and 745 nm by subtracting the lowest value in this range from the whole spectra.   This 
correction is required because the absorption beyond about 700 nm is usually assumed to be due to scattering losses from 
unfiltered particles rather than true absorption 7. Then specific absorption (ad*) was calculated as   ad / DOC where DOC 
is in g/m', giving units of nr/g. 

3. RESULTS AND DISCUSSION 

3.1 Sampling variation 
One of the objectives of this study is to determine whether the variation due to all sources of sampling error 

(natural water variation, DOC analyses, absorption analyses) is consistent enough that an average value can be used to 
establish confidence limits for single-sample ad* spectra.   The standard deviation of four of the triplicate samples is 
consistent (Figure I), even though the lakes represent a wide range of DOC concentrations and absorption (Table 1).   The 
Daisy Lake samples, however, have a much higher standard deviation for ad*, resulting from variation in the DOC values 
(Table 1). 

Table 1:   Specific absorption at 450 nm, slope, pH and DOC concentration for the study 
lakes.   pH for Elbow Lake was measured on 27 Sept, 1996. 

ad   450 400-440 nm 440-565 nm pH Avg DOC 
(mg/L) 

Daisy Lake 
17 Jul 95 

0.048 
±0.011 

0.0172 
± 0.0009 

0.0141 
± 0.0019 

5.1 2.4 
± 0.61 

Swan Lake 
10 Jul 95 

0.063 
+ 0.006 

0.0192 
± 0.0007 

0.0145 
± 0.0006 

5.6 3.0 
±0.12 

Swan Lake 
31 Jul 95 

0.075 
± 0.006 

0.0176 
+ 0.0004 

0.0139 
± 0.0007 

5.5 2.8 
± 0.06 

Elbow Lake 
24 Jul 95 

0.313 
± 0.005 

0.0172 
± 0.0000 

0.0136 
± 0.0002 

6.6 8.3 
± 0.06 

Elbow Lake 
14 Aug 95 

0.339 
± 0.004 

0.0171 
± 0.0001 

0.0133 
± 0.0002 

6.6 7.2 
± 0.15 

The lab that processed the DOC samples indicates that replicate DOC samples should not vary by more that 0.5 
mg/L, and indeed, the range is less than this for the four other triplicates.   For Daisy Lake, however, the first sample 
processed was 1.1 mg/L lower  (40% lower) than the other two.   The lab suspects that the first sample in the series may 
have been diluted by rinse water in the DOC equipment.   If DOC values within the expected range are substituted for this 
sample, then Daisy Lake standard deviation falls in line with the other lakes.   This suggests that an average value for 
standard deviation (calculated as the square root of the pooled variance of the samples) based on the four samples 
excluding Daisy Lake can be used to establish single-sample confidence limits, but that in about 1 case in 15, the average 
will underestimate the limits. 
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The standard deviation of ad* (Figure 1) declines with wavelength.   The reason is partly due to an increase in 
machine noise toward shorter wavelengths.   However, it is also partly due to the shape of the ad* spectra which approach 
zero at longer wavelengths and hence must come closer together.   In fact, beyond 700 nm, the only variation that remains 
is due to spectrophotometer noise, since the small scattering correction removes any variation due to the sample or DOC 
analyses. 

3.2 Environmental variation 
The mean ad* values for the triplicate samples (Figure 2) show the structureless, exponential decline 

characteristic of DOC7.   Paired t-tests were used to ask whether the mean ad* spectra are significantly different from one 
another (Table 2).   Daisy and Swan lakes are acid lakes (Table 1) and their spectra differ from those in Elbow Lake 
which is near-neutral.   The two Elbow Lake spectra are significantly different from each other, though the two Swan 
Lake spectra are not.   The Daisy Lake spectra is different at shorter wavelengths from the higher Swan Lake spectra but 
not the lower spectra. 

Table 2:   Results of paired t-tests run for each individual wavelength. 
The range of wavelengths over which the ad* spectra are significantly 
different (a = 0.05; df = 4) are shown.   Lo (low) and hi (high) are used 
to designate which ad* spectra from Figure 2 is being tested. 

ad*   Spectra Significant Difference 

Elbow lo vs Elbow hi 400 - 700 nm 

Elbow lo vs Swan hi 400 - 690 nm 

Swan lo vs Swan hi 

Daisy vs Swan lo 

Daisy vs Swan hi 400 ~ 550 

The data suggest that pH is the cause of variation.   Indeed, the pH of water is known to affect specific 
absorption8 9'° with the effect attributed to the ionization state of phenolic and carboxyl groups'".   In the study lakes, the 
link between ad* and pH is strong (Figure 3a).   However, ad* is also strongly correlated with DOC concentration (Figure 
3b).   Local freshwater humic acids (HA) precipitate readily at a pH of about 5.5 when aluminum is present, whereas local 
fulvic acids (FA) do not".   Near Sudbury, aluminum is elevated in most acid lakes due to the widespread sulphate 
acidification that has occurred in the region.   Thus it is reasonable to suggest that ad* is low in Daisy and Swan lakes 
because the more highly coloured HA have precipitated out, leaving only the less coloured FA. 

Carder et al.,: found that there is a strong relationship between the exponential slope of marine absorption 
spectra and FA as a fraction of humic matter.   Therefore slope may provide a method to test whether the differences in 
ad* are due to pH-caused molecular-level changes, or to pH-caused changes in the FA fraction.   Slopes are high (Table 
I), corresponding to marine FA fractions of over 90% (440-565 nm) to 95% (370-440 nm)1].   The FA fraction in two 
local lakes with neutral pH was 86%* n.   In acid lakes, it might be higher if HA is precipitating.   However, there is no 
relationship between slope and pH (or DOC) for the study lakes (Figure 4).   Thus it appears that the FA fraction is 
relatively constant in the three lakes studied, assuming the same basic relationship holds for freshwater as marine waters. 

: FA makes up 86% of the humic material but only about 50% of the total DOC.   In marine situations, humic 
material accounts for virtually all absorption12.   This is probably not true for freshwater. 
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This implies that the change in ad* is a function of pH acting on the ionization state of the molecules. 

One of the objectives of this study was to assess whether off-the-shelf spectra can be used to calibrate optical 
water-quality models.   This study shows that different spectra will be required for different lakes, but offers the hope that 
appropriate spectra can be selected if the pH of a lake is known.   Indeed, it may even be possible to estimate both DOC 
concentration and pH using optical models, by iteratively changing the ad* spectra until stable DOC concentration and pH 
estimates are arrived at. 

4. CONCLUSIONS 

The standard deviation of ad* is reasonably consistent over a range of DOC concentrations from 2.4 - 7.2 mg/L 
and pH 5.1 - 6.6.   Thus is may be possible to use an average value to establish confidence limits for single samples, 
though errors in DOC measurements may cause variance to exceed the average in about 1 in 15 cases.   Although this 
situation is not statistically ideal, it is commonly encountered because a wider range of lakes can be sampled if replicates 
are not taken. 

Environmental variation in the ad* spectra is correlated with pH and DOC concentration.   Examination of the 
slopes of the ad* spectra suggests that there is a high fraction of FA in the study lakes, but that there is little variation in 
that fraction as pH drops.   Thus the reduction in ad* as pH drops is ascribed to pH acting on the ionization state of the 
molecules.   If off-the-shelf ad* spectra are to be used in optical modelling, then pH will have to be taken into 
consideration when selecting calibration spectra. 
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ABSTRACT 
Phytoplankton concentration and species composition in Lake Constance vary markedly over the year, and accordingly the 

surface albedo also changes. By inverse modelling of albedo spectra, which were measured once per week over a period of I Vi 
years from a ship, the accuracy for retrieving the concentrations of concurring phytoplankton classes was investigated. It was 
found that 4 classes can be separated with an error between 12 and 25 %, depending on the natural variability of a class's optical 
properties. The differentiation between 4 classes improves the accuracy of chlorophyll-a determination for remote sensin» by 309? 

Keywords: phytoplankton classification, inverse modelling, absorption, albedo, reflectance, remote sensing. Lake Constance. 

1. INTRODUCTION 
Mapping the distribution of phytoplankton by remote sensing has evolved during the last two decades to a valuable source of 

information in limnology and oceanography.1 However, only few attempts have been reported so far for distinguishing algal 
classes2   or identifying algal pigments4 5 by remote sensing, although such a characterization would be of great importance.'" 

There are three reasons why phytoplankton classes are very rarely distinguished in remote sensing. First, in-situ classification 
by microscopy is time consuming and requires special taxonomic knowledges, thus it is no routine method in most laboratories. 
Second, the optical properties of many phytoplankton species arc not well documented since pure cultures arc often difficult to 
grow. Third, for several species the optical properties depend considerable on growth conditions such as intensity and spectral 
composition of the illumination, temperature and nutrients. It is thus difficult to define "spectral classes" of phytoplankton. Such a 
characterization of the phytoplankton in Lake Constance for concentration determination by remote sensing was the main goal of 
the present study7. 

2. MEASURMENTS 
In-situ measurements were performed on a research vessel once per week from April to November 1990 and from April to 

July 1991. Test site was the deepest place (147 m) of the German Uberlingcr See, which is the northwestern part of Lake Con- 
stance. 

2.1 Albedo 

Spectral measurements were performed with a Tracor Northern TN 1710 spectrometer of 512 channels in the range 400 to 
800 nm. The dispersion is 0.8 nm, the spectral resolution varies from 2 nm in the UV to 4 nm in the red (670 nm) up to \2 nm in 
the IR. To utilize the radiometric dynamics of 12 bit. the exposure lime was adjusted to the actual radiance values. Exposure times 
up to 30 sec required detector cooling. An accurate calibration was performed8 to account e.g. for nonlinearities at long exposure 
times. 

For measuring upwelling radiances, the instrument was mounted on a tripod and fixed at the vessel's reling in such a way that 
it looked almost in nadir direction downwards to the water surface. Disturbances by ship shadow and sunglint were minimized by 
keeping the ship in a suitable angle relative to the sun. Downwelling irradiances were measured by holding a white teflon plate 
into the instrument's field of view. 

For some measurements from days with variable cloud cover, the spectral signature of the illumination did not vanish when 
the albedo was calculated. These disturbances are caused by specular reflections at the water surface. A correction algorithm was 
developpcd and applied to the disturbed measurements.7 

2.2 Phytoplankton 
For each day of the campaign. 18 water samples were analyzed photometrically with the method of Nusch" to gel the concen- 

tration profile of chlorophyll-a up to a depth of 30 m at the test site. In addition, two samples averaging the depths 0-8 m were 
taken, for which a high pressure liquid chromatography (HPLC) analysis and a phytoplankton classification were performed. 

From HPLC. the concentrations of different types of chlorophylls, phaeopigments, carotenoids and xanthophylls were derived. 
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A comparison of 132 HPLC chlorophyll-a values with the corresponding photometric values resulted in a correction factor for the 
photometric values. All chlorophyll-a values used in the study were taken from the photometric analysis since they are depth 
resolved. The photometric accuracy was estimated by comparison with HPLC as ± 1.3 ug 1 '. 

By microscopy, the cell numbers of the different phytoplankton classes or morphotypes per unit sample volume were counted. 
The biovolume of each species was calculated by multiplying the cell numbers with the average cell volume ofthat species. 

Pure cultures of the phytoplankton species Cryptomonas marsonii. Cryptomonas ovata, Cryptamoncis rostratiformis. Rhodo- 
monas minitta, Stephaiwdiscus hantzschii. Fragilaria crotonensis, Moitgeotia sp. and Chlamydomonas sp. were grown in the 
laboratory in order to determine their specific absorption spectra. The absorption of samples from the cultures wasVieasured in 
the range 400 to 800 nm with a resolution of I nm using an integrating sphere, the chlorophyll-a concentration was measured by 
the method of Nusch''. 

3. ALBEDO MODEL 
Remote spectral data were compared with in-situ measurements of chlorophyll-a concentrations and phytoplankton biovol- 

umes by use of a model for the albedo of the water surface. Inputs to the model are the optical properties of water and its ingredi- 
ents. By varying the concentrations C„ the calculated albedo spectrum is adjusted to a measured spectrum in a least square fit 

The volume absorption coefficient a and the backscattering coefficient bh are the relevant inherent optical properties lb 
modelling the light backscattered out of the water, a and /?,, are additive parameters, i.e. they are the sum of the contributions o 
pure water and of the dissolved and suspended substances: 

or 

u(X) =   aw(X) +   X  C,  ■  a,(X), 

b,,(X) =   b,,M(X) +   X  C,  •  b]jX), 

(1) 

(2) 

X = wavelength. The volume absorption coefficient of pure water, a»{X). is taken from Smith and Baker'", the backscatterinü 
coefficient of pure water is calculated according to Morel" as bhM{X) - 0.00011 I • (X/500) An (X in nm, /;,, „■ in m '). 

The optical properties of the dissolved and suspended substances are characterized by their specific absorption coefficients 
ci,*(X) and their specific backscattering coefficients bhj*(X), where the "-symbol indicates a normalization to a typical concentrati- 
on. For phytoplankton, the normalization is done to 1 ug chlorophyll-a per liter since this pigment is present in all species. Conse- 
quently, in spectroscopy the term "phytoplankton concentration" is defined in units of chlorophyll-a concentration. The backscat- 
tering of phytoplankton depends more on the cell size than on the species, thus no species-specific backscalting coefficients were 
used. Instead, the phytoplankton backscattering was lumped together with the backscattering by anorganic particles. 

Besides phytoplankton. mainly dissolved organic matter (yellow substance) and suspended anorganic particles determine the 
water colour. Yellow substance has a characteristic absorption spectrum:12 high absorption in the UV and exponential decrease 
towards longer wavelengths. 

Cy   ■  a](X) =   aY(450) ■   es 'JW"". (3) 

The factor S is related to the composition; it was determined for Lake Constance as S = 0.022 nm"1. The concentration Cr is 
defined in terms of absorption at 450 nm, a,<450). At moderate concentrations, scattering by yellow substance can be neglected. 

Anorganic particles have in general low absorption, but high scattering. Because no information about the optical properties of 
the anorganic particles in Lake Constance was available, absorption was neglected and backscattering was simplified by assuming 
that it is the sum of a wavelength independent term and a term proportional to X '. This assumption was also made for ail the other 
suspended matter including phytoplankton, hence eq. (2) was replaced by 

bi,(X) =   b,,,v(X) +   Bn  +   B,   ■  X"■ (4) 

Particles larger than -5 p.m scatter light nearly wavelength independent; the coefficient B0 is proportional to their concentra- 
tion. The backscattering of particles of ~l-5 urn diameter is roughly proportional to X[; the coefficient B, lakes account of them. 
B„ and B, were treated as 111 variables. Particles with a different backscattering behaviour were neglected. 

The light backscattered in the water is described by the subsurface irradiance reflectance, which is approximately proportional 
to bi/a. A sensor above the water surface measures additionally light which is reflected at the water surface. It is given by the 
Fresncl reflectance o. The sum is termed albedo p and approximated by the equation 

a( A.) 
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The experimental determination of p is done by measuring the upwelling radiance L„ and the downwelling irradiancc £,/. p is 
the ratio itL,,/Elt. For a target which reflects light totally diffuse, KL„ is equal to the upwelling irradiance and p is only related to 
the target's optical properties, but it is independent of the illumination. However, if reflection depends on the angle of incidence 
or on the angle of observation, a radiance measurement cannot replace an irradiance measurement, and the ratio KL„/E,i depends 
on the angular distribution of the illumination. In the case of water, the requirement of angle independent reflection is fairly 
fulfilled for the light backscattered out of the water, but not for the radiation speculary reflected at the surface. Consequently, the 
subsurface reflectance is fairly independent of the illumination, but not the Fresnel reflectance o. Therefore the value o = 0.02 
from the Fresnel equations is not valid for that type of measurements. - The factor y depends on the volume scattering function of 
the suspended particles'4 and on the Fresnel reflectance for upwelling and downwelling radiation15, hence for a radiance sensor on 
the surface roughness. When the albedo was modelled, a as well as y were treated as fit variables. 

4.   RESULTS 
4.1 Parameter choice for comparing spectral data with microscopic data 

In remote sensing, the parameter of phytoplankton concentration is the chlorophyll-a concentration, which was not measured 
individually for each species. Instead, microscopy yields cell numbers. When the total cell numbers of water samples are plotted 
against the independently measured total chlorophyll-a concentrations, the data scatter considerable around the regression line: if 
cell numbers are calculated from chlorophyll-a concentrations, the error is 90% on average and 736% on maximum.7 A better 
correlation exists for the biovolume, see Fig. 1. If the regression line is used to calculate biovolumes from chlorophyll-a concen- 
trations, the error is 329?- on average and 1439f on maximum. The equation of the regression line is: 

In B = 12.41 + 0.6488 ■ In C. (6) 

where the biovolume B is given in units of urn ml' and the chlorophyll-a concentration C in units of ug 1 '. As the biovolume 
was found to be the best suited parameter which can be derived from microscopic data, eq. (6) is proposed for comparisons 
between in-situ measurements and remote sensing data. 
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4.2 Assessment of spectral classes 
Absorption spectra of individual phytoplankton species are not characteristic enough for a spectral identification, even not all 

taxonomic classes can be spectrally clear distinguished. A comparison of absorption spectra from the most abundand species in 
Lake Constance led to the classification of Table 1. The corresponding specific absorption spectra are shown in Fig. 2. 

For cryptophyta. two spectra are required to account for the high natural variability of the pigment phycoerythrin. The 
spectrum for representing the class at low phycoerythrin concentration was measured at a pure culture of Crxptomonas ovata. 
which is by far the most abundand species in Lake Constance. To account for high phycoerythrin concentration, a published"' ab- 
sorption measurement of the species Rhodomonas lens was digitized and reseated to a*(440) = 0.02 nr mg '. Laboratory measu- 
rements of the absorption as well as field measurements of the albedo showed that a spectroscopic distinction between species 
within the class Cryptophyceac is not possible, since absorption differences between species are less significant than absorption 
variations within a species upon changes of the illumination. 

For representing the specific absorption spectrum of diatoms a Fragilaria crotonensis measurement was chooscn. for green 
algae a Moiigeotia sp. measurement, and for dinoflagellales a published17 spectrum, which averages 5 marine species. 
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Taxonomic classes Spectral class 

Cryptophyceac cryptophyta 

Bacillariophyceae 
Chrysophyceae 

diatoms 

Chlorophyceae 
Zygnemaphyceae 
Cyanophyceae 

green algae 

Dinophyceae dinoflagellates 

Table I: Spectral classification of the phytoplankton in Lake Constance. 
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Fig. 2: Specific absorption of the spectral classes of the 
phytoplankton in Lake Constance 

4.3 Phytoplankton succession 

The phytoplankton succession in Lake Constance for the years 1990 and 1991 is shown in Fig 1 The biovolumes of the 
classes are shown as accumulated sums, i.e. the upper curve represents the total biovolome. In wimer. the concentration is low 
because of hght deficiency. From mid-March onwards, insolation is high enough that phytoplankton can grow and reproduce 
The spring blooms are governed by only few species which belong to the same class. During summer and autumn, a «real variety 
of species is concurring, and with few exceptions no single class is dominating. 

„     3-10* 

3-    21(T 

10" 

cryptophyta diutoms green algae üinoflügellute others 

Fig. 3: Phytoplankton succession in Lake Constance. 

The changes in phytoplankton concentration and species composition during the year have a significant influence on the 
albedo spectra. Three examples are given in Fig. 4. They show the albedo for the days of lowest and highest chlorophyll-a con- 
centration and a spectrum at intermediate concentration. 

500 600 700 
Wavelength (nm) 

Fig. 4: Albedo at low. moderate and high chlorophyll-a concentration. 
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4.4 Phytoplankton classification by modelling the albedo 
By inverse modelling of albedo spectra according to eq. (5), concentration values for the 4 spectral classes of Table 1 were 

calculated. They are shown in Fig. 5 as accumulated sums, i.e. the upper curve shows the total chlorophyll-a concentration. For 
comparison, the average in-situ chlorophyll-a values from the depths 0, 1 and 2 m are also shown (open circles). 
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Fig. 5: Phytoplankton succession in Lake Constance (shadowed areas: calculated from albedo: circles: in-situ measurements of chlorophyll-a). 

For each day, the relative chlorophyll-a concentrations of the 4 phytoplankton classes were calculated and compared with the 
corresponding relative biovolumes. The mean differences between the modelled and measured abundancies are listed in Table 2. 

Table 2: Accuracy of phytoplankton classification by modelling the albedo 

spectrum. Since the relative abundance of class / is given from in-situ data in 

units of biovolumes ß, but calculated from albedo spectra in units of 

chlorophyll-a concentrations C. the difference \B/B - C'/C'l was taken to 

express the error, with R = 1.11, and C = I G. The mean error is the average 

over all 3.1 days of the campaign. 

Spectral class Mean error 

cryptophyta 25 c/< 

diatoms 14% 

green algae 12% 

dinoflagellates 16% 

4.5 Accuracy of chlorophyll-a determination 
For the total chlorophyll-a concentration values shown in Fig. 5, the mean difference between calculated and measured values 

is ± 2.5 pg I"', if the 4 worst results are ignored. A similar error of ± 2.6 pg I ' results if the chlorophyll-a concentrations are 
calculated according to eq. (6) from the biovolumes. The accuracy of the model is hence comparable with the correspondence 
between in-situ data of biovolumes and chlorophyll-a concentrations. The albedo was also modelled without distinguishing bet- 
ween phytoplankton classes; in this case the mean difference was ± 3.5 pg I"'. The differentiation between 4 classes improves thus 
the accuracy of chlorophyll-a determination by 30 %. 

5. DISCUSSION 
The model which was used for fitting albedo spectra was kept as simple as possible to minimize the number of fit parameters. 

The study demonstrated that it is nevertheless able to distinguish between 4 phytoplankton classes and to determine the total 
chlorophyll-a concentration as accurate as the in-situ data. 

A comparison of Fig. 5 with Fig. 3 demonstrates that modelling of albedo spectra is rather well-suited to reproduce in-situ data 
of phytoplankton succession. Both Figures show correspondingly that in 1990 the spring blooms were dominated by cryptophyta. 
and that other species turned up at comparable concentrations in the middle of June. Diatoms were the first, green algae followed 
middle of July. Dinoflagellates were always of minor importance. The cryptophyta dominance ended towards the end of June, 
when they disappeared almost totally, but they oceured again from end of August to midth of October at concentrations compa- 
rable to diatoms and green algae. During the rest of the year, their concentration was very low. A similar succession was observed 
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in 1991: Starting with a bloom in April, the cryptophyta were the dominating class until midth of July except for some weeks 
subsequent to the spring bloom. 

Although albedo measurements arc suited to determine the general trends in phytoplankton succession over the year, the 
correspondence to in-situ data is not always perfect. Three reasons arc responsible for the differences in the relative abundancies 
of classes. First, as Fig. I shows, the in-situ parameter "biovolume" (Fig. 3) is not accurately proportional to the spectroscopic 
parameter "chlorophyll-a" (Fig. 5). Second, the water samples are averages over the depth range 0 to 8 m, while the remote 
sensing signal decreases with depth and is very low for depths below ~2 m. The phytoplankton composition of the 0-8 m sample 
may not always be the same as in the upper 2 m. Third, the specific absorption spectra of the 4 classes are not constant. This leads 
to significant errors, as Table 2 indicates: The highest accuracy in determining the relative concentration was found for green 
algae. Individual species of this class have very similar absorption spectra, and the spectrum is almost independent from growth 
conditions. The largest error occurs for cryptophyta whose absorption spectra are changing markedly on illumination conditions. 

Differences in the total chlorophyll-a concentration values have two further reasons. As the concentration is not constant with 
depth, the 0-2 m average may not always represent correctly the "remote sensing" concentration. Second, albedo measurements 
indicate for some days marked horizontal variations of the chlorophyll-a concentration. Since it was not possible to measure the 
albedo at the same time as the samples were taken, some albedo measurements may represent other water bodies than in-situ dal a. 
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A first look at the particulate absorption coefficient in the surface water 
of the subtropical East China Sea in spring 
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ABSTRACT 

During a KEEP-II (Kuroshio Edge Exchange Processes) expedition in the East China Sea in May 1996, 
absorption spectra of near surface particulate matters were measured at 38 stations. The total pigment 
concentrations (chlorophyll a plus phaeopigment) ranged from 0.2 to 7 mg m3. The common absorption 
peaks for chlorophyll a, centered at 440 nm and 675 nm, were observed at most stations. However, four 
exceptions were found in the low salinity China Coastal Water. The 440 nm absorption peak shifted to 
410 nm in these four samples. Very high correlation was found between pigment concentration and the 
particulate absorption coefficient at several visible bands which are often used for satellite spectrometers. 
It is noted that the relationship between the chlorophyll a specific absorption coefficient at 440 nm and 
the chlorophyll a concentration observed in the East China Sea is different from that observed in the 
central subtropical Pacific and the Gulf of Mexico. The particulate matter in the East China Sea has a 
slightly higher absorption coefficient than the latter. 

Keywords: particulate absorption spectra, absorption coefficient, chlorophyll a, East China Sea 

1 INTRODUCTION 

The color of the ocean is related to the inherent optical properties of the backscattering (b(X)) and 
the absorption coefficient {a(X)) in the medium of the ocean.1 Among the two parameters a(X) is more 
variable in most marine environments.2 As a result, the color of the ocean is mainly determined by the 
variation of a(X), which may be depicted as follows: 

a(X) = aw(X)+ag(X)+ap(X) 

where aw(X), ap(X) and ag(X) are the absorption coefficient of water, colored dissolved organic matters 
(gelbstof), and total particulates, respectively. The values of aw(X) had been provided by several 
researchers.''3,4 The values of ag(X), although it is comparable to the values of ap(k) especially in the 
coastal water, it shows monotonically decreasing with increasing wavelength.5,6 The values of ap(k) are 
contributed by the phytoplankton (a/X)) and the detritus (a/X)). Therefore, the values of ap(X) are 
thought to be the most important term needed to be known for the estimation of sea surface pigment 
concentrations from the algorithm of remote sensing reflectance (R„(X)).7 

RniX) = 0.1076 b(X) / a(X) 

To model R^iX), ap(X) was usually expressed as the product of the particulate specific absorption 
coefficient (a*p(X)) and the total pigment concentration (TP; Chi a plus phaeopigment). 

ap(X) = a*p{X) x [TP] 
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If a*p(X) is known and constant, then ap(X) can be provided from a simple routine measurement of TP. 
Unfortunately, many studies reported that a*p(k) were highly varied with their particles composition, 
pigment concentrations, phytoplankton growth condition, the physiological state of phytoplankton in the 
natural marine environment.7-12 Therefore, ap{X) as well as a*p(X) should be examined regionally in 
order to improve the global algorithm of the remote sensing reflectance model. 

In this study, I present the first data set of the paniculate absorption coefficient spectra of the near 
surface water where collected from the subtropical East China Sea during a KEEP-II expedition on board 
the WVOcean Researcher I in May, 1996. Higher paniculate absorption coefficient were observed in the 
inner shelf waters, lower paniculate absorption coefficient were observed in the middle shelf to the 
offshore waters. Very good correlation was observed between the paniculate absorption coefficient and 
the total pigment concentration at several visible bands which are often used in satellite spectrometry. 

2. MATERIALS AND METHODS 

The paniculate absorption spectra (ap(X)) of the near surface water (2 m below the sea surface) 
were measured at 38 stations in the East China Sea (Fig. 1). Seawater samples were taken from 20 liter 
Teflon coated Go-Flo bottles (General Oceanic, USA) mounted on a CTD (Seabird SBE 9/llplus; USA) 
and Rosette (General Oceanic, USA) assembly. For ap(X) and Chi a measurements, 1.5 L of seawater 
samples were filtered through 25 mm Whatman GF/F filter and stored immediately in a -20 °C 
refrigerator ft* Jater analysis. Chi a and phaeopigment concentrations were determined 
fluorometrically.13 ,5 For the measurement of the absorption coefficient of total particulates (ap(X)), the 
glass fiber filter technique was used.16 The 1% active NaCIO solution (15%) was used to bleach the 
pigment on the sample filter.17 The quadratic relationship as described by Tassan and Ferrari17 was used 
to convert the sample absorbance retained on filter to absorbance (A) of total particulates and detritus in 
suspension. Finally, the absorption coefficient were obtained by: 

4) = 2.3A(I)/(V/S) 

where V and S are the volume filtered and the clearance area of the filter, respectively. a^X) was 
calculated by subtracting a/X) from ap(X). The specific absorption coefficient of total particulates (a*p(X)) 
and phytoplankton (a%(X.)) in the medium are defined as the ap(X) per unit Chi a plus phaeopigment 
concentration and a^X) per unit Chi a concentration, respectively. 

3. RESULTS AND DISCUSSION 

The distribution of total pigment (TP; Chi a plus phaeopigment) concentrations is shown in Figure 
2. TP concentrations and Chi a concentrations were found between 0.4-3.0 mg m"3 and 0.2-2.0 mg m'3, 
respectively. The highest TP and Chi a concentrations were observed at station 5 (data was not put into 
contour plot) with values up to about 7.0 mg m"3 for TP and 5.1 mg in3 for Chi a, respectively. This 
station was visited at the first day of our investigation (see Fig. 1 for station location). However, the high 
pigment condition disappeared while the station were revisited (see station 30 in Fig. 1). It'probably 
indicated that a bloom condition occurred in the beginning of our cruise, but faded later. The distribution 
of Chi a almost mimicked the distribution of TP, which showed higher concentrations in waters with 
salinity less than 34.4 psu. The lower pigment concentrations found in the high salinity waters were 
resulted from the intrusion of the oligotrophic Kuroshio water onto the shelf. 

The results of absorption spectra of total particulates (ap(X)) and phytoplankton (a/X)) for all 
stations were plotted in Figure 3. The two common absorption peaks for Chi a were observed and 
centered around 440 nm and 675 nm for most stations except four, where the 440 nm absorption peak 
shifted to around 410 nm. The four exceptional stations (stations 4, 5, 10 and 30) were located in the 
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inner shelf close to the mainland China coast. The absorption spectra of a/X) all decreased 
monotonically with increasing wavelength. The magnitude of ap(X) and a/X) at the 440 nm peak were in 
the ranges of 0.015-0.1 m"1 and 0.012-0.075 m"\ respectively. The magnitudes of ap(X) and a^X) at 675 
nm peak were both in the range of 0.005-0.04 m'1. The contribution of detritus on the red peak was 
relatively small. The highest ap(X) and a/X) were found at station 5, where the blue peak were found to 
have shifted to 410 nm. In terms of specific absorption coefficient, the magnitude of a*p(X) and a*^(X) at 
440 nm and 675 nm ranged from 0.03-0.85 m2 mg"1 and 0.014-0.02 m2 mg"' for a*p(X) and 0.035-0.2 
m2 mg"1 and 0.02-0.035 m2 mg"1 for a%(X), respectively. The highest value of a*p(X) and a* ft.) was 
found in the deep water station of the Kuroshio Water. The low values of a*p(X) and a*f(X) were probably 
the result of the package effect.8111819 The results also indicated that variability of the absorption spectra 
manifested either in its magnitude or in its peak position. Nevertheless, the absorption coefficient for ap(X) 
and a#(X) always followed the variation of pigment concentration. 

Prior to estimation of surface pigment concentration from the remote sensing reflectance algorithm, 
the relationship between paniculate or specific particulate absorption coefficient and the pigment 
concentration must be known. The relationship between ap(X) and TP at several visible bands which are 
usually used in the satellite spectrometer were examined. The results indicated that ap(X) were in very 
high correlation (R2>0.92) with the total pigment concentrations. Figure 4 showed an example of the 
relationship between ap(440) and TP. Power function was used to fit the data points due to the pigment 
packaging effect, but a linear relationship also fitted the data within the data range, except for an outlier 
at the 410 nm peak. Relatively high correlation coefficient was also found for the relationship between 
a/X) and Chi a concentration. The good correlation between pigment concentration and absorption 
coefficient allows us to estimate total pigment or Chi a concentrations independently from the absorption 
coefficient for waters ranging from coastal to oligotrophic environment in the East China Sea. The 
relationship between a%(440) and Chi a which was proposed by Carder et al.20 to develop reflectance 
model algorithm and to simulate the relationships at 412 and 565 nm based on the feature of the 
absorption spectra was further examined. The result showed a fairly good relationship between a%(440) 
and Chi a for Chi a concentration ranging from about 0.1 to 2.5 mg m"3. However, the current 
relationship was in general slightly higher than that found by Carder et al20 for the central subtropical 
Pacific and the Gulf of Mexico waters, especially at higher Chi a concentrations. 

4. CONCLUSION 

In this study, the first data set of the surface water particulate absorption coefficient spectra in the 
subtropical East China Sea was presented. The two common absorption peaks centered at 440 nm and 
675 nm were found, but the variability of the absorption coefficients either in their magnitude or in their 
peak position among stations was high. Nevertheless, the variation of the total particulate absorption 
coefficient followed that of the pigment concentration closely. As a result, very high correlation 
coefficients were obtained for the relationships between the total particulates or the phytoplankton 
absorption coefficient and the total pigment or the Chi a concentrations. The results of the relationships 
are useful for developing the remote sensing reflectance algorithm to the estimation of the pigment 
concentration. 
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ABSTRACT 

The inherent absorption coefficients of water constituents in the southern part of the North Sea were spectrally 
estimated using data from an AC-9 and the asymptotic attenuation coefficients. The 'standard' procedure of Zaneveld was 
used to calculate the inherent absorption coefficients from AC-9 measurements. The asymptotic attenuation coefficients 
were obtained from irradiance depth profiles measured with a SeaWiFS Profiling Multichannel Radiometer. The 
relationship between the single scattering albedo and asymptotic attenuation was calculated with Mobley's radiative transfer 
model Hydrolight 3.0 for different single scattering albedo using the San Diego volume scattering function. This relation 
was used to calculate the inherent absorption 

The absorption coefficients calculated with both methods matched for water bodies dominated by phytoplanktonic 
constituents. The 'standard' correction procedure for the AC-9 overcorrected for the scattering error in water bodies having 
higher concentrations of suspended sediment which is typical for the studied area. A negative absorption in the 500-550 nm 
wavelength range is obtained. Also, the 'standard* correction assumes a zero absorption at 715 nm and does not distinguish 
between absorption and the scattering error in this wavelength range. Using the asymptotic attenuation to estimate of 
inherent absorption occasionally resulted in an underestimation of the absorption in the 600-700 nm wavelength range. 
Negative absorption may be due to an inaccuracy in the estimation of the asymptotic attenuation in the red wavelength 
range. 

The specific absorption coefficients of the water constituents were calculated from the AC-9 measurements using an 
optimisation procedure. The specific absorption coefficients as estimated by the different techniques are compared and 
discussed. 

Keywords: inherent absorption, specific absorption, asymptotic attenuation, turbid waters 

1. INTRODUCTION 

Remote sensed reflectance is used to synoptically estimate the concentrations of water constituents in areas larger than 
that which can be covered by ship or platform observations. The algorithms used proved to be accurate in clear ocean water 
containing plankton substances only. However, they do not apply in turbid coastal Case II waters where the remote sensed 
reflectance is determined by at least three different groups of substances in the water. An new procedure based on inverse 
modelling of radiative transfer was developed to estimate concentrations of all the groups of substances 12. This procedure 
needs specific optical properties of the water constituents for input. 

Measurement of the specific optical properties is not trivial. Several methods to measure the inherent absorption 
coefficient have been introduced and some of them have been inter-compared 3. SeaWiFS protocols 4 suggest the use of the 
reflective-tube absorption meter in situ. However, this does not perfectly gather all scattered light and transmit it to the 
detector. This scattering error is in the order of 13 percent of the scattering coefficient and can be corrected for 5. The 
assumption is that water is the only absorbing component in the near infrared region, which may be false for turbid coastal 
waters. Alternatively, the absorption may be calculated using the asymptotic attenuation coefficient and the beam 
attenuation. The asymptotic vertical attenuation coefficient is solely determined by the inherent optical property coo, the 
volume scattering function ß and the beam attenuation c. It is therefore an inherent optical property. So, if K„ and c are 
known and a ß is assumed, the inherent optical properties a and b can be calculated. In a first approximation the effects of 
fluorescence and Raman scattering are neglected. 
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In the present work estimations of the inherent absorption coefficient from the asymptotic attenuation coefficient and 
beam attenuation were compared to the absorption as estimated from the AC-9 measurements using the calculation method 
according to Zaneveld et al.5. Specific optical properties of the water constituents were calculated using an optimisation 
procedure. 

Table 1. Symbols used. 

Symbol   Description 
a absorption coefficient 
ah DOC absorption coefficient 
am measured absorption (AC-9) 
a * specific absorption coefficient 
b scattering coefficient 
c beam attenuation coefficient 
cm measured beam attenuation (AC-9) 
Ki downward irradiance attenuation 
Ku upward radiance attanuation 
£_ asymptotic attenaution coefficient 

DOC Dissolved Organic Carbon 
RSR Remote Sensed Reflectance 
TSM Total Suspended Matter 

ß Volume scattering function 
CUD Single scattering albedo  

Unit 
m 
m"1 

m1 

m2mg"! 

m"1 

m-1 

m 
m-1 

m-1 

m 
mgl"1 

mgl1 

m"1 sr"1 

Table 2. Spectral bands used in the optical instruments 
were selected to fit those of SeaWiFS, OCTS and 
MERIS. Spectral bandwidth is 10 nm. 

Parameter to estimate 
DOC 
Chlorophyll (absorption) 
Chlorophyll (other pigments) 
Turbidity, Sediments, Red Tides 
Turbidity, Sediments, Red Tides 
Chlorophyll reference, Sediments 
Chlorophyll reference, Sediments 
Phycoerythrin fluorescence 
Sediments 
Sediments 
Chlorophyll a absorption 
Chlorophyll a absorption 
Chlorophyll fluorescence 
Chlorophyll base line  

AC-9     Profiler 
412 412 
440 443 
488 490 
510 510 

520 
555 555 

565 
590 

630 620 
650 

665 
676 670 

683 
715 700 

2. METHODOLOGY 

2.1 Measurements 
The measurements were carried out from Feb. 22 to March 7 and from Aug. 8 to Aug. 13, 1996 at different stations in 

the German Bight which is a turbid coastal water in the southern part of the North Sea. During the winter the water column 
in the German Bight is well mixed. Stratification of the water column occurs in the summer. Strong tidal currents cause 
high fluctuations in the concentrations of water constituents. 

Depth profiles of downward vector irradiance and upward radiance were measured simultaneously in 13 spectral 
wavelength bands (Table 1) using the SeaWiFS Profiling Multichannel Radiometer (SPMR) (Satlantic). This instrument is 
a free-fall radiometer and has wide dynamic range (24 bit). The depth profiles were measured at a distance more than 50 m 
away from the ship thus avoiding shadowing effects and reflecting the incident light. Incident vector irradiance was 
measured simultaneously at the water surface and used to correct for fluctuations in incident light intensity during the 
profiling. In parallel to these measurements 25 1 water samples were taken at 1 m depth in winter and at 10 m depth in 
summer. The absorption and the beam attenuation of the samples were measured using AC-9 (Wetlabs) in 9 spectral 
wavelengths bands (Tabel 1). These measurements were carried out within half an hour after sampling. Sub-samples were 
filtered over Glass fibre filters (Whatmann GF/F) to collect the paniculate matter for measurements of the pigments. The 
filters were stored at -20°C. Pigments concentrations were measured afterwards using a reversed-phase HPLC technique. 
Seston was obtained using membrane filters of 0.45 \ua (Sartorius). Part of its filtrate was stored in dark bottles at 4°C and 
used to measure the absorption spectrum of DOC with a Perkin Elmer XI8 spectrometer and to measure DOC 
concentration. Highly purified water (Milli-Q Plus) was used as a reference. 

2.2 Calculations 
The inherent absorption was calculated in three different ways. 
1) The asymptotic attenuation coefficients, which is an inherent optical property, was used to calculate the inherent 

absorption. Therefore, the dependence of £_ on coo was calculated with the radiative transfer model Hydrolight 3.0 *. The c 
was set at 1. The ß was adapted from San Diego Harbor7 measured width 75 nm bandwidth. No spectral information on ß 
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was included since for turbid coastal water it is relatively wavelength independent8. The optical properties were set at a 
constant over the depth. All other parameters set in the model have no effect on the K„. The relation between K- and the QD 

given in Equation 1 was calculated using a polynomial fit (R2=l). The Kt and Ku were calculated at 0.5 meter depth interval 
and the &. was selected from the measured irradiance profiles (Figure 2). The selection criterion was based on the absence 
of a drift of Kt and Ku over a 5 meter depth interval, however, this interval was frequently reduced in the red part of the 
spectrum. The inherent absorption was calculated according Equation 1. The c was taken from the AC-9 measurements. 
Differences in wavelength bands (Table 2) were corrected for using linear interpolation. The measured c does not include 
the attenuation caused by pure water, this was corrected for by using measured values of pure water 9. Therefore, the 
calculated absorption includes al water constituents including the water itself. 

0)0 = -0.3023(T-)
2
 - 0.7226-^ +1.0493 

b = con-c and a=c - b 
0) 

2) As a second method the inherent optical properties were calculated according to Zaneveld et af using the AC-9 
measurements. The measured am and c„ were corrected for the temperature dependence of the water absorption using the 
data of Buiteveld et al.9 

3) As a third method the specific absorption spectra were calculated using a non-linear optimisation procedure 
(simplex)10. Input data were from the AC-9 and concentrations of pigments and suspended matter. The am and cm were 
corrected for temperature effects and the absorption spectra of DOC were subtracted. The remaining factors in the spectra 
are: phytoplankton, other suspended matter and the scattering correction coefficient for the AC-9. This method assumes that 
the specific optical properties at the stations are constant. 

3. RESULTS AND DISCUSSION 

3.1 Specific absorption of DOC 
The specific absorption coefficient of DOC in the North Sea is variable. Figure 1 shows that the specific absorption of 

DOC at 412 nm in the winter and in the summer is different. In addition, data obtained during a cruise at the North Sea in 
summer 1994 showed high variability of specific DOC between the stations. Also, the exponential decrease of DOC 
absorption with wavelength measured in the summer and winter 1996 was different. The exponential slope parameter was - 
0.0132 nm'1 ± 0.0029 in winter and -0.0096 nm'1 ± 0.001 in summer. The averaged specific absorption coefficient was 0.14 
m2mg_1. 
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Figure 1. DOC absorption at 412 nm measured in winter 
(+) and summer (o) 1996. The symbols (*) are values 
measured in summer 1994. Variation of the ratio between 
non light absorbing DOC and light absorbing DOC could 
have caused the scattering of data, however no 
information on this is presently available. 
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Figure 2. Attenuation coefficients Kd and Ku in the 
asymptotic region measured at two stations. Chlorophyll 
a concentration was 1.1 \igfl. at both stations. DOC 
absorption at 412 nm was 0.13 m"1 at station 21 and 0.27 
m"1 at station 23. Suspended matter was 0.8 mg/1 at 
station 21 and 9.8 mg/1 at station 23. 
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3.2 Inherent absorption calculated from AT. and AC-9 measurement 
The K~ for all wavelengths at most station was reached at 5 m depth and therefore was calculated over the 5-10 m depth 

interval. However K. could not be accurately calculated in the red part of the spectrum when the measurements were carried 
out at 'rougher' weather conditions. Figure 2 shows the AT«, spectrally for two stations having different concentration of 
water constituents. The correspondence between Kt and Ku shows that the asymptotic depth was reached. Parts of the 
asymptotic upward attenuation spectra are missing due to low light intensities. The absorption spectrum calculated from the 
AL is composed of absorption by pure water, DOC, phytoplankton and suspended sediment. The absorption spectra of pure 
water and DOC were subtracted to obtain absorption caused by suspended matter (Figure 3). About 50 percent of the 
calculated spectra were found to be reasonable. The other 50 percent underestimated down to 0.05 m"1 in the red wavelength 
range. 

The absorption spectra using the AC-9 measurements calculated according to the Zaneveld method showed negative 
absorption values in the 500-550 nm wavelength range. A disadvantage of the method is it's assumption that the absorption 
at 715 is zero. In turbid coastal water it is not clear what the absorption is in the near infra red part of the spectrum. 

Chlor 0=3.8 jig/1 
TSM=2.2 mg/1 

Chlor. o=0.55 \iffl 
TSM=0.59mg/l 

560 «0 660 
WwaUnglh (ran) 

0.5 

0.4 

V c Chlor. a=0.75 (ig/1 
=0.86|ig/l 

TSM =9.55 mg/1 
=8.00 mg/1 

0.3 

f 
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Figure 3. Absorption spectra of total suspended matter as calculated from AC-9 and from the AT». A) The absorption 
spectra match at stations dominated by phytoplankton, in this case Coscinodiscus spp. Due to high suspended matter 
concentration the standard correction caused an over-correction for the scattering error which is visible in the 500 nm 
wavelength region. B) The absorption spectra match at stations with low total suspended matter concentration and low 
pigment concentration. C) The absorption spectra did not match for stations where the total suspended sediment 
concentration were high and pigment concentrations were low. 
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Figure 4. Specific optical properties calculated from AC-9 data using a non linear optimisation procedure. A) Specific 
absorption coefficient of Coscinodiscus spp. B) Specific absorption coefficient of suspended sediment. C) Scattering 
correction coefficient for the AC-9. This correction coefficient includes the specific absorption of detritus. 

3.3 Specific absorption coefficients calculated from AC-9 using an optimisation procedure. 

Three components were distinguished in the optimisation procedure i.e. phytoplankton, total suspended matter and the 
scattering correction for the AC-9. Figure 4 shows their specific coefficients. The specific absorption of Coscinodiscus spp. 
showed absorption in the red part of the spectrum. This spectral 'offset' may be explained by a covariance of the detritus 
with the chlorophyll a. Unfortunately no information is available on the detritus, measuring the concentration of detritus is 
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difficult Normally such a 'offset' is corrected for. One simple method is to use an overall subtraction of the 'absorption' 
value 715 nm. If this subtraction is carried the a* value is in the range of the chlorophyll-specific absorption coefficient as 
published by Sathyendranath11. 

Comparison of the sum of specific absorption of phytoplankton and suspended matter with the absorption obtained from 
K- spectra (in figure 3) will shows the spectral signature of the missing component. It is expected that the difference 
spectrum will have the spectral signature of the detritus absorption spectrum. More work will be done. 
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ABSTRACT 

The availability of imaging spectrometers such as the airborne AVIRIS, CASI, ROSIS, HYDICE and future spaceborne 

instruments such as MERIS and MODIS has created a necessity for spectral methods and models which can predict the 

performance of these instruments for detecting and estimating chlorophyll-a (CHL) as a water quality indicator. Aim of this 

study is to gain insight into the performance of MERIS for estimating CHL in turbid inland waters. In such waters with 

CHL ranging from 10 to over 300 ug l"1 estimation of CHL using the fluorescence line height does not apply anymore. The 
research was carried out by means of bio-optical modelling, which yields the subsurface irradiance reflectance R(O-) from 
the water constituent concentrations, using the inherent optical properties as parameters. The inherent optical properties are 
measured with laboratory spectrophotometers and they are applied for simulation of water types ranging from clear drinking 
water to turbid eutrophic waters. These simulations enabled the quantification of the effect of increasing chlorophyll-a on 

R(O-). In addition a sensitivity analysis was applied. The change in R(0-) due to a change of 1 ug 1"' in CHL was compared 
to the noise equivalent reflectance as specified for ocean applications of MERIS, which gives an indication of the accuracy 
for estimating chlorophyll-a. From the simulation results it was concluded that MERIS can estimate chlorophyll-a in turbid 
inland waters with an accuracy of 1 ug l"1 for CHL values of 10 ug l"1 and 25 ug l"1 for CHL values of 190 ug l"1. 
Furthermore, variations in the backscatter to scatter ratio of 25 %, based on recent measurements of the volume scattering 
function, yielded a variation of 17-20 % in the reflectance. 

Keywords: bio-optical modelling, coastal and inland waters, MERIS, sensitivity analysis, water quality, chlorophyll-a 

1.   INTRODUCTION 

At the Institute for Environmental Studies (IVM) for development and operationalisation of remote sensing of water 
quality, research focuses on: 1) assessment of remote sensing system requirements for water quality applications and 2) 
estimation of water quality parameters from remote sensing using an analytical algorithm development and exploring the 
applicability of inverse modelling, especially in turbid coastal and inland waters. 

A quantitative analysis of the relation between water quality parameters and radiometric quantities is facilitated by an bio- 
optical model for water, which may be linked to models for transferring the underwater light through the air-water interface 
and the atmosphere to the radiance at the sensor. For the assessment of sensor requirements the model is evaluated in 
forward direction, i.e. from the water constituent concentrations to a remote sensing signal, whereas for water quality 
assessment from remote sensing the inverse model is applied. 

In the bio-optical model the inherent optical properties (IOP) of the constituents play a key role. The constituents 
distinguished here are phytoplankton, tripton (dead organic particles and inorganic particles) and aquatic humus (gilvin, 
Gelbstoff) and their IOP are represented by the absorption coefficient, the scattering coefficient and the normalised volume 
scattering function (VSF) or a derived quantity such as the backscatter to total scatter fraction. The output of the bio-optical 
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model used in this study is the underwater irradiance reflectance R(O-). The input of the model are the representative 
concentrations of the three constituents: chlorophyll-a (CHL), seston dry weight (DW) and aquatic humus absorption at 

440 nm (^(440)). 

This study aims to quantify the effect of variations in CHL on the reflectance. In addition, attention is paid to the sensitivity 
of R(0-) due to the backscatter properties of the constituents. The backscatter properties are represented in the model by the 
backscatter to total scatter fraction, B. From literature values and recent measurements of the VSF it appears that there can 
be significant difference in B for different water compositions14 (see also Dekker et al. in these proceedings). 

1.1.   The Medium Resolution Imaging Spectrometer (MERIS) 

MERIS, as part of Envisat-1, is specifically designed for the assessment of marine phenomena. It has fifteen spectral bands 
for which positions and widths can be programmed. The spectral range is 400 to 1050 nm and the spectral resolution is 2.5 
nm. An example13 is given in Table 2 and this set was used in the simulations (see also Fig. 2). In this example nine bands 
are within the visible range the main bands of interest for the assessment of CHL are at 665,681.25 and 705 nm essentially 
for measuring the fluorescence peak of CHL. This fluorescence may dominate the reflectance for values in waters 

containing CHL up to 20 \xg l"1 but for the CHL range found in turbid and eutrophic inland waters (CHL concentrations up 

to 300 ug l"1 and higher) the absorption and scattering features of the constituents dominate the reflectance, which means 

that bands at e.g. 676 and 706 nm may be more appropriate for detecting CHL2. 

Table 2 The MERIS bands as specified for ocean applications'3 were used in this study. Only the bands in the visible 

range are shown. 

wavelength in nm function Rast (1995) 

from to 

407.5 417.5 absorption aquatic, humus, turbidity 

437.5 447.5 CHL 

485 495 CHL, other pigments 

505 515 turbidity, DW, red tides 

555 565 CHL reference, DW 

615 625 DW 

660 670 CHL 

677.5 685.0 CHL fluorescence 

700 710 aerosol, atmospheric correction, red/near-infrared vegetation ratio 

MERIS has a dynamic range up to an albedo of 1 enabling monitoring of land surfaces which have relatively high 
reflectances compared to water surfaces. In order to assess water quality of the relative dark oceans a radiometric accuracy 

is specified of 2% of the detected signal relative to the sun. For ocean applications a noise equivalent reflectance, NEAR, is 
specified" of 5 10"\ In this study the effect small variations of the CHL concentrations on the R(O-) are investigated. These 
induced variations in R(O-) can be compared with the radiometric accuracy of MERIS, indicating MERIS' performance to 
detect CHL. In Europe there are several large inland and estuarine water bodies that can be monitored by MERIS. Although 
the simulations in this study are based on existing measurements of small inland waters, the results are also applicable to 
large inland water bodies in which the constituent types and their (specific) IOP are similar. 
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2.   A BIO-OPTICAL MODEL FOR TURBID COASTAL AND INLAND WATERS 

2.1.   The relation between inherent optical properties and apparent optical properties 

Several authors have shown that the model of Gordon et al.7 is applicable to coastal and inland waters4-914. It relates the 
R(O-) to the IOP and is based on a quasi-single scattering approximation of the radiative transfer equation: 

a + bb C1) 

where a is the absorption coefficient, bb the backscatter coefficient and/a multiplication factor, which depends on apparent 
optical properties of the light field10. The a and bb can be written as a superposition of different components, which are 
phytoplankton, tripton (suspended particles excluding phytoplankton), aquatic humus and water itself: 

aW = aw(Ä) + aphy!(Ä) + alriplon(Ä) + ah(Ä) 

W=W)+V*.W+W*.W (2) 

where the Fs are the backscatter ratios of water, phytoplankton and tripton. For sake of simplicity we assume that the 
backscatter ratio is not dependent of wavelength and, hence, that all spectral variation is represented by the scattering 
coefficient. The inherent optical properties of water are assumed constant with a Bw of 0.5. For turbid waters the scattering 
is dominated by the suspended particles and thus the (back)scattering due to density fluctuations in the water can be 
neglected. In the next section the measurements of a and b and the water constituents will considered in more detail. 

2.2.   The measurement of the constituents and their IOP 

The absorption and scattering coefficient can be obtained from beam attenuation measurements with a spectrophotometer 
and a semi-integrating sphere. Since the spectrophotometer has an acceptance angle of 5° not the true c is measured but an 
apparent c' which is the sum of the absorption and the scattering from 5 tol80, c'5=a+b5. This measurement is repeated 

with a semi-integrating sphere with an acceptance angle of 40°, c'40=a+b40. If the absorption by the constituents at ?i=750 
nm is neglected an estimate of the absorption can be obtained2 and, subsequently, the b40=B40b and b5=B5b can be 
calculated from a and c'40 and c'5 respectively. Hence, in order to estimate the backscattering coefficient from these 
measurements a modified backscatter fraction must be used: the relative amount of backscattering compared to the 
scattering from 5 degrees is now given by: 

Bws = \ß{a)smada     j/3(a)smada (3) 

90 /     5 

Separate measurements of the inherent optical properties for each of the constituents are not feasible since it is (practically) 
impossible to separate the phytoplankton fraction from the tripton fraction. Instead, the pigments of the phytoplankton are 
extracted from the sample with ethanol, yielding the chlorophyll-a concentration (CHL) and the absorption of the pigments: 
apigm (the scattering by the pigments is neglected). The rest of the phytoplankton (i.e. the cell material) remains with the 
tripton fraction, and this combination will be referred to as apparent tripton. Its concentration is represented by the dry 
weight (DW) and the IOP by absorption and scatter coefficients, aaip- and bw respectively. Due to these constraints in 
measuring the IOP and constituent concentrations we arrive at the following relation for the total absorption and backscatter 
coefficient 

a(X) = aw (X) + apigm (?t)CHL + a'lnp.(X)DW + ah (X)ah (440) 

W) = Bwbw(X) + VX,WDW <4> 
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where the IOP with a subscript * are specific quantities, i.e. per unit concentration. The inherent optical properties of a 
deep mesotrophic lake, lake Wijde Blik, together with the water absorption are shown in Figure la. These IOP represent a 
water type that is considered valid for most large inland and coastal waters with low resuspension of sediments. The 

specific scattering coefficient of the constituents and the specific absorption coefficient of aquatic humus are plotted on a 
separate axis on the right hand side. 

The correlation between the CHL and the DW is taken into account in the bio-optical model, because of the high values of 
CHL. From measurements with algae cultures representing algae in inland waters, an empirical relation was found between 
the CHL and the DW of the phytoplankton, DWphyt=0.07*CHL. This was used to estimate the dry weight of the tripton 
fraction, DWtrjp=DW-DWphyt. In the simulation this tripton DW was fixed so the DW concentration varies only with CHL: 

DW^ = DW^+0.07*CHLmodd. 

In contrast to the a and b, backscatter ratios, such as B and B90/5, are not determined regularly, because they must be derived 
from the volume scattering function which is difficult to measure. Instead literature values are taken, e.g. B=0.019 from the 
San Diego measurement by Petzold12. Kirk10 points out that the VSF of different samples reported in literature, including 
coastal waters, have a similar shape and therefor one value of B suffices for many applications. However, the question 
arises whether this value is also applicable to turbid coastal and inland waters since the VSF may differ at backscatter 
angles. Volten et al.14 measured normalised VSF of several algae species of coastal and inland waters together with sample 
of silt. From these measurements Dekker et al. (these proceedings) found a BW5 of 0.025 for the freshwater algae. In the 
sensitivity analysis an average B90/5 of 0.025 was used with a standard deviation of 0.005 (25 %). 

400 500 600 

wavelength (nm) 

700 500 600 

wavelength (nm) 

700 

Figure la (left) The specific absorption of pigments, apparent tripton (seston without pigments) of lake Wijde Blik, a deep 
mesotrophic water, and the absorption of water (left axis) and the specific absorption of aquatic humus (Gelbstoff) and the 
specific scattering of apparent tripton (right axis). Figure lb (right) The measured and modelled R(O-); the measurements 

were carried out on 12 Sept 1990 (CHL=25 pg V\ DW=8.5 mg Tl). 
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3.   RESULTS 

A series of simulations were carried out in which the CHL concentration was varied. The simulations represent a situation 

of developing algae bloom in a short period of time, i.e. the CHL increases from 10 to 190 ug Yl while the tripton 

concentration remains constant. The specific inherent optical properties obtained for lake Wijde Blik were used as model 

parameters, since its water type (relative low mineral fraction and a mesotrophic state) is comparable to the type found in 
large inland and coastal waters with low resuspension of bottom material. The backscatter ratio B«« was fixed to 0.041 
based on the San Diego Harbour measurement of Petzold (1972). 

3.1.   A comparison of modelled and measured reflectance spectra 

Before the actual simulations were carried out, the measured constituent concentrations were used as input in order to fit the 
modelled R(O-) to the measured R(O-), since the multiplication factor/in eq. 1 was unknown. The measured concentrations 

of the constituents in Lake Wijde Blik sampled at the time of the R(O-) measurement were: CHL=25 ug 1"\ DW=8.5 mg l"1 

and ah(440)=2.45 m"1. From these a DWphyt of 1.75 mg l"1 and a DW^ of 6.65 mg 1"' were obtained. The R(0-) was 

determined from radiance measurements of the upwelling and downwelling light above the surface using a Spectron 

spectroradiometer. The determination of R(O-) involves correction for the air-water interface assuming a flat surface2. 

The multiplication factor/ was estimated by fitting the modelled and measured R(O-) in the region 670 to 720 nm, yielding 
a value of 0.31. This value lies with the range of 0.14-0.56 found in 31 samples in the same study area. The results' are 
shown in Figure lb together with bands of MERIS. It appears that the model yields a higher reflectance than the 
measurement, with a maximum difference of 0.01. Comparing the positions of the MERIS bands specified for CHL 
retrieval (see Table 1) with the spectral features of the R(0-) it appears that these bands may not appropriate for more 
eutrophic turbid waters. For instance, in stead of a fluorescence peak at 681 nm the R(O-) has a minimum at 676 nm and a 
maximum at 705 nm. 

3.2.   Simulations of an algae bloom in inland waters 

In the first series of simulations the effect of increasing CHL was illustrated by varying the CHL from 10 to 190 ug l1 with 

increments of 20 ug l1. The DW was varied according to the correlation with CHL. The aquatic humus and DW,ip were 
kept constant. Figure 2a shows the high spectral results (2 nm resolution), where the arrows give the direction of changes in 

R(O-) with increasing CHL. At 697 nm a hinge point appears where the increase in absorption is balanced by the increase in 
backscattering (and fluorescence). Simulations for other concentrations of the constituents (e.g. high tripton but relative low 
CHL) show that such hinge points are a common feature for this range of CHL, although the position depends on the water 
composition38. From 400 to 697 nm the R(O-) decreases with increasing CHL due to absorption by the pigments. However, 
since the absorption is in the denominator of the bio-optical model (see eq. 1) this decrease is not linear with CHL so that ' 

further decrease of R(O-) is limited for high values of CHL (> 200 ug 1"'). From 697 to 750 nm the R(O-) increases with 
increasing CHL due to a relative high backscattering compared to the absorption of the constituents. 

In Figure 2b the R(O-) are evaluated at the MERIS bands as specified in Table 1 in the range of 400 to 750 nm. Since the 
wavelength resolution of the simulated R(O-) was coarse (2 nm) with respect to some band definitions of MERIS (0.25 nm 
see Table 1) the R(O-) results were first splined to 0.25 nm using the standard spline function of Matlab. Subsequently, the 
R(O-) values within a MERIS band were averaged. The MERIS reflectances show the same spectral features as the high 
spectral R(O-). However the shoulder at 600-624 nm caused by the absorption of cyanophycocyanin (pigment present in 
cyanobacteria) is less pronounced which will probably limit the capability of MERIS for retrieval cyanobacteria pigment 
concentrations. 
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Figure 2a (left). The modelled R(O-) for a range ofCHL concentrations from 10 to 190 ßg /"'. In Fig. 2b (right) the high 

spectral results (resolution 2 nm) were evaluated at the MERIS bands in Table 1. The arrows indicate the change ofR(O-) 
induced by increasing CHL. Note the hinge point at 697 nm. 

3.3.   The sensitivity of R(0-) for CHL and backscatter ratio 

The sensitivity of R(O-) with respect to CHL is important for assessment of the accuracy with which the CHL can be 
estimated from (remotely sensed) R(O-). In this study the change of R(0-) per unit change of CHL is used as a measure of 
the sensitivity. Mathematically, this definition of sensitivity is equal to the first derivative of R(O-) with respect to CHL. 
The first derivative and, hence, the sensitivity depends on the concentration of CHL. The derivative was calculated from the 

bio-optical model for several CHL from 10 to 190 fig 1"' and plotted in Figure 3a. The spectra can be interpreted as (the 

absolute value of) the change in R(O-) induced by adding 1 ug l"1 to the CHL which was used to calculate R(O-). At the 
hinge point at 697 nm (see Fig 2) the increase in absorption balances the increase in backscattering and consequently the 
derivative is zero. 

In the initial assessment of the performance of MERIS the sensitivity of R(O-) for different CHL can be compared with the 

noise equivalent reflectance at sea level, NEAR, specified for MERIS. The NEAR specified for ocean applications", 5 10"4 

was also plotted in Fig. 3a. It indicates that MERIS will be able to discriminate 1 ug l"1 for CHL=10 ug 1"' but can only 
discriminate 25 ug 1"' for CHL=190 ug 1"\ 

The sensitivity of R(O-) due to variations in the modified backscatter to scatter fraction, B90/5, was also considered in this 
study. Five thousand samples were taken from a normal distribution with a mean of 0.025 and standard deviation of 0.005, 
thus assuming that 95% of the B90/5 in actual waters is within the range 0.015-0.035 based on Dekker et al. in these 
proceedings. The R(O-) was calculated for each value of B90/5 and then mean and standard deviation of all R(O-) spectra 
were calculated. The standard deviation can be considered as a measure for the sensitivity of R(O-) for variations in 

backscatter ratio's. Figure 3b shows the results for CHL=25,100 and 200 ug 1"'. Due to the relative large variation the in 
B9Q/5 (25%) the variations in R(O-) are smaller (17-19 %) but still substantial. Further analysis of the variation in B and its 
effect on R(O-) and, more importantly, the retrieval of CHL and DW is required. 
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Figure 3a (left) The sensitivity ofR(0-)for 1 /xg V' CHL at CHL=10,70,130 and 190 fig /"'. The horizontal line indicates the 

required noise equivalent reflectance, NEAR, as was specified for ocean applications. Figure 3b (right) The sensitivity of 
R(O-) due to variations in the backscatter ratio. 

4.   DISCUSSION AND CONCLUSIONS 

This paper illustrates how variations in chlorophyll-a (CHL) and backscatter properties of tripton effect the accuracy with 

which MERIS can retrieve CHL in turbid inland waters, for CHL ranging from 10 to 200 ug f', several times higher than in 
most ocean and coastal waters. The combination of absorption and scattering of the constituents in turbid waters results in 
reflectances for which spectral shape can deviate significantly from typical reflectances found in case I and II waters. For 
example, the fluorescence peak at 681 nm was not present in the simulated spectra. As a consequence, the band set defined 
for retrieval of CHL in oceans and the radiometric requirements may not be applicable for turbid water types. This pilot 
study aims to get an indication of MERIS' performance in discriminating CHL in turbid inland waters. 

In this study bio-optical modelling was used to calculate the subsurface reflectance Ä(O-). In the bio-optical model the 
variability of the inherent optical properties needs to be analysed, especially the estimation of the backscatter coefficient for 
different algae and sediment types. The propagation through the air-water interface and atmosphere may effect the resolving 
power of MERIS significantly. Variations in these effects due to variability/uncertainty in the transfer should be evaluated. 

Although the parameters of the bio-optical model need to be validated, some important conclusions can be drawn from the 
initial simulations of this study. The simulations showed significant influence on the size and shape of the R(0-) spectra, 

e.g. the identification of hinge points in the Ä(O-) that indicate spectral areas where increases in absorption are compensated 
by increases in backscattering. Some of the spectral features that appeared from the simulation results may be important for 

developing new algorithms, such as the shoulder at 620 nm due to cyanophycocyanin and the constant increase of R(0-) at 
750 nm with increasing CHL. 

Another conclusion drawn from the modelling results is that MERIS has a sufficient NEAR for detecting concentration 

differences of CHL: based on the 1995 specifications of MERIS can detect 1 ug 1"' CHL at concentration levels of 10 ug l"1 
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and 22 (ig 1"' CHL at 190 ug l"1 CHL. Using smart algorithms this accuracy may even improve. Of course in a real remote 
sensing mission these values will deteriorate due to the influence of the atmosphere and a rough water surface. 

From the sensitivity of R(O-) induced by variations in the backscatter fraction it can be concluded that the observed 
variation in B (25 %) yields a smaller but still substantial variation in R(O-) (17-20%). Further research should preferably 
focus on separation of the back scatter fractions for each type of constituent and the expected reduced variation in 
normalised R(0-) spectra. 
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ABSTRACT 

A computer-simulated neural network is described that successfully identifies the size parameter of particles in 
a sample of ocean water from its S34 Mueller matrix element. In the Mueller matrix formalism, the 
polarization states of the incident and scattered light are described by four-element Stokes vectors, and the 
effect of the scattering medium on the incident beam is described by the sixteen-element Mueller or scattering 
matrix. The experimental measurements of the Mueller matrix elements as functions of the scattering angle 
contain all the information on optical properties, size parameter, and shape of the particles that make up the 
scattering medium, although it is not a simple task to retrieve it. The pattern recognition and classification 
properties of an artificial neural network, such as that described here, offer a new and powerful approach to 
retrieving the information. 

1. INTRODUCTION 

The problem of determining the size distribution of a sample of microscopic particles has long received 
attention from the scientific community. Kerker1 devoted a chapter in his popular text on light scattering to 
modeling and measuring particle size distributions using light scattering data, specifically, total scattered 
light intensity as a function of scattering angle. More recently, because of its strong dependence on particle size, 
Bronk, et al, used a polarized light scattering function to determine size distribution in bacteria samples.2 

Solutions to an impressive list of problems in both science and industry are currently being found using the unique 
and powerful pattern-recognition abilities of artificial neural networks. In fact, a neural network analysis of 
the intensity of scattered light as been used to characterize bubbles in bioreactors and in water quality 
assessment.3-4 Whereas traditional problem-solving methods, even computer programs, must be provided 
manually-determined solution algorithms, artificial neural networks do not. From the training data, mapping 
input to known output, and a few simple instructions, the network itself can determine the adjustment needed on 
each input to map it to its corresponding output. It can then interpolate that knowledge to apply to input for 
which it must calculate the output. 

The object of the work presented here was to develop an artificial neural network to recognize in the scattering 
matrix elements, those features associated with the optical properties of ocean scatterers. That is, given the 
Mueller matrix elements, what are the optical properties, size parameters, and shapes, of the particles that 
scatter the light? The complex, relationships between the inputs and outputs of the light-scattering process 
make this problem seemingly intractable by conventional methods, but ideally suited for solution by an 
artificial neural network. 
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2. THEORY 

Stokes vector and Mueller matrix formalism 

The Stokes vector and Mueller matrix formalism is well suited to the study of the scattering of polarized light. 
The complete polarization properties of a beam of light can be described by a four element Stokes vector F = 
[I,Q,U,V], where I is the total intensity of light, Q represents the degree of vertical or horizontal polarization, 
U represents the degree of 45° or 135° polarization, and V represents the degree of left or right circular 
polarization. The effect of the scattering medium on the incident beam is described by the sixteen-element 
Mueller or scattering matrix, M. The Mueller matrix for a given medium depends on the scattering angle and 
contains all the elastic scattering information available at a given wavelength on the size, structure, 
symmetry, orientation, complex refractive index, and ordering of the particles that make up the scattering 
medium. In this formalism, the scattering event is represented by the matrix equation, F1 = M F, shown in terms 
of the matrix elements below: 
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The experimental determination of all sixteen of the Mueller matrix elements requires a number of 
measurements. Generally, a detector is to set up to measure the total intensity of light scattered from a sample 
illuminated with a laser beam. A filter in front of the sample determines the polarization state of the incident 
beam and a filter in front of the detector determines the polarization state to be measured. A number of 
measurements of intensity vs. scattering angle with different combinations of input and exit filters are made. 
An algebraic manipulation of these intensities then yields the 16 matrix elements. Not all the matrix elements 
are independent, so in most cases, fewer than sixteen intensity measurements vs. scattering angle are necessary. 
In the case of spherical particles, for example, there are only four independent matrix elements. 

Analytical values of the Mueller matrix elements for light scattering by spherical particles are generally 
determined by Mie calculations, but for non-spherical particles, they must be determined by an approximation 
method such as the coupled-dipole model.5'6-''8 

An artificial neural network 

Despite its provocative name, an artificial neural network does not necessarily mimic a network of biological 
neurons. Rather, it is a computing system composed of a number of simple, interconnected processing elements, 
typically referred to as neurons or nodes, operating in parallel. The network may be 'hard-wired' (constructed 
of electronic components) or created by a computer simulation. The artificial neural network described in this 
work was a computer simulation using a Power Macintosh desktop computer. 

A given neuron, or node, may have any number of inputs, but it always has only one output. In the neuron/node, 
each input value is multiplied by an assigned corresponding weight, and these extended values are then 
summed to a single total. This total is passed to a transfer function, which may be linear or non-linear, and 
which may or may not perform some calculation on the data. The transfer function may also contain a bias that 
adds a degree of freedom in training the network. The several types of transfer functions used in neural network 
architecture include 1) a function that restricts the output of the neuron to be either zero or one (hard-limit 
function), 2) a function that restricts it to being a number ranging between zero and one (log-sigmoid function), 
and 3) a function that simply generates output numbers proportional to the input numbers (linear function). 

449 



Input Hidden Layer 1 

w1 
C(l) 

Hidden Layer 2 Output 

J b3(l) 

w2(2,k) 

bl(k) 

Figure 1. A multi-layer artificial neural network. The network shown is fully connected. In this network, 
there are n inputs values, k processing elements (nodes) in the first hidden layer, two nodes in the second 
hidden layer, and one output node. 

A number of identical processing elements functioning in parallel constitute a layer. The layer that receives 
inputs is called the input layer. It performs no function other than buffering the input signal. The network 
outputs are generated from the output layer. A layers whose outputs are passed to the next layer is called a 
hidden layer. The network is fully connected if every output from one layer is passed along to every node in the 
next layer. When weight adjustments are made in preceding layers of feed forward networks by "backing up" 
from outputs, the term back propagation is used. The back propagation allows for the training of a network to 
produce the correct output. The architecture of the artificial neural network we have selected for our light 
scattering analysis is a fully connected, 2 hidden-layer, back propagation neural network. A diagram of a 
simple artificial neural network is shown in Figure 1. 

3. APPROACH 

The initial approach to developing the desired neural net was to target one property of a scatterer, its size 
parameter. The size parameter is typically defined to be equal to 2nr/X, where r is the radius of the spherical 
particle and A, is the wavelength of the incident light in the medium. Since samples of ocean waters contain a 
distribution of particle sizes, the value of the radius used in the definition will be its mean value. For non- 
spherical particles, r, is taken to be the radius of a sphere of equivalent volume. The Mueller matrix element, 
S34, has been used to predict the sizes of bacteria/ so it seemed to be a good candidate for the input to the 
network. If the network is given the S34 matrix element as a function of scattering angle, can it determine the 
size parameter of the scattering particles? In order to construct a network that could be evaluated for different 
learning strategies and error determination methods, it was important to keep the number of input data points 
as small as possible so that the calculations could be carried out on a Macintosh computer. It has been shown 
that at least 3 or 4 processing elements for each input node (data point) is required for a network to have 
sufficient power to solve a problem of this type.9'10'"-12 Since the Mueller matrix elements have a period of 
2% and are even functions of the scattering angle, it proved to be convenient to describe the functional form of 
these elements by a simple Fourier series of cosine terms. For example, the S34 element as a function of 
scattering angle can be written as; 
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Examination of the S34 matrix element calculated from Mie theory indicated that it could be duplicated 
extremely well with a Fourier series of about 12 terms for size parameters up to 20. Therefore, for small 
particles, as much useful information about the functional form of S34 could be supplied to the network using the 
twelve Fourier coefficients as with using forty or fifty data points. Instead of one or two hundred processing 
elements, a trainable network with as few as 36 processing elements was feasible. The simple network design 
described here is similar that shown in Figure 1. The network had 12 input nodes (the Fourier coefficients) and 
one output node (the size parameter.) The first hidden layer had 48 nodes and the second hidden layer had 16 
nodes. The output layer had a linear transfer function (F3 with a bias b3) and the two hidden layers both had 
log-sigmoid transfer functions (Fl and F2 with bias bl and b2, respectively). Computations such as selection of 
initial weight matrices, summing weighted inputs (matrix inner product), calculations of the transfer functions, 
applying learning rules, and assessing the network's learning rate and performance were carried out using 
algorithms in the MATLAB library and its associated Neural Network Toolbox.13 
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Figure 2. The Mueller matrix element, S34 as a function of scattering angle. Figures 2(a) and (b) show S34 for 
spheres of various size parameters. Figure 2(c) shows the variation of S34 for spheres with relative index of 
refractive for a constant size parameter of 5.0, and Figure 2(d) illustrates the effects of particle shape on S34. In 
all figures other than (c) the relative index of refraction of the scattering particles is kept constant at 1.11. 
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4. RESULTS 

In order to provide well-characterized training data to the neural network, analytical rather than 
experimental data were used. Unlike analytical calculations, experimental data are often 'noisy.' In addition 
to the electronic noise in the instrument, the effects of scattering samples made up of a mixture of particles of 
different sizes, shapes and refractive indices contribute to the 'noise' in the data. A reasonable evaluation of a 
neural net cannot be made without taking into account 'noisy' input data. In order to simulate the features of 
experimental data, Mie calculations were made using a Gaussian distribution of spheres and by varying the 
index of refraction. Producing data in this way seemed reasonable since, it has been shown that light 
scattering by marine Chlorella predicted by Mie calculations using a Gaussian distribution exhibits good 
agreement with experimental measurements.14 Coupled-dipole calculations with orientational averaging 
were made for ellipsoids, cubes and cylinders for different size parameters and index of refraction.15 Although 
no experimental data was included in the training sets, some experimental data of polarized light scattering by 
samples of bacteria were included in the test set.16 Examples of the resulting S34 matrix elements are shown as 
a function of scattering angle for particles of different size parameters, indices of refraction and shape in Figure 
2. The figure clearly shows why S34 was chosen as a predictor of size parameter. Figures 2(a) and 2(b) 
illustrate the strong dependence of S34 on size parameter. The index of refraction is kept constant in both (a) 
and (b). Figure 2(a) also shows how rapidly S34 goes to zero in the Rayleigh limit. Figure 2(c) depicts the 
change in S34 as the index of refraction is changed while keeping the size parameter fixed at 5.0. Finally, 
Figure 2(d) illustrates differences that might be expected in S34 for particles of different shapes. 

The 'noisy' data (different shapes and relative refractive index) shown in Figure 2 were presented to the 
network to test the network's ability to distinguish size parameter from shape and index of refraction 
variations. It was necessary to train that neural net to be insensitive to the variations in S34 due to index of 
refraction. This was accomplished by including S34's calculated for different indices of refraction in the 
training set. Figure 3 shows an example of a training session in which 50 data sets from Mie calculations with a 
range of refractive indices were introduced to the network. The size parameters in this set ranged from 1.0 to 
20.0. A sum-square error goal of 0.01 between network output and target size parameter was selected for this 
session, and about eighteen thousand epochs (iterations back through the network) were required to reach the 
goal. The calculations required about 40 minutes of computer time. As the network carried out the calculations, 
a record of the sum-squared error as a function of number of epochs was displayed on the computer screen. The 
top graph of Figure 3 is a copy of that display after it had reached the target goal. A test set consisting of data 
not used in the training was then presented to the network. The bottom graph of Figure 3 is a record of that 
outcome. The +'s mark the value of each size parameter as predicted by the network. Points on the dashed line 
are correct (or target) values of the size parameter. This graph is shown for purposes of illustration only. 
Clearly, the error is much to large to consider this "first generation" network properly trained. Examination of 
the graph, however, provides valuable information as to how to proceed with the next generation training. 
The points that are in the greatest error (points at 16 and 17 near the top end of the graph) are for experimental 
data for bacteria. This error is on the order of 20%. The network , however, did reasonably well at identifying 
size parameters for cubes (points at 5.0 and 6.0) and better for spheres (all other points.) The large error for the 
bacteria data may due to an unsatisfactory definition or knowledge of the appropriate value to assign for the 
size parameter. Successive generations of training data included data for cubes from coupled-dipole 
calculations in addition to the Mie calculations. After three generations, all data points for the test set fell 
within the desired error limit of 1% except the two points for the experimental data. In fact, the agreement got 
worse in this case Possibly the number of training sets and/or the number of neurons could be increased to 
improve the network's performance, or other additional matrix elements (Sll, S12 and S33) used in the training 
and testing data. The most obvious way to improve the network's ability to recognize features in experimental 
data is to include many samples of experimental data in the training sets. Much work needs to be done to 
increase the availability of experimental data for polarized light scattering for well-characterized samples. 

452 



0  2000  4000  6000  8000 10000 12000 14000 16000 

Epoch 

0 2 4 6 8 10 12 14 16 18 20 
Target Size Parameter 

Figure 3. Graphs showing a training and testing session for a back-propagation neural network. Input data 
consisted of Fourier coefficients for each of 50 sets of S34 matrix elements. Dashed line in the training graph 
(top) is error goal, and dashed line in testing graph (bottom) is the actual value of the size parameter. 

4. CONCLUSIONS 

In our inverse problem approach, a simple artificial neural network has been designed and tested that predicts 
the size parameter of a scatterer based on its S34 matrix element. The success of this simple network is an 
important first step in our goal of predicting the optical properties, size parameter, and shape of the particles 
that make up the scattering medium from experimental measurements of light scattering. Furthermore, the 
experience we have gained in designing, training and testing this simple neural network has given us insight 
into its potential applications. 
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ABSTRACT 

The behavior of real scattering surfaces is often specified by measuring the bidirectional reflectance factor (BRF), defined as 
the ratio of the flux scattered into a given direction by a surface under given conditions of illumination to the flux scattered in 
the same direction by a Lambertian scatterer under identical conditions. The utility of this factor is that measurements on 
surfaces can be related to known standards (e.g. Spectralon), which have a BRF greater than 99% for a broad range of 
wavelengths. In addition to the incidence angle and spectral features of the incident flux, the reflectance properties of a surface 
are affected by the intrinsic composition and roughness properties of the surface. Therefore, the spectral reflectance of different 
targets will generally yield spectral reflectance curves of different shapes, forming the basis for identification of materials. For 
example, optical principles developed for the determination of reflectance properties of marine particles facilitate the 
determination of the BRF of oceanic samples . 

We have recently developed and implemented a system for determining the BRF composed of a Zeiss photomicroscope 
equipped with a reflective system. In this system, excitation is provided over a large field of view while reflection collection 
is acquired over a slightly smaller solid angle. Multi-wavelength measurements allow the determination of the effect of the 
excitation wavelength on both the reflectance and fluorescence properties of the sample, whereas monochromatic 
measurements exclude fluorescence effects. This new technique provides the advantages of determination of the BRF for 
different types of individual and bulk particulates transferred onto an optical embedding medium or collected on an Anopore 
filter. Abundance and other optical properties (e.g. absorption) of dominant particle types can also be determined by 
individual particle analysis on the same sample. 

1.   INTRODUCTION 

The reflectivity R of a surface is the ratio of the energy scattered by the surface in the direction of the detector, I, to the total 
energy incident on a surface, I0, 

R = f' (l) 
where the direction of the detector is in the backwards direction relative to the incident light. Lambertian scatterers represent 
idealized surfaces with near perfect reflectivity. Reflectivity from natural surfaces can be specified in relation to such ideal 
surfaces. 

For a natural surface, the bidirectional reflectance factor BRF is defined as the ratio of the reflectivity of a natural surface, Rs, 
to the reflectivity of a Lambertian scatterer, RL under identical conditions, 

BRF = Jk (2) 

The utility of the BRF is that measurements on surfaces can be related to known standards (e.g. Spectralon), with a well 
calibrated reflectance coefficient, greater than 99% for a broad band of wavelengths. The reflectivity of a surface is affected by 
the intrinsic composition of the surface, the roughness properties of the surface and the spectral characteristics of the incident 
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flux. Therefore, the spectral reflectivity of different surfaces will, in general, yield spectral reflectivity curves of different 
shapes, forming the basis for identification of different materials. 

In aquatic systems, particles must be concentrated onto a surface such as a glass fiber or Anopore filter before reflectivity 
measurements can be made. In general, these filters are strongly scattering and weakly absorbing. The BRF for the bulk 
particle assemblage, BRFbp, can be calculated by the ratio of the filter with the particles concentrated on it, BRFfopf, to the 
BRF of the filter alone, BRFf, 

Rbpf 
RRF     _ BRFbpf _   RL 

RL 
For an individual particle transferred onto a gelatin coated slide, the reflectivity of the gelatin is nearly negligible. Therefore, 
the reflectivity of an individual particle, Rp> is determined by the ratio of the energy scattered into the detector by the particle, 
Ip, to the incident energy impinging on the geometrical cross section of the particle, Iop, 

*op 
A bidirectional reflectance factor for the particle, BRFp, with respect to a standard of known reflectivity can be calculated, 

BRFP = |f- (5) 

In this study, we discuss a microphotometric technique for the determination of the reflectivity of suspended paniculate matter 
or sediments from aquatic systems at both the bulk, BRFbp. and the individual particle level, BRFp. 

2.   METHODS 

2.1 Particle   concentration 

Different types of filters were chosen depending on the type of sample and analysis to be performed. For individual particle 
analysis, the gelatin transfer technique was used.1'2'3 

For measurements which were restricted to bulk particulate matter, the most favorable results were achieved using Anopore 
filters. Samples for bulk analysis were filtered at low vacuum pressure onto Anopore filters which were then placed flat on a 
microscope slide. The Anopore filters were then covered with one or two drops of gelatin previously dissolved and maintained 
close to the gelling temperature of the mixture (~23-24°C) and a thin glass cover slip was placed on top of the gelatin and 
filter. The prepared samples were then stored frozen (-20T or lower temperatures). 

The use of glass fiber filters (GF/F) has proven useful for determinations of absorption by resuspended particles, including 
phytoplankton and minerals, or samples treated with methanol as described by Kishino.4 These type of preparations do not 
require embedding of the sample in gelatin and may be used to determine reflectivity on freshly collected samples. Embedding 
glass fiber filters in gelatin for storage is not recommended for reflectivity measurements. 

2.2 Microphotometric   determinations 

Reflectivity measurements were performed on a Zeiss microphotometer-03 equipped with a full reflecting mirror system for 
bulk measurements and a reflecting dark field configuration for individual particles.5 The illumination system consisted of a 
150W Tungsten-Xenon lamp (Xenophot, Osram), focusing optics and special reflecting objectives. The description of light 
ray paths for the optical illumination system are described in Figure 1A and B. The samples were illuminated with a full 
spectrum of light and the emission was recorded continuously using a scanning monochrometer of 0.5 nm resolution placed 
in front of the PMT and interfaced to a robotics unit and a personal computer. 

Spectralon reflectance standards (99% and 10% reflectivity) were used as references. In order to make microphotometric 
measurements reproducible, the diameter of the measuring optical slit was set according to the particle size for individual 
particle analysis or at a fixed diameter for bulk measurements and kept constant until measurements of the samples, blank and 
reflectance standard were completed. Before measurements of the standard (Spectralon) were made, the microscope was focused 

456 



until a sharp image of the surface was reached. In such a manner, the focal distance for the standard was the same as that for 
the sample in all analyses. 

3.   RESULTS 

For individual particulate reflectance measurements the dark field reflective system (Figure IB) provided higher image 
resolution and reflectance signals, due to the low background noise with the gelatin transfer method. Figure 2 shows a typical 
red tide dinoflagellate (Lingulodinium sp.) under reflectance illumination. Figure 3 shows the reflectance and absorption of 
this single cell. The decrease in reflectance near 450 nm corresponds to increased absorption in this region. The reflectance 
peak at 683 nm (Fig. 3A) includes the effects of chlorophyll a fluorescence. 

Spectral reflectance data for different types of samples concentrated on either GF/F, Anopore filters, or transferred onto gelatin- 
coated microscope slides were measured at the bulk and at the individual level. Bulk reflectance and absorption measurements 
for suspended particulate matter were performed on GF/F filters, the results of which are shown in Figure 4. Mineral 
particulates appeared to be the main components of the Yellow Sea samples. These samples were treated with methanol 
before measurements were performed so as to remove phytoplankton pigments or other methanol extractable products (e.g. 
lipids). Mineral dust from the Gobi desert found at the surface showed different reflectance properties compared to samples 
collected at 20 m depth, where the presence of resuspended sediments was apparent for some regions of the Yellow Sea. As 
expected, a higher absorption in the blue region of the spectrum for the Gobi desert dust corresponds to a low BRFbp. 

The reflectance technique have been also applied to different types of cells. Measurements have been performed on 
mammalian tissue treated with melanin precursors (ALA) for the differentiation between pre-cancerous and normal epithelial 
tissue. This method has also recently been used to image and detect intracellular activity on Giardia cysts, a common 
intestinal parasite (Figure 5). The high imaging resolution of the dark field reflective system allows fingerprinting of cells in 
order to assess their cellular activity when stained with enzymatic activity markers. Currently , two micro-techniques, Optical 
tweezers and microphotometry, are being used to assess the viability of Giardia and Cryptosporidium cysts. 

4.     SUMMARY 

This study demonstrates the use of the bidirectional reflectance factor BRF to determine the reflectivity of particulate matter at 
the bulk and individual level. Concentrating bulk suspended matter on Anopore filters and embedding individual particles in 
gelatin provides good sample preservation of field samples where BRF measurements are performed later in the laboratory. 
These techniques are currently being used for both the characterization of marine particulate matter and also for assessing the 
physiological state of other aquatic microbial cells, such as the intestinal parasite, Giardia. 
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Figure 1. Ray paths in the microscope for bulk reflected light (A) and individual particle measurements (B). The optical 
system in (A) consists of bright field illumination with a glass plate reflector and a mirror condenser. The optical system in 
(B) for reflected light, dark field illumination requires an ellipsoidal ring mirror condenser and a concave ring-mirror condenser. 
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Figure 2. Red tide dinoflagellate (Lingulodinium sp.) 
imaged with dark field reflective system. 

Figure 3. The reflectivity (A) and absorption (B) 
spectra for Lingulodinium sp. Cells of this type are 
strongly absorbing as demonstrated by their hight Qa 
values. 
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Figure 5. Giardia cyst (approximately 15 \im diameter) transferred onto a gelatin coated slide imaged with a dark field 
reflective optical system. Currently, two micro-techniques, optical tweezers and microphotometry, are being used to assess 
the viability of Giardia and Cryptosporidium cysts in natural systems. These two intestinal parasites are of major concern for 
drinking water supplies. 
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ABSTRACT 
The bypass method to estimate the backward scattering coefficient using the scatterance at 120 deg. was confirmed. The 

regression analysis gives bb=7.48ß(120) with the maximum error of 6%. The relation is held for all wavelength and for all 
water from open sea to coastal area. Further, the relation seems to be also applicable to water being rich of phytoplankton, 
except for some species of phytoplankton. It is concluded that the method is practical and promising for routine works. 

2. INTRODUCTION 
The backward scattering coefficient is an import parameter for many problems concerned with marine optics, for instance, 

ocean color remote sensing, two flow model and so on. The backward scattering coefficient can be estimated either by 
irradiance measurements in the natural light field, or obtained by integlating the volume scattering function from 90 to 180 
deg. However, because the work is complex and time consuming, it is difficult to use either of these above measurements as a 
routine method. 

Recently, Oishi(1990)2 shows that there exits the direct relation between the backward scattering coefficient and the 
scattering at 120 deg. with the error of 6%, and it was also demonstrated later that the relation is held in Baltic Sea3. So that, 
Oishi relation seems to be one of promising and practical approaches to estimate the backward scattering coefficient. 

However, there are still unclear parts which should be confirmed, if the relation is held through all visible range of 
spectrum and for water sample being rich in phytoplankton, and it is independent of sea areas. In this paper, above questions 
are concerned. 

3. INSTRUMENT 
The volume scattering function is defined4by 

ß(o)=di{e)/Edv CD 

where di(8)is the scattered intensity in the direction 6 by scattering volume dV irradiated by the irradiance E. The backward 
scattering coefficient is obtained by integrating over the whole backward hemisphere: 

bb = 2jz[J(d)sm(e)dd (2) 

The laboratory type scattering function meter is developed and applied for this study (Fig.l). 300W short arc Xe lamp with 
ellipsoidal reflector is used as a light source. A monochromator is placed between Xe lamp and the collimator. The water 
sample is irradiated by the collimated beam, 5mm in diameter, with any wavelength in the range between 350 and 800 nm of 
which half band width is 10 nm. The uniform collimated beam with the divergence of 0.6 deg. is obtained by the lens pinhole 
system applying the diffuser placed at the behind of pinhole. The detector of which half angle of acceptance is also 0.6 deg. 
pivots around the center of the glass sample chamber, which has the diameter of 110mm. The chamber has the flat quartz 
glass entrance window. Further, in order to reduce the re-irradiation of sample by the reflection of un-scatted light at the 
glass-air interface, the absorbing type neutral density filter, of which transmittance is 0.01, is placed at the exit window of the 
chamber. 

The scattering volume correction was carried out measuring the angular intensity of fluorescence. It was found that the 
distribution was very chose to sine curve in forward angles. On the other hand, it was found that there is small but not 
negligible difference between sine curve and the measured volume correction factor in backward angles. So that, the 
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scattering volume correction was made by 
the measured angular intensity of fluores- 
cence. The absolute scattering function was 
obtained by taking the ratio between output 
signal of methanol at 90 deg. and that of- 
water sample. The Rayleigh ratio of meth- 
anol was take from Oishi(1987)5. The spec- 
troscopic purpose methanol was used for 
this study. Methanol has the refractive in- 
dex of 1.33 which is very close to that of 
water, so that it is not necessary to make 
the volume correction due to the difference 
of refractive index between the standard 
and water samples. 

4. WATER SAMPLE SCAT- 
TERING FUNCTION MEA- 

SUREMENTS 
Natural water samples were collected Ahminto b.s* Sttpil|, 

from costal and harbor waters, Suruga Bay FiSA °ver view of tne scattering meter, 
and Shimizu Port, Japan, respectively. Suruga Bay faces to Pacific ocean, and has the width of 55km at the mouth 50 km long 
and maximum depth of 2800m. So that, depending on the hydrographic condition of Kuroshio, optical properties of Suruga 
Bay water change its character from with open sea to coastal waters. In this study, Sechii disk depths were in the range 
between 1.0- 15m. Totally 25 water samples were collected from May to August, 1996, and all measurements were 
completed within 6 hours. 

The scattering functions were obtained at 7 wavelength(412, 443, 490, 510, 555, 665, 683nm) in the visible ranee of 
spectrum on the same water sample. (See Table 1.) 

Table 1.     Sample list of natural waters 

Area date Depth(m) Sechiidisk depth(m) 

Uchiura Bay 16 May 1996 Am 
16 May 1996 Pm 
17 May 1996 Am 
17 May 1996 Pm 

0,5,15,25 
0 

0,5,15,25 
0 

Suruga Bay 20 June 1996 0,5,10 
Off Okitu River 20 June 1996 0,5,10 
Suruga Bay 1 August 1996 0 3.5 
Off Okitu River 1 August 1996 0 2.5 
Shimizu Port 1 August 1996 0 2.1 
Suruga Bay 22 August 1996 0 5 
Off Okitu River 22 August 1996 0 4 
Shimizu Port 22 August 1996 0 2.3 
Suruga Bay 29 August 1996 0 15 
Off Okitu River 29 August 1996 0 10 
Shimizu Port 29 August 1996 0 3 

Total: 25 water samples 
One of our interest concerned with the application of remote sensing technology to ocean is the study of primary 

production. Based on this point of view, we measured the scattering function of 5 species of cultured phytoplankton for 
different concentration at 11 wavelength(400, 412, 443, 450, 490, 500, 520, 550, 565, 600, 650nm) in visible range of 
spectrum and studied the relation between the backward scattering coefficient and scatterance at 120 deg. Sample of plankton 
is Nannochoropsis, Pavlova lutheri, Phaeodactylum, Skeletonema, Tetraselmis tetrathele 
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5. RESULTS 
The normalized scattering function for natural water and cultured phy- 

toplankton at 90 deg. are shown in Fig.2, and Fig.3, respectively. The shape 
of scattering function in forward angles are almost coincident each other. On 
the other hand, there are large deviations in the backward angles, in particular 
>130 deg., and the minimum of the scatterance appears around 120 deg. 
(110~130 deg.) for natural waters. Considering the general behavior of the 
scattering function, it is easy to imagine that (he information concerned with S^n.5 
the properties of suspended matter is involved in backward scattering angles eQ- 
rather than in forward angles. The shapes of the scattering functions by 
cultured phytoplankton vary remarkably depending on phytoplankton, in par- 
ticular in the backward angle. Some phytoplankton have remarkable increase 
of scatterance in large angle, and other are not (Fig.3). 

The instrument used for this study can measure the scattering function 
between 10 and 160 deg. In order to obtain bb, it needs to estimate the Fig.2 Normalized scattering function at90degfor 
scattering function between 160 and 180 deg. The extrapolation was carried 25hvater samp!es.Wavelength is 510 nm. 
out using scatterance values from 90 to 160 so as to gradually dump in     3.5 
missing angle and to became zero gradient at 180 deg. by a flexible ruler. 
The backward scattering coefficient were calculated by the trapezoidal method. 

Fig.4,5 and 6 show the relation between b b and scatterance of all wavelength 
and all natural water samples at 90,120 and 150 deg. as examples, respectively. 
As shown in the figures, the highest correlation (r=0.996 ) was found at 
120deg. with the maximum error of 6%. On the other hand, the correlations 
are high at other angles as well. However, the maximum error is much larger 
than the case of 120 deg., i.e. 10 ~ 15%. These relation is the same as that ?? 
obtained by Oishi(1990). §1°-5 

Fig.7, 8 and 9 show the same relation as shown in Fig.4, 5 and 6, but for 
cultured phytoplankton, respectively. Although the gradients of the relation 
for phytoplankton are similar to the case of natural waters, the maximum 
errors are much larger through all scattering angles. Further, the figures show 
the interesting feature. Thus, it is easily recognize that there exists the clear 
dependence of phytoplankton species (see Fig. 7 and 8). However, again the Fii-3 Normalized scattering function at 90 deg for 5 
estimation using the scatterance at 120 deg. seems to be much better than species of cultured phytoplankton. Wavelength is 
others, i.e. high correlation and small deviation, expect for the scattering data       nm' 
of Skeletonema. (indicated by circle). The regression analysis gives bb=7.43*ß(120)-1.7*10' , which was obtained by 
eliminating the scattrance data of Skeletonema. Again, the gradient of the relation is almost the same gradient of as that 
obtained by natural water sample. 
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6. DISCUSSION AND CONCLUSION 
In lliis study, the scattering function between 160 and 180 

were extrapolated. However, this procedure docs not introduce 
the significant error for the estimation of bb. Fig. 11 shows the 
angular contribution of scattered energy on bb computed by 

O. + A0 

P{o,)- 

i7iio ß(e)sHe)de 

(3) 

where A0 is the angle incrcamcnl,A0=5dcg.As shown in the 
figure, the contribution of scattered energy between 160-180 
deg. on bj, is small, less than 12%, comparing other angles, 
because of small solid angle. So that, even if the estimated 
scatterance in this angle range have relatively large error, Uic 
error docs not reflect directly to r^. 

Although the contribution of die scatterance, angle range of 
90-110 deg., arc large, there arc the large deviations. Further, 

TTTT 
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Fig. 11 Angular contribution of scattcd energy on b. 
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the scatterance at lager angle, let us say >130 deg., have much smaller deviations, but smaller contribution to bb. So that even 
if it has small deviation, it introduce large estimation error of bb. Contrary to above two cases, the scatterance at around 120 
deg. has relatively large contribution as well as small deviation. Note that the increases of P(0) around 150~170 deg. are from 
scatterance of relatively clean sea water samples. 

Fig.(ll) and Fig.(12) show the typical example of the normalized scattering function at 90 deg. for phytoplankton, 
Nannochloropsis and Phaeodactylum, respectively. One has the wavelength dependence of the shape of the function in 
backward angles. Another has no or very little dependence. Further their investigation is necessary for this problem. 

The water samples used for the present study had wide range of Sechii disk depth, 1.0~15m. As shown in Fig.4, although 
liiere is some deviation, there is no wavelength dependence on the relation between j3 (120) and bb. So that, it can be 
concluded that bb can be safely estimated by ß (120): 

bb = 7.48 • 0(120) + 6.6 • 10" (4) 

However,   the gradient was little larger than that obtained by Oishi. The reflection at glass wall might not be perfectly 
eliminated. 
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Sea Water Optical Characteristics near the Ryukyu Islands in Japan 
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ABSTRACT 

Phytoplankton pigments and water optical properties were investigated around the Ryukyu Islands on April, 1996.The ratio 

of ß-carotene and chlorophyll-a increased as proportional to the sampling depth at the southeast off the Ryukyu Islands. 

The concentration of chlorophyll-^ increased the absorption coefficient. 

Keywords: chlorophyll-o, chlorophyll-6, ß-carotene, optical properties, absorption coefficient, Western North Pacific 

INTRODUCTION 

Recent developments in visible remote sensing technology allow global mapping the near surface phytoplankton 

pigment concentration from space. The concentration of phytoplankton pigment is low south of Japan, especially low 

around the Ryukyu Islands (Fig. 1).   The chlorophyll peak generally appears at subsurface in this subtropical area. The 

relationship between the water leaving irradiance and chlorophyll-a may not be the same in mid latitude.  Other pigments 

Fig.l 

Phytoplankton 

pigment 

concentration map 

in spring around 

the Ryukyu Islands 

(Takagie/a/., 

1993) 
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like chlorophyll-* may affect water optical properties. In this study, the concentration of chlorophyll-a, chlorophyll-*, and 

ß-carotene was preliminarily examined the relation to the water optical properties such as absorption coefficient south of 

Japan. 

Methods 

Oceanographic observations were conducted around the Ryukyu Islands (Fig. 2) from 13 to 25 April, 1996 by the 

RV Soyo-maru of National Research Institute of Fisheries Science. CTD observation and 10/ GO/FLO sampler were made. 

Five liters was filtered on Wattman GF/F filters for chlorophyll-a, chlorophyll-*, and ß-carotene determination. The 

profiling reflectance radiometer MER2040 observation was also made. 

20' _i i i     i i_ -j i i i i i_ 

120"E 125" 130" 

Pacific Ocean 

Fig.2 Location of the 

stations for reflectance 

and water sampling 

135" 140° 

RESULTS 

The vertical profiles of pigments, chlorophyll-a, chlorophyll-*, and ß-carotene, are shown in Fig.3. St.BlO was 

located the coastal water area. The concentration of chlorophyll-* is as high as that of chlorophyll-a. The chlorophyll-a 

maximum is 30m deep. St.Bl was located outside of the Kuroshio. The concentration of chlorophyll-* is low compared 

with that of chlorophyll-a. The ratio of the concentration of ß-carotene to that of chlorophyll-a is about 1 at st. Bl and 

st.BlO. St.B2 and st.B7 were located about 28N. The ratio of the concentration of ß-carotene to that of chlorophyll-a is 

about 1.2 at st.B2 and 1,8 at st.B7. This ratio is about constant in each station north of 28N. Whereas this ratio increases 

in proportion to observation depth at the station southeast of the Ryukyu Islands such as st.B5 and B3. 

The attenuation coefficient (K) was calculated downwelling irradiance corrected by solar irradiance. Fig.4 shows 

the chlorophyll-a concentration as a function of attenuation coefficient. Bold line shows the autocorrelation with all data 

except st.BlO and dotted line shows that with all data. As the characteristics of st.BlO was rich chlorophyll-* concentration, 
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the presence of chlorophyll-6 will change the relationship between chlorophyll-a and attenuation coefficient. 

Fig. 5 shows the chlorophyll-a concentration (Chla) as a function of Ed/Lu (downwelling irradiance, Ed, by 

upwelling radiance, Lu) at 412nm. Chla is proportional to the square of Ed/Lu. 

CONCLUSION 

In this paper, aspects of phytoplankton pigments, chlorophyll-a, chlorophyll-i, and ß-carotene, associated to 

water optical properties were reported. The ratio of pigments concentrations was greatly changed, and the pigment 

concentration changed the relationship between the chlorophyll-a concentration and water optical properties. It is important 

to observe the phytoplankton pigments like chlorophyll-a and ß-carotene as well as chlorophyll-a for good understanding of 

optical properties of water. 
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Estimating new production from the quantum yield of nitrate uptake 
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ABSTRACT 

Under most conditions nitrate uptake is light-dependent and may be characterized using the same uptake-irradiance 
response parameters as carbon. This suggests that the quantum yield of nitrate may be determined, which in turn allows for 
the determination of new production using existing quantum-based models of primary production. Balanced growth 
conditions are rare in upwelling phytoplankton assemblages (in terms of carbon and nitrogen), which makes it difficult to 
gauge new production from primary production. During the spring of 1995, a multi-investigator initiative was carried out to 
assess the role of biology in the air-sea exchange of carbon dioxide in coastal Central California. During the upwelling season 
this region is highly variable in space and time and provides the opportunity to study phytoplankton exhibiting a variety of 
physiological states and occurring in a variety of environmental milieus. Measured bio-optical parameters demonstrated no 
correlation to the corresponding environmental characteristics, and comparison of the calculated quantum yields demonstrated 
that phytoplankton carbon and nitrogen metabolic processes were not in a balanced state, as would be expected. 
Determination of new production rates using a simple bio-optical model was in good agreement with traditional estimates of 
new production using 15N incubations. 

Keywords: new production, quantum yield, photosynthesis, nitrate, Monterey Bay 

1. INTRODUCTION 

A central goal of biological oceanography is to characterize and predict primary productivity and new production in 
the world's oceans. This effort is often hampered by the inherent variability associated with temporal and spatial scales of 
phytoplankton ecology and physiology. To overcome this problem, models which mechanistically link the physiological 
processes of the phytoplankton with the physical and bio-optical properties of the water column and which may be measured 
both synoptically (via satellite) and with high frequency (via moorings and drifters) are often utilized.1'2 Characterization of 
the response of phytoplankton to dynamic physical forces directly or indirectly involves measurement of the indices of photo- 
adaptation, which assay the ability of the phytoplankton to utilize available energy to meet the nutritional demands of growth. 
These indices are typically derived from photosynthesis versus irradiance (P vs. E) experiments for carbon uptake. Nitrogen 
uptake indices have been calculated in a similar manner by application of the Michaelis-Menten relationship to the nitrogen 
uptake versus irradiance response3,4,5, or by a modification of the various P vs. E curve fitting methods.6,7 However to date, 
very little attention has been directed towards the interactions and variability of nitrogen, carbon and light in upwelling 
systems, where rapid changes in the physical environment will cause dramatic changes in phytoplankton physiology. 

Oxygenic photosynthesis involves the absorption of light energy, and the subsequent utilization of this energy to 
produce reducing power via NAD(P)H and ATP. After carbon, the most reducing-energy dependent reaction carried out by 
phytoplankton is the uptake and assimilation of N03." Since it is possible to apply P vs. E type curve parameters to N03 

uptake, it follows that it should also be possible to calculate a quantum yield (<|>NO3; moles N03 reduced per moles quanta 
absorbed) for this process. This would allow the direct estimation of new production9 on the same spatial and temporal scales 
as primary production, using quantum yield models with the same underlying physiological assumptions. In the spring of 
1995, we conducted a series of measurements within an upwelling plume in Monterey Bay, California to estimate <j)c and <j>N03. 
These data represent the first attempt to estimate 0NO3 for a natural phytoplankton assemblage. We applied a simple model to 
directly estimate new production values from the bio-optical data. Estimates of <t>chave demonstrated that quantum yields are 
highly variable, and are not well correlated with any single environmental parameter.10 We would predict that (t>No3 is also 
spatially and temporally highly variable, and that <t>No3 may not be well correlated to <j>c. By modeling these processes 
independently, we can directly estimate new and primary production, and evaluate the relative variability in these parameters 
and in the underlying model assumptions. 
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2. MATERIALS AND METHODS 

2.1 Field area and sample collection 
Experiments were conducted in Monterey Bay, CA aboard the R/V Point Sur during April-May 1995 during a 

vigorous upwelling event. The upwelled water was tracked using a series of 3 drifters deployed along the axis of the 
upwelling plume; the data reported represent samples collected during 6 days. In addition to the drifter stations, a series of 
surface and vertical-profile stations were occupied at the beginning of the cruise to provide a quasi-synoptic picture of the 
physical, chemical and biological variability for the region. At all stations routine measurement of pigments, nutrients, and 
physical properties (temperature, salinity, particle distribution, etc.) were conducted,11 while at select stations the vertical 
structure of the light field within the water column was determined with a profiling spectroradiometer (PRR-600; Biospherical 
Instruments) and the downwelling and water-leaving radiances were determined with a hand-held spectroradiometer (PSII; 
Analytical Spectral Devices Inc.). Water samples for estimation of <t>c and <t>Nc» were collected from the mixed layer and 
occasionally from the base of the euphotic zone to estimate variability with depth. 

2.2 Uptake versus irradiance parameters 
At each station where quantum yields were estimated, short-term (0.5-4 h) 14C and 15N incubations were conducted 

with whole water samples to estimate 'instantaneous' uptake vs. irradiance relationships for carbon11 and nitrogen.12 

Incubations were carried out using 14 discrete light levels (including a dark bottle) at constant temperature (maintained with 
either a circulating water bath or with near-surface seawater). Two types of incubator were utilized: deck incubations were 
conducted under ambient sunlight with neutral density film (Courtauld Performance Films) while photosynthetron incubations 
used a halogen light source and blue filters to achieve the correct irradiance levels. The spectral quality of the light sources 
was determined for each experiment using the PSII spectroradiometer. Curve fitting parameters were completed using a 
computerized, iterative non-linear least-squares technique (Deltagraph, Deltapoint Inc.). A 3-parameter P vs. E equation13 was 
fitted to both the carbon and nitrogen data, with the inclusion of a dark-uptake parameter for the nitrogen uptake rates 
(equation. 2): 

pB = pB l-e 

-a-E ~\ 

IT 
-P-E\ 

(1) 

(2) 

where P" and V£% refer to biomass-specific carbon and nitrogen uptake rates, Ps" and V,""- are the maximal rates in the 
absence of photo-inhibition, a and ß are the light-limited and light-saturated slopes of the uptake vs. irradiance curves, and E 
represents the irradiance (quanta) between 400-700 nm for each experiment. The V™L term in (2) accounts for dark-uptake 
of nitrogen. All units were chosen to be consistent with the literature. 

2.3 Absorption spectra and quantum yields 
Whole-cell absorption spectra (aph(^.), m2-mg chl a1, 400-700 nm) were measured using a Hewlett-Packard 

HP8452A diode-array spectrophotometer equipped with a LabSphere integrating sphere attachment, using the quantitative 
filter-pad technique.14 Samples were corrected for detritus using cold methanol extraction15 and for pathlength amplification 
using an empirical correction.16 The total spectral irrradiance absorbed by the phytoplankton assemblage (AQph, Ein-mg chl 
a , 400-700 nm) was determined from the product of aph(A.) and Q, the spectral irradiance: 

AQph = \apha)-Q{X) dk (3) 
400 
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To estimate the quantum yield values, it is also necessary to determine the spectrally weighted absorption coefficient (aph, m
2 

mg chl a"1), calculated as 
700 

\aph(X)Q{X)dl 
_      _400  ... 
aph - 700 W 

\ü{X)dX 
400 

Estimates of the maximal quantum yields for carbon (<t>c) and nitrate (<t>N03) were determined by dividing the light-limited 
slope of carbon or nitrate uptake (a) by Sph 

0" (5) 
aph 

where carbon- or nitrate-based values are substituted for the calculation. This value represents a maximal quantum yield; to 
calculate new production values at depth, it is necessary to define the operational quantum yield, at depth z, where the depth 
corresponds to new production estimates using traditional 1SN techniques.12 The operational quantum yield was calculated as 

,CHL, V      (z) 

AQph(z) Ek(z) 
(6) 

where V^"L and Ek were derived from the uptake vs. irradiance curves. New production values were then estimated as the 
product of the chlorophyll concentration, equation (3) and equation (6). Since the traditional 15N measurements from discrete 
depths were estimated in deck incubators, no attempt was made to correct for the spectral quality of the light field in situ. 
Comparisons of quantum yield-based new production and traditional estimates of new production were made for those 
stations where both estimates were conducted (5 stations). 

3. RESULTS AND DISCUSSION 

During this field program, a massive upwelling event produced by strong and persistent NW winds (>20 knots) 
which blew from April 14-27 resulted in a pronounced upwelling plume centered off Davenport, CA and generated a strong 
frontal system consisting of the cold, nutrient rich plume waters and the warmer waters trapped within the Bay and advected 
in from offshore. The drifters which were released in this plume tracked these waters more or less continuously as the plume 
moved south, gradually warming as surface heating and mixing occurred. The occupied stations, located along the axis of this 
plume, demonstrate a wide variety of conditions, with a 40-fold variation in N03 and a 10-fold variation in chlorophyll (Table 
1). Changes in species composition can potentially influence changes in the quantum yield calculations.17 Examination of 
discrete samples demonstrates that within the upwelling plume, diatoms consistently represented >90% of the biomass, which 
leads us to conclude that this factor was not an issue for these data. 

A second factor which could influence the calculation of (|>No3 involves the application of uptake vs. irradiance curves 
to N data. One of the assumptions made in determining nitrogen uptake versus irradiance kinetics parameters is that there is a 
direct dependence of nitrogen uptake on light (i.e. it's a first-order process). Nitrogen, however, is often transported across 
the cell membrane and incorporated in the dark at substantial rates,5 which negates this assumption provided dark-uptake rates 
are a significant proportion of total uptake rates. Although significant, the dark uptake of nitrogen in this study was lower 
than those values reported for other areas (e.g. 50%),5 and was consistently <20% of V™L with most values approaching zero. 
This is consistent with previous findings which have shown that dark uptake is indicative of nutrient stress."1 Clearly, if N 
uptake is nutrient limited, there will not be a direct dependence on irradiance, and the quantum yield calculations will not 
hold. However, the high ambient N concentrations and the good curve fits for the uptake vs. irradiance data (r2 > 0.80) 
suggest that light availability was the limiting factor in N utilization for this study. 

We have predicted new production values based on our estimate of (t>N03 and a knowledge of the in situ irradiance 
and pigment fields. Using a relatively simple quantum yield model10 we predict new production values that are in good 
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Table 1. Physical, chemical and bio-optical (production) values for the stations where quantum yield determinations were 
conducted in Monterey Bay, CA. Units are a*ph (m"2 mg Chi"1), Carbon a (mg C mg Chi"1 (u£ m"2 s"1)"1), p»   (mg C mg Chi 
h"1), Nitrogen a (mg-at N mg CM"1 (uE m"2 s"1)"1), VZL (mg-at N mg Chi"1 h'1). 

Lat.       Long.     Depth     [NO,]      Chi a       Temp.     Salin.      a*h      Carbon     p"        <j>r      Nitrogen   VCHL       AK (-N)    no    (%Eo)   (uM)   (m&m-}    (cC)    (ppt) 0       »»    9c       a
B    vm     % 

37.00 122.22 30 20.93 4.85 9.70 33.45 0.0101 0.106 4.41 0.106 3.69E-4 0.044 0.004 
37.00 122.22 50 20.93 4.85 9.70 33.45 0.0101 0.059 6.35 0.068 1.02E-3 0.062 0.014 
36.98 122.20 50 5.46 13.31 10.80 33.52 0.0073 0.030 4.44 0.035 6.35E-4 0.043 0.009 
36.98 122.21 5 12.94 3.47 9.35 33.74 0.0088 0.055 5.76 0.089 6.50E-4 0.024 0.013 
36.78 122.09 50 22.99 2.58 9.66 33.66 0.0057 0.021 3.04 0.037 3.45E-3 0.063 0.073 
36.82 122.08 50 13.63 19.38 10.28 33.72 0.0047 0.014 2.19 0.030 3.75E-4 0.036 0.010 
36.79 122.04 50 22.27 5.49 9.95 33.66 0.0035 0.006 1.33 0.017 3.24E-4 0.053 0.011 
36.77 122.13 50 19.96 8.06 9.92 33.69 0.0078 0.020 3.49 0.026 3.96E-4 0.048 0.006 
36.77 122.13 1 19.96 7.23 8.98 33.80 0.0079 0.026 3.21 0.035 3.94E-4 0.039 0.006 
36.67 122.62 50 0.60 2.66 12.51 32.88 0.0133 0.028 2.73 0.019 2.32E-4 0.042 0.002 
36.67 122.62 50 0.60 2.66 12.51 32.88 0.0133 0.068 5.48 0.059 1.22E-3 0.049 0.013 
37.00 122.22 50 5.51 13.89 11.01 33.63 0.0067 0.066 3.07 0.102 7.79E-4 0.069 0.014 
37.00 122.22 5 14.40 11.28 10.43 33.67 0.0116 0.066 3.07 0.059 4.30E-4 0.047 0.005 

agreement with values determined from discrete depths within the water column using traditional 15N techniques (Fig. 1). Our 
modeled values appear to underestimate the measured values at the higher new production rates; this is likely due to our use 
of one or two quantum yield values, from the near surface and from the bottom of the euphotic zone, for the entire water- 
column. The good agreement between modeled and measured new production values is particularly encouraging, given the 
disparate measurement conditions. The "traditional" measurements were conducted with samples incubated for 6-8 hours, 
and were often collected at different times and locations from the samples used for parameterization of the model. 
Examination of the predicted new production values with depth (data not shown) demonstrates that this model accurately 
reproduces the vertical structure of the traditional new production measurements, but modeled values are often consistently 
higher (or lower) than the direct estimates for a given vertical profile. This supports our belief that the discrepancy between 
measured and modeled values is related to the disparate measurement conditions and use of an unoptimized quantum yield 
model, rather than an underlying problem in the use of quantum yields for prediction of nitrate uptake. Our results 
demonstrate that calculation of <t>No3 provide a useful and robust method for prediction of new production in physiologically 
relevant time and space scales. 

The ability to predict productivity values from mooring or satellite data requires that we be able to estimate or model 
photosynthetic parameters based on hydrographic or biological data which can be remotely sensed. Numerous models have 
been formulated to predict primary production from such data; to date, it has been assumed that new production could then be 
derived from these primary production models.19 It has been demonstrated that tyc values are not well predicted from any of 
the commonly measured oceanographic variables, and that there is significant small-scale (spatial and temporal) variability in 
these values,17 although others have argued that models based on oceanic provinces with constant or predictable values for <t>c 

(or alternatively />„*„ and a) provide an acceptable method for determining primary production from remotely sensed data.20 

We found no significant correlations between maximum quantum yields and any of the other measured variables (excluding 
a, V^L and P^) which is consistent with what others have found in upwelling regions and highlights the difficulty of 
estimating productivity from global variables. We also found that <j>c and <j>N03 demonstrated no significant correlation. 

The assumption of balanced growth implies that the ratio between §c and <J)N03 should be similar to Redfield 
proportions for phytoplankton composition, or about 7:1 (C:N by atoms). For the 13 stations where we obtained data for both 
<t>c and <!>No3, only two values were near Redfield proportions, with the ratio ranging from 0.5 to 24 for the whole data set. 
Some of this discrepancy may be explained by the lack of measurements for NH4 uptake, which could provide a significant 
amount of the total N requirements for the phytoplankton, and thereby raise the total 0c:<t>N values. However, independent 
estimates of the  / -ratio (an estimate of relative N utilization) during this cruise demonstrate that N03 was the predominant 
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Figure 1. Observed vs. Predicted new production values for Monterey Bay, CA. Observed values were measured using 
15N with discrete water samples at 6 depths; predicted values were calculated using a quantum-yield model. The dashed 
line represents a 1:1 correspondence, the solid line represents a linear regression estimate (r2=0.68) for the data. 

source of nitrogen utilized by the phytoplankton. Furthermore, the mean value for this ratio (for all data) was 6.85, not 
significantly different from Redfield proportions. This suggests that imbalances in carbon and nitrogen processes are 
averaged out over sufficiently large spatial and temporal scales. Our results indicating short-term uncoupling of carbon and 
nitrogen metabolism are consistent with the shift-up hypothesis21, which predicts that maximal carbon and nitrogen utilization 
are temporally uncoupled in dynamic regions such as upwelling zones. According to this hypothesis, it takes phytoplankton 
several days to maximize nitrogen metabolism after exposure to high light and nutrient conditions, due to the requirement to 
synthesize essential biochemical components. According to this model, C:N utilization should initially be higher than 
Redfield (freshly upwelled), drop to below Redfield (shifted-up N metabolism) and then return to above Redfield (nutrient 
depletion) as a function of the age of die upwelling plume.21 When our <t>c:<t>N03 data are plotted versus temperature ( a proxy 
for the age of the water) the data approximately correspond to this pattern (not shown), with maximal ratios occurring at low 
and high temperatures (indicative of more carbon being utilized in freshly-upwelled and nutrient depleted waters). These 
results highlight the importance of modeling carbon and nitrogen metabolic processes independently if the small-scale 
variability associated with these parameters is to be determined. 

4. CONCLUSIONS 

We have demonstrated that N03 uptake approximates a first-order response to irradiance, and that application of a 
modified 3-parameter P vs. E curve fit adequately predicts this relationship. We have also demonstrated that this first-order 
relationship between NO, uptake and irradiance makes it possible to calculate the quantum yield of N03 uptake, and that this 
yield can not be predicted from either a knowledge of primary production, the carbon quantum yield, or commonly measured 
oceanographic variables over small spatial and temporal scales. With a knowledge of <t>N03 we have shown that it is possible 
to directly estimate new production through the use of previously published quantum yield models of primary production. 
Utilization of this model provides an opportunity to directly estimate new production on the same temporal and spatial scales 
as primary production, and to provide an indication of the underlying phytoplankton physiological processes in dynamic 
oceanographic regions. 
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ABSTRACT 

Two methods have been used for solving the inverse problem of remote sensing in case of turbid coastal an inland 
waters. Color indices are elaborated for estimation of Secchi depth, chlorophyll, yellow substance, suspended matter and total 
phosphorus concentrations and mean beam attenuation coefficient using passive optical remote sensing data. The second 
method is spectral modelling. A simple mathematical model is elaborated for simulating the diffuse reflectance spectra 
beneath and just above the water surface. 

Keywords: Passive optical remote sensing, spectral modelling, optically active substances 

1. INTRODUCTION 

Modern Earth science is beginning to examine interactions among the different terrestrial components at all temporal 
and spatial scales. It is obvious that the use of satellite measurements is inevitable for operative information on global scale. 
However, the interpretation of the satellite data is sometimes connected with difficulties, which appear especially in the case 
of waters with high turbidity and areas where great optical variability inside a small territory occurs. Therefore, further 
development of remote optical measurements from aircraft or ships is necessary. For the elaboration and application of any 
method of remote sensing one must proceed through intermediate stages, where also underwater contact measurements and 
numerical experiments are made simultaneously with remote measurements. 

2. METHOD 

Remote sensing and underwater spectral measurements have been carried out in the Baltic Sea, Estonian and Finnish 
lakes using telespectrometer "Pegasus". This device enables to measure the downwelling irradiance, Ed, upwelling radiance, 
L„, and downwelling radiance, Ldi in the waveband 400-700 nm with spectral resolution approximately 6 nm. The remote 
sensing measurements were performed on board a research vessel or boat. Simultaneously the measurements of upward and 
downward irradiance (E„ and Ed correspondingly) were carried out by Li-1800UW spectrophotometer. Concentrations of 
chlorophyll a , CCHL, and suspended matter, CSM. were determined from water samples. Spectral beam attenuation coefficients 
were estimated from water samples by spectrophotometer Hitachi-UlOOO. Yellow substance concentrations, CDOC» were 
calculated from the Hitachi data by following formula1: 

c',(A) 
LDOC~TZ     n? (1) 

u
    DOC \A) 

where c'f (X) is the difference between the beam attenuation coefficient of filtered and distilled water and a*ix>c(Ä.) is the 
specific absorption coefficient of the yellow substance at the wavelength X. Here is assumed, that scattering coefficient of the 
yellow substance at this wavelength is negligible in comparison with the absorption coefficient. 

The remote sensing reflectance, r(X), can be calculated by formula r(X)=Lu(X)n/Eti(X). In case of measurements directed 
to the nadir point on board a ship or low flying aircraft the influence of the air layer between the water surface and the 
reservoir on the measured signal is small and the upwelling radiance consists of two main components: 1) solar radiance 
reflected from the wavy water surface, LR(A.); 2) solar radiance backscattered from the water mass, LD(X). We can estimate the 
component LR(A.) by approximate formula LR(A.)=0.02L<I(A.) and determine separately two components of r(X): 

Ed{X)     EM     Ed(X)     *K 
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It is possible to estimate remote sensing reflectance from the data of diffuse reflectance just beneath the water surface, 
RD(X). Gordon, Brown and Jacobs2 have shown that diffuse reflectances just beneath and above the water surface are related 
by approximate formula: ro(A.H).544RD(A.). 

Kirk3 proposed a formula for computing the diffuse reflectance just beneath the water surface: 

RD (A) = (0.975 - 0.629/z0) ^, (3) 

where a(X) is the total spectral absorption coefficient, b'(\) is total spectral backscattering coefficient and [to is the cosine of 
direct solar beam in the water after refraction. Consequently, we can write: 

rD (A) - 0544(0.975 - 0.629/x0) ^-. 
a{k) 

(4) 

Diffuse reflectance beneath the water surface, RiA) can be calculated from underwater spectral data: Rp^EuMNEA), 
where E„ and Ed are upward and downward spectral irradiance in the water. 

3. COLOR INDEX METHOD 

Spectral ratios in form CCM =A[r(A.i)\r(X2)]
B , where A and B are empirical constants, have been widely used4,5 in 

estimation of chlorophyll a concentration in Case I waters. The same or different kind of algorithms can be elaborated for 
estimation of other characteristics of water environment from optical remote sensing data. However, our calculations (using 
different algorithms6,7,8) and also the results of other authors3 show that algorithms elaborated for Case I waters cannot be 
used in interpretation of remote sensing data collected for turbid coastal and inland waters. Here is difficult to separate 
influence of different optically active substances on remote sensing reflectance (obtained on turbid waters) whereas their 
concentrations vary dramatically in space and time, and the optical properties are often site specific. 

Nevertheless, we have made an attempt to elaborate remote sensing algorithms for turbid waters using the data of 
measurements carried out in the Baltic Sea and at some Estonian and Finnish lakes. The simple spectral ratios r(X.i)/r(X2), 
their combinations and also integral characteristics of the remote sensing spectra were used for interpreting of our data. 

The water characteristics that we tried to estimate are: chlorophyll a , yellow substance, suspended matter and total 
phosphorus concentrations; the mean value of c'(X) in the range 400-700 nm and Secchi depth. 

Figure 1. Correlation between 
Secchi depth and the remote sensing 
characteristic Wj. A sum of two color 
indices, W5=r(480)/r(620)+r(620)/rIMX 

was used for interpretation of remote 
sensing data. R=0.78 
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Figure 2. Correlation between lnCai and 
remote sensing characteristic W5. 
R=0.72 
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Figure 3. Correlation between mean 
beam attenuation coefficient and remote 
sensing characteristic Ws. R=0.84 

Figure 4. Correlation between measured 
and calculated by means of remote sensing 
characteristic     T«     yellow     substance 
concentrations. R=0.80 
T6=[r(440)+r(600)]/r(600). 
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Figure 5. Correlation between measured 
and estimated by means of remote 
sensing characteristic Li concentrations 
of total phosphorus in Lake Peipsi in 
May 1990. R=0.78 
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Figure 6. Correlation between 
measured and estimated by remote 
sensing characteristic SFM 
concentrations of suspended matter. 
SFM=r(430)/r(530)+r(530Mr(620)+ 
[r^OVr^JA. A=l if r,,^ is in spectral 
region A>480nm, elsewhere A=-l. 

4. MODEL 

The second, alternative method for the interpretation of optical remote sensing data we call the "similarity method". The 
basis of this method is the comparison of the measured full spectrum of iD(X) with the multitude of the corresponding spectra 
determined by means of model calculations. From this group of spectra we try to identify the one which is the closest to the 
measured spectrum. Thereafter we can determine the concentrations of the optically active substances in the water for the 
experimental spectrum under consideration, assuming them to be the same as the corresponding initial data for computing the 
"most similar" theoretical spectrum. Note that for this kind of comparison normalized spectral curves may also be used. 

The efficiency of this method depends essentially on the validity of the mathematical model describing the spectra of 
rD(A.). The principal difficulty is with the detailed description of the absorptive and scattering properties of optically active 
material in the water (e.g., different types of phytoplankton pigments, organic and inorganic substances, detritus, etc.), 
especially the determination of the backscattering coefficients. Our estimations show that the scattering (and backscattering) 
coefficients presented in handbooks and monographs (mainly for the open ocean waters) are unsuitable for turbid coastal and 
inland waters. 

We used a simple model (4) on assumption that there are three optically active components in the water: phytoplankton 
pigments, yellow substance and suspended matter. Under these conditions the total spectral absorption coefficient of the 
water, a(X), is described by the following formula: 

oa) = a:(X) + a;k(X)CPh+a'DOC(X)CDOC+a'su(X)CSM. (5) 
where a*w(A.) is spectral absorption coefficient of pure water, a*Ph(X), a*Doc(A.) and a*SM(A.) are the spectral specific 
absorption coefficients of phytoplankton, yellow substance and suspended matter respectively; and C,, Ox* and CSM are 
concentrations of phytoplankton, yellow substance and suspended matter. The spectral chlorophyll-specific absorption 
coefficient of phytoplankton is calculated using the power function9: 

aPha) = Aa)cCM-Ba\ 
where A(k) and B(K) are positive, wavelength-dependent parameters. 

The values of a*Doc(A.) were calculated by the formula10: 

a'ooc = 0.565exp[-S(A - 380)], 

(6) 

(7) 
where S=O.013±O.O05. By our estimations1 S=0.017 gives the best result in case of the Baltic Sea, Estonian and Finnish lakes 
Specific absorption coefficients, a*SM(X), are taken from Prieur and Sathyendranath11 as normalized specific absorption 
spectra for non-chlorophyllous particles. 

The total spectral backscattering coefficient b'(X) can be described by formula: 

ba)=05bwa)+b r>*a)SPha)cCM+b*SM a)bsua)cSM, (8) 

where rv is scattering coefficient of pure water obtained from Smith and Baker12 and it is assumed that backscattering 
probability is 50% in clear water. Chlorophyll-specific spectral scattering coefficient b*a(X) and spectral backscattering 
probability, bPh(X) are taken from Ahn, Bricaud and Morel13. The spectral scattering coefficient spectra of non-chlorophyllous 
particles found in literature are either linearly or exponentially decreasing with increasing of wavelength or even taken as 
constant. Presented in literature bsM(>.) and bTM values are obtained in Case I waters and are not suitable for turbid waters We 
used the simultaneous underwater measurement data by U-1800UW for estimating the approximate values and spectral 
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dependence ob bsM(Ä.)bsM(^)- Underwater spectral radiation data help us to test our model and comparison of the model 
spectra with corresponding Li-1800UW spectra is the first stage of the investigation. 

5. RESULTS AND DISCUSSION 

Our results confirm that it is possible to estimate concentrations of chlorophyll a, yellow substance, suspended matter 
and even optically invisible total phosphorus concentration as well as Secchi depth and mean beam attenuation coefficient in 
turbid coastal and inland waters using color index method. However, it is practically impossible when the concentration of the 
substance we are seeking for is relatively small in comparison of other optically active substances. 

Positive side of this method is the simplicity - only remotely measured data and simple algorithms are needed to 
describe the water environment. It is possible to search for different characteristics of the water that are in correlation with 
water color, but cannot be estimated by modelling or other methods (total phosphorus concentration, Secchi depth etc.). The 
correlation pictures show also some instability referring that the algorithms are in some degree site specific and seasonal. 
Correlation between measured and estimated characteristics of the water are higher (R>0.9) for some expeditions, but whole 
data complex may not give a good correlation14. It often happens that we are able to elaborate a remote sensing algorithm for 
estimation of a water characteristic in certain region of the Baltic Sea, but we cannot find an universal algorithm for whole 
sea, or for all water bodies under investigation. 

Q     Til I I I I ■ ■ I I I ■ I I I ■ I I I I . ■ I ■ I 
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Wavelength nm 

Figure 7. Comparison between measured (solid line) 
and calculated (dashed line) normalized to 520 nm 
diffuse reflectance spectra. 
Empty diamonds - Lake Tuusula; 
X - Lake Vesijärvi 

Cchl CDOC CsM 
Tuusula 16.17 17.03 14.1 
Vesijärvi 5.84 3.73 2 

mg/m    mg/1      mg/1 

As was told above the first step is to test our model by using the underwater radiation spectra measured by Li- 
1800UW. The values of RD(Ä-) were calculated by measured Eu(X) and Ed(X) and the spectrum obtained were compared with 
the model spectrum. The results show quite good coincidence. Correlation between measured and estimated concentrations of 
chlorophyll and yellow substances are 0.97 and 0.98 correspondingly, but the correlation coefficients for suspended matter are 
low. Fig.7.demonstrates two examples of simulated and measured spectra. In most cases these spectra fit well with each other, 
except some extremal cases (very turbid water and the water with very low backscattering coefficient 

One of the reasons of non-coincidence of measured and calculated results may be selection of grid steps in model 
calculation. For example if the grid step of yellow substance concentration is too big compared with chlorophyll grid step then 
the adequate estimating of the chlorophyll concentration is practically impossible. For that reason model calculations are 
carried out using the variable grid steps, increasing steps with increasing concentrations. 

The other reason of weak correlation for CSM is nature of the suspended matter itself. We have a dry weight of material 
remaining on filter pad after filtration. This material consist of phytoplankton and detritus. We do not know dry weight of 
phytoplankton corresponding to unit of chlorophyll a. Therefore we cannot separate the part of weight caused by plankton as 
it is in our model. 

The selection of proper set of grid steps is important also from point of view of computing time. Time used for one run 
may rise from minute to hours if to use smaller grid step. Instead of getting more precise estimations we will get a set of 
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concentrations where only one concentration is changing and others may be far from reality whereas number of combinations 
of concentrations giving approximately the same remote sensing spectrum is increasing. 

Aiken et al.6 have shown that concentration of phytoplankton pigments, CR,, is related to chlorophyll a concentration 
Grp=2.17Cchi+0.021. Our model calculations show for the Estonian and Finnish lakes relationship Gn*=3Caii gives better 
results. This result agrees with data presented in above mentioned paper. 

6. REFERENCES 

1. S. Mäekivi and H. Arst, "Estimation of the concentration of yellow substance in natural waters by beam attenuation 
coefficient spectra," Proc. Estonian Acad. Sei. Ecol., 6 (3/4), 108-123, (1996). 

2. H.R. Gordon, O.B. Brown and M.M. Jacobs, "Computed relationships between the inherent and apparent optical 
properties of a flat homogenous ocean," Appl. Opt. 14,417-427, (1975). 

3. J.T.O. Kirk, "The assessment and prediction of optical water quality," Australian Water and Wastewater 
Association 13th Federal Convention, 504-507, (1989). 

4. H.R. Gordon, O.B. Brown, R.H. Evans, J.W.Brown, R.C. Smith, K.S. Baker and D.K. Clark, "A semianalytic 
radiance model of ocean color,"/. Geophys. Res., 93(D9), 10909-10924, (1988). 

5. R.P. Bukata, J.H. Jerome, K.Y. Kondratyev and D.V. Pozdnyakov, "Satellite monitoring of optically-active 
components of inland waters: an essential input to regional climate change impact studies," J. Great Lakes Res., 17,470-478 
(1991). 

6. J. Aiken, G.F Moore, C.C. Trees, S.B. Hooker and D.K. Clark, "The SeaWiFS CZCS type pigment algorithm," 
SeaWiFS Technical Report Series, NASA Technical Memorandum 104566,29, (1995). 

7. J.W. Campell, J.M. Blaisdell, M. Darzi, "Level-3 SeaWiFS data products: spatial and temporal binning 
algorithms." SeaWiFS Technical Report Series, NASA Technical Memorandum 104566.32, (1995). 

8. S. Tassan, "Local algorithms using SeaWiFS data for the retrieval of phytoplankton pigments, suspended sediment, 
and yellow substance in coastal waters," Appl. Opt., 33(12), 2369-2378, (1994). 

9. A. Bricaud, M. Babin, A. Morel and H. Claustre, "Variability in the chlorophyll-specific absorption coefficients of 
natural phytoplankton: analyses and parametrization," /. Geophys. Res. 100(C7), 13321-13332 (1995). 

10. K.S. Baker and R.C. Smith, "Bio-optical classification and model of natural waters. 2.," Limnol. Oceanogr., 
27(3), 500-509, (1982). 

11. L. Prieur and S. Sathyendranath, "Optical classification of coastal and oceanic waters based on specific spectral 
absorption curves of phytoplankton pigments, dissolved organic matter, and other particulte materials," Limnol. Oceanogr 
26(4), 671-689, (1981). 

12.R.C. Smith and K.S. Baker, "Optical properties of the clearest natural waters (200-800 nm)," Appl Opt. 20(2), 177- 
184, (1981). 

13. Y.-H. Ahn, A. Bricaud and A. Morel, "Light backscattering efficiency and related properties of some 
phytoplankters," Deep-Sea Res. 39(11/12), 1835-1855, (1992). 

14. T. Kutser, H. Arst, T. Miller, L. Käärmann and A. Milius, 'Telespectrometrical estimation of water transparency, 
chlorophyll a and total phosphorus concentration of Lake Peipsi,"/nf. /. Remote Sensing, 16,3069-3085, (1995). 

482 



Remote-sensing reflectance measured with and without a vertical polarizer 

Z. P. Lee, K. L. Carder, T. G. Peacock, and R. G. Steward 

Department of Marine Science 
University of South Florida 
St. Petersburg, FL 33701 

ABSTRACT 

Remote-sensing reflectance (R„, ratio of the water-leaving radiance to the downwelling irradiance 
above the surface) with and without a vertical polarizer in front of the sensor were derived for 
measurements made at 90° to the solar plane and in a direction 30° to nadir. These measurements were 
carried out to see if a vertical polarizer mounted in front of a sensor would improve the Rrs results. For 
28 pairs of measurements with chlorophyll_a concentrations ranging from 0.07 to 38 mg/m3, solar 
zenith angles from 18° to 66°, clear to cloudy skies, and for optically shallow and deep waters, there was 
no significant variation between the polarized and unpolarized R„ values. Statistical comparisons of 
polarized to unpolarized results provided R2 values of 0.987, 0.987, 0.994, and 0.999 with slopes 1.007, 
1.005, 0.983 and 0.998 for wavelengths at 410, 440, 550 and 630 nm, respectively. These results 
suggest that although the underwater light field is partially polarized, a vertical polarizer in front of a 
sensor will provide close results (~ 9% difference for /?„(440)) to unpolarized sensor, if the 
measurements were made in a direction 90° to the solar plane and 30° (-22° underwater) to the nadir. 

Key words: remote-sensing reflectance, polarizer 

1. INTRODUCTION 

In the field measurements of water color, Clarke et al.1 and Carder et al.2 used a vertical polarizer in 
front of the radiance sensor to reduce the sea-surface reflected skylight. These measurements can lead 
to the calculation of remote-sensing reflectance (Rrs, ratio of the water-leaving radiance to downwelling 
irradiance just above the sea surface). As the skylight is partially polarized3 and in non-uniform 
distribution, concerns have arisen about the skylight correction in the Rrs derivation. Also, as the 
subsurface light field is partially polarized3'4, it is not known if the polarized sensors will provide the 
same remote-sensing reflectance values to unpolarized sensors, as satellite calibration relies on the 
accurate measurements of the remote-sensing reflectance. To examine the affects of a vertical polarizer, 
a series of field measurements were carried out in June 1993 and March 1994 in the West Florida Shelf 
and the Gulf of Mexico. Figure 1 shows the locations of the measurements. The experiment sites 
covered chl_a concentrations from 0.07 to 38 mg/m3, waters with optically shallow and deep bottom, 
and clear to cloudy sky conditions (Table 1 summarizes the station information). Results of the Rrs 

values were presented. 
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2. METHOD 

The measurement methods were summarized in Lee et al.5 Briefly, above-water upwelling radiance, 
downwelling sky radiance, and downwelling irradiance above the surface were measured using 
Spectron Engineering SE-5906. The SE-590 is insensitive to polarization as it has no folding mirrors or 
other optical surfaces to enhance or degrade a polarized source field. Only difference here was that for 
the same stations, these measurements were made with and without a vertical polarizer in front of the 
sensor. All the measurements were finished within a few minutes, which guaranteed the stability of the 
incoming solar irradiance. 

R„ were derived using the full-spectral optimization algorithm in Lee et al.s, with a term for bottom 
reflectance added for the possible optical shallow waters. We used the term in Lee et al.7 for the 
description about the bottom contributions. Cloud covered Sun data were not included, because the 
illumination was too variable even during the short sampling period. Cloudy sky data was retained 
where the Sun was not covered and the illumination was constant. 

3. RESULTS AND DISCUSSION 

Figures 2-5 present the derived R„ values for wavelengths 410, 440, 550, and 630 nm, respectively. 
For the four wavelengths, the R2 values are 0.987, 0.987, 0.994, and 0.999 with slopes of 1.007, 1.005, 
0.983 and 0.998, respectively. Although the R„ values did not match each other exactly, these results 
suggest that there are no significant or systematic variations between the polarized and non-polarized 
/?„ values. The ~ 9% variation in the Rrs values could come from the polarization introduced by the 
waters3'4, or from the sky correction procedure5, especially those results using polarized sensors, as 
skylight is partially polarized and in non-uniform distribution. Rigorously controlled experiments are 
needed in order to determine the source of the 9% difference. 

Intuitively, it seems a good idea to add a vertical polarizer in front of a sensor to cut off the unwanted 
reflected skylight, especially when viewing the water at the Brewster's angle (-53° from nadir). 
However, in the field, due to the uneven sea surface, waves reflected skylight can come from a large 
effective solid angle, which makes it impossible to cut off all the reflected skylight, even at the 
Brewster's angle. And, the inclusion of a polarizer reduces the signal by -50% due to transmission 
losses through the filter. This increases the uncertainties for coastal water Rrs where the blue signals are 
very low. Also, there was an averaged ~ 9% difference between polarized and unpolarized Rrs values. 
Thus, to calibrate satellite sensor, it is better to use unpolarized sensors for shipboard measurements. 

4. CONCLUSIONS 

When viewing the water at 90° to the solar plane and 30° from nadir, sensors with and without a 
vertical polarizer provided close Rrs results. 

To be consistent with satellite sensors, and to increase the signal entering into the field sensors, it is 
better to use unpolarized sensors. 
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'able 1. Summary of the station conditions. 

stations solar zenith angle (°) [chl a] (mg/m3) sky bottom depth (m) 

+BN1 58 3.71 Clear ~ 11 

2 31 2.01 CLOUDY ~ 17 

3 63 0.62 CLOUDY -25 

6 49 1.42 Clear Deep 

7 37 0.64 Clear Deep 

12 38 2.14 CLOUDY Deep 

14 36 0.45 CLOUDY Deep 

16 34 0.7 Clear Deep 

17 66 2.19 Clear Deep 

19 45 0.32 Clear - 30 

20 36 0.26 Clear Deep 

21 65 0.52 Clear Deep 
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stations solar zenith angle (°) [chl_a] (mg/m3) sky bottom depth (m) 

22 47 0.25 CLOUDY Deep 

23 37 0.17 CLOUDY Deep 

24 56 0.19 CLOUDY Deep 

28 56 0.22 CLOUDY Deep 

*C01 44 4.22 CLOUDY Deep 

3 63 0.07 CLOUDY Deep 

4 34 0.08 CLOUDY Deep 

5 46 8.69 Clear Deep 

7 18 9.45 Clear Deep 

11 49 5.98 CLOUDY Deep 

12 43 38.6 Clear Deep 

15 50 22.82 CLOUDY Deep 

16 21 19.57 CLOUDY Deep 

18 66 0.1 CLOUDY Deep 

19 54 0.22 Clear 33 

20 28 0.43 Clear - 14 

+: BONG cruise, March 1994, West Florida Shelf; 
*: COLOR cruise, June 1993, Gulf of Mexico. 
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Figure 1. Measurement sites in the Gulf of Mexico and West Florida Shelf. 
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Comparison of measured inherent optical properties with estimates determined from reflectance in coastal waters off 
Cape Hatteras, North Carolina, USA 

Steven E. Lohrenza, Donald G. Redalje", Ken M. Matulewski", James E. Iveya and Alan D. Weidemannb 

"Institute of Marine Sciences, University of Southern Mississippi, Stennis Space Center, Mississippi, 39529, USA 
bNaval Research Laboratory, Stennis Space Center, Mississippi, 39529, USA 

ABSTRACT 
The ability to acquire information about inherent optical properties such as total spectral absorption (a(X), m"1) and 
scattering (b(X), m"') from reflectance properties of oceanic waters is fundamental to the development of remote sensing 
algorithms. While considerable success has been achieved in relatively clear oceanic waters, inversion methods to 
determine a(X) and b(X) from reflectance properties in coastal waters is a more complex problem. We conducted 
measurements of a(X) and b(X) in conjunction with profiles of in situ radiance reflectance at various locations off Cape 
Hatteras, North Carolina during spring 1996. Our objective was to evaluate measurement and model closure among the 
different methods that were applied. Spectral a and b were determined using a WETLabs ac-9. Independent estimates of 
a were also determined in discrete samples using a spectrophotometer. In situ upwelling radiance (L„) and downwelling 
irradiance (EJ) were determined using a Satlantic SeaWiFS Profiling Multichannel Radiometer. Inverse methods 
provided estimates of a and b from reflectance (LJEj).   For the mid-shelf station characterized by relatively low b/a 
ratios, agreement among the different methods for estimating a(X) was quite good. At the inner shelf station, higher b/a 
ratios were encountered and larger discrepancies were observed between the different methods. The results illustrate the 
utility of multi-faceted measurement strategies for evaluating the reliability of estimates of optical properties. 

Keywords: inherent optical properties, absorption, scattering, reflectance, backscattering, remote sensing, coastal, Case 2 
waters, inverse methods, ocean color 

1.   INTRODUCTION 
Determination of optical properties of coastal waters is important for efforts to characterize the, as yet, undefined role of 
continental shelf ecosystems in global biogeochemical cycles. Information about inherent optical properties {e.g., total 
spectral absorption [a(X)] and scattering [b(X)] coefficients) can be used in support of algorithms to determine chlorophyll 
and dissolved organic matter concentrations, photosynthetically available radiation and its absorption by phytoplankton. 
The ability to estimate inherent optical properties from reflectance properties is fundamental to the development of 
remote sensing algorithms. While considerable success has been achieved in relatively clear oceanic waters, inversion 
methods to determine a and b from reflectance properties in coastal waters is a more complex problem. A prerequisite to 
dealing with this problem is the establishment of reliable methods for determining inherent and apparent optical 
properties in coastal environments. As part of the Department of Energy's Ocean Margins Program, we made 
observations of inherent optical properties and spectral radiance reflectance in continental shelf waters off Cape Hatteras, 
North Carolina, USA. This study provided one of the few available data sets in this region involving simultaneous 
measurements of spectral radiance reflectance and in situ and in vitro determinations of inherent optical properties. 
Simple inverse methods were applied to derive estimates of inherent optical properties from reflectance. Our objective 
was to evaluate measurement and model closure among the different methods that were applied. 

2.  METHODS 
Measurements were conducted during the R/V Endeavour cruise EN280 from 12-20 March 1996. Comparisons among 
the different methods were made at three stations including an inner shelf station (St. 26,16 m bottom depth), and two 
stations located in the mid- to outer shelf region (St. 43, 39 m and St. 49, 34 m). Vertical profiles of a(X) and c(X) 
(spectral beam attenuation coefficient) were determined at nine wavelengths using a WETLabs ac-9. Pre- and post- 
deployment calibration of the ac-9 was done in the laboratory using dry air to determine zero absorption and attenuation. 
Custom-designed compression fittings, designed to minimize torque, were used to attach the instrument to a lowering 
frame. A wavelength-dependent scattering correction was applied to absorption values1 using temperature- and salinity- 
corrected2 values of absorption at 715 nm. Initial estimates of a(X) obtained from the ac-9 were systematically higher than 
those derived from the spectrophotometric and reflectance methods (see below). This was attributed to a possible 
modification in the optical path of the instrument due to torsion or compression as a result of mounting on the lowering 
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Figure 1. Location of sampling stations during 
R/V Endeavour cruise EN280. 

frame. Air calibration values for absorption were adjusted at 
selected wavelengths to optimize agreement (minimize the root 
mean square deviation) between ac-9 and the other methods. Once 
an optimum was established, the same calibration was used in all 
cases. The total scattering coefficient, b(X), was estimated by 
subtraction of the corrected values of a(X) from c(X). 

Independent estimates of a(X) were also determined in vitro by 
analysis of discrete samples using a Kontron dual beam 
spectrophotometer. Water samples were collected using the ship's 
CTD/Niskin rosette system. Particulate absorption spectra were 
measured on Whatman GF/F filters by the filter pad method3'4. 
Non-pigmented particulate absorption was measured on filters 
extracted with boiling methanol for 15 min and subsequently rinsed 
with deionized water. Pigment absorption was estimated by 
subtracting non-pigmented particulate absorption from the total 
particulate absorption. Path length amplification, ß, was estimated 
using the method of Arbones et al. (1996)5. Absorption spectra of 
the GF/F filtrates were measured in 10 cm glass cuvettes. 
Chlorophyll concentrations were determined by extraction of 
filtered samples with 90% acetone and subsequent analysis by the 
fluorometric method6 using a Turner Designs Model 10 
fluorometer. 

Vertical profiles of in situ upwelling spectral radiance [LJXz)] and downwelling irradiance [Ej(Xz)] were determined 
using a Satlantic SeaWiFS Profiling Multichannel Radiometer. Profiles were conducted between 0900 and 1400 h local 
time. Our study was one of the first to deploy this free falling profiling instrument in relatively shallow (< 50 m) coastal 
waters. Near-surface (upper 3 m) spectral radiance reflectance (LJEd) was related to a(X) and the total backscattering 
coefficient, bb(X), by the relation of Gordon et al. (1988)7: 

0.095 
K 

a + b„ (1) 

where 

Rearranging these equations we obtain: 

and 

-< 

b    £,0.11 

a ~ 
0.11 

(0.095--*-) 

(2) 

(3) 

(4) 

The wavelength notation has been omitted for convenience. The spectral downwelling diffuse attenuation coefficient, 
KJKX), was estimated from irradiance profiles. Absorption due to pure water was subtracted from the values of a(X) 
determined by equation 4 to facilitate comparisons with the other methods. 

In addition to the determinations of the total scattering coefficient, b(X), made with the ac-9 as described above, estimates 
were made using two other methods. One approach was to assume a constant b^/b ratio equal to 0.01, which is reasonable 
for these coastal waters. This permitted the estimation of b(X) from equation 3 as follows: 

6=™ 
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An alternative method used was that based on the relation given by Gordon and Morel (1983) : 

fc(A) = Ä0.3C062 

A 
where C is the total pigment concentration in mg m3. 

(6) 

3. RESULTS 
The comparison of total absorption coefficients estimated by the three different approaches revealed different levels of 
agreement at the different stations (Table 1). At the inner shelf station (St. 26), spectrophotometric estimates of a(X) 
tended to be lower than estimates derived from the reflectance profile for some wavelengths (Fig. 2a) and a comparison of 
the two spectra showed the highest root mean square (rms) deviation (Table 1). Agreement between reflectance and 

spectrophotometric methods was better at the 

Table 1. Root mean square deviation between estimates of total 
spectral absorption by in vitro (spectrophotometric) and in situ (ac-9 
and equation 4) techniques. 

Station No.: 26 43 49 
RMS Deviation (equation 4 vs. spec.) 
RMS Deviation (ac-9 vs. spec.)  

0.073 
0.038 

0.013 
0.022 

0.021 
0.068 

outer and mid-shelf locations, Stns. 43 and 49 
respectively. The ac-9 estimates of a(X) were 
generally consistent with the spectrophotometric 
determinations, although scatter in the 
measurements was larger, particularly at Stns. 
26 and 49. This contributed to larger rms 
deviations between spectrophotometric and ac-9 
measurements at these stations (Table 1). 

Estimates of total scattering coefficients determined with the ac-9 and from equation 5 were highest at the inner shelf 
station, possibly related to the higher relative contribution of non-pigmented paniculate matter (Fig. 2a). Values of b(X) 
determined using equation 5 displayed a wavelength dependence with a maximum around 500 nm that was greater than 
corresponding estimates made with the ac-9. At the mid-shelf and outer shelf stations (Figs. 3b and 3c), estimates of b(X) 
from both the ac-9 and equation 5 were generally lower than observed at the inner shelf station. The ac-9 determinations 
of b(X) at these stations ranged slightly higher than those estimated from equation 5 for intermediate wavelengths. Values 
of b(X) determined from equation 5 were relatively invariant at intermediate wavelengths, but exhibited a tendency 
towards higher values at longer and shorter wavelengths. At the inner shelf station (Fig. 3a), both the ac-9 estimates of 
b(X) and those determined from equation 5 were higher than the estimates based on chlorophyll concentration given by 

equation 6. In contrast, values of b(X) estimated 
from equation 6 were generally higher than the 
instrument-derived estimates of b(X) at the mid- 
shelf and outer shelf stations (Figs. 3b and 3c). 
The differences between stations in values of 
b(X) estimated from equation 6 were reflected in 
the pattern of variation in chlorophyll 
concentrations (Table 2). 

Table 2. Chlorophyll and pheopigment concentrations (mg m'3). 
Station No. and            26 

sample depth:          13.5 m 
43 

3.4 m 
49 
3 m 

Chlorophyll 
Pheopigment 

3.0 
n.d. 

3.8 
0.16 

5.9 
0.86 

n.d.=not detected 

4. DISCUSSION 
Within the limits of our data, it can be concluded that measurement and model closure was achieved in the case of 
absorption at the mid-shelf and outer shelf locations. At the inner shelf station, estimates of n(X) made with the ac-9 were 
comparable to the in vitro spectrophotometric determinations, but values of a(X) estimated from reflectance (i.e., equation 
4) were higher at some wavelengths. The rms deviation between the in vitro and reflectance-based estimates of a(Aj at St. 
26 was the largest observed (Table 1). Furthermore, the true difference was underestimated because our sample for the 
spectrophotometric analysis was taken from deeper in the water column where chlorophyll concentrations were slightly 
higher than surface waters (3.0 mg m"3 at 13.5 m as compared to 1.2 mg m3 at 4 m). A comparison using the in vitro 
estimate of a(X) at 4 m (data not shown) yielded a larger rms deviation of 0.13. Values of a(X) estimated from equation 4 
may have been overestimated if assumptions regarding the downwelling distribution function, D0(=l/pd), were 
violated. Because of overcast conditions and rough seas, actual values of D0 may have exceeded the desired range of 1.0- 
1.27. Nevertheless, environmental conditions were similar for the different stations, so this would not explain why the 
differences were so much greater for St. 26. The presence of relatively high dissolved organic matter and non-pigmented 
paniculate matter (Fig. 2a) may have contributed to the greater deviation at this station. 
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Better agreement between the in vitro and reflectance-based (equation 4) estimates of a(X) was achieved at Stns. 43 and 
49 (Figs. 2b and 2c). In contrast, the deviation between the in vitro and ac-9 estimates of a(X) was larger at the mid-shelf 
station, St. 49 (Table 1). A problem in the interpretation of these data was the degree of scatter in some of the instrument 
observations. In the case of the ac-9 measurements, this could be at least partially attributed to interference by bubbles in 
the flow cell. These tend to produce anomalously high absorption and beam attenuation values. 

Our efforts to achieve closure among different methods for estimating scattering were less successful. For the inner shelf 
station, estimates of b(X) from equation 5 were higher than the ac-9 estimates at intermediate wavelengths. The opposite 
was true for the other two stations. One explanation for this pattern was that the backscattering probability {bf/b) may 
have varied between stations as a function of the composition, size and concentration of particles. An explanation for the 
wavelength dependence observed in estimates of b(X) from equation 5 (Fig. 3) was unclear. A comparison of the in situ 
estimates of b(X) with those estimated from equation 6 revealed substantial differences. Equation 6 is an empirical 
relation developed for Case 1 waters. Implicit assumptions in this equation are that constituents contributing to scattering 
co-vary with chlorophyll concentrations. The results presented here apparently illustrate a case where this assumption 
was invalid. 

This study has illustrated the utility of multiple measurement approaches in evaluation of methods for the determination 
of optical properties of coastal waters. An important prerequisite for the successful application of remote sensing as a 
tool for studying biogeochemical processes in coastal waters will be to achieve closure among ground truth measurement 
techniques and optical theory. We have made some progress towards that goal, and identified areas that need 
improvement. 
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Figure 2. Total and constituent absorption coefficients 
estimated from spectrophotometric analysis of discrete 
samples, ac-9 and reflectance (equation 4) at Stations 
26,43 and 49. Sample depths for spectrophotometric 
analyses are given in Table 2. Measurements from the 
ac-9 were depth-averaged over the upper 5 m except at 
St. 26. Because of interference by bubbles at near- 
surface depths, ac-9 data from 12 - 16 m were used for 
St. 26. Error bars represent 1 standard deviation. 
Legend: AP-particulate absorption, ADET-non- 
pigmented paniculate absorption, APIG-pigment 
absorption equal to (AP-ADET), ADIS-dissolved 
absorption. 
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Figure 3. Total scattering coefficients determined by 
three approaches as described in Methods. Error bars 
represent 1 standard deviation. Pigment concentrations 
used with equation 6 are given in Table 2. 
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ABSTRACT 
Optical and Phytoplankton pigment data collected from around 80 stations in the south-west Atlantic sector of 

Antarctic ocean between die Drake Passage and Antarctic Peninsula during three Antarctic Expeditions of Japan 
Fisheries Agency in Austral summer were analyzed for bio-optical characterization. Three optical water types were 
identified based on the spatial variability of phytoplankton pigment in the euphotic zone and corresponding profile of 
physical parameters along with total beam attenuation coefficient, ct (m~l) and diffuse attenuation coefficient, K<j 

(m'l). The derived pigment specific paniculate beam attenuation coefficient (c ) and diffuse attenuation coefficients 
(ICd) were effectively used to identify optical stations under dominant influence of non-chlorophyll substances. The 
pigment specific coefficients were compared with the coefficients reported from typical case I waters (mostly 
temperate) and polar waters as well. Significant variations from temperate model and agreement with polar region 
model are discussed. Chlorophyll remote sensing model was examined with two sets of reflectance, R (k) and sub- 
surface upwelling radiance, LQ (k) ratios (441/565 and 520/565). The typical case I water remote sensing algorithm 
and the algorithm derived from present analysis were implemented on the CZCS image, and satellite derived 
chlorophyll values were compared with in situ estimates available in the same area from the Polish BIOMASS - 
FIBEX expedition. The results point to the need of more critical study on the bio-optical aspects before 
implementation of local algorithms for this region on ocean color image. 

Keywords: Antarctic ocean, ocean color, bio-optical relationships, regional variability, pigment algorithms, remote 
sensing, CZCS 

1. INTRODUCTION 
The unique photo-biological condition in Antarctic ocean has prompted satellite cceanographers in the recent years 

to investigate bio-optical properties of these waters. *"2 The results from these studies points at the need of 
considering Antarctic ocean waters separately from the typical case I water of the world ocean for development of bio- 
optical model. The variation in pigment specific absorption and pigment 'package effect' due to low light adaptability 
of Antarctic phytoplankton have been hypothesized as the most important attributable factors for such regional 
variation. Mitchell and Holm-Hansen * have pointed out that the underwater bio-optical algorithm used for processing 
of global CZCS data 3-4 for estimating phytoplankton pigment concentration underestimates the Antarctic pigment 
concentration by approximately factor of 3. However, the validity of this algorithm for the entire Southern ocean is 
yet to be confirmed as local variability of biological and other water constituents can significantly change bio-optical 
characteristics. 

Under the present study we present results from the bio-optical data analysis of over 80 stations covered during the 
fifth, the sixth and the seventh Antarctic Expeditions of Japan Fisheries Agency undertaken during Austral summer of 
1987-88,1990-91 and 1994-95 respectively. We characterize the study area into different bio-optical zones based on 
apparent and inherent optical properties such as diffuse attenuation coefficient, Kd (k) and beam attenuation 
coefficient Ct and their relationship with the pigment concentrations. We also present the bio-optical regression 
model using reflectance R (k) and sub-surface upwelling radiance Lu (k) at wavelengths closer to CZCS channels. 
We have implemented the bio-optical algorithm developed from the present dataset on one CZCS image covering the 
study area and compared the pigment estimates with the estimates derived from the global processing algorithms of 
Gordon et al. 3 and the Southern ocean algorithm proposed by Mitchell and Holm-Hansen1 to find out the discrepancy 
in CZCS estimates of pigment concentration using different models. Finally these estimates were validated using the 
ship-board data as available from Polish BIOMASS-FIBEX program. 

2. MATERIALS AND METHODS 
This study is based on three sets of bio-optical data collected during 1987-88, 1990-91 and 1994-95 cruises. The 

study area covered during 1987-88 spreads over a larger area starting from Antarctic Peninsula in south to Falkland 
Island in north (Fig. la). A small part of this area as shown in the Fig. la was covered during 1990-91 and 1994-95 
including the Antarctic Peninsula region and southern part of the Drake Passage (Fig. lb). The bio-optical data were 
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Fig. 1. Map of the south-west Atlantic sector of the Antarctic ocean covered during 1987-88, 1990-91 and 1994-95 
showing the stations covered for bio-optical data collection. Fig. la shows the region covered during 1987-88 
cruise and Fig. lb show the bio-optical stations of 1990-91 and 1994-95 cruise in Antarctic Peninsular water. 
Transacts are indicated with line in Fig. lb. 
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collected from 4 transacts during 1987-88, out of which 2 transacts passes through the Antarctic Peninsular waters. 
Bio-optical observations were made along the transacts off the Livingston island and off the Elephant island during 
1990-91 and 1994-95. The type of data collected during three investigations and instrumentation used for 
measurements are presented in the Table 1. 

All bio-optical and pertinent physical oceanographic data were sorted by depth from surface to 100m under present 
investigation. The underwater Ed (k), Eu (k) and Lu (X.)were appropriately corrected by relating the variable incident 
sunlight measured above the sea surface. Since the optical data of the sea surface and immediately below the surface 
were subjected to erratic profiling, the data for this upper layer of the water column have been extrapolated using 
linear regression of Ed (X), Eu (k) and Lu (k) as a function of depth for immediately below the disturbed column of 
water. The stations with observations affected by ship shadow, sensor tilt and lack of sufficient illumination for 
irradiance and radiance measurements were removed from the optical dataset. 

Table 1 Instrumentation 

Parameters 
1987-88 

Year 
1990-91 1994-95 

Beam Attenuation Cj/fiOOnml 
Instrument type 

Path length(cm) 

Transmissometer 
(Sea Tech) 

25 

Transmissometer 
(Sea Tech) 

10 

Transmissometer 
(Sea Tech) 

25 

Dnwnwelliny and Unwelling Irradiance rE_ft.l & EjjfX.11 
Instrument MER-1010 

Number of channels 12 (Ed> 12 (Eu) 

MER-1032 

12(Ed)7(Eu) 

MER-1032 

12(Ed)7((Eu) 

Upwelliny Radiance fLjj_0.11 
Number of channels 7(Lu) 7(LU) 

Chlorophyll a & Phaeopiyment     spectrofluorometer 
cgarealration 

spectrofluorometer spectrofluorometer 

spectrofluorometer 
cuvette length: 
sampling volume: 
pigment extraction: 
excitation wavelength: 
emission wavelength: 
calibration: 

SHIMADZU RF5100 
1 cm 
300-1000 ml 
85-90% Acetone 
436nm 
659.8nm-670nm 
Spirulina Chi. a 

(Wako Chemicals Co) 

3. RESULTS AND DISCUSSION 
The bio-optical data derived from three different cruises were considered as a single dataset for the purpose of present 

analysis since all the three investigations were conducted during the Austral summer. Based on the physical and bio- 
optical characteristics, the study area was divided into three zones viz. open ocean, southern Drake passage and 
Antarctic Peninsula area. While the southern Drake passage and Antarctic peninsula area were covered during all three 
cruises , the stations in the open ocean were covered only during the 1987-88 investigation. Since one transact off 
Livingston island was covered during all the three cruises (Fig.l), the physical and bio-optical variability along this 
transact was examined and the vertical profile of the physical and bio-optical parameters were found to have 
maintained almost the same trend during three investigations. It was very well noticed that the mixed layer was 
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shallow towards the Antarctic peninsula and deeper towards the southern Drake passage. The vertical distribution of 
bio-optical characteristics closely followed the other physical parameters. 

The total beam attenuation coefficient Ct (m"1) was calculated using the following formula: 

Ct(m-l)=-ln(l-C)/r (1) 

Where C is measure of proportion of the incident beam(660nm) that is lost by absorption and scattering in a path 
length, r. The attenuation coefficient of pure water (0.364)1 was used to estimate the paniculate beam attenuation 
coefficients (Ct - Cw) assuming that there is no contribution by the dissolved constituents. The pigment specific 
particulate beam attenuation coefficient C* is calculated as the ratio of (Ct - Cw) / (Chi a+Phaeo). This parameter is 
considered to be an important index of water type. If value of C* becomes >0.5, the water type is considered as case 
II, however, <0.5 indicates case I water. 1 

Under the present study statistical analysis was carried out between Q-Cw and Chi a + Phaeo (Fig. 2) and C* and 
diffuse attenuation coefficient, Kd (488 nm) (Fig. 3) for three zones to find out the relationships between these 
parameters. The covariance of phytoplankton pigments with beam attenuation was determined by applying linear 
regression analysis. The relationship for open ocean stations was found to be more significant than that of the 
southern Drake passage and Antarctic Peninsula stations. A cluster of stations as found in the Antarctic peninsula 
region shows Ct - Cw as independent of phytoplankton pigment concentrations(Fig. 2c). The similar phenomena 
was noticed in Bellingshausen sea, adjacent to the present study area by Sagan et al.2 This can be attributed to 
influence of the non-pigment constituents in this region. It was found out that out of 29 stations under this zone 12 
stations have C* values > 0.4. Fig. 3 shows the relationship between K<j(488 nm) and C* at three different zones. 
There seems to be no significant relationship between these two properties unlike the inverse relationship reported by 
Mitchell and Holm-Hansen* for the open ocean stations of southern Drake passage area during the same season. 
Moreover during their investigation they have noticed C* values in the Antarctic region is usually lower than 0.4. 
However during the present study the C* values were found to be quite higher at many stations in all the three zones 
including the Antarctic peninsular waters. Anticipating the possible influence of such discrepancy between our results 
and that of Mitchell and Holm-Hansen1 on bio-optical algorithms, an attempt was made to compare the regional 
algorithms for different zones in the Antarctic ocean and find out the extent of variation in the coefficients. 
Reflectance ratios such as R(441)/R(565) and R(520)/R(565) were considered for development of pigment algorithms 
for two different areas such as Antarctic Peninsular region and open ocean waters. Significant variation was noticed 
between these local algorithmsfTable 2). Algorithms were also developed based on upwelling radiance (Lu) collected 
during 1994-95 investigation to compare with results of Lu (>.)-based algorithms of Mitchell and Holm-Hansen1. 
The results are shown in the Table 3. Finally the algorithms derived from the present study and those of Gordon et 
al.3 and Mitchell and Holm-Hansen1 were implemented on the CZCS image of February 27, 1981 to derive the 
pigment estimates for assessing performance of different algorithms. The CZCS estimates show that although the 
algorithms of Mitchell and Holm-Hansen1 as well as the one from the present study produce higher concentration of 
phytoplankton pigment compared to Gordon et al.3 in low pigment concentration area, it produces quite lower 
estimates in bloom area. The ship estimate of Chlorophyll a pigment concentration for the corresponding CZCS 
image was available from only one station (Station 60) from the Polish BIOMASS-FIBEX database5. The CZCS 
pigment estimate derived from using the algorithm of Gordon et air' (0.20 mg/m3) was found to closely agree with 
the in situ estimate (0.14 mg/m3), however our algorithm and that of Mitchell and Holm-Hansen1 produced 
distinctly overestimates, 0.68mg/m3 and 0.45 mg/m3 respectively. 

4. CONCLUSION 
The results from the present study underlines the need for more planned bio-optical investigations in the Antarctic 

waters to critically understand the phenomena for more accurate estimation of phytoplankton pigment concentrations 
in these waters. This is felt more relevant in the background of recent launching of ADEOS/OCTS and forthcoming 
SeaWiFS. 
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Fig. 2 Relationship between the beam attenuation 
coefficient, C-Cw (660nm) and Phytoplankton 
pigment, (a) Open ocean region; (b) southern 
Drake Passage; (c) Antarctic Peninsular waters. 

Fig. 3 Relationship between K<j (488 nm) (m"1) and 
Pigment specific paniculate beam attenuation 
coefficient, C . (a) Open ocean region; (b) 
southern Drake passage; (c) Antarctic Peninsular 
waters. 
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Table 2. Results of the regression analyses between ratios of reflectance (R) and phytoplankton pigment 
concentration in open ocean and Antarctic Peninsula waters 

Ratios N a (intercept) Error b (slope) Error r2 

R(441/565) 
Open ocean 19 0.46 0.07 -1.20 0.26 0.55 

Antarctic 
Peninsula 

32 0.55 0.07 -1.62 0.15 0.80 

Rl»Q/565) 
Open ocean 19 0.44 0.13 -1.05 0.64 0.13 

Antarctic 
Peninsula 

32 1.03 0.17 -4.02 0.58 0.62 

Table 3. Bio-optical algorithms (Lu) for Antarctic Peninsula waters derived from present study along with 
algorithms proposed by Mitchell and Holm-Hansen1 for Southern ocean and Gordon et al.? for global ocean case I 
waters. CZCS image processing was carried out using these algorithms 

Ratios N a (intercept) Error b (slope)       Error r2 

Present study 12 0.66 0.05 -1.54            0.11 0.95 

Mitchell and 
Holm-Hansen1* 

122 0.53(+/-0.32) -1.63(+/-0.12) 0.83 

Gordon etal.?* 33 0.14 -1.55 0.97 

1^20/565* 
Present study 12 1.11 0.16 -4.33            0.62 0.83 

Mitchell and 
Holm-Hansen1* 

122 0.48(+/-0.38) -3.32(+/-0.38) 0.61 

Gordon etal..3*    33 0.63 -4.72 0.94 

Algorithms were developed based on upwelling radiance (Lu) values at 560 nm under these investigations. 

5. ACKNOWLEDGMENT 
The authors wish to thank the Captain and crew of Kaiyo Mam for their active co-operation in ship-board 

measurements during three cruises. They also thank Ogishima for MER-1032 data collection during 1994-95 cruise. 
They gratefully acknowledge help from G. Feldman and J. L. Green of NASA/GSFC in making available the 
CZCS data. They are also thankful to M. Toratani of School of High Technology for Human Welfare, Tokai 
University for his kind support during CZCS image processing. The authors are also grateful to Prof. Y. Sugimori 
of Tokai University for his helpful advice during the course of work. This work was carried out during the tenure of 
Science and Technology Agency (STA) Fellowship awarded to K. M. by Japan International Science and Technology 
Exchange Center (JISTEC). The author expresses his profound gratitude to the JISTEC for financial support and 
hospitality. 

500 



6. REFERENCES 
1. B. G. Mitchell and O. Holm-Hansen, "Bio-optcal properties of Antarctic Peninsula waters: differentiation from 

temperate ocean models,'Deep-Sea Research, 38(8/9), 1009-1028 (1991). 
2. S. Sagan, A. R. Weeks, I. S. Robinson, G. F. Moore and J. Aiken, "The relationship between beam 

attenuation and chlorophyll concentration and reflectance in Antarctic waters,"Deep-Sea Research II, 42(4-5), 983- 
996(1995). 

3. H. R. Gordon, D. K Clark, J. W. Brown, O. B. Brown, R. H. Evans and W. W. Browenkow,"Phytoplankton 
pigment concentrations in the Middle Atlantic Bight: comparison ship determinations and CZCS estimates,"Applied 
Optics, 22, 20-35 (1983). 

4. H. R. Gordon, O. B. Brown, R. H. Evans, J. W. Brown, R. C. Smith, K. S. Baker and D. K. Clark,"A 
semianalytical radiance model of ocean color," Journal of Geophysical Research, 93, 10,909-10,924 (1988). 

5. M. Lipski,"The distribution of chlorophyll a in relation to the water masses in the southern Drake passage and 
the Bransfield strait (BIOMASS-FIBEX, February-March 1981),"Po/. Polar Res., 3(3-4), 143-152 (1982). 

501 



502 

Remote sensing reflectance: preliminary comparisons between in-water and above water measurements, 
and estimates modelled from measured inherent optical propserties. 

James L. Mueller 
San Diego State University, Center for Hydro-Optics and Remote Sensing 

6505 Alvarado Rd, Ste 206, San Diego. CA 92120 

J. Ronald V. Zaneveld. Scott Pegau 
Oregon State University, College of Oceanography 

Corvallis. OR 97331 

Eduardo Valdez, Helmut Maske, Saul Alvarez-Borrego & Ruben Lara-Lara 
CICESE (Apdo Postal 2372) 

Ensenada, BC, Mexico 

ABSTRACT 

Remote sensing reflectances measured underwater and above-water in the Gulf of California are compared 
to evaluate the equivalence between methods. Each form of reflectance is also compared to concurrently 
measured ratios of scattering to absorption, and the mean backscattering fraction is estimated. Above- 
water and in-water remote sensing reflectance estimates differ by more than 20%, with absolute RMS 
difference ranging from 0.001 to 0.005. Standard deviations of estimated backscattering fractions are 
between 15% and 20% of the mean at each wavelength. 

Keywords: remote sensing reflectance, water-leaving radiance, ocean bidirectional reflectance 

1. INTRODUCTION 

Remote sensing reflectance RLW(A.) is defined as the ratio of water-leaving radiance to incident surface 
irradiance Lw(X)/Es(X). Two methods of determining RLW(X.) are currently in use1. Traditionally, 
upwelled radiance just beneath the sea surface L^O) is determined from an underwater profile of 
Lu(il,z) and is propagated through the sea surface by the Fresnel transmittance to determine nadir water- 
leaving radiance. An alternative approach is to measure surface radiance at a nadir-angle e and zenith 
angle relative to the sun <{>, together with incident sky radiance at ty and zenith angle 9. In the latter case, 
it is necessary to account for the ocean bidirectional reflectance distribution function, and its dependence 
on solar zenith and azimuth angles. 90 and <|>, to adjust the measured water-leaving radiance at angle 9 to 
correspond to nadir radiance2.   In either case, reflectance is determined by dividing the nadir water- 
leaving radiance by incident spectral irradiance measured by a cosine-response radiometer. The 
alternative above-water method of approximating incident spectral irradiance by measuring radiance 
reflected from a grey plaque3 is not considered here. 

Radiance measurements below and above the water surface are subject to different sources of uncertainty. 
To derive Lu(X,0°,0") from an underwater profile, it is necessary to extrapolate the measurements from a 
few m below the surface to the surface, and in strongly absorbing waters instrument self-shading becomes 
a significant source of uncertainty as well. Above-water measurements of surface radiance Ls(?w6,eo,<t>) 
must be corrected both for reflected sky radiance, and for the ocean BRDF. to derive Lw(A., 0°); surface 
wave introduce serious sky and cloud glint fluctuations into these corrections under all but ideal clear-sky 
conditions. The uncertainty in determining Lw(A., 0°) from underwater profiles is thought to be 
approximately 5% for Case 1 waters and low variability in ES(X). The uncertainty associated with the 
above water measurement has not been well quantified. This paper is a preliminary attempt to estimate 
the magnitude ofthat uncertainty through direct comparisons between above-water and in-water 
measurements. 
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We also examine the relationship between each form of reflecance and the ratio of scattering to absorption 
coefficients, b(k)/a(X), as a preliminary test of consistency in these data with reflectance models based on 
inherent optical properties. 

2. DATA AND METHODS 

In December 1995, we measured inherent and apparent optical properties in the central Gulf of California 
aboard the Mexican research vessel El Puma. Over a period of 8 days, we acquired data at 12 stations 
over the continental shelf near Guaymas, Mexico, and additional stations over the sill separating the 
northern and central basins of the Gulf of California. 

Vertical profiles of spectral irradiance and radiance Ed(^.,z), Lu(Ä.,z), and surface irradiance Es(?t), were 
measured using a PRR-600 radiometer system manufactured by Biospherical Instruments, Inc. Ljß., 0") 
was derived through analysis of the upwelled radiance profile and combined with deck cell irradiance to 
form the in-water estimate of nadir remote sensing reflectance as 

RL.G, 0°, 90) = U(K 0") * [l-p(0°)] / [m- * E,(k)] (1) 

where p(0°) is Fresnel reflectance of the sea surface for normal incident and m is the refractive index of 
water relative to air (approximately 1.34). 

Surface radiance L3(k,8,<j>) and sky radiance Lsky(A.,0,<t>) were measured with a prototype radiometer 
assembled at SDSU CHORS. A 35mm camera, with a 5mm f/1.4 lens, was modified by installing an 
aperture plate in the focal plane to limit the field of view to 5° (full width). A Light-Shaping Diffuser (40° 
FWHM) is placed over the aperture to disperse the flux uniformly to 7 filter/detectors (a Satlantic OCR- 
100 detector array). The camera was mounted on a handle with a horizon-sighting telescope to fix the 
viewing nadir/zenith angle at 0 = 30° in all measurements. Azimuth relative to the sun was varied 
between 4> = 90° and ty= 135 ° to allow evaluation of azimuth sensitivity in the measurements. The surface 
and sky radiances were then combined to calculate remote sensing reflectance (off nadir) as 

RLW(^, 9, 0O, ft =[ Lfrß#) - p(0) * UyfMM i E.W, (2) 

where p(0) is the average (unpolarized) Fresnel reflectance for incidence angle 0 (30° in these data). A 
polarizing filter was also placed over the radiometer lens to measure the vertically and horizontally 
polarized components of Ls(X,0,<t>) and Lsky(X,0,<))). These data were then combined to form a polarized 
reflected skylight correction to remote sensing reflectance as 

RLw(?w 0, eo, ® = [ UM - {pv(0) * Lsky,v(?,)+ph(e)*L3ky,h(0)}l / EJM, (3) 

where subscripts v and h refer to vertical and horizontal polarizations, respectively. 

The variation of the incident radiance distribution and ocean BRDF with solar elevation and relative 
zenith angle must be taken into account to compare reflectances calculated from above-water data using 
(2) or (3) with nadir reflectance calculated from in-water data with (1). One approach, for Case 1 waters 
with chlorophyll concentrations < 3 mg m"3, is the scaling 

RLW(^, 0°, 0O) = (f/QnXf/Q)-1 RLW(^, 0, eo, 4) (4) 

where (f/Qn) and (f/Q) are the correction factors for nadir radiance and radiance at 0, respectively, as 
introduced by Morel and Gentili2. These factors vary as a function of X, 0, 0O, 4>, and bt/a (where bb is the 
backscattering coefficient). 
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We also measured spectral absorption and beam attenuation coefficients a(A.) and c(k) at each station, and 
then calculate the scattering coefficient as b(k) = c(X)- a(k). These data were acquired using an AC-9 
manufactured by WetLabs Inc.   Defining the backscattering fraction as FB(A.) = btA) / UK), we may write 
reflectance as a function of inherent optical properties as2 

RLW(>L, 0°, 0O) = (f/Qn) [FBW * b(X) I a(X)]. (5) 

By combining (5) with (1), and with (4) [together with (2) and (3)] we may estimate a value of the 
backscattering fraction for each station and form of reflectance estimate as 

Fuft) = RLW(^ 0°, eo) / [ (f/Qn) * b(X) I a(k)l (6) 

3. RESULTS 

Comparisons between in-water and above water reflectance (1) versus (4), combined with (2) for the 
unpolarized surface radiance corrections, are illustrated in Fig. 1 for 555 run. The RMS differences 
between the above water and in-water reflectance determinations are approximately 25% The differences 
are larger at 412 run (not illustrated here). There is little difference between the polarized and 
unpolarized skylight reflectance corrections, as is illustrated in Fig. 2. Results for other wavelengths are 
similar, with increased scatter at short wavelengths. 

The average backscattering fractions computed from AC-9 data with (6) in combination with the in-water 
and above water reflectance determinations are illustrated in Fig. 3. Relative uncertainties with respect to 
these means are between 15% and 20% for the in-water and <|> = 90° above water reflectances (assuming 
constant FB(1) in the region), and are approximately 30% for $ = 135°. 

4. DISCUSSION AND CONCLUSIONS 

These preliminary results suggest that it will be very difficult to reduce the uncertainty in above-water 
determinations of remote sensing reflectance to the 5% level, considering the present uncertainties of 
approximately 25%. We attribute the bulk of this uncertainty to variability in sky radiance reflections 
(due to surface waves) coupled with relatively bright patches of wispy clouds (even under relatively clear- 
sky conditions). The BRDF corrections used here certainly reduced the scatter in the data, but we need to 
pursue this aspect further, particularly since errors in this adjustment could certainly account for the 
biases observed in our present comparisons. Further analysis and research are needed to better quantify 
the sources and magnitudes of these uncertainties under general conditions. We have also not yet 
considered whether smaller uncertainties can be realized for reflectance ratios between different 
wavelengths, a question of critical importance for remote sensing algorithm development. 

Finally, we are encouraged by the internal consistency in backscattering fractions estimated by combining 
the measured reflectances with absorption and scattering. In future work we hope to obtain direct 
measurements of backscattering as a basis for independently deriving reflectance from inherent optical 
properties. This capability would greatly advance our ability to apply satellite remote sensing reflectances 
to Case 2 waters, where in situ radiometry is especially difficult. 
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Figure 1. Remote sensing reflectances at 555 nm calculated from in-water radiances (PRR data) and above 
water radiance measurements LS(X) at relative solar zenith angles of 90° and 135° and a nadir angle of 30°. 
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Figure 2. Above water reflectance determined using unpolarized and polarized surface reflectance and 
skylight measurements, compared with reflectances computed from upolarized measurements using the 
average Fresnel reflectance. 
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Figure 3. The backscattering fraction bb(X) I b(X) computed by combining the measured ratio b(A.)/a(?0 
with in-water and above water reflectance determinations. 
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The distribution of colored dissolved organic matter (CDOM) in the Equatorial Pacific 
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ABSTRACT 

Optical properties of dissolved and paniculate matter were measured in the surface waters of the Equatorial 
Pacific between 165°E and 150°W. In this area upwelling provided nutrient-rich water creating a mesotrophic 
environment. Below the surface mixed layer runs the Equatorial Undercurrent, which was marked by increases in 
salinity and absorption by CDOM. The magnitude of the absorption appears to be correlated with salinity even 
though there are no terrigenous inputs into this region   In the surface water the CDOM absorption is an important 
portion of the total absorption in the blue portion of the spectrum. Below the mixed layer the dissolved component 
absorption was the dominant non-water optical component. 

Keywords: CDOM, yellow matter, absorption, equatorial pacific 

1. INTRODUCTION 

The absorption coefficient of colored dissolved organic matter (CDOM) can be the major optical property in 
the blue portion of the spectrum. CDOM has terrigenous and marine sources1"7 that determine its distribution in the 
ocean. Mixing of river water with high CDOM content into the ocean leads to the absorption by CDOM being 
related to salinity in coastal environments (Figure 1). In the open ocean, decay products of phytoplankton are the 
major source of CDOM. In the Equatorial Pacific it is expected that terrigenous sources of CDOM are negligible and 
the CDOM distribution is determined by the primary productivity of the source water. For the Equatorial 
Undercurrent the source waters are hundreds of kilometers to the south-east of the area where we sampled8. The 
upwelling along the equator creates a circulation above the Equatorial Undercurrent910 that may add to the physical 
and optical structure of the water (Figure 2). 

The relationships between the distribution of CDOM and salinity as well as paniculate absorption are explored. The 
role of CDOM in determining the optical properties of the water column in this region are also investigated. 

2. METHODS 

During an April-May 1996 cruise along the Equatorial Pacific between 165°E and 150°W two WET Labs 
ac-9 (nine wavelength absorption and attenuation meter) were used to measure CDOM absorption coefficients and 
total absorption and attenuation coefficients. To determine the contribution of dissolved materials to the total 
absorption coefficient a 0.2 (am pore-size filter (Gelman Suporcap 100) was attached to the inlet of one ac-9. 
Determination of the paniculate absorption coefficient was made by subtracting the dissolved measurement from the 
scattering-corrected, unfiltered ac-9 absorption measurement. Both instruments had been calibrated with optically 
pure water as a reference. To obtain total absorption and attenuation, pure water absorption and attenuation 
coefficients were added to the unfiltered ac-9 measurements.  Physical properties were measured on the same cage 
using a SeaBird Electronics SBE-25 CTD. Data from the three instruments were then merged to provide a single 
data set with physical and optical properties. 
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Figure 1. The CDOM absorption coefficient at 412 nm versus salinity The measurements are from the Chesapeake 
Bay Plume and show the strong relationship between CDOM absorption and salinity. This relationship is caused by 
mixing of high-CDOM, low-salinity water from the bay with low-CDOM, high-salinity ocean water. 
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Figure 2. Expected current structure for the Equatorial Pacific10 and regions with expected sources and sinks of 
CDOM. The Equatorial Undercurrent would be expected to have low CDOM levels because its source waters are 
oligotrophic so there would be little source of dissolved materials. 
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3. RESULTS AND DISCUSSION 

Profiles taken in the Equatorial Pacific suggest that there may be a relationship between the CDOM 
distribution and salinity of the water even though there are no nearby terrigenous sources of water (Figure 3). The 
Equatorial Undercurrent is denoted by the high-salinity, low-CDOM water that exists near the top of the pycnocline. 
The lower salinity water between 70 and 100 m may be a portion of the water circulation driven by the equatorial 
upwelling. The profile in Figure 3 shows a relatively low surface value of the dissolved component absorption 
coefficient (ag) with an increase near the particle absorption maximum near 70 m. Near the surface the CDOM level 
is reduced by photo-oxidation. The largest increase in ^ being just below the particle maximum. The increase in ag 

below the particle maximum is a common feature seen during the two cruises in this region in which we have 
participated and is related to production of CDOM from phytoplankton degradation. 

Contour plots of the physical (temperature and salinity, Figure 4) and optical parameters (dissolved and 
paniculate component absorption, Figure 5) show the complexity of the relationship between the various parameters. 
Figure 4 shows the shoaling of the thermocline and associated pycnocline towards the eastern portion of the transect 
The high-salinity, low-CDOM waters were only observed intermittently along the transect. The high-salinity waters 
were located near the top of the thermocline when they were observed. Figure 5 shows that the higher values of the 
dissolved component absorption coefficient also shoaled towards the east. The particulate absorption coefficient did 
not show any strong zonal structure. From Figures 3-5 it appears that the dissolved absorption is greatest below the 
pycnocline. The shoaling of the pycnocline towards the east increases the absorption by CDOM in the waters below 
100 m. For individual locations the distribution of CDOM appears to be modified by primary production, and 
currents as marked by the salinity structure. 

a0(412) (m- 

0.O2O 0.026 0.028 0.032 0.034 
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ap(412) 

Figure 3. Vertical profiles of salinity, ag(412), and fluorescence voltage from 165°W (station 12). Note the layer 
between 110 and 130 m where ag(412) decreases and salinity increases suggesting a possible relationship between 
CDOM and salinity 
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Temperature 

Figure 4 Contours of temperature and salinity along the cruise line. Stations are five degrees apart. A contour is 
shaded to help visualize the zonal pattern in the parameters. 

afl(412) 

Figure 5. Contours of dissolved and paniculate absorption along the cruise line. 
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The importance of CDOM in determining the optical properties of the water in the blue portion of the 
spectrum can be seen in Figure 6. The relative contribution of CDOM to the total absorption and attenuation 
coefficients has a simpler zonal distribution than that of CDOM itself The CDOM absorption coefficient is generally 
half of the total absorption coefficient to the bottom of the paniculate absorption maximum. When the paniculate 
absorption begins to decrease the dissolved absorption becomes increasingly important due to the much larger half- 
life of yellow matter compared to paniculate matter. This is most evident below the thermocline where, in areas, the 
dissolved absorption made up over 90 % of the total absorption. In this area the absorption by CDOM also made up 
as much as 50% of the total attenuation coefficient at 412 nm. The increased contribution by CDOM to the total 
attenuation coefficient shoals towards the east in a manner similar to the thermocline. 

3^412)^(412) 

station 

Figure 6. The contribution of CDOM absorption (ag) to the total absorption (a,) and attenuation (c,) coefficients. 

4. CONCLUSION 

In the near-surface waters of the Equatorial Pacific the distribution of CDOM is dependent mainly on the 
depth of the pycnocline, with high values of ag existing below the pycnocline. The distribution of CDOM above the 
pycnocline appears to be modulated by the productivity of the water and currents, such as the Equatorial 
Undercurrent which is in the pycnocline. The existence of CDOM is important in determining the optical properties 
in the blue portion of the spectrum. In most instances the absorption coefficient at 412 nm of the dissolved 
component makes up over half of the total absorption coefficient and up to half of the total attenuation coefficient in 
this region. 
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ABSTRACT 

A two day deployment of the Self-Contained Underwater Photosynthetic Apparatus (SUPA) was conducted to 
examine the effects of high and variable natural irradiance on the optical properties and primary productivity of the diatom 
Thalassiosira pseudonana (clone 3H). Study objectives included the determination of short time responses in the cycling of 
diadinoxanthin(DD) and diatoxanthin(DT), and associated changes in the rates of primary production, and quantum yield, 
and in cell absorption characteristics over a two day period. 

A nutrient replete, low light acclimated diatom culture was placed in SUPA and in a collocated culture reservoir 
fitted with a quartz top. The instrument was deployed in shallow water in Sarasota Bay under fluctuating, high irradiance 
typical for June. A pigment sampling series reveals a correlation of DD to DT cycling with exposure to high irradiance. Net 
quantum yields, determined by cell absorption spectra and minute-to-minute SUPA net primary productivity values, exhibit 
high values initially which decay to lower values upon exposure to high light. Short time scale changes in quantum yield 
are observed due to changes in DD/DT cycling and fluctuating irradiance. 

1. INTRODUCTION 

The ability of a phytoplankter to acclimate to high and variable irradiance levels is an important factor in 
determining growth rates and overall success.1016 Short time scale responses due to fluctuating light are not easily 
determined by traditional methods (e.g. radioactive carbon uptake) because the sample handling time exceeds the time scale 
of response. The biophysical instrument SUPA simultaneously can determine minute-to-minute changes in carbon uptake 
rates and oxygen evolution rates by a unialgal culture in situ1. Since, the light (oxygenic photosynthesis) and dark (Calvin 
cycle) reactions of photosynthesis are not directly coupled, divergences can occur in the rates of the two photosynthetic 
reactions. This research attempts to accurately determine changes in the T. pseudonana photosynthetic rates as measured 
by SUPA on a per minute basis and pigment complement as measured on periodic samples for two consecutive diurnal 
cycles under high and variable irradiance. 

2. METHODS 

Unialgal batch cultures of T. pseudonana (clone 3H) were grown on a 12:12 hour light-dark cycle in F/2 growth 
media. ' A mixture of cool-white, and Vita-lite fluorescent lamps provided approximately 135 uEin m" s" of 
photosynthetically active radiation (PAR). All PAR measurements were made with a Biospherical Instruments, Inc. model 
QSL-100 quantum scalar irradiance sensor. The cultures were diluted to F/20 prior to loading into SUPA and the 18 liter 
reservoir. The SUPA dome and top of the enclosure was constructed of quartz glass to allow the penetration full spectrum 
irradiance. Changes in ambient irradiance, culture temperature. pH and dissolved oxygen are recorded by SUPA on a one- 
minute basis. All rates of change were calculated by algorithms developed for the specific parameters.2 In vivo OD spectra 
collected on glass fiber filters were determined using a Varian model DMS-80 UV-VIS spectrophotometer.  The resulting 
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spectra were corrected for multiple scattering using the method of Cleveland and Weidemann3. The spectral fourth 
derivative was then computed for each spectrum to resolve the position and any shifts in absorption peaks." Pigment 
analysis methods follow Mantoura and Llewellyn5 with detection on a Shimadzu SPD-M6A photo-diode array detector and 
quantification at 440nm. Cell numbers were enumerated using both Coulter Counter and hemacytometer methods. 

The SUPA and associated enclosure were deployed in Sarasota Bay on June 25, 1995 off the Mote Marine 
Laboratory dock. The sample chamber was approximately at 1 meter depth at high tide. The array was sampled at 
deployment and approximately every two hours thereafter via a darkened tube connected to a peristaltic pump. A 3m x 3m 
neutral density screen was constructed to provide some protection to the shade adapted culture if deemed necessary. Surface 
irradiance was recorded by the Mote Marine Laboratory weather station. In order to determine the fine scale changes in 
pigment complement due to short term irradiance fluctuations, the HPLC and cell absorption samples received the highest 
priorty for processing. Both were immediately filtered with low vacuum and frozen in liquid nitrogen. 

3. RESULTS 

3.1 Photosynthetic rate response to irradiance fluctuations 
A two day, minute-to-minute record of oxygen evolution and carbon uptake by T. pseudonana was collected by 

SUPA. If one takes the light field experienced as the input and the rate of carbon uptake or oxygen evolution in the context 
of variable and high irradiance exposure as the output of the system, the rates either mimic the light field or spikes and 
noise seem to predominate. For example, the carbon uptake rate (Fig. 1A & IB) after 1720 min. elapsed time, closely 
resembles the light input signal. Prior to this time, large swings in uptake occur on a regular basis that appear independent 
of the light. Also, the oxygen evolution data (Fig. 1C & ID) exhibit noise during the first day: however, the second day 
seems more stable and rate features more closely match the light signal. These gross features will be examined later in the 
context of cellular photoadaptative responses. 
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Fig 1. Photosynthetic rate response, solid lines-PAR, dashed lines-photosynthetic rate (carbon or oxygen) 
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3.2 Changes in pigment complement 
The various components of the pigment complement responded to the increased irradiance over the two day 

deployment. A time course of pigment change and cell growth is illustrated in Figure 2. Chlorophyll a and fucoxanthin 
both decreased on a per cell basis for the first two sampling periods after deployment; however, DD and DT 
(photoprotective pigments) both increased in response to the high irradiance levels (Fig 2A). Light levels dropped 
significantly after 400 minutes elapsed time when a neutral density (47%) filter was floated above the SUPA. A decrease 
in the cellular DT concentration was noted soon after. The per cell concentration of the other pigments did not vary 
throughout the rest of the first day. The second day time course of per cell pigment concentration showed an increase in 
DD during the morning followed by a decrease in the afternoon. Diatoxanthin, the epoxy free product of DD. increased at 
the expense of its parent during the times of highest irradiance. The last sampling period showed a decrease in DT and an 
increase of DD? most likely due to lower irradiance levels. Cell numbers (Fig. 2C) steadily increase throughout the first day; 
with the exception of one sampling period cell division was vigorous the second day. 

Cell absorption spectra were determined for each sample throughout the deployment3 and HPLC pigment 
concentrations were spectrally reconstructed". Figures 3 A and 3B are composites of the 480 to 520 run region of the fourth 
derivative analyses performed on each of the sample periods for day one and two. A downward shift from near 495 to 
500nm should be observed when DD is converted to diatoxanthin. In Figure 3 A. no shift is noted for the five samples 
examined (each trace was determined from triplicates). However, a distinctive shift down in wavelength is seen for the two 
samples taken during times of highest irradiance when DT concentrations were highest. A comparison of the beta-corrected 
cell absorption spectra and HPLC pigment reconstructed spectra of the two endpoint samples (the first on the first day and 
the fourth on the second day) revealed an increase in the absorption peaks near 435 and 670 run over time. The percentage 
difference of the reconstructed spectrum in comparison to the cell absorption spectrum for the shade adapted sample was 
31% at 435nm and 13% at 670 run (Figure 3C). The high light adapted sample showed an increase of 45% at 435nm and 
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of DAY ONE cell absorption spectra 
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«OO 450 500 550 600 650 700 750 
wavelength (nm) 

Fig. 3. A & B, fourth derivative analyses for day one and two. C & D, package effect for high and 
low light exposure sample periods 

33% at 670 nm (Figure 3D).   The decrease at these wavelengths by the whole cell spectra suggests an increase in the 
package effect by T. pseudonana' . 

3.3 Changes in net quantum yield 
The 0j>c (z) equation as set forth by Bidigare8 was used to calculate quantum yield using the minute by minute 

Pmax values from SUPA and O max value of 0.06 mol C mol Ein"1. The quantum yields are plotted against both the 
phytoplankton absorbed quanta (AQph) (Figs. 4A-4D, note different scales for X axes) and SUPA elapsed time (Figs 4E- 
4H) to reveal different features. The quantum yields for both oxygen and carbon compared to AQph display the pattern 
described by Kroon et al9 An initial high quantum yield at low levels of AQph decays to lower values when higher 
irradiance levels are encountered until leveling off. The striking difference in the SUPA determined quantum yields vs. 
AQph when compared to the Kroon data are the negative values which mirror the high positive values. These negative 
values are recorded at discrete times of the day as seen in Figs. 4E-4H, with a general trend toward the end of the day, 
however there are times when large negative spikes occur in the quantum yield vs. elapsed time figures (4E-4H). At 400 
minutes elapsed time (Figs. 4E & 4F), an increase in quantum yield begins and remains high until near 700 minutes. This 
coincides with the placement of a neutral density screen over SUPA. In Figs. 4G & 4H, the quantum yield initially starts out 
high and decays to a minimum at 1700 minutes where it remains steady until the end of the day. It is also noteworthy that 
the 1700 minute mark of the second day is when DT concentration begins to increase (see Fig. 2B). 

4. DISCUSSION 

The photophysiological response of T. pseudonana to variable and high irradiance determined by the bio-optical 
instrument SUPA and pigment based laboratory techniques strongly suggests the manifestation of the 'sunglass' effect of 
Sakshaug et a/.10. These researchers note that this mechanism acts on the same time scale as the DD/DT cycle in diatoms. 
The importance of the DD/DT cycle in a photoprotective role in phytoplankton is well documented111-13,4. The 
interconversion of DD to DT due to high irradiance levels provides protection until other adaptive strategies can occur. The 
DD/DT response and associated changes in quantum yield by T. pseudonana to high light seen in this deployment suggests 
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that this mechanism provided protection allowing the cell to grow and thrive. It is also noted that the chlorophyll values for 
this deployment near or slightly above 0.2 pg cell"1, are similar to the high light values obtained by Sakshaug et cd. (0.20- 
0.22 pg cell"1). An increased carbon uptake in strong light appears related to the 'sunglass' effect that may have occurred in 
the SUPA culture. Carbon uptake rate spikes are seen in Figs. 1A and B. and are related to high light. The minute sample 
rate by SUPA gives excellent resolution in determining short time scale patterns of quantum yield change. The day one 
quantum yield of oxygen and carbon show increases when light levels decreased17 due to the placement of a neutral density 
filter over SUPA Thus, the patterns exhibited in Fig. 4 can be correlated to specific events in the cells growth history. The 
diminished noise in the quantum yield trace for both oxygen and carbon after 1700 minutes elapsed time during day two is 
coincident with the increase in DT levels. A change in the cellular package effect could also give some photoprotection to 
the phytoplankter14. The increase in the difference of the reconstructed and cell absorbance spectrum wavelength 
maximums suggest that this change did occur during high irradiance exposure (Figs. 3C & 3D). 
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ABSTRACT 

An intensive data collection campaign has been conducted in the coastal waters of the southern North Sea during which a 
variety of marine optical parameters have been measured. This has enabled the angular distribution factor of spectral 
radiance or Q factor to be calculated from in situ measurements. The Q factor relates upwelled spectral radiance to upwelled 
spectral irradiance and its precise determination is of importance in ocean colour remote sensing. Previous modelling 
studies, often based on the optical properties of Case 1 waters, have proposed a value of 5 for Q. However, this study 
suggests that more turbid coastal waters may approach the Lambertian case of Q close to n. 

Keywords: Case 2 waters, Q factor, ocean colour remote sensing 

I. INTRODUCTION 

For natural waters Q is the angular distribution factor of spectral radiance1 and can be used to relate upwelled spectral 
radiance (Lu) to upwelled spectral irradiance (Eu) just below the water surface. It is important for optical remote sensing 
studies that such a relationship is well-established. It is often assumed that the radiance distribution of the upwelling flux is 
completely diffuse and that the water body acts as a Lambertian reflector (i.e. the same radiance values at all angles), in 
which case Eu would equal nLu. However, in reality, the radiance distribution is not Lambertian2. In the literature Q has 
been assigned values ranging from 3 to 5 for solar and viewing angles typical of those involved in satellite-based ocean 
colour observation, with an increased range from 1 to 7 if solar angles from 0 to 90° are considered3. Gordon and Morel4 

predict that Q would also be dependent on the wavelength. Tyler5 showed that at a solar altitude of 57° in Lake Pend 
Oreille the Eu was equal to 5.08/.M near the water surface. Bukata et at used Monte Carlo simulations to estimate values of 
0 using the inherent optical properties of Great Lakes waters. They present curves of the variation of Q with solar zenith 
angle in which Q varies between 2.6 and 5 for solar zenith angles between 0° and 80° respectively. Morel and Gentili7 used 
Monte Carlo simulations to calculate Q for a variety of water optical characteristics and found that Q varied between 3 and 5 
for Case 1 waters. These calculated values of Q were compared with those derived from measurements made by the 
radiance distribution camera system (RADS)\ This instrument allows a complete up and downwelling radiance distribution 
to be simultaneously captured at various depths and wavelengths. They found strong agreement between the measured and 
predicted Q values over the full range from <1 to 5 in Case 1 oceanic waters under clear skies. Kirk2 also used Monte Carlo 
modelling to calculate a Q value of approximately 4.9 for waters with b/a (scattering/absorption coefficient) values in the 
range 1 to 5 at a solar altitude of 45°. He concluded that for intermediate solar altitudes it is reasonable to assume that the 
ratio EulLu is 5 and that this ratio would not vary greatly at other solar altitudes. 

It is therefore not clear from the literature the precise value of Q or if it varies significantly with the solar zenith angle 
wavelength, or water case type. The aim of the present work is to calculate the Q factor from in situ optical measurements 
made in North Sea coastal waters (Case 2). 
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2. DATA COLLECTION 

2.1 Research area and sampling programme 

The research area was the coastal water of the southern North Sea and extended from the Dover Strait in the south to the 
Frisian Front in the north (Figure 1). This area is characterised by shallow depths of around 30m with a sand and mud sea 
bed. Elongated sand banks are present in the south of the region called the Flemish Banks. The residual water circulation is 
from the English Channel, through the Dover Strait and into the southern North Sea. Concentrations of suspended material 
vary from as high as 100mg/l very close to the coast near the Flemish Banks, to less than 2mg/l in the clear Channel water. 
Concentrations vary widely in the coastal zone as a result of tides, weather conditions and seasonal influences. In the north 
of the region is the Frisian Front which forms the boundary between water from the English Channel and water from the 
North Atlantic. Temperature and salinity measurements made during the programme showed that the coastal waters 
sampled were well mixed, except in the Frisian Front area. 

Sampling was undertaken in April, June, September and December 1993 and July 1994. Several transects were chosen 
which were sampled at regular intervals, commencing at the coast and extending 30 to 70 nautical miles offshore in 
relatively clear water (Figure 1). Transects were carried out from Texel where the water has a relatively high chlorophyll 
concentration, (up to 38ug/l during bloom periods), from Walcheren near the Flemish banks where the water has a relatively 
high sediment load, (up to 50mg/l) and Noordwijk where the water has intermediate characteristics, (l-14|ig/l chlorophyll 
and l-30mg/l suspended sediment). Occasionally a transect was sampled across the Dover Strait to enable sampling of 
English and French coastal waters which have an input to Dutch coastal waters. A total of 138 stations were sampled during 
the five cruises. 

Figure 1:  The research area in the southern North Sea extending from the Dover Strait in the south to the Frisian Front in 
the north. Depth contours are in metres. 
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2.2 Instrumentation 

Sub-surface upwelling and downwelling irradiance Eufk) and Ed(k) were measured simultaneously with the multi-spectral 
irradiance meter, AS1R, in 22 channels from 400-700nm. From these two measurements the attenuation coefficient of 
upwelling diffuse irradiance Kuß.) and the attenuation coefficient of downwelling diffuse irradiance Kdß.) could be derived: 

K-.2-.1 = -ln(EJE.J/(zrzd (1) 

where z, and z2 are the different depths of the water column where the up or downwelling irradiance (Eu or Ed) was 
measured. 

The PR650 Spectrascan multi-spectral radiometer was used to measure the water-leaving radiance Lwfk) and was focused 
on the water surface from a height of 4 metres. This instrument has a spectral range from 380 - 780nm with a FWHM of 
8nm and a spectral accuracy of 2nm. The instrument was tilted 20° off nadir away from the sun during measurements to 
minimise direct surface reflectance. The Lw at 752nm was also subtracted from each spectrum to reduce errors by direct 
reflection of the sun into the sensor. 

3. CALCULATION OF Q 

We have seen that if the water surface was Lambertian, Eu would equal nLii. For non-Lambertian surfaces Eu = QLu. 
Throughout this study the up and downwelling irradiances (Eu, Ed) were measured below the water surface together with 
the water leaving radiance (Aw) just above the water surface, for a variety of water types and under a variety of downwelling 
light conditions. In order to derive Q it is necessary to convert the water leaving radiance above the surface (Lw) to the 
upwelling radiance just below the water surface (Lu). Furthermore Eu was usually measured at a depth of between 0.1 and 
2m below the surface and it is necessary to convert this to Eu just below the water surface. 

3.1 Derivation of Lw 

The derivation of Lu from Lw can be achieved by making a few simple approximations. As light passes through the 
water/air boundary, travelling upwards, it undergoes refraction and as a consequence the light flux contained within a small 
solid angle below the surface spreads out to a larger solid angle above the surface. Therefore the value of emergent radiance 
at any given angle is about 55% of the corresponding subsurface radiance2. A factor of 0.544 has been proposed by Austin1 

for relating radiance just above the surface Lw(B\ <)>) to the corresponding radiance just below the surface Lu(Q, <|>) 

Lw(e\ <(>) = 0.544Lu(Q, <j>) (2) 

where 9 is the nadir angle within the water and 9' is the angle in air after refraction at the surface. 

Therefore if Lw(B\ <|>) is determined from remote sensing instruments such as the PR650, then it can be multiplied by 1.84 
to give Lu(Q, (f>). As Lu(Q) does not change much with nadir angle in the range 0-30°, the value of Lu(Q) can be taken as an 
estimate of the radiance, Lu, in the vertically upward direction2. Using this information the Lw measured by the PR650 can 
be converted to Lu. 

Hence: 
Lu = 1.84Lw (3) 

It is assumed for the above calculation that Lw is measured just above the water surface which in this case was 4m. The 
variation in Lw caused by path radiance is assumed to be negligible at this distance and if measurements were taken at a 
lesser distance errors could be caused by the irregular wave surface. 
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3.2 Derivation of Eu 

It is essential that the Eu used in deriving Q is that just below the surface as there can be considerable difference between the 
Eu just below the surface and that measured, for example, Im below the surface. Therefore the Eu at I cm below the surface 
was calculated from the measured Eu, whether at 0.1 m or lm, using the diffuse upwelling attenuation coefficient (Ku is 
normally derived using equation 1). 

Re-arranging this equation to extract Ez, gives: 

E.j = EJexp(-Ku(zrz,)) (4) 

where Ez, is taken to be 0.01m and E^ is the Eu at the measured depth of usually between 0.1 and lm. Ku had previously 
been calculated for each station. Using equation 4, Eu was calculated for each station at a depth of 0.01m below the surface. 

4. RESULTS 

Both the Lu and Eu at just below the surface were calculated for each station, 
spectrally: 

This enabled the Q factor to be calculated 

Q = Eu(k)/Lu(k) (5) 

The calculated spectral Q factor is shown for every station for some of the cruises in Figures 2 and 3. It can be seen that 
there is a large variation between stations and some variation between wavelength. However it is clear that for the majority 
of stations the Q factor calculated from in situ measurements is below 5 and closer to 7r. 
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Figure 2: The calculated .spectral Q factor for each station during June 1993 to show the spread of data. 

523 



' '"*■       hi K^ 

400 450 500 550 600 

Wavelength (nm) 

650 700 

Figure 3: The calculated spectral Q factor for each station during September 1993. 

Despite some variation between stations it was decided to establish a mean Q factor for each cruise. This is shown spectrally 
for each cruise in Figure 4. 

5 - 

/- 
^""Sl "Ar- 

»y V". 
\ '•■ 

> 

■ i 

i _■ L_ i 

/\ 

^— July 1994 
  June 1993 

■  April 1 993 
  Sept. 1993 
  Dec.199J 

400 500 600 700 

Wavelength (nm) 
800 

Figure 4: The mean spectral Q factor for each cruise. 
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It can be seen that Q is lower in the blue part of the spectrum (400-500nm). This is probably caused by the reflection of 
skylight at the surface into the sensor as it was not possible to make a correction for this. However the values in the red part 
of the spectrum above 550nm will be minimally affected by skylight reflection and it is clear that even here Q is much lower 
than the predicted value of 5 and is closer to n. 

5. DISCUSSION 

The angular distribution factor of spectral radiance or Q factor has been calculated for all available in situ measurements in 
North Sea coastal waters. The average value for each cruise was found to vary between 1 and 4, although values in the blue 
will be adversely affected by reflected skylight. However those in the red will be much less affected. These values are close 
to 7r for a Lambertian surface and are significantly less than the value of 5 which has been recommended by modelling 
research"' . Indeed there is no evidence within these results to show that 5 is valid for Q in Case 2 waters. It appears that in 
turbid waters increased scattering causes a more diffuse light field and therefore a more Lambertian surface. This seems to 
suggest that n is a more accurate value for Q than 5 for Case 2 waters. It should be emphasised that previous modelling 
studies and in situ measurements have focused almost entirely on Case 1 Waters. This is the first detailed study in Case 2 
waters where the underwater light regime is significantly altered by the increased number of scatterers in the water. An 
improved estimate of Q will be obtained when a correction for skylight is included in this data set. 
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Variation of specific optical properties and their influence on measured and 
modelled spectral reflectances in the Baltic Sea 

Herbert Siegel, Monika Gerth, Marko Beckert 
Baltic Sea Research Institute Warnemünde 
Seestrasse 15, D-18119 Rostock, Germany 

ABSTRACT 
Spatial and temporal variations due to seasonal and regional development of phytoplankton and the freshwater inflow 

in river mouth areas influencing the optical properties in the Baltic Sea. The phytoplankton blooms in different seasons are 
dominated by special taxonomical groupes. The variation intervals for the concentration of different optical activ water 
constituents are presented. Regional and seasonal variations in the absorption of phytoplankton, detritus and gelbstoff are 
discussed in relation to the sources. The specific absorptions of chlorophyll show more regional differences than temporal. 
Measured volume scattering functions from the open Baltic and Pomeranian Bight are compared with published data. The 
bt/b- ratio deliver the known values for different dominating water constituents, which influences also the spectral shape 
the backscattering coefficient. Derived spectral specific absorption and backscattering coefficients were used to control the 
reflectance model by comparison to measurements of the total internal reflectance. Selected inherent optical properties for 
the spring bloom were included in the inverse procedure by Krawczyk et al. for the derivation of water constituents from 
simultaneous satellite data of the Modular Optical Scanner (MOS) at the Indian Satellite IRS- P3. 

2. INTRODUCTION 
The Baltic Sea is a tideless marginal sea with a limited water exchange to open ocean. In optical sense the Baltic is a 

case II water where the optical properties are dominated by different water constituents depending on region and season. In 
central parts temporal and spatial variations in the phytoplankton development occur and in coastal areas rivers transport 
high concentrations of organic and inorganic suspended and dissolved materials into the Baltic. The river water also 
contains high concentration of terrigenouse yellow substances due draining of swampy areas. The phytoplankton blooms 
in different seasons are dominated by special taxonomical groupes. 
The application of satellite data of ocean colour for the investigation of temporal and spatial distribution of the 
concentrations of water constituents requires ground truth algorithms on the basis of reflectances or specific optical 
properties. Therefore regional and seasonal variations in the absorption of phytoplankton, detritus and gelbstoff as well as 
in scattering properties are discussed and first attempt for a reflectance model are presented. For retrieving specific optical 
properties different methods are compared. The reflectance model shall be included into the inverse procedure by 
Krawczyk et al. for the derivation of water constituents from simultaneous satellite data of the Modular Optical Scanner 
(MOS) at the Indian Satellite IRS- P3. 
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Fig.  1: Map of the Pomeranian Bight in the southern 
Baltic Sea 
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2. Experimental Details 
The concentration and composition of water constituents, their inherent optical properties and the influence on the 

spectral reflectance at the sea surface were studied in different regions of the Baltic during different seasons. The 
reflectances were calculated from measurements of upward radiance Lu just beneath the sea surface and downward 
irradiance Es above the surface using the equation 5R(A.) = n LU(K) I ES(X). The radiometric measurements were carried out 
at 25 wavelength in the spectral interval between 400 and 735 nm with a spectral resolution of AA. = 10 nm using the 
radiometric calibrated spectrometer BAS-W1. 

As inherent optical properties we determined absorption of yellow substances from filtered water samples a^X) and 
absorption of paniculate material a^A.) using the filter method2 with a Perkin Elmer Lambda II Spectrophotometer. From 
ZpQi) we calculated the absorption of chlorophyllouse particle and detritus ach(l) and ad(A.). 

Measurements of the volume scattering function at 633 nm between 5° and 165° by means of a laboratory light 
scattering photometer were used to study the variability of the scattering properties and the relationship between the 
backscattering and the total scattering coefficient. From measurements of the beam attenuation c(X) and the absorption 
a(X) using a AC-9 Instrument from Wetlabs Inc. the spectral scattering coefficients were calculated. 

The water constituents taken into account were chlorophyll and phaeopigment concentrations4, suspended matter and, 
in some cases, phytoplankton composition. From suspended matter the organic and inorganic part was partly determined. 
The measurements were carried out in the whole Baltic Sea as well in central parts as in coastal areas in different seasons 
(Fig. 1). 

3. The reflectance model 
The total internal reflectance 5R(X) determined from measurements of upward radiance just beneath the sea surface 

LU(X) and downward irradiance ES(X) just above the surface is related to the water reflectance Rw according to equation (1). 

JC LU(X)                td(RJ 
«(*.)=       =   (1) 

ES(X) l-ru(RJ 

where td = 0.98 is the transmittance of the surface for downward irradiance and ru = 0.48 denotes the reflectance of the 
surface for upward irradiance as proposed for diffuse conditions.5 R^X) is produced by the backscattering of the natural 
water and modified by the total absorption coefficient a(A.). 

b|A) 
M*) = 0.33       (2) 

a(?i) 

The spectral absorption and backscattering coefficient consist of the contributions of the water and different water 
constituents. 

bb(^) = bbwW + bbc(X) + bbpW 
(3) 

a(X) = a^) + CCh ach*^) + ad(440) ad*( X) + 3,(440) a/( X) + f Csas*( X) 

where a and bb are the absorption and backscattering coefficients, the indices indicate w- water, Ch- chlorophyll, d- 
detritus, y- yellow substances, s- inorganic suspended matter, c- phytoplankton, p- non-chlorophyllous particles. The 
actual absorption of different components are determined as the product of specific absorption coefficients afiX) and the 
concentration. The factor f introduces the portion of the inorganic material in the suspended matter. The contributions of 
different constituents were adapted to the conditions of the Baltic using own measurements from different cruises. 
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4. RESULTS 
4.1 Variation of water constituents 

The optical active water constituents are dominated by the phytoplankton and river discharge. Spring bloom of 
Bacillariophycae and Dinophyceae starts in March in the western Baltic and developes eastward with a maximum in the 
end of May in the northern Gotland Sea. The summer bloom of Cyanobacteria occurs in July to August in the central 
Baltic Sea. Due to the nutrient input by the river and the resistance time of river water in lagoons the water reaching the 
Baltic contains a high portion of organic suspended material. The concentration of chlorophyll varies in the central part 
between 0.3 mg/m3 in winter and stagnation periods and 20 mg/m3 during the bloom. In river mouth areas values up to 50 
mg/m3 are often reached. The total suspended matter is in a range of 0.5 up to 30 mg/dm3. The ratio of organic to inorganic 
material depends on the region and the presence of phytoplanktons. In the central part of the Baltic the portion of organic 
material varies between 60% and 90% during blooms. In the river discharge the ratio depends on the development of the 
river plume and the wind mixing. Values of about 40 - 60 % are normal. In well mixed areas in the inner lagoons for the 
portion of organic material the same values of about 25 % were measured as of muddy sediments. 

4.2. Inherent optical properties 
The humic yellow substances in the Baltic Sea water are mainly of a terrigenouse origin due to drainage of swamp 

areas and transported by river water. Mean spectral absorption coefficients show the north-south decrease and increase 
in the river mouth areas of the Pomeranian Bight with highest values in the Peene River mouth. The normalized mean 
curves of different regions confirm the applicability of the known wavelength dependence a^X) = ay.(440) * e 
with a coefficient s of about 0.014. The absorption at 440 nm, ^(440 nm), varies in the open Baltic between 0.2 m" and 
0.4 m"1 and increases in the Pomeranian Bight up to 0.6 m'1. The highest absortion coefficients of about 1.2 m" were 
found in the Peene River. 

The specific absorption of chlorophyll derived from measurements of the absorption of paniculate matter is 
characterized by regional and seasonal variations. Main differences occur between open Baltic and river mouth areas and 
inbetween the mixed water of the Pomeranian Bight as shown in Fig. 2. Regional differences are more important than 
seasonal variations due to blooms of different phytoplankton taxonomical groups. 
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Fig. 2: Specific absorption coefficients of phytoplankton 
for different regions and seasons 

Fig. 3: Comparison for a-a„ between filter 
method and AC-9 
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The detritus as the degradation product of the phytoplankton is in the Baltic normally produced in the water body. The 
absorption of detritus ad determined by the filter method is correlated to the chlorophyll + phaeopigment concentration. 
The highest ad per chlorophyll unit were found in the Pomeranian Bight and especially in the wind mixed bight water with 
high portions of resuspended materials. These correlations allow to determine specific spectral absorptions of detritus per 
Ch+Ph. A mean specific ad*(X.) was used for the model calculations. The variable ad(440nm) varied for the open Baltic 
between 0.02 and 0.13 m"1 and for the Pomeranian Bight between 0.13 and 0.8 m"1. 

The WETLABS instrument AC-9 was used to determined the absorption of natural water to prove the filter method 
and the spectral dependence of scattering. The scattering correction recommended was not usable for the Baltic because 
of the detritus absorption. In the correction procedure we took into consideration the detritus absorption at 715 nm 
measured with the filter method. Absorption coefficients of natural water ap(^.)+ay(X,) without pure sea water calculated 
from both methods show comparable results in Fig. 3. 
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Measured volume scattering function ß(0) for the open 
Baltic, the Pomeranian Bight, the river plume area and a 
station with high concentration of resuspended material in 
Fig. 4 are comparable to published results and show already 
the different ratios between low and large angle range due to 
the particle size distribution.6 

The bt/b-ratio approaches showed in Fig. 5 differences in 
dependence on the area and season. For a phytoplankton 
bloom with larger particles we found values of about 0.008, 
for the Pomeranian Bight during 2 cruises and low wind 
periods 0.012 and for strong wind periods in this region of 
about 0.018 which confirm data from other areas.7 

Fig. 6: Normalized backscattering coefficients of different 
stations, filtered water and sediment 
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Backscatterüig coefficients calculated from AC-9 measurements of b and the determined bfjb- ratio normalized to the 
wavelength of 630nm for open Baltic, Greifswald Bay and Peene River are presented in Fig. 6. Differences occur between 
open Baltic and Bight and especially to River Peene with the same shape as for sediments with a portion of 75% of 
inorganic material. 

4.3 Model 
For the modelling of spectral reflectance at the sea surface different approaches for the relationship between the 

reflectance and the inherent optical properties were used. The differences delivered by the models solved not the 
problems in comparison to measured reflectances, so that we decided to continue with R„ = 0.33 bb / a. Therefore the 
radiometric calibrated upward radiance just beneath the sea surface LJK) and downward irradiance Es(^.) just above the 
surface as well as the above mentioned optical properties with two different methods were measured in September 1996 in 
the open Baltic and in the Greifswald Bay to cover the range of variation. The inherent optical properties and the 
concentration of water constituents have shown, that we have to take into consideration besides the absorption of yellow 
substances the variable specific absorption of chlorophyll, the variation in absorption of the suspended matter and its origin 
from detritus, muddy or mineralic resuspended material. Furthermore the spectral differences in the backscattering 
coefficient have to be considered. 
The analysis are not completely finished. First results are shown in Fig. 7 and Fig. 8. 
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Fig. 7: Variation of measured (BAS-W, solid) and 
calculated (AC-9) reflectances 

Fig. 8: Modelled reflectances 

The measured reflectances of the BAS-W (solid lines) show strong variations in the long wavelength with the lowest 
values in the open Baltic and the highest in the Peene River. The strong slope in the short wavelength range is caused by 
the absorption of yellow substances and detritus. The reflectances calculated from b and a of AC-9 including the bi/b ratio 
and the water absorption are drawn for the same stations as dashed lines. These values are higher and especially the slope 
in the short wavelength range is not so strong developed. The modelled reflectances in Fig. 8 deliver comparable results. 
Two reasons could be responsable for these result. The water constituents and their inherent optical properties are not right 
measured and modelled or not fully considered. Incorrect radiation measurements we may exclude because of the 
radiometric calibration of the BAS-W and the comparison to other instruments. In the future more attention has to be 
focused on the Q-factor the relation between the upward radiance and upward irradiance. 
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5. CONCLUSIONS 

In the Baltic Sea, concentrations and compositions of water constituents and their optical properties are subject to 
seasonal and regional variations. The natural range of variation of the optical active materials are presented. Seasonal 
variations occure in the central parts due to temporal differences in the development of plankton blooms. Regional 
differences are dominated by river discharge. In the specific absorption of phytoplankton the regional influence is 
dominant leading to special curves for the open Baltic, the Pomeranian Bight as well as for river plumes and inner lagoon. 

For detritus a specific spectral absorption was retrieved but the investigations should be continued. 
The total suspended matter varied also especially in the river mouth area. The portion of the organic part varies 

between 90% during the plankton bloom and 25% in river water with resuspension comparable values to the muddy 
sediment at the sea bottom. 

The spatial distribution of the absorption of yellow substances is characterized by a north-south decrease and an 
increase to river mouth areas with maximum in river water and inner lagoons due to their origin the swamp areas. The 
known mean spectral dependence is usable. 

The shape of the volume scattering function is comparable to results of Petzold. The bi/b-ratio vaies between 0.8% 
during plankton blooms and 1.8% during wind induced resuspension with mean values of about 1.2%. The spectral 
dependence of the backscattering coeffient varies between open Baltic and bight water, but especially to river water with 
high percentage of inorganic suspended material. 

These dissolved and suspended constituents, as phytoplankton, detritus, yellow substances and inorganic 
constituents are considered in reflectance models, but their effect in the calculated reflectances is not completely in 
agreement with the measurements. Calculated reflectances from AC-9 data are comparable with the model results. 
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The optical determination of phytoplankton floristic composition 
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ABSTRACT 

Radiance and irradiance measurements are collected using a seven channel profiling radiometer and a four 
channel moored irradiance sensor which both use Sea-viewing Wide Field-of-view Sensor (SeaWiFS) wavebands 
The instruments were deployed as part of the Land-Ocean Interaction Study (LOIS), Shelf Edge Study (SES) on the 
Malm Shelf, off the west coast of Scotland, during spring and summer 1995 and 1996 Changes in in-situ 
reflectance ratios, calculated from the blue, cyan and green wavebands of the moored colour sensors suggest a 
diatom-dominated spring bloom, followed by an early summer coccolithophore bloom, with a flagellate-dominated 
phytoplankton population during the summer. Similar changes are also seen in attenuate ratios and specific 
attenuation coefficients calculated from the profiling radiometer data. The use of these optical properties to 
determine phytoplankton floristic composition is discussed. 

Keywords: phytoplankton, diatom, flagellate, coccolithophore, attenuation, absorption, irradiance, reflectance 

2. INTRODUCTION 

Absorption and scattering by phytoplankton are considered to be responsible for most variations in the 
optical properties of open-ocean waters. All photosynthetic plankton are equipped with a variety of light absorbing 
Pw eiJ w ur0P y T iS thC maj°r Pigment present' and is therefore used a* * convenient measure of 
phytoplankton biomass. In addition, phytoplankton contain a number of accessory pigments that absorb light in 
distinct spectral regions. ^ 

The shape of the absorption spectrum of a phytoplankton population is determined mainly bv its pigment 
composition- Also cell size (i.e. package or flattening effect) affects the absorption due to the tendency for the 
pigments to coalesce into discrete units.4 This lessens the efficiency of photon collection and thereby reduces 
absorp ion. Thus changes in species composition and cell physiology will affect the absorption coefficient of 
phytoplankton, aph(k)(m ) and consequently the attenuation of light, kd(^).5 

In-situ bio-optical measurements were made during four cruises, undertaken as part of the U K LOIS SES 
research programme in the Malin Shelf region, located to the north of Ireland and to the west of the Scottish Outer 
Hebrides (Fig. 1). In these case-1 waters, phytoplankton are the principal absorbers of light, with yellow substance 
and suspended particulates having a secondary influence on the in-water radiance field. 

The instrument suite used on these cruises comprised: 
(i) Profiling Reflectance Radiometer with surface sensor (PRR600 / 610); a seven waveband irradiance and seven 
band radiance instrument tuned to the SeaWiFS wavebands (412, 443, 490, 510. 555 670/683 nm and PAR) 
(n) Integrating Natural Fluorometer (INF300); measuring scalar PAR and natural stimulated fluorescence at 683 
nm. 

(iii) Four-band radiometers deployed on moorings in LOIS SES region April - July 1995/ 1996; measure irradiance 
in the following bands: 410, 440, 490, and 670 nm. «auunu: 
(iv) Spectrophotometric analysis of particulates from 350 to  750  nm.  and complementary water quality 
measurements. J Mu«"y 
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Radiometer profiles were used to calculate k^QJ) whilst aph(X) was measured spectrophotometrically. In 
addition, moored colour sensors, fluorometers and current meters provided time series of reflectance, chlorophyll 
fluorescence, beam transmittance and currents from early spring through to late summer during 1995 and 1996. 
These measurements have allowed the investigation of species succession from spring diatoms to a flagellate- 
dominated population in summer. 

Figure 1: Map showing the location of the SES survey area on the Malin Shelf off the west coast of Scotland. 

3. METHODS OF ANALYSIS AND RESULTS 

3.1 Chlorophyll specific absorption. 

Absorption spectra measured for aquatic particles concentrated onto a glass fibre filter were measured using 
a spectrophotometer after the method developed by Cleveland and Weidermann.6 To identify the absorption 
coefficient of phytoplankton at any wavelength X, it is usual to express the total absorption coefficient, ap(X) in 
terms of a specific absorption coefficient, a-(l) and C, the concentration of chlorophyll a, the main pigment in 
phytoplankton: 

ap(A) = C.a.(A) (1) 

Since phytoplankton absorption is due to absorption not just by chlorophyll a but also by all the auxiliary 
pigments present, a-(^) is not a true specific absorption by chlorophyll a, but only an apparent one. The 
composition of the auxiliary pigments and the relative importance of their absorbance and therefore the attenuation 
is variable. This variability in pigment composition, and therefore phytoplankton group is the major factor for the 
observed variability in magnitude and spectral form of a-(X). 

The specific absorption coefficient, a.(^) was calculated spectrally from 350 to 750 nm for all cruise data. 
Differences in phytoplankton groups were apparent with diatoms absorbing more light per unit chlorophyll than the 
flagellate-dominated populations. The variability in spectral shape was most pronounced in the blue-green region 
(440 - 550 nm), where accessory chlorophylls and carotenoids have their maximum absorption. All diatom- 
dominated spectra had a shoulder centred around 510 nm caused by absorption by the accessory pigment 
fucoxanthin. However, the changes in spectral shape were less significant than the differences in the specific 
absorption of phytoplankton. Fig. 2 shows the chlorophyll specific absorption and attenuation spectra for two Malin 
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Shelf cruises, April 1995 and July 1996. The results are contrary to previous work by Morel and Bricaud7 who 
found that specific absorption coefficients decrease with increasing cell size and intracellular pigment 
concentration, although in this case phytoplankton physiology may be an important factor. 

3.2 Chlorophyll specific attenuation. 

All PRR irradiance profiles were surface-normalised to eliminate changes in the surface incident irradiance. 
Natural logarithms were taken to determine the attenuation coefficient, kj for each of the seven radiometer channels 
at pre-determined optical depths. The chlorophyll specific attenuation coefficient k.(^) was then calculated as for 
the specific absorption, a-(X) by regressing the attenuation coefficient at each channel against the measured 
chlorophyll concentration. 

The chlorophyll specific attenuation (k.) spectra from the Malin dataset show consistently higher values for 
diatoms than for flagellates or mixed populations, in agreement with the paniculate filter results (Fig. 2). However, 
due to the lack of resolution, small changes in the overall spectral shape due to differing pigment composition could 
not be seen. The attenuation values were found to be higher than absorption at each waveband consistent with the 
Gershun equation which gives an estimation of the mean cosine, /u. Values for the mean cosine downwelling flux /jj 
ranging from 0.7 to 0.9 for the SeaWiFS wavebands from the Malin Shelf compare well with Monte Carlo 
calculations.2 

400    450    500    550    600    650    700    750 
nm 

400   450    500   550    600    650    700    750 
nm 

o   k* diatom     ♦   k* flagellate ■ a* diatom ■ a* flagellate 

Figure 2: Chlorophyll specific absorption (a-) and attenuation (k-) coefficients ( m2 / mg chl.) plotted against 
wavelength (nm) from two Malin Shelf cruises: a) April 1995 and b) July 1996. Both cruises encountered diatom- 
and flagellate-dominated populations. 

3.3 Moored Colour Sensor Data. 

The moored colour sensor measured near-surface upwelled irradiance from April to July 1995 and 1996. 
These data were converted into chlorophyll concentrations by plotting the logarithm of fluorometrically-measured 
chlorophyll against the ratio of both the cyan (490 nm) to green (570 nm) and the blue (440 nm) to green (570 nm) 
irradiance channels to obtain two calibrations for the moorings. 
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,h. „ J & I iC re        g cWoroPhyn time series for 1995 and 1996 using both algorithms. The plots show 

vt^z ■pn?br:i1995rd 1996 A^cWorophyi1 p^in***«* ■*»««*£*h*£ Visible imagery from the Advanced Very High Resolution Radiometer (AVHRR) for mid-June 1995 and 1996 
shows a region of high surface-leaving reflectance at the shelf edge, which correlates with areas of higher sea 
surface temperature (Fig. 5). This is likely to be a coccolithophore bloom, a common feature in this regfofdu^J 
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Figure 4: S300 1995 mooring time-series plotted as irradiance calibration ratios, showing the spectral shift in July. 
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The longer 1995 time series shows another chlorophyll peak at station S300 in July, in the cyan-green plot, 
reaching maximum concentrations of 12 mg-m"3. However this is not mirrored in the corresponding blue-green 
time-series or at S140. Using the irradiance ratio 440 nm / 570 nm as a chlorophyll indicator and plotting this 
against 490 nm / 570 nm (Fig. 4), the spectral shift in July at S300 can be clearly seen. This may be caused by a 
change in the accessory pigment composition of the phytoplankton at this site. 

Coincident imagery for July 1995 from the visible channel of the AVHRR shows no increase in reflectance, 
implying this is not a coccolith bloom. Since chlorophyll concentrations of 12 mg.in  are unlikely for the shelf edge 
during July it could be that the event seen was a spectral shift caused by a change in the dominant phytoplankton 
species This change may have been caused by a localised mixing event, such as the internal tide, bringing nutrients 
into the mixed laver, or more likely by a different water mass at the shelf edge passing the moored instrument. The 
latter is the more likely scenario, since the spectral shift was not observed on the shelf at S140. However, the rate of 
bio-fouling and the effect on the spectral signal needs to be addressed before this latter part of the long time-senes 

can be analysed further. 

Figure 5: AVHRR visible satellite image showing a coccolithophore bloom in the Malin Shelf region on 15 June 
1996. The light shades indicating regions of high reflectance, caused by the coccolithophores, can be seen on- and 

off-shelf. 
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4. DISCUSSION 

The absorption spectra show diatoms absorb more light per unit chlorophyll than flagellates, in the 450 - 550 
run range. Changes in spectral shape due to accessory pigment composition are less significant. The in-water 
attenuation measurements correlate well with the laboratory spectra, although the limited wavebands are not 
sufficient to resolve the spectral form. 

Analysis of the moored colour sensor data has shown the importance of using several calibration ratios in 
order to give an accurate chlorophyll time series, as well as information on pigment shifts in the phytoplankton 
population. This enables a more accurate estimation of phytoplankton biomasss, and may offer an insight into the 
dominant phytoplankton group, which in turn could be used to improve remote sensing algorithms for primary 
productivity. 
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ABSTRACT 

Absorption spectra from three cruises with diverse phytoplankton assemblages were decom- 
posed into 13 Gaussian bands, representing absorption by the major chlorophylls and accessory 
pigments. The relationship between Gaussian peak height and the concentration of the pigment 
responsible for the absorption band reflects changes in the packaging effect, which were most appar- 
ent at Gaussian bands of high absorption (400 - 490 nm) but were close to zero for the Gaussian 
band centered around 623 nm, associated with chl-a. The specific peak height of this Gaussian 
band was used to obtain reliable estimates of chl-a for any phytoplankton assemblage, unaffected 
by variations caused by the package effect. Specific peak heights of the blue (440 nm) and red 
(676nm) chl-a absorption bands were highest for the Arabesque 2 cruise (small cells) and lowest 
for the Vancouver Island cruise (large cells), which is consistent with an increase in the package 
effect with increasing cell size. We estimated that 69% of the total variability in a"h at 440 nm 
was due to changes in the package effect while the remaining 31% was due to changes in pigment 
composition. 

Keywords: package effect, absorption coefficients, accessory pigments, phytoplankton composition 

2. METHODS 

Samples from three different cruises were used to cover a wide variety of natural phytoplankton 
assemblages. Two cruises were conducted in the NW Indian Ocean: the first sampled the region 
during the SW monsoon (August - December 1994, Arabesque 1 cruise) while the second was un- 
dertaken during the intermonsoon period (November - December 1994, Arabesque 2 cruise). The 
third cruise (Vancouver Island) sampled the shallow eutrophic waters of Saanich Inlet and around 
the Gulf Islands of Vancouver Island, British Columbia. Pigment concentrations were quantified 
with reverse-phase, high-performance liquid chromatography (HPLC)1, and the absorption spectra 
were measured according to the filter technique23. Each absorption spectrum of photosynthetic 
pigments was decomposed into 13 Gaussian bands representing absorption by the major phyto- 
plankton pigments (chls a, b and c, and carotenoids)4. The relationship between the peak height 
(Pi, for the ith Gaussian band) and the corresponding pigment concentration, C, (mg rer3), was 
generally non-linear, (reflecting an increased package effect with increasing pigment concentration) 
and was fitted with a rectangular hyperbolic function:5 

where p"m(i) is the maximum specific peak height and pm(i) is the maximum asymptotic value 
of the absorption coefficient. The parameter p"m(>) describes the initial slope of the curve at low 
pigment concentrations and represents the maximum specific absorption for the p;-C; pairs for 
each Gaussian band. 
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3. RESULTS AND DISCUSSION 

3.1 Phytoplankton composition 

Phytoplankton composition varied considerably between cruises: samples from the Arabesque 2 
cruise had very low chl-a concentrations and were comprised predominantly of small prochlorophytes 
and cyanobacteria, as evidenced by the high proportion of divinyl chl-a (up to 74% of the total 
chl-a) and zeaxanthin (up to 82% of total carotenoids). Samples from the Vancouver Island cruise, 
on the other hand, had very high chl-a concentrations (up to 30 mg m~3) and were dominated 
almost entirely by large-celled diatoms, with fucoxanthin being the major carotenoid. Samples from 
the Arabesque 1 cruise contained a mixture of small and large cells, (prokaryotes, chlorophytes, 
prymnesiophytes and diatoms) and had intermediate chl-a concentrations. 

3.2 Decomposition of absorption spectra 

The parameters of the rectangular hyperbolic function are given in Table 1 for the main chl- 
a and carotenoid absorption bands. Non-linearity between absorption and chl-a concentration, 
as well as differences in slopes between cruises may be ascribed to packaging effects. With the 
exception of one Gaussian band (623 nm), the maximum specific peak heights were noticeably 
higher (least package effect) for the Arabesque 2 cruise than for the other two cruises. At 623 nm 
there was no obvious package effect. A linear relationship provided the best fit to the data for all 
three cruises, and the coefficients {pm{i) values) of all three cruises were very similar. The mean 
specific absorption coefficient at this Gaussian band could be used to predict accurately the chl-a 
concentration in all three cruises from the phytoplankton absorption spectrum alone. The lack of a 
packaging effect at 623 nm may be useful when developing algorithms for estimating phytoplankton 
biomass from remotely-sensed ocean-colour data, since the optical effects of variations in cell size can 
be ignored. On a practical basis, however, collecting measurements at the red end of the spectrum 
are difficult because of the high attenuation of light at these wavelengths by pure seawater. 

Table 1. Values of the parameters pm(i) (maximum value of absorption in m-1) and p^(i) 
(maximum specific peak height in m2 (mg chlorophyll-a) _1) for the rectangular hyperbolic 
equation (Eq. 1) relating peak height of the Gaussian bands associated with chlorophyll-a and 
total carotenoids to pigment concentration (determined by HPLC analysis). Data are presented 
for the three cruises (Vancouver, n = 34; Arabesque 1, n = 109 and Arabesque 2, n = 95). 
The coefficient of determination (r2) is also given. 

Vancouver Arabesque 1 Arabesque 2 

Band center Pm Pm r2 
Pm Pm r2 Pm P*m r2 

384 (chl-a) 5.403 0.032 0.90 0.998 0.051 0.92 0.512 0.083 0.87 

413 (chl-a) 0.421 0.020 0.90 0.177 0.030 0.93 0.196 0.050 0.85 

440 (chl-a) 1.365 0.034 0.92 0.761 0.053 0.93 0.285 0.108 0.92 

623 (chl-a) - 0.006 0.94 - 0.006 0.97 - 0.007 0.87 

676 (chl-a) 2.043 0.024 0.95 0.373 0.029 0.97 0.352 0.048 0.96 

490 (carot) 6.600 0.028 0.95 0.388 0.040 0.93 0.220 0.099 0.89 

532 (carot) - 0.020 0.95 0.079 0.021 0.93 0.118 0.034 0.82 
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3.3 Estimation of the magnitude of the package effect 

Since inter-cruise variations in absorption characteristics are most pronounced at wavelengths 
of maximum absorption (400 - 500 nm) but are close to zero at 623 nm, the magnitude of the package 
effect can be estimated by normalizing the chl-a peak heights to p,(623). In the blue region of the 
spectrum, the average p- (440)/p- (623) for the Vancouver cruise (large cells, high package effect) was 
approximately 61% lower than that of the Arabesque 2 cruise (small cells, minimal package effect), 
while in the red region of the spectrum (676nm) differences between cruises were less pronounced 
(Vancouver cruise approximately 42% lower). 

Samples from the three cruises are clearly separated on the basis of specific peak heights in the 
blue (440nm) and red (676nm) regions of the spectrum (Fig. 1). Vancouver Island samples have 
the lowest specific peak heights while the Arabesque 2 samples have the highest, which is consistent 
with an increase in the package effect with increasing cell size between the cruises. 
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Fig. 1. Specific peak heights of chl-a in the blue (440 nm) versus the red (676 nm) regions of the 
spectrum. Vancouver cruise, open squares: Arabesque 1 cruise, solid circles; Arabesque 2 
cruise, open triangles. 
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3.4 Pigment versus package effects 

We estimated the contribution of the package effect to the total variability in the specific ab- 
sorption coefficient of phytoplankton (o*h(A)) at the two major chl-a wavebands from the difference 
in specific peak heights {p*(A)) between cruises. Differences in peak heights may be attributed en- 
tirely to the package effect since the influence of other pigments has been systematically removed, 
while differences in phytoplankton absorption {aph{\)) may be due to both the package effect plus 
variations in pigment composition. For the Arabesque 2 cruise, the mean p*(440) was 0.083 while 
for the Vancouver cruise it was 0.036 (a difference of 0.047). On the other hand, a*fe(440), was 
0.114 for the Arabesque 2 cruise and 0.046 for the Vancouver cruise (a difference of 0.068). Thus, 
flattening alone was responsible for 0.047/0.068 or 69% of the variability in a*ph(U0), with the 
remaining 31% being attributed to changes in pigment composition. In the same way we estimated 
that package effects were responsible for nearly all the change in a*ph at 676 nm (92%). Since there 
is a relatively small contribution by other pigments to the total absorption in this region of the 
spectrum (mean of 8%), the influence of accessory pigments is minimal here. 

3.5 Variations in carotenoid composition 

In principle, variations in absorption characteristics due to changes in pigment composition 
are not an issue when we are dealing with specific absorption coefficients of individual pigments. 
However, small changes in absorption characteristics within a Gaussian band as a result of variations 
in pigment composition should not be overruled, especially in those bands assigned to absorption 
by carotenoids. Carotenoids serve two distinct functions within the cell: i.e. harvesting light 
(photosynthetic carotenoids) or protecting the cells against photooxidation (non-photosynthetic 
carotenoids, NPC). For our data set, there was a much higher proportion of non-photosynthetic 
carotenoids at low ambient chl-a concentrations than in chlorophyll-rich waters. 

We used multiple-linear regression to examine the influence of the major carotenoids on the 
peak height of the Gaussian bands centered around 490 nm and 532 nm, omitting samples with high 
total carotenoid concentrations to avoid biased data. We found that the concentrations of fucox- 
anthin, zeaxanthin and 19'-butanoyloxyfucoxanthin were able to explain 72 - 79% of the variance 
in the Gaussian peak heights. At both Gaussian bands, the coefficients obtained for zeaxanthin 
(a non-photosynthetic carotenoid) were much higher than the coefficients for the other photosyn- 
thetic carotenoids, especially fucoxanthin, implying that non-photosynthetic carotenoids have a 
much higher specific absorption. This is in agreement with known extinction coefficients of these 
carotenoids in ethanol and would help explain the high specific absorption coefficients obtained for 
the carotenoid absorption bands in the Arabesque 2 cruise (Table 1). These findings also suggest 
that variations in absorption coefficients at this Gaussian band may also be partially attributed to 
changes in the relative proportions of non-photosynthetic and photosynthetic carotenoids. How- 
ever, since there is a strong (inverse) relationship between the proportion of non-photosynthetic 
carotenoids and chl-a concentration, and between chlorophyll concentration and cell size (large cells 
are generally found in eutrophic waters), the influence of cell size on carotenoid absorption peaks 
cannot be ignored. 

4. CONCLUDING REMARKS 

Changes in the package effect with cell size were responsible for most of the variability in peak 
heights of the two major ,chl-o absorption bands. At the carotenoid absorption band, variations in 
the specific absorption coefficients were partially attributed to changes in the relative proportions 
of photosynthetic and non-photosynthetic pigments. However, we should not rule out the possibil- 
ity that there may also be species-dependent differences in absorption coefficients for the various 
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pigment-protein complexes, which would account for some of the scatter in our data. 
We estimated that the package effect was responsible for 69% of the variability in absorption 

at 440nm, while changes in pigment composition were responsible for the remaining 31%. Since 
our study incorporates a wide range of cell sizes, from minute prochlorophytes (0.5/i in diameter) to 
large diatoms (up to 45/x in length), one would expect that the role of flattening would be of major 
importance in the variability of a*h(\). We have assumed that package effects are predominantly 
caused by changes in cell size of the phytoplankton populations between the cruises, although 
package effects may also be attributed to variations in the intracellular pigment concentration, 
often through photoacclimation responses. 

Large variations in the optical characteristics of the phytoplankton assemblages, attributed to 
changes in cell size and community composition, may have far-reaching implications. For example, 
Sathyendranath, et al.6 found that strong differences in the chl-specific absorption coefficients 
between the intermonsoon (Arabesque 2) and monsoon (Arabesque 1) cruises were responsible 
for substantially increasing the maximum quantum yield for photosynthesis during the monsoon 
season and could explain the occurrence of the phytoplankton blooms observed in the Arabian Sea 
following the start of the monsoon season. Changes in the parameters of the photosynthesis-light 
curve alone (Q

B
, the initial slope and PB, the assimilation number) could not account for the 

incidence of these blooms. 
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ABSTRACT 

The Ambrose Light Tower, situated at the New York Bight Apex near the entrance to New York Harbor, 
will be equipped with a suite of optical instruments designed to make high temporal resolution optical 
measurements. The resulting measurements of subsurface upwelling radiance and downwelling irradiance, 
spectral absorption and attenuation will be used to validate algorithms for retrieval of chlorophyll biomass and 
k490 from satellite data in case II waters. 

The Hudson River, a major source of freshwater to the coastal ocean of the northeastern United States 
flows into the New York Bight Apex and has a very well defined buoyant freshwater plume that can be as large as 
500 km2. Optical measurements of spectral absorption, attenuation, upwelling radiance and downwelling 
irradiance were made across the plume during a cruise in May 1996 during a period of high discharge. These 
showed that there was a 5 fold increase in absorption and attenuation inside the plume. The plume could be seen 
in reflectance difference images constructed using bands 1 and 2 of the AVHRR. 

Keywords: Hudson river plume, New York Bight Apex, Ambrose light tower, spatial variability, coastal water 
optics, validation of case II algorithms, absorption, attenuation, reflectance difference, AVHRR 

1. INTRODUCTION 

The coastline along the New York Bight is home to more than 20 million people. Green tides, red tides, 
and other strange phytoplankton blooms are recurrent features throughout the New York Bight, particularly off the 
New Jersey coast1. The economic impact of these phytoplankton blooms are difficult to quantify but have lead to 
beach closures and fish kills due to hypoxia. Hypoxia events in the New York Bight Apex, especially in the 
Christiaensen Basin have been identified as major concerns to the health and management of this ecosystem2. 
These phytoplankton blooms could be caused by nutrient enrichment due to either anthropogenic activity or as 
response to natural events such as coastal upwelling or a combination of both. The exact frequency, location, and 
causes of these events are poorly understood. Ocean color satellites are ideal instruments for routine monitoring of 
phytoplankton biomass and primary production since they cover large areas synoptically and at regular intervals. 
However, determining chlorophyll biomass from ocean color satellite data has had very limited success in "case II" 
waters such as the New York Bight that have high concentrations of colored dissolved organic material and 
suspended solids. 
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The National Data Buoy Center will be outfitting the Ambrose Light Tower, situated near the entrance to 
New York Harbor, with a suite of instruments designed to make high temporal resolution optical measurements of 
the underwater light field (C. Woody, personal communication). These measurements of subsurface upwelling 
radiance and downwelling irradiance, spectral absorption and attenuation will be used to validate the case n 
algorithms. The optical variability of the waters in the New York Bight Apex is not well know. The Hudson 
River, a major source of freshwater to the coastal ocean of the northeastern United States flows into the New York 
Bight Apex. We anticipated that this freshwater plume has optical properties quite different from the surrounding 
oceanic continental shelf waters. It will be necessary to characterize the optical properties of the plume and 
surrounding waters to use the high resolution optical data for validation of satellite algorithms. 

2. METHODS 

Scientists from the Coastal Remote Sensing program at the NOAA Coastal Services Center organized a 
research cruise in this area on 14 and 15 May 1996 in cooperation with scientists from the National Data Buoy 
Center and the New York City Department of Environmental Protection. Ten stations were occupied, five on each 
day (Figures la & b). Measurements at each station included profiles of the downwelling irradiance at 380,412, 
443,490,510, 555 nm, PAR, upwelling radiance at 380,412,443,490,510, 555,683 nm, temperature, beam 
attenuation, and chlorophyll fluorescence. Measurements were also made of surface temperature, salinity, spectral 
absorption and attenuation (Figures 2 & 3). The remote sensing reflectance was calculated from the measurements 
of upwelling radiance and downwelling irradiance just below the surface (Figure 4). 

3.    DISCUSSION AND SUMMARY 

The reflectance difference images (Figures la &b) do not map the entire extent of the Hudson river plume, 
they show only the most turbid waters. The extension of the highly turbid waters to the Ambrose light tower 
occurred on only eight days of the twelve clear AVHRR images for the month of May, 1996. This is consistent 
with other observations3 that the direction and extent of the plume was influenced by local wind stress, prevailing 
shelf currents, tides and the rate of discharge. The plume was described as being very dynamic, reversing itself in 
less than six hours due to changes in local wind stress3. 

The surface absorption and attenuation measurements were well correlated with surface temperature and 
salinity, demonstrating that the freshwater plume had distinct optical properties. Track AT2 showed the sharp 
increase in absorption and attenuation as the boat steamed from a station dominated by continental shelf water, up 
the Hudson river. At some stations (especiallylA) the colored dissolved organic material completely absorbed all 
upwelling radiance below 443 nm. Station IB, inside New York Harbor, appeared to have a very high beam 
attenuation, due to both high chlorophyll and sediments. These results show that the Hudson river plume forms 
quite a sharp front that moves rapidly in the New York Bight Apex, past the Ambrose light tower. These results 
suggest that local optical variability due to the Hudson river plume must be considered in any efforts to use optical 
measurements at the Ambrose light tower for validation of case n bio-optical algorithms. This optical variability 
also provides the opportunity for fusing of data from different satellite sensors to examine problems such as sub- 
pixel variability. 
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Figure 1: Reflectance difference image calculated using bands 1 and 2 of the AVHRR4 on board NOAA14 for 14 (a) 
15 (b) May 1996. The turbid water associated with the Hudson River plume has a higher reflectance difference. The 
location of the stations occupied is shown, as is the Ambrose Light Tower. ATI and AT2 in Fig. (b) refer to the 
along track surface absorption and attenuation measurements shown in Figures 2 & 3. 
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Effects of suspended sediment concentration on the absorption and scattering coefficients 

Gregory Terrie 
Naval Research Laboratory, Code 7243, Stennis Space Center, MS 39529 

Sherwin Ladner and Richard Gould 
Planning Systems, Inc., 115 Christian Lane, Slidell, LA 70458 

ABSTRACT 

The scattering coefficient (b) for the nearshore waters off the coast of North 
Carolina near Camp Lejeune is strongly influenced by suspended sediment concentration 
and total particulate cross-sectional area (xg). In-situ measurements of a and b were made 
using a WET Labs AC9 meter. Estimates of suspended sediment concentration and total 
particulate cross-sectional area were determined from laser particle size analyses of 
surface water samples. The SeaWiFS bio-optical algorithm was modified for Case II 
waters and used to estimate a and bb from remote sensing reflectance (Rrs). After 
conversion from backscattering (bb) to total scattering (b), modeled a and b values from 
the modified SeaWiFS algorithm were compared to the measured values. The differences 
between the measured and estimated values appear to be directly related to increases in 
suspended sediment concentration and x„. Correlations of about 0.90 were obtained for b 
vs xg and bb vs xg. 

Keywords: water optical properties, suspended sediment concentration, particle size 
distribution 

2. INTRODUCTION 

In-situ optical measurements were collected on April 25, 1996, at 18 stations in the 
nearshore coastal waters off the coast of North Carolina near Camp Lejeune. These 
waters contained areas with high surf conditions where resuspended sediments produce a 
very high scattering environment. DOM concentrations and the absorption coefficients 
were relatively low in this area. The measurements included, remote sensing reflectance 
(Rrs), absorption (a), beam attenuation (c) of the water. Additionally, surface water 
samples were also collected at 10 of the 18 stations, which were analyzed to determine 
particle size distribution and suspended sediment concentration. The data collected in 
this exercise will support ongoing satellite and airborne remote sensing applications for 
estimating and modeling surface water optical properties. The Case II waters found in 
this region are characterized by strong signals of suspended sediments and inorganic 
particles with a high degree of variability. This variability is believed to be strongly 
associated with the physical processes occurring in the littoral environment. 

The objective of this paper is to characterize how the suspended sediments influence the 
inherent optical properties of scattering and absorption in Case II waters. Because these 
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IOP's are important for remote sensing algorithms, we apply the Rrs = C bb/a relationship 
to a high scattering, low absorption environment. 

3. MEASUREMENTS 

3.1 Absorption, beam attenuation, and scattering 

The inherent optical properties, a and c, were measured using a WET Laboratories, Inc. 
AC9 instrument at X = 412, 440, 488, 510, 532, 555, 650, 676, and 715 nm. Scattering is 
obtained from the difference between c and a. Following the algorithm suggested by 
Zaneveld et al, a scatter correction is applied to the absorption measurements. The AC9 
was used to profile the water column, but, only the near surface measurements are 
examined in this paper. 

3.2 Remote sensing reflectance 

The Rrs measurements were acquired using an Analytical Spectral Devices (ASD) VNIR 
512 FieldSpec spectral radiometer. The ASD measures radiance at 512, 1.4 nm bands in 
the 350-1100 nm range. Spectral measurements of the sky (Ss), water (Sw+S), and 
calibrated reflectance standard (Sg) were made by the ASD. Rrs will be computed 
according to equation (1): 

_5.„-0.021*5, 

Note that rg is the known reflectance of the calibrated reflectance standard. R„ will be 
related to a and backscattering (bb) according to the SeaWiFS algorithm developed by 
Lee et al2. 

3.3 Particle size analysis 

Surface water bottle samples were analyzed for particulate size distributions and 
suspended sediment concentrations using a Spectrex Laser Particle Counter (LPC). The 
system employs forward scattering interference pattern analysis to enumerate and size the 
particles into 32 size bins from 1 - 99 um. The results of this analysis will provide not 
only the total suspended sediment concentration but also the total cross sectional area (JC ) 
of the particles as well. This parameter is related to the volume scattering function (ß) 
and therefore b. 

4. ALGORITHMS 

The SeaWiFS bio-optical algorithm developed by Lee et al2 was modified to output total 
a and bb from Rrs. Note that this algorithm is more applicable in Case I waters where the 
Rrs signal is dominated by chlorophyll absorption and less by particulates and suspended 
sediments. Simply stated, Rrs is related to a and bh by 

550 



R   =C- (2) 

Generally, C is considered a constant that is independent of wavelength, however, more 
recent studies have suggested that this "constant" varies with water turbidity and 
wavelength3. Furthermore, bb is difficult to measure directly and is not always directly 
related to b. Arnone et al4 indicate that for Case II waters bt/b may be constant and b can 
be related to the cross sectional area of particulates (xg). By exploiting the relationship 
between xg and b, a relationship between xg and bb can be determined, thus a direct 
relationship between the concentration of particulates and backscattering and ultimately 
Rrs will be established. 

5. RESULTS 

The highest concentrations of suspended sediments particles were observed at those 
stations closest to shore (i.e. 8, 9, 14). The xg results as shown in figure 1 show a similar 
result. AC9 measurements of b showed strong correlation with changes in sediment 
concentration and xg (i.e. r2 « 0.90). Likewise, variability in the magnitude and shape of 
Rrs spectra was also seen. 

The total absorption and backscattering coefficients derived from Rrs using the SeaWiFS 
algorithm were compared to the AC9 measured a and bb for each of the 18 stations. Note 
that bb was estimated from b using Petzold's relationship5. In general, measured and 
modeled absorption values agreed closely with low sediment loads, but differed 
increasingly as sediment concentrations increased, particularly in the blue wavelengths. 
Likewise, measured and modeled backscattering coefficients differed according to the 
amount of sediments present. At stations 1,11, and 12, where the concentrations of 
sediments was relatively low, good agreement was achieved for both a and bb. 

As illustrated by figure 2, a near linear 
relationship exists between bb and xg with 
r « 0.90 for all wavelengths. The slopes 
of the regression lines varied slightly with 
wavelength with the average about 0.028. 
Rewriting equation (2) in terms of xg gives 

Rrs=C'X (3)   . 

Total Cross-Sectional Area 

800 j 
•fe   600 - - 
J<   400 
I  200 4« 

I «7 
_ 

70.7 41 6 
109-9  I 

....        I I I ■ I ■I I 1 I I l"l'l"l'l'l"l"l"l"l 

1    6    7    8    9   10 11  12 13 14 

Station 

Figure 1. Total cross-sectional area (xg) results 
from Laser Particle Counter measurements at 
Camp Lejeune, NC. 

where C = C*G, and G = bt/xg. A linear 
relationship, C , does exist between Rrs 

and Xg/a that varies with wavelength as 
illustrated in figure 3. Knowing C and G 
we can now solve for C. The values of C 

551 



ranged from 0.022 to 0.033, thus illustrating that C is not a constant, but is wavelength 
dependent. 

bb vsixg] 
0.20 

0.10 

0.00 

■ 676 

♦ 650 

A 412 

Figure 2: : bb and xg are linearly related with r2 = 0.90. The 
slope varies slightly with wavelength. 

Figure 3 The regression lines for Rrs(X) vs xg/a for 
^=440,532,555,and 656. 
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6. CONCLUSIONS 

This paper illustrates the influence that the concentrations of suspended sediments and 
paniculate cross-sectional area have on the changes in the IOP's of Case II waters. The 
total cross-sectional area of the particles correlated quite well (r2 « 0.90) with the 
backscattering coefficient for all wavelengths. This suggests that the DOM and 
phytoplankton absorption was low for this data set and the paniculate scattering was 
dominant. This relationship was extended to Rrs and xg. We observed high correlations 
between Rrs and xg since absorption was minimized. The nature of the constant C 
(equation 2), in the SeaWiFS algorithm, was shown to be wavelength dependent for the 
Case II waters. This suggests that ratios of spectral channels should be examined further 
for Case II waters. 
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How do coccoliths affect light in the sea? 

Toby Tyrrell and Patrick M. Holligan 

Southampton Oceanography Centre, Southampton University, 
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ABSTRACT 

Recent work has characterised the effect of coccoliths on the scattering coefficient at different wavelengths1'-. This 
relationship has now been used in a sophisticated multi-component, multi-spectral Monte Carlo optical model to 
estimate the effects of coccoliths on scalar irradiance, heating rate, vertical attenuation rate and emergent flux. 
The main effects of the coccoliths are outlined, and implications of these effects for phytoplankton productivity 
and biogeochomistry are discussed. 

Keywords: coccoliths, Emiliania huxlc.yi, phytoplankton, coecolithophores, optics, light, scattering, blooms, 
white waters, energy trapping. 

1. INTRODUCTION 

Coecolithophores are phytoplankton which produce calcium carbonate platelets called coccoliths in a layer around 
the surface of the cell. Coccoliths are important for ocean optics because they act somewhat like little mirrors, 
causing an increase in the value of the scattering coefficient (b), without causing a consequent increase in the value 
of absorption coefficient (a). During coccolithophore blooms, when there are high concentrations of coccoliths 
in the water, extreme optical effects can be produced due to high (b/a) ratios. These optical effects manifest 
themselves (1) within the top 2-3m of the water (brighter, warmer water), (2) in deeper water (intense shading 
leading to darker cooler water), (3) above the water with the appearance to ship-board observers of 'white waters', 
and (4) in space (remote sensing of blooms). 

Coecolithophores are widespread, present in all oceans except the polar ones:!. However, bloom proportions (> 
1.000 cells ml-1) are only attained in a few areas, most notably the subarctic North Atlantic and adjacent seas'1, 
and most blooms are of the species Emiliania huxlc.yi. Blooms of this species can cover large areas of over 100,000 
knr (ref 4), with significant environmental impacts: via increased water albedo (reflectance), altered air-sea heat 
fluxes, DIVIS production and cloud albedo, large fluxes of calcium carbonate out of the surface waters and changes 
in the oceanic uptake of C()> . 

Previous work has estimated the spectral variation of the impact of coccolith calcite on b (fig 8, ref 1), and the 
variation in h with calcite concentration at 440 and 550nm (ref 2). These data are for coccoliths of Emiliania 
huxlc.yi. During blooms of Emiliania huxlc.yi, many coccoliths become detached from the cell surfaces and are left 
to float independently in the water. The free-floating coccoliths have been thought to contribute more strongly 
to the scattering than the coccoliths still attached to cells, but it has recently been calculated that paniculate 
inorganic carbon (PIC), i.e. calcite". is a better predictor of the amount of scattering than is detached coccolith 
number-1. In this work, the relationships between calcite concentration and b are used to set some parameter 
values in a sophisticated Monte Carlo model, in order to estimate the effects of coccoliths on in-water irradiances 
and other optical properties. 

2. MODEL DESCRIPTION 
2.1 Model structure 

A multi-spectral, multi-component Monte Carlo model was constructed in order to examine coccolith optical 
impacts. The model is based on Kirk's .simple multi-spectral model5, but has been improved in several ways. The 
('(luations have been modified to calculate azimuth as well as zenith angles of photons in the water (making it 
3D rather than just 2D), and more components (including coccoliths) have been added to the factors affecting a 
and b. Incoming inadiance from above the sea surface has been changed from a simple point source representing 
the sun to a full representation of the skylight (diffuse light) in addition to the direct solar beam. This has been 
implemented exactly according to the formula of Harrison & Coombes{i, which takes account of sun zenith angle 
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and cloud coven- to calculate the full 3D radiance distribution of the light arriving at the sea surface from the 
atmosphere. 

Kirk's basic model was also extended by the inclusion of a wind-roughened sea surface, to replace the original flat 
sea surface-. This was achieved by generating wave facets with slopes chosen probabilistically from a distribution 
dependent on the wind speed, but not dependent on the wind direction, according to the formula7: 

ff- = 0.003 + 0.00512 x U (1) 

where a is the standard deviation of the normal distribution of wave slopes (N = 0.0), and U is the wind speed 
(m s_l). This formula, together with consideration of the 'apparent urea' of a facet when looking along the line of 
travel of a particular photon (for instance, a facet whose normal is perpendicular to the incoming photon has no 
chance of intercepting it), was used to generate probabilities of photons at different orientations impinging on wave 
facets at different orientations. Once a photon was matched to a wave facet using a random number, Fresnel's 
Formula was then applied to calculate the probability of reflection of the photon from the air-sea interface. The 
resulting reflection probabilities (averaging over many photons) for photons travelling from air to sea and from sea 
to air, and at different angles to the vertical, and at different wind speeds, agree well with the desired probabilities 
(fig 2.10, ref 8; fig 4.3, ref 9). 

2.2 Inherent optical properties (IOPs) 
Contributions to absorption and scattering art; summed to give the values of the total absorption and scattering 
coefficients. The absorption coefficient («(A)) in the model is calculated as 

«(A)  = uu.(\) + (rhl x ar,,,{\)) + «„(A) + «,,(A) (2) 

where a„,(A) is the contribution due to pure seawater at each wavelength, rhl is the concentration of chlorophyll-«, 
a,i,i(\) is the effect on absorption of 1 mg chl-n m , tt,,(A) is the contribution due to gilvin, and «,/(A) is the 
contribution due to detritus. 

The scattering coefficient at each wavelength (b(X)) is similarly calculated as 

b(X) = MA) + (CaCa, x bcacotM) + (<M x KuW) + MA) (3) 

where l>„.{\) is the very small contribution due to pure seawater at each wavelength, fr,/,f(A) is the effect on 
scattering of 1 mg chl-u in" , CaCCh is the concentration of calcite in the water, tVwo,-, (A) is the effect on 
scattering of 1 mg CaCOß in, and bl,(X) is the contribution due to other particulates. 

The contributions of pure seawater to a and b at different wavelengths are taken from ref 10, the spectral variations 
in impact of 1 mg chl-u iif1* on a are taken from ref 11, and the spectral variations in impact of 1 mg chl-a m"^ on b 
are calculated as (118.Ox j). Absorption due to gilvin is calculated according to the equation in Table 1, scattering 
due to non-coccolith particulates is calculated as (90.0 Xj), and contributions from other minor components are 
calculated based on descriptions and data in ref 8. Coccolith impacts on b are calculated using data in refs 1 and 
2, as discussed above. A standard particle scattering phase function (column G, Table 3.10, ref 9) is used for all 
scattering components. A homogeneous mixed layer is assumed. 

2.3 Tests of model 
Numerous aspects of the photon dynamics in the model were checked (including generating full radiance plots at 
many different depths under several different conditions). The model was also tested for some canonical water 
cases to check that it gave the same results as other tried and tested models in a published comparison1-, which 
it did. Finally, the HYDROLIGHT model1', an invariant imbedded (mathematical) model rather than a ray 
tracing Monte Carlo one. was installed and given the same IOPs as the Monte Carlo one. The Monte Carlo and 
HYDROLIGHT results (all irradiances and apparent optical properties) compared favourably for the situation 
described in Table 1. with a high coccolith concentration. Because the results from the two very different modelling 
approaches show the same phenomena, and are numerically similar, we can be more confident of their veracity. 
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Parameter Value Reference 
Sun zenith angle (fV) 37° standard formula 
Cloudiness ().() (no cloud) (fig la, ref 14) 
Wind speed 7 in s_1 (fig 11), ref 14) 
Incident irradianee (/^(PAR)) 1500//Ein m""'2 s"1 (BOFS CD-ROM) 
Chlorophyll-« 1.0 nig chl-H in"3 (fig Ga, ref 15; fig 5a, ref 14) 
Absorption due to gilvin (r/,j>-(A)) 0 05 x t.-°-°i3''>x(*-<K>o) (section 3.3, table 3.2, ref 8) 

Table 1: Water parameters for NE Atlantic (60°N,20°W) during typical day in .Tune, 1991. BOFS is the 
Biogeochemical Ocean Flux Study. 

3. MODEL RESULTS FOR TYPICAL COCCOLITHOPHORE BLOOM 
3.1 Water parameters for typical bloom 
The effects of a given concentration of coccoliths on optics are dependent on other parameters of the water: sun 
zenith angle;, cloudiness, chlorophyll and wind speed, among other factors. Model results are shown here for 
one particular set of conditions (one set of parameter values), representative of the water state during the most 
thoroughly studied natural coccolithophore bloom •— one of Emiliania liuxlc.yi which occurred south of Iceland in 
June, 1991|r'. Blooms of E7niliaiiia huxlc.yi, frequently occur in this part of the Atlantic Ocean during June and 
July'1. This bloom in 1991 was extensive (~ 250,000 km2), with high concentrations of coccoliths (up to 300.000 
coccoliths ml-1, up to 350 mg CaCOß m"3) (ref 15). More intense blooms can occur in other areas, in particular 
in the Norwegian fjords. 
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Figure 1: Inherent optical properties: (a): variation of a with A, with 1.0 mg chl-u in"3; (b): variation of h with 
A. with 1.0 mg chl-« m"3 and 100 mg CaC();j in"3. Both graphs show contributions from individual components 
(dashed, dotted and stippled lines) together with the total (solid line). «„.(A) is the generally higher of the two 
dotted lines in (a): l>„.{\) is the lower of the two dotted lines in (b). almost completely obscured by the ./.-axis. 
Note the different //-axis scales in (a) and (b). 
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Scalar Irradiance vs. Depth 
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Figure 2: Scalar irradiance depth profiles for a typical NE Atlantic mid-summer water state with different 
concentrations of coccolith calcite. The solid line shows the scalar irradiance profile for 0 mg CaCOß in" ; the 
dashed line for water containing 100 nip, CaC()3 m , and the dotted line for water containing 500 mg CaCC>3 
m"3. 

The parameter values used in the model to represent these conditions are shown in Table 1. Only one parameter 
was varied to product? different model runs: the concentration of calcite, i.V.. coccoliths. The values of a and b in 
the model at different wavelengths are shown in Figure 1, with the scattering being that obtained with 100 mg 
CaCOß m     in the water. 

3.2 Model results 
Figure 2 shows three model scalar irradiance (E0) depth profiles, for different concentrations of coccoliths. As 
the concentration of coccoliths increases it can be seen that (1) light intensities near the surface (top 2 3m) 
increase, in accordance with the theory of energy trapping1® in high [b/a) surface waters, creating a super-bright 
zone near to the surface; (2) attenuation of light with depth is still exponential, but starts from a higher initial 
(surface) value; (3) light attenuation rate is increased; and (4) light intensities beneath the very surface? waters 
(deeper than 2 3in or so) decrease. Heating rates (photon absorption by water molecules) are proportioned to 
scalar irradiances and so possess similar profiles to those shown in Figure 2. 

The vertical attenuation coefficient for downward irradiance (K(\) increases with increasing coccolith concentra- 

tion. For the three cases in figure 2. A",i(PAR) at 5m depth was 0.22 m""1 with 0 mg CaCOß nf3, 0.27 in"1 with 

100 mg CaC(>3 in, and 0.40 in""' with 500 mg CaCÜ3 m . Increasing coccolith concentration also causes an 
increased emergent flux, i.e. an increased scattering and re-emission of photons which have previously entered 
the water. The radiance distributions of that rlux for 0 and 500 mg CaC()3 m are shown in figure 3. For these 
two cases O.G3% and C.S'X respectively of the total number of photons entering the water were reflected back out 
to the atmosphere again. 
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0 mg CaC03-C m-3 500 mg CaC03-C m-3 

Figure 3: Emergent flux radiance distribution (//.Ein m~2 s"1 sr~') for a ty])ical NE Atlantic: mid-summer water 
state: (a) with 0 mg CaC03 in"3; (b) with 500 IHR CaC03 in"3. The contour ])lots show hemispherical radiance 
plotted in a 2D-circlc, as described in rcf G. Variability in the plots is due to not averaging over enough photons 
in the Monte Carlo program. 

3.3 Comparisons with data 

Light amplification (creation of an intensely illuminated surface layer with scalar irradiances that are higher than 
those in the atmosphere and higher than those in clear water of the same depth) has been observed following 
kaolin (china clay) particle; additions to a pond1(i, but has not been observed (mainly because very few near- 
surface measurements have been taken) during coccolithophore blooms. Future field work should be targetted at 
testing this explicit model prediction. However, increased surface heating correlated with coccolith concentration 
has been observed (fig 12E, ref 15), as has the intense shading of water beneath a coccolithophore bloom (fig 6A, 
ref 14). Increased Kd values (fig 12B. ref 17: CTD casts, BOFS CD-ROM) and increased emergent flux1'"'-17 have 
also been observed. 

4. DISCUSSION 
4.1 Super-illumination of the near surface 

The super-illumination of the near-surface waters during a bloom of Emiliania huxleyi has only been appreciated 
as a result of this modelling study, and full confirmation with observational data is still required. If true (and 
both types of model predict that it is) then this phenomena has important ramifications, for instance- for the 
ecology of Emiliania huxleyi. Most blooms of Emiliania huxleyi occur in shallow mixed layers18, and most 
other phytoplankton will be even more strongly photoinhibited than normal in these thin surface layers if the 
light is amplified due to the presence of coccoliths. Emiliania huxleyi appears to be adapted to tolerate high 
light intensities1*. Could the production and detachment of coccoliths by Emiliania huxleyi be a mechanism for 
producing conditions under which it thrives? 

4.2 Changes to water heating 

It has been observed that turbid reservoirs are cooler than clear ones1". Several of the coccolith-induced optical 
effects seem to point in this same direction: (1) reduced total energy input due to higher albedo (greater emergent 
flux): (2) decreased energy input to depth and increased energy input to the surface, where the heat is more easily 
lost again to the overlying atmosphere: and (3) production of stronger and shallower stratification due to the 
steeper depth gradient in heating rates, which will inhibit wind-induced mixing of warmer water to depth. It 
needs to be clarified how important these effects are for cooling the ocean during blooms of coccolithophores. 

5. CONCLUSIONS 
Coccoliths in high concentrations cause radical changes in the behaviour of light in the sea. We have used models 
to characterise the nature of these changes and to provide quantitative estimates of the sizes of some of these 
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changes under a specific set of realistic conditions. The model results show that the most notable effects of 
increased coccoliths are (1) light amplification in the top 2-3m; (2) light diminution further clown; (3) parallel 
changes to the heating rates; and (4) increased emergent flux. 

These changes have implications for the stratification (thermal structure) of the surface ocean, and the capacity 
of the ocean to accept, and to retain heat, energy. The changes in the light profile with depth, and the changes in 
stratification must also impinge heavily on phytoplankton ecology and productivity. The surface heating during 
a bloom also affects the partial pressure of C()> in the water and will thereby alter the air-sea flux of C()>. 
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ABSTRACT 

Seasonal and long-term variability of the Black sea optical parameters are analyzed using valuable data set from the 
data bases of Marine Hydrophysical Institute and Institute of Marine Sciences. The drastic decrease of the water transparency 
was observed during 1986-1992. It coincided with the big changes of the spectral distribution of water optical parameters. 
The main causes of these changes are eutrophication, influence of biological invader Mnemiopsis leictyi on the sea ecosystem, 
and the natural 11-years cycle. 

Keywords: marine optics, Black Sea, water transparency, Secchi disk, attenuation coefficient, climatic changes, spectra of 
optical properties, yellow substance 

1. INTRODUCTION 

In situ measurements of optical characteristics are conducted in the Black Sea since 1960s and Secchi disk measure- 
ments are conducted since 1920s. A valuable data set of the optical characteristics is available at present at Marine Hydro- 
physical Institute (MHI) and Institute of Marine Sciences (IMS). There are, in total, more than 13000 Secchi disk measure- 
ments, 2500 profiles of light attenuation coefficient, etc. These data permit to estimate vertical, spatial, seasonal and long- 

term variability of some optical characteristics of the Black Sea and to 
analyze their relations with biological variables and water dynamics. 1 

0 

8                 19                 20 21 S%o 
7          .10                  .15 .20 T°C 

0,1             0.3             0.3 0.7 
1                 ^. 

1  _  '; 
,. -cr i 

100 

\ ^~— ''"'---■—i 

--.^ \<          " 
^>m \ 

\ !    ( 
\ 

\ 

200 

\\. 

\ 

300 1 |4 s\ 

4)0 
Z,m 

:    1 

2. VERTICAL OPTICAL WATER STRUCTURE AND ITS 
SEASONAL VARIABILITY 

Vertical distribution on the optical water properties is deter- 
mined by the peculiarities of the distribution of physical, chemical and 
biological properties and by the water dynamics. Main of those in the 
Black Sea are: existence of the anaerobic hydrogen sulfide zone deeper 
120 -140 meters, cold intermediate layer at depths 40 -75 meters, 
cyclonic current system containing rim current along all the sea coast 
and some eddies. 

There are four typical layers of the vertical profiles of the light 
attenuation coefficient (c(z)) in the deep area of the sea: upper, inter- 
mediate, boundary and deep (Fig. 1), which correspond to the layers 
with different hydrological, chemical and biological properties.1 The 
upper layer locates in the euphotic zone. The intermediate layer hous- 
ing the most transparent water, centered near the low boundary of the 

Fig. i. Typical vertical distribution of the attenuation coeffi- cold intermediate layer. The boundary turbid layer exists at the 
ciem (c) temperature (T) and salinity (S) in the deep region of oxic/anoxic interface. The deep layer is spreading over the hydrogen 
the Black Sea in summer. lr- , _ ,       .,.,.„,,.. J      6 

sultide zone. Seasonal variability of c(z) is best pronounced in the up- 
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Fig.2. Seasonal variability of the vertical profiles of attenuation coefficient (c), temperature (T) and salinity (S) in the upper 
layer: a) - April, 6) - June, c) - August, d) - October, e) - December. 

per layer (Fig. 2). Two typical maximums of c(z) occur within this layer in summer, which are connected with the vertical 
distribution of the phytoplankton. One of those is connected with the upper part of the seasonal thermocline and the other - 
with upper part of the permanent halocline. Often, some maximums of the second order of magnitude occur in the thermo- 
cline in summer, which are connected with the fine structure of the seasonal thermocline. There is only one maximum of c(z) 
in winter (after the destruction of the seasonal thermocline), which connected with halocline and which is deeper then in 
summer. An intermediate layer with minimum values of c(z) exists throughout the year, its seasonal variability being low. 
The boundary turbid layer is more powerful on the periphery of the sea within the Black Sea Rim current area and it is absent 
at the centers of the main cyclonic circulation cells. This layer is more pronounced in winter, with its depth also being larger. 
Within the deep layer, a seasonal variability is very small. The attenuation coefficient is changing monotonous with depth in 
this layer depending on the wavelength. It is approximately constant at the long wavelength and it increases with depth at the 
short ultraviolet spectral band. This fact shows the growth of the "yellow substance" concentration with depth. 

3. SEASONAL AND LONG-TERM VARIABILITY OF WATER TRANSPARENCY 

Figure 3 shows the seasonal variability of the Secchi disk depth (Zd) analyzed using monthly mean values, calculated 
for 1922-1985 for the central deep part of the Black Sea, limited by the latitudes 42°20' and 44°15'N and longitudes 31° and 
38° E. There are two minimum in the interannual variability of Zd namely in spring and at the end of autumn and two maxi- 
mums, namely in summer and at the end of winter. The difference between maximum and minimum mean month values is 
about 6.2 meters or 37% of mean annual value (16.8 m). 

Very interesting phenomenon is the strong changes occurred in the Black Sea recent years.2 From the early 1920s to 
the mid-1980s, the weakly pronounced transparency decrease was observed. Over 60 years, Secchi disk visibility depth had 
decreased from 20-21 to 15-16 meters (mean values in the deep central part of the sea), however, single values up to 25 me- 
ters were occasionally observed. The Black Sea water transparency has decreased dramatically since 1985. In 1990-1993, the 
values in excess of 15 meters were no longer observed and mean values were only 6-10 meters (Table 1). It is worth to men- 
tion that the water transparency in the Black Sea started to increase since 1993. 

Water transparency measurements using in situ sounding instruments, which were performed by MHI during Black 
Sea surveys, also indicate the same decrease of transparency. Mean, maximum, minimum values and standard deviation of 
the attenuation coefficients (wavelength 410-420 nm) in the surface layer of the central, deep part of the sea for summer are 
shown in Table 2. Values for 1977-85 which are considered as the "background" data show large changes compared to 1990, 
1991, and 1992 data. 

Spectral optical properties of the Black Sea water had also changed. In 1990s compared with 1984, not only the values 
of the light attenuation coefficient strongly increased, but as well, the shape of spectral curves changed, due to the initial en- 
hanced increase in the short wavelength band. The minimum values, which were at 480 nm in 1984, shifted to the 550-570 
nm in 1992. Spectra of the light attenuation coefficient c(k) for 1984, 1991, 1992, 1995, and for the optical pure sea water3 
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are presented in the Figure 4 for the subsurface water of 
the deep central part of the sea. The Seech i disk depth 
values corresponding to the each spectrum are showed in 
a legend. 

Similar shift in the spectral minimum was also ob- 
served recent years in the spectra of the vertical attenua- 
tion coefficients, K(k), of the sunlight. Measurements of 
K(X) were performed by the authors of [11] in the cen- 
tral part of the sea in February-March of 1991 at the 
Secchi disk depth of 5-6 meters. The spectral minimum 
of K(X) at 520-560 nm calculated for these measure- 
ments was observed at 490-530 nm in the central part of 
the Black Sea before 1979 (Table 3). 

Parallel changes have occurred in the radiance spec- 
tra of the sea. The radiance index increased four-five 
times in the band of spectral maximum, and the maxi- 
mum proper displaced from 480 nm to 540-560 nm in 
1992, as compared with 1984. 

Such changes in the spectra of radiance index show 
that the concentration of paniculate matter, which scatter 
the light, increased in the upper layer of the sea. This 

tact caused an increase in the radiance index values and a shift in the maximum of radiance index to the longer wavelengths 
due to the increase in the dissolved organic matter concentration, especially of yellow substance. 

Table 1. The annual mean, maximum, minimum Secchi disk depth values and standard deviations for each year for the central part of the Black Sea 

10   - 
Climatic value 

Seasonal value 

1 ■       ■ 

Dec Jan Feb Mar Apr May Jun  Jul 
Month 

Aug Sep Oct Nov Dec 

Fig. 3. Monthly variation of the mean Secchi disk depth in the central part of the 
Black Sea in 1922-1985. Vertical bars show the standard deviations. 

Year Mean Max Min STD Number 
of data 
points 

1923 20.2 23.0 19.0 1.44 5 
1924 19.9 28.0 13.5 4.18 20 
1925 19.8 30.5 11.0 4.32 24 
1927 20.9 25.0 16.0 2.70 10 
1953 18.0 20.0 17.0 1.22 4 
1956 13.8 20.0 8.0 3.99 10 
1957 19.5 25.5 13.0 3.53 22 
1958 21.5 30.0 10.0 7.31 14 
I960 19.9 22.0 19.0 0.99 9 
1961 17.1 20.0 13.0 2.08 10 
1962 21.1 27.0 16.6 2.92 11 
1963 17.0 22.0 11.0 3.74 9 
1964 17.4 24.0 3.5 4.21 29 
1965 13.7 20.5 9.0 3.78 10 
1966 15.4 22.0 9.0 4.58 10 
1967 16.7 23.0 10.0 5.31 3 
1968 17.4 26.0 9.0 5.69 5 
1969 13.0 15.0 10.0 2.12 4 
1970 20.0 22.0 18.0 2.00 2 
1972 20.1 28.0 13.0 4.10 11 
1973 14.1 20.0 6.0 4.22 7 

Year Mean Max Min STD Number 
of data 
points 

1974 19.0 27.0 15.0 3.12 15 
1975 18.8 24.0 9.0 2.86 58 
1978 17.7 23.0 140 2.35 18 
1979 19.3 20.0 18.0 0.94 3 
1980 16.1 21.0 7.0 4.31 14 
1981 16.9 29.0 12.0 4.33 12 
1982 14.0 18.0 9.0 2.92 29 
1983 13.9 20.0 10.0 2.82 15 
1984 16.2 24.0 5.0 3.29 113 
1985 15.1 27.0 6.0 4.87 38 
1986 17.5 25.0 6.0 5.10 14 
1987 12.5 19.0 7.0 3.11 65 
1988 12.5 18.0 8.0 2.45 54 
1989 12.0 25.0 2.0 4.73 179 
1990 8.2 13.0 3.0 2.16 53 
1991 8.7 14.0 5.5 1.92 90 
1992 6.2 11.0 2.0 2.51 51 
1993 10.0 160 7.0 1.76 94 
1994 12.7 16.0 9.0 1.52 33 
1995 13.9 21.0 6.7 3.89 13 

Table 2. Attenuation coefficients (wavelength 410-420 nm) in the upper 
water layer in the central deep part of the Black Sea in summer, c(X) [m1] 

Year Mean Max Min STD. 
1977-1985 0.55 

1.38 0.23 0.32 

1990 1.17 1.86 0.78 0.23 
1991 1.03 2.16 0.69 0.21 
1992 1.70 2.76 0.55 0.60 

4. CLIMATIC DISTRIBUTION OF WATER 
TRANSPARENCY 

The climatic characteristics of the Black Sea Secchi disk 
depth in the years preceding the large changes of water 
transparency were calculated and evaluated for summer and 
autumn seasons since the most part of the Secchi disk meas- 
urements were done during these seasons (Fig.5). The cli- 

562 



matic transparency field has the following features. Water with Zd <6m is found only in a narrow band in the regions of big 
river mouths: Danube and Dnieper on the northwest shelf, Inguri and Rioni near the Caucasus, and near the Kerch strait. 
Transparency in nearly 60% of the deep regions of the sea, is more than 16 m. The most transparent waters (Zd > 22m) occur 
in the middle part of the sea where eastern and western cyclonic rings come into contacts with each other and where surface 
waters with low concentration of nutrients downwells. Relatively higher transparencies (up to 10-20 m) occurs in the shelf 
zone and often near the coast; for example, near the Bosphorus Zd exceeds 18 m. There is a difference in the transparency of 
the eastern and western deep regions of the sea: the eastern part shows considerably lower Zd values due to higher biological 
productivity. 

Table 3. Minimum values of the vertical attenuation coefficients and 
corresponding wavelengths 

5. FACTORS INFLUENCED ON THE 
DRASTIC DECREASE OF WATER 

TRANSPARENCY 

Analysis of the total collected information has en- 
abled to understand the main causes of the drastic trans- 
parency decrease in the deep basin of the Black Sea 
from 1986 to 1992 and to reach the conclusions stated 
below. 

Significant eutrophication occurs both in the near- 
shore areas of the Black Sea and in the deep ones, being 

connected with the long-term increasing input of nutrients of anthropogenic origin. For example, an input of biogenic com- 
pounds of nitrogen and phosphorus by the Dnieper and Danube waters, which are responsible for 3/4 of the overall river in- 
put to the Black Sea, increased 5-7 times from the 1960s to the 1980s.6 The mean chlorophyll concentration has become one 
and a half time larger in deep part of the sea throughout the same period (Fig. 6).7 

Water transparency gradually declined due to the increase of the content of optically active matter in the sea. Over 20 
years, from the mid-1960s to the mid-1980s, the mean annual decrease of the Secchi disk depth has attained about two me- 

ters. 

Time of measurements A.(kmin), nm Niiim m 

1962-1963, March-August 490 - 530 0.069 

1984, April-May 500 - 525 0.099 

1989, July-August 525 - 554 0.104 

1991, February-March 525 - 554 0.115 
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However, the direct cause of the drastic trans- 
parency decrease from 1986 to 1992 was the en- 
hanced bloom of Peridinium and Coccolitophores. 
Their number in the Black Sea was 1.5-2 orders 
of magnitude larger than in previous years and 
reached 2-3 billions per cubic meter. A significant 
increase in the biomass of these planktonic organ- 
isms has changed the structure of the plankton 
community. Now nanoplankton, which contributes 
immensely to the light scattering, accounts for 
90% of the phytoplankton content. 

The intense blooms of Peridinium might have 
been also caused by the increased concentration of 
particulate organic matter, as Peridinium can 
switch to heterotrophic nutrition. 

Coccolitophores also play a significant role in 
the changes of water transparency, due to their 
crustal structure containing a number of disks, 
namely, coccolits, which can be separated. These 
disks cause an intensive scattering of light. That is 
why, when the Coccolitophores concentration is. 
high, sea water becomes whitish. This effect has 
been observed in the Black Sea over the last few 
years. 

Phytoplankton structure was also strongly impacted by the biological invaders, such as Mnemiopsis Leidyi which ap- 
peared in the Black Sea in the early 1980s and is biomass amounted to one billion tons in 1989.8 As a result, the amount of 

0.0 
400 500 

Wavelength (nm) 
600 

Fig. 4. Spectra of the light attenuation coefficient c(X) for the subsurface water of the deep 
central part of the sea for the different years and for the pure sea water. The Secchi disk 
depth values measured at the same station are included in a legend. 
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Fig. 5. The climatological field of mean Secchi disk depths in the Black Sea for June - October 1922-1985. 

herbivorous microzooplankton, which is a part of the Mnemiopsis food, has decreased by several times, whereas the phyto- 
plankton content conversely, increased. The great amount of dissolved organic matter released by Mnemiopsis also facilitated 
the increase of some types of phytoplankton and bacteria. 

Long-term periodical oscillations in the Black Sea water transparency have been found to occur, which seems to be corre- 
lated with the 11-year cycle of solar activity. Water transparency increases during the second half of the cycle and decreases 
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Fig. 6. Secchi disk depth, chlorophyll "a"+ pheophytin, and phytoplankton concentration in 
the western deep part of the sea for 1987-1992. Mean values for May-September. 

during the first one. This fact shows the 
same cyclicity is inherent to the planktonic 
community. 

Drastic decrease in the transparency in 
late 1980s coincided with the second half of 
the 1980-1991 solar activity cycle. How- 
ever, the magnitude of the transparency 
decrease was more intense during this cycle 
than those during the previous cycles. 

Analyses of the collected data, it may be 
concluded that the catastrophic transpar- 
ency decrease in 1990-1992 took place due 
to the combined effect of three factors co- 
inciding in time and sign: (1) the natural 
11-year cycle, (2) increased eutrophication, 
and (3) the influence of the biological in- 
vader Mnemiopsis Leicfyi on the ecosystem 
structure. 

It is important to emphasize that the 
intense decrease in water transparency dis- 
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continued in the Black Sea in 1992, and in 1993 water transparency started slightly to improve. As a result, already by the 
end of 1995, the mean Secchi disk depth in the deep central part of the Black Sea had reached to the levels observed for the 
early 1980s, i.e. about 17 meters. Regretfully, we have no evidence on the changes that took place in the ecosystem of the sea 
during these years, which made this transparency to increase. 

6. ACKNOWLEDGMENTS 

We thank all the scientists and crew of the research vessels participated in data collecting in the Black sea. We wish to 
thank also Drs. O.Yunev, L.Georgieva and B.Anninsky from Institute of Biology of the Southern Seas NASU for the very 
useful discussion on the reasons of catastrophic transparency decrease in the Black Sea. The research described in this publi- 
cation was made possible in part through the TU-Black Sea Project of the NATO Science for Stability Program and by Grant 
No. U1V200 from the Joint Fund of the Government of Ukraine and International Science Foundation. 

7. REFERENCES 

1. V.l. Mankovsky, "Optical structure of the Black Sea waters and regularities of its formation," Hydrophysical and hy- 
drochemical investigations of the Black Sea, pp. 7-28, MHI of the Ukr. Acad. of Sei., Sevastopol, 1992. 

3. V.N. Eremeev, V.L. Vladimirov, B.N. Krasheninnikov, "Long-term variability of the Black Sea water transparency," 
Hydrophysical and hydrochemical investigations of the Black Sea, pp. 28-30, MHI of the Ukr. Acad. of Sei Sevastopol 
1992. F   ' 

3. A. Ivanov, Introduction a I'oceanographie. Proprietes physiques et Chimiques des eaux de mer. Vol II Librairie 
Vuibert, Paris, 1975. 

4. V.P. Nikolaev, "New results of the measurements of vertical attenuation of the underwater irradiance in the Black 
Sea," Oceanology, 36(3), 377-383 (1996). 

5. V.l. Mankovsky, V.L. Vladimirov, E.I. Afonin, A.V. Mishonov, M.V. Solov'ev, B.E. Anninskiy, L.V. Georgieva, and 
O.A. Yunev, Long-term variability of the Black Sea water transparency and factors determined its strong decrease in the 
late 1980s early 1990s, pp.1-32, MHI of the Ukr. Acad. of Sei., Sevastopol, 1996. 

6. E.N. Airman, A.A. Bezborodov, Yu.I. Bogatova, et al. "Black Sea Hydrobiology," Practical ecology of sea regions. 
Black Sea. V.P. Keondgyan, A.M. Kudin, Yu.A. Terekhin, (eds.), pp. 1-252, Nauk. dumka, Kiev, 1990. 

7. V.l. Vedernikov and A.B. Demidov, "Primary production and chlorophyll in the deep regions of the Black Sea" 
Oceanology, 33(2), 229-235 (1993). 

8. M.E. Vinogradov, V.V. Sapozhnikov, E.A. Shushkina, The Black Sea ecosystem, Nauka, Moscow, 1992. 

565 



566 

Aspects of the Point Spread Function in the Coastal Zone 

Kenneth J. Voss and Brian J. Frew 

Physics Department, University of Miami 
Coral Gables, Fl. 33124 

ABSTRACT 

Measurements of the point spread function in the coastal zone will be presented. While measurements 
appear to be very similar to the deeper ocean measurements, other factors in the coastal zone that could influence 
the point spread function (PSF) were investigated. Laboratory experiments were performed to look at the effect 
of inhomogeneities, or layering, on the point spread function, and the layering was found to have a significant 
effect on the PSF. 

Keywords: Point spread function, forward scattering, ocean optics 

2. INTRODUCTION 

The point spread function (PSF) is an important factor in predicting the system performance of in-water 
imaging systems. The PSF is defined as the radiance distribution at some range, R, resulting from a point, 
lambertian, source.1 In homogeneous waters the PSF is equivalent through reciprocity2 to the beam spread 
function (BSF), which is the irradiance distribution on a sphere of radius R, resulting from a source initially 
collimated at the origin.1 In this paper we will concentrate on the PSF, but much of the same discussion could 
be related to the BSF. 

The PSF at a given range is influenced mainly by the small angle scattering of particulates in the water, but 
also can be affected by the single scattering albedo (scattering/attenuation). Theory relating the volume 
scattering function to the PSF, using the small angle approximation, has been developed.4 For imaging 
purposes, the PSF for small angles, on the order of milliradians, is desired. But in this region it is difficult to 
measure the scattering function. Thus, if the PSF is desired for investigation of imaging systems, the PSF 
should be measured directly. Instrumentation to measure the PSF in the open ocean was originally developed 
by Honey. A modern version has been fielded to make these measurements in the open ocean and coastal 
areas. 

The open ocean PSF has been investigated,7 but with new interest in optical imaging in coastal waters, 
aspects of the PSF relating to coastal areas become important. Two main features of the coastal environment 
that affect the PSF are the large variations in particle type and quantity, and the large inhomogeneities in water 
properties, vertically and horizontally, that can exist. We have modified our ocean instrumentation to make 
measurements of the PSF in shallow waters, including the surf zone, to investigate the effects of the different 
particles on the PSF. To investigate the PSF for a inhomogeneous water column a laboratory facility was built 
which allows the water properties to be varied along the measurement path. Thus, the PSF for layered systems 
could be investigated in a controlled manner. Our preliminary results from these two measurement programs 
will be outlined in this paper. 

2. INSTRUMENTATION 

The basic system to measure the PSF has been described in detail elsewhere.6 Several modifications were 
required for measurement in the coastal zone. The basic system has a cosine source to simulate a lambertian 
source, and a cooled CCD camera, focused at infinity. The spectral region of the measurements, 500 nm, is 
selected by an interference filter on the front of the camera lens. In open ocean measurements the system is 
typically separated by ranges between 10 and 150m. In the shallow coastal region the attenuation properties of 
the water are typically much greater than in the open ocean. Thus, we make measurements of the PSF over 
ranges from 0.5-3 meters. Also, since we wanted to make measurements in very shallow water, an alternative 
mounting scheme was required. In our coastal measurements we mounted the flashlamp source and camera on 
an aluminum bar. The two devices were held horizontally so that profiles of the PSF at specific depths could 
be measured, or measurement of the PSF in very shallow water could be performed. In one case, we wanted to 
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make measurements of the PSF as a function of distance offshore, so floats were attached to each end of the 
aluminum bar to suspend the instrumentation at a constant depth of 1 m below the surface. 

The cosine source has a 5 cm diameter. At the longer ranges used in the open ocean this could 
approximate a point source. With the shorter ranges used in the coastal zone and in the laboratory, a smaller 
source was needed, thus a pinhole aperture (1 mm diameter) was placed over the cosine source to approximate a 
point lambertian source. While this probably does not have as accurate a cosine emission profile over the 
angular range of our measurements, 0-12 degrees at most, the non-lambertian properties will not affect the 
results. 

The laboratory measurements were performed in a specially built tank. This tank was approximately 4 
meters long and constructed so that Plexiglas separators could be placed at 0.5 m intervals along the 
measurement path. This allowed the water scattering properties of segments of the measurement path to be 
varied in an independent and controlled fashion. The inside of the tank was painted with a black epoxy to 
reduce reflections and the surface of the water was covered with a black neoprene to reduce surface effects at the 
air-water interface. 
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Figure 1) Example PSF measurement. This measurement was over a lm 
pathlength. The total optical pathlength (x) was 3.03. The measurement 
depth was 1 m, and the measurement was made off of Oceanside, Ca. 

3.  RESULTS 

We have made measurements of the PSF in two littoral zones, off of Ft. Walton Beach, Fl. on two occasions 
and off of Oceanside, Ca. A typical PSF measurement is shown in Fig. 1. Two general features are worth 
noting in this measurement. First the region between 0 and 6 milliradians is the area in which the physical size 
of the source dominates the measurement. Next the region between 10 and 100 milliradians is typically fairly 
linear in this log (PSF) - log(angle) representation. We have used this to parameterize and represent the PSF in 
this angular range as: 

PSF(6) = B 8" (1) 

For a specific measurement series in the water column in the open ocean, we have found that the m varies 
with optical pathlength (x = c * I, where / is geometrical pathlength and c is the beam attenuation) in a regular 
manner.7 Our coastal measurements show the same general pattern. In fact if one plots the optical pathlength 
vs slope, m, for all of our measurements a general pattern emerges. Figure 2 shows the totality of our field PSF 
measurements, both coastal and open ocean. The open ocean measurements include measurements in the 
Sargasso Sea, clear water off Hawaii, Tongue of the Ocean (Bahamas), and off San Diego, Ca. 
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While the general trend is fairly constant, getting accurate predictions in coastal water is more difficult than 
oceanic measurements. In the open ocean, more accurate predictions can be made if the optical pathlength for a 
specific cast is plotted against the slope as a very regular pattern exists. For example, the small angle scattering 
theory of Wells can be used to predict the PSF for other ranges very accurately.8 In the littoral zone, groups of 
measurements for a single station or day show much more variation due to the local inhomogeneities of the 
water column, both horizontal and vertical. To get a more quantitative measure of the effect of layering on the 
PSF, laboratory measurements were made in the specially constructed tank described above. 
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Figure 2) Slope of log(PSF)-log(angle) vs optical pathlength for 
measurements in open ocean and two littoral sites. 

These measurements are described in more detail elsewhere,' but the general trend was that if 
inhomogeneities of the water path exist, the structure of the water path can have a significant affect on the 
overall PSF. Figure 3 shows the slope vs total optical path for three different water structures. As can be 
seen, the scattering layer has the greatest effect on the PSF if it is closer to the camera (imaging side) rather 
than the flashlamp. Also, it can be seen that the scattering layer positioned in the center is very close to the 
case of a homogeneous water path. This data shows that the structure of the water path is an important factor. 
We will be using this data to investigate models to predict the effect of the structured water path. 

4. CONCLUSION 

These measurements show that while the PSF for coastal waters generally fits the trend of the oceanic 
measurements, various effects specific to the littoral zone (vertical and horizontal variability) can be important. 
More work needs to be done to improve understanding of the water path structure effects. We will be making 
additional measurements in our tank system and modeling these results in the near future. 

568 



2.5 

'S) 

CD 
> 

bfl 
O 

o 
C/3 

r 
2- 

1.5- 

1- 

0.5- 

o 
o    o 

D Scattering layer near camera 

■ scattering layer in center 

O scattering layer near flash 

• homogeneous scattering layer 

V °lÖO°o 

■   • 

T- 
CM VO 

-1 r- 

00 o <N 

Total optical path length 

Figure 3) Illustrates the effect of an inhomogeneous measurement path on the 
PSF.   In each case the scattering layer was confined to 1/3 the total pathlength 
in a region specified as near the camera, in the center or near the flash (source). 
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ABSTRACT 
Upwelling was observed close to the Omani shelf during August 1994, and high values of 
chlorophyll concentration were observed in the upper mixed layer on the offshore region 
of the raised isopycnals.   A rapid increase of phytoplankton biomass was observed over 
the whole area of the survey 7 days later. Values of the diffuse attenuation coefficient and 
beam transmittance were closely related to the phytoplankton concentrations, but spatial 
variations were observed. Spectral variations in reflectance were also observed. These 
observations are considered in relation to the distribution of the major phytoplankton 
taxonomic groups and light absorbing pigments. 

Keywords: Optical properties, Arabian Sea, reflectance, phytoplankton, upper ocean 

1. INTRODUCTION 
Interprovince variability in the chlorophyll to carotenoid ratio is thought to limit the 
accuracy of two band single pigment algorithms'. This study describes the optical 
properties and phytoplankton distribution in the upper ocean during a period of coastal 
upwelling off the coast of Oman between 3-22 August 1994. The work explores how 
spectral reflectance may differ where there are variations in major phytoplankton 
taxonomic groups, and different chlorophyll to carotenoid ratios, in a spatially and 
temporally dynamic region. 

2. METHODOLOGY 
Seasoar was deployed to a depth of 350 m with downwelling irradiance and upwelling 
radiance sensors (Satlantic Inc, wavelengths: 411, 443, 490, 510, 556, 670, 682 nm (± 10 
nm)) to measure the diffuse attenuation coefficient (Kd); Lightfish was deployed at a fixed 
depth of 5 m with downwelling and upwelling irradiance sensors:,waveIengths: 
410,440,490,520,550 and 670 (± 10 nm) to provide subsurface spectral reflectance. 
Transmittance (Sea-Tech) and in vivo fluorescence (Chelsea Instruments) were sampled 
from an underway pumped supply (3 m). 
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Water samples were taken from the underway supply and microscopic analysis was carried 
out  for phytoplankton species (cells 1-1,   and converted to mg C 1-1 )3 and for the major 
light absorbing pigment concentrations, by High Performance Liquid Chromatography 
(HPLC) (ng l-l)4. Calibration of fluorometers measuring in vivo fluorescence was carried 
out by comparison with underway samples measured by in vitro fluorescence, on a 
calibrated bench fluorometer2. 

3. RESULTS 
Seasoar surveys were carried out between 10-12.8.94 (Survey 1) and 17-18.8.94 (Survey 2) 
(Figure 1).   Survey 1 showed upwelling near the coast; 1 week later the slope in the 
isopycnals had diminished. Surface temperature increased  by 1 °C over the period, and at 
by 0.2. Chlorophyll concentrations in the upper 50 m increased from 1.75-2.0 mg m-3 to 
2.5-3.0 mg m-3, except for the region outcropping of raised isopycnals in Survey 1 where 
values reached 2.5 mg m"3. Phytoplankton cells converted to carbon measured at Al 
(59°N, 19°W) doubled in quantity between 5-21.8.94 with more heterotrophic 
Dinoflagellates on 21st August). 

There was considerable spatial variability in the concentration of chlorophyll during the 2 
surveys. This is shown for Survey 2   where there were lower concentrations in the central 
region (Figure 2(a)). The isolines of downwelling irradiance are deeper and and Kd  is 
lower in this region during leg 2 (Figure 2(b) and (c)). Transmittance is inversely related 
to subsurface chlorophyll, as might be expected off the coast of Oman, where 
concentrations of suspended particulates from river runoff are low. However there was 
considerable variation   in the relationship during the period of the cruise, over the region 
sampled (Figure 3). 
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Figure 1. The cruise track for D209. Seasoar surveys were carried out between 10-12.8.94 
(Survey 1) and 17-18.8.94 (Survey 2). 
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Figure 2 (a). The plot shows spatial variability in sub-surface chlorophyll concentration 
(mg m"3) from Seasoar Survey 2. There were lower concentrations of chlorophyll in the 
central region; (b) Leg X downwelling irradiance (443 nm) is attenuated more slowly in 
the central region, and (c) Kd (443 nm) is lower. 

573 



> 
E 

Figure 3. Fluorescence (mV) versus transmittance (%) for the sub-surface data for the 
whole cruise. 

Spectral reflectance measured during the Lightfish survey (carried out on 9th,10th and 12th 
August) was closely related to the concentration of chlorophyll. This is shown by plotting 
log(R440/R550) and log(R520/R550) against log pigment for each of the 3 days (Figure 
4). This shows a departure from the relationship on 12.8.94, in the south-west of the 
survey where relatively low values (R520/R550) were observed. 

This departure from the simple 2 band remote sensing algorithm for pigments can be 
observed more clearly in the plot of the ratio of the reflectance ratios (eg 
((R440/R550)/(R520/R550)) (Figure 5).   This reveals a body of 'bluer' water in the survey, 
and this was in south eastern part of the survey (Region X). 
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Figure 4. R440/R550 and R520/R550 plotted vs. pigment for each of the 3 days. This 
shows a departure from the relationship on 12.S.94, in the south-west of the survey where 
relatively low values (R520/R550) were observed. 
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Phytoplankton taxonomic groups are shown below (Figure 6(a) and (b)) for  two regions 
during the Lightfish survey. In the south eastern part of the survey (X) there were 
proportionally more cyanobacteria and microflagellates (Sample 25), than in the 'greener' 
water (Y) (Sample 33). Sample 33 shows that diatoms were the dominant group, and 
cryptophytes and prymnesiophytes were there in larger proportions than in the sample 
from the southeast Sample 25). The pigment data is also shown below (Figure 6c) and 
(d)): Region Y=Sample 1; Region X=Sample 3; (e) shows Lightfish (sub-surface) 
reflectance spectra for 3 stations; solid line = station in region X; dotted lines = samples in 
region Y. 

The ratio of total carotenoids to total chlorophylls may provide some insight into the cause 
of the spectral variation. This is expected to show a linear relationship, since carotenoids 
absorb longer wavelengths of light, thus reflecting shorter wavelengths. These pigment 
ratios are compared with the spectral ratios for the two areas (table below). This showed 
the expected trend, but cannot be proven with so few data. Furthermore, other factors 
should be considered in respect to the spectral change in reflectance (eg phytoplankton 
physiology and senescence; spatial variations in yellow substance; suspended particulates, 
etc). 

carotenoid/chlorophylls ((R440/R550)/(R520/R550)) 

sample 1 0.6 sample 33 1.35 

sample 3 0.8 sample 25 1.62 

The pigment data has been used to reconstruct the absorption spectrum for station 1 
(Figure 6(f))(using a method described by   R. Aguirre Gomez5. It should be noted that the 
absorption spectrum has not been modelled to include the spectral shifts caused by 
packaging, cell shape, size, physiological state and the extraction media of the individual 
pigments. The reflectance spectrum for the sample, and for a neighbouring station is also 
shown (e), along with the reflectance for a station in Region Y. 
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Figure 6. Phytoplankton taxonomic groups are shown in (a) and (b) for  two regions 
sampled during the Lightfish survey. In the south eastern part of the survey (X) there were 
proportionally more cyanobacteria and microflagellares (Sample 25), than in the 'greener' 
water (Y) (Sample 33). Sample 33 shows that diatoms were the dominant group, and 
cryptophytes and prymnesiophytes were there in larger proportions than in the sample 
from the southeast Sample 25). The pigment data is also shown in (c) and (d): Region 
Y=Sample 1; Region X=Sample 3; (e) shows Lightfish (sub-surface) reflectance spectra 
for 3 stations; solid line = station in region X; dotted lines = samples in region Y; (f) The 
pigment data has been used to reconstruct the absorption spectrum for station 1. 
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4. SUMMARY 
A coastal upwelling event is associated with a rapid increase in phytoplankton biomass 
over a period of 7 days. Doubling of phytoplankton carbon and a change in phytoplankton 
composition is observed over within 15 days. The optical properties of the water column 
are strongly influenced by the increase in phytoplankton biomass, although there is a high 
degree of spatial and temporal variation. The spectral reflectance of the sub-surface waters 
are compared with the phytoplankton taxonomic groups, and the relative proportions of the 
light absorbing pigments. Simulation of the spectrum of absorbance by phytoplankton is 
made using pigment concentrations. 

5. ACKNOWLEDGEMENTS 
Dr. Peter Herring was the Principal Investigator on cruise D209; John Hemmings 
calibrated the fluorometers; Derek Harbour and J O'Mahony carried out the analysis of the 
phytoplankton; Ray Barlow and Denise Cummings analyzed the pigment concentrations by 
High Performance Liquid Chromatography (HPLC); Raul Aquirre Gomez reconstructed the 
absorption spectrum from pigment data. We acknowledge the help of all those 
participating in the NERC RRS Discovery cruise D209; the work was supported by the 
WOCE NERC Special Topic, Grant No. GST/02/0578 which is gratefully acknowledged. 

6. REFERENCES: 

1. J.A.Aiken, G.F. Moore and C.Trees,   The SeaWiFS CZCS-Type Pigment Algorithm 
SeaWiFS Technical Report Series  NASA Technical Memorandum 104566 Volume 29 
pp 34.1995. 

2. I.S. Robinson, B.Booty and A.R.Weeks, A towed near-surface optical reflectance meter 
for measuring ocean colour in support of remote sensing, Deep Sea Research I, 42, 2093- 
£ L l I y    I 77 J. 

3. A.R.Weeks, J.A., Aiken, M.Fasham, J.Read, D.Harbour and I.Bellan,   The spatial and 
temporal development of the spring bloom during the JGOFS North Atlantic Experiment 
1989, Journal of the Marine Biological A ssociation of the UK, 73, 253-282, 1993 

4. RF.C.Mantoura and C.A.Llewellyn, The rapid determination of algal chlorophyll and 
carotenoid pigments and their breakdown products in  natural waters by reverse-phase high 
-performance liquid chromatography, Analytica Chemica Acta, 151, 297-314. 

5. R.Aguirre-Gomez, A.R. Weeks and S.Boxall, The identification of phytoplankton 
pigments from absorption spectra, In: Proceedings of the International Colloquium of 
Photosynthesis and Remote Sensing, August 1995, 191-205, 1995. 

578 



Scattering phase function of very large particles in the ocean 

Weilin Hou, Kendall L. Carder, David K. Costello 

University of South Florida, Department of Marine Science 
140 7,h Ave South, St. Petersburg, FL 33701 

ABSTRACT 

Scattering properties of large particles are mostly unknown, either in theory or measurement, primarily due 
to the significant variations of large particle characteristics in the natural environment and the inability to 
sample non-invasively. The Marine-Aggregated, Profiling and Enumerating Rover (MAPPER), measures 
scattering angles in the vicinity of 50, 90 and 130° caused by very large particles ranging from 280u.m and 
up. Measurements were made during SIGMA cruise (Significant Interactions Governing Marine 
Aggregation), April 13-21, 1994 in East Sound, Washington, using Structured Light Sheet formed by 4 
diode lasers of 660nm wavelength. The results fit the analytic phase function used by Beardsley and 
Zaneveld, and indicate a significant elevation of back-scattering efficiency throughout the water column for 
all downcasts during our multi-day experiments. Some of this increase in efficiency can be explained by 
multiple scattering, using Monte Carlo simulation, assuming independent scattering. Measured in-situ 
particle size distributions, in conjunction with Mie theory, demonstrate that large particles are significant 
scatterers in the ocean and contribute up to 20% of total scattering. These measurements support previous 
theories that large, marine-snow types of particles enhance back scattering efficiency and, when present, 
contribute significantly to remote sensing signals. 

Keywords: scattering, large particle, phase function, marine snow, aggregates 

1. INTRODUCTION 

Light scatterers in the ocean are usually small and invisible to naked eyes yet with vast quantity in any unit 
volume, such as phytoplankton cells and small bacteria. Larger ones measuring hundreds of microns and up 
in diameter, such as marine snow type particles (0.5mm and up), are often ignored since they are relatively 
rare ' and do not affect much of our routinely measured optical properties such as absorption, attenuation 
and scattering; these are inherent to the medium (sea water and its components), and termed inherent optical 
properties (IOP, Preisendorfer, 1961). IOP's can be used to predict such frequently used quantities as 
remote sensing reflectance (Rrs), water leaving radiance (Lu), irradiance attenuation (Kj), which vary with 
location of light source and termed apparent optical properties (AOP). This approach, usually referred to as 
model closure, would be successful if the derived AOP match those directly measured AOP. However, IOP 
measurements like those of beam attenuation (c-meter) or scattering meter typically involve water samples 
no more than a few cubic centimeters, hence unlikely to include those large, "rare" marine snow type 
particles which appear a few times per liter, while on the other hand, AOP measurements such as water 
leaving radiance Lu involve back-scattered signals from tens of cubic meters of water and would definitely 
include the effect of marine snow particles. It has been estimated that 1,000 samples need to be taken on 
average, for 25cm pathlength c-meter to include one 1-mm-size particle, assuming flat volume distribution 
or a hyperbolic slope of -3, for cumulative particle size distribution2. 

These discrepancies could pose a significant problem to model closure if indeed these large particles exist 
in abundance. It is therefore necessary to either include the effect of large particles in IOP measurement, or 
exclude their effect from AOP. Since it is not feasible to scale up instruments that measures IOP2, direct 
measurement of these very large particles and their optical properties is desirable. The Marine Aggregated 
Particle Profiling & Enumerating Rover (MAPPER) system" (Figure 1) fills this need by measuring large 
particle scattering in forward (near 50°), near 90 and backward (near 130) directions, and continuous spatial 
particle size distribution. Data results from SIGMA Friday Harbor experiment are used here. Single particle 
scattering phase functions which describe the angular scattering behavior are derived based on Monte Carlo 
simulations, and compared to measurement, leading to an empirical phase function in Beardsley and 
Zaneveld form (Beardsley and Zaneveld, 1969). 
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2. MEASUREMENTS 

Great morphological diversity has been observed for these large, fluffy or "marine snow" type particles', 
indicating different origins or pathways of particle formation, such as physical contact (Brownian 
movement, differential settling, shear), biological excretion and degradation. The fragile nature of these 
particles often poses significant difficulties to sampling and measurements as handling could easily break 
them apart. 

To measure large-particle optical properties such as scattering, a multi-camera system was developed in 
Marine Science Department, University of South Florida to measure the abundance, distribution, and 
optical information of these large particles4. A hyper-stereo mirror module (HMM) consists of two tilted 
mirrors mounted on MAPPER gives the images of particles at different scattering angles, when only one 
laser is used (Figure 2). 

MAPPER 
X-Y view Side View HMM 

Figure 1 Sketch of MAPPER 
LJ       CAMERA 

Figure 2 Hyperstereo Mirror Module 

To overcome the difficulties associated with data reduction and image processing, a PC-based, automated 
image control and examination (ICE) system has been implemented4'5. The system is capable of automatic 
image capturing, digitization, measurement and classifying particles based on pattern recognition and 
optical characteristics. Single large particle scattering in HMM gives the forward (near 50 to 60°), side 
(near 90) and backward (near 130) scattering which has yet been done for large particles. 

We choose to measure fixed windowing positions and average their value over depth. With measured 
particle concentration at > 100 per liter for large particles (100n.m), any average over 5 meter range should 
give a sample size that is statistically sufficient, since each window samples a water volume of 35.3 liters. 

Each data point is corrected for its path attenuation; namely, from laser to the scattering center and from 
scattering center to the forward, near 90, and backward directions. Final plots are those normalized to 90° 
scattering, in order to ease comparison with other functions. 

Figure 3 and 4 shows the measured single particle phase functions for two downcasts carried out on April 
20 (20:00, denoted as 4/20 H, and 6:00 as 4/20 D), and April 21 (0:00, as 4/21 B), 1994, at East Sound, 
WA., normalized to 90°. The phase function for scattering in larger angles used by Beardsley and Zaneveld 
(1969) 

a  1  
PBZ

    (l-£fcos<p)\l + ehcos<t>)* 0) 

proved to closely match our measurements, where ty is scattering angle and this 90° normalized phase 
function seems working out nicely in our cases, though small scattering obviously biased (Mobley, 1995). 
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Measurements taken from other down casts are presented in Table 1. Each value is averaged over either 
whole water column or part, for every 1/30 second continuous measurement (in which each data point 
corrected for corresponding beam attenuation and individual geometry). Beam attenuation at 660nm, almost 
exclusively caused by scattering, also measured by MAPPER, is listed in the table 1, with the slope of 
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differential particle size distribution (k), measured for each depth, k is derived from the hyperbolic-shaped 
differential article size distribution, or Junge type: 

d2N 

dD*dV 
A*D' (2) 

D is the diameter of the particle, k the slope of the distribution, A the constant that associated with particle 
concentration, N the number of particles in the volume measured, and V the sample volume. 

£b £f c(m') A (xlO4) k 
4/19 D 0.4 0.83 1.47 4.22 3.20 
4/20 D 0.47 0.87 1.38 5.53 3.09 
4/20 H 0.49 0.9 1.63 4.64 3.15 
4/21 B 0.51 0.91 1.74 6.21 3.15 

4/21 H(0-10m) 0.57 0.97 2.52 6.56 3.15 
4/20 H (0-6m) 0.54 1 2.76 2.91 3.09 
4/20 D (10-20) 0.45 0.81 0.99 6.06 3.07 

Table 1. Parameter of single particle scattering (units in cm) 

3. DISCUSSION 

When 0< Eb,ef <1, in Breadlesy and Zaneveld phase function, each constant controls the level of backward 
(>90°, eb) or forward (<90°,£f) scattering almost separately, and could be used as a descriptive measure to 
the degree of scattering in those general directions. For example, using Mie scattering code3, a lOOum 
diameter particle ensemble (with Gaussian distribution centered at lOO^im, 7 size groups and a standard 
deviation of 20|im), displays a scattering phase function (Figure 5, curve "Mie") that could be described 
very well (in larger angles), by Eb =0.36 and ef =0.81 (curve "BZ" in Figure 5). These numbers can serve as 
a general guideline to describing the scattering behavior of large particles. A layer of large particles existed 
at the surface of the water during April 20 night downcast (k = 3.06). Although the total particle 
concentration is lower (A = 2.91xl0"4), a high beam attenuation (c=2.76) is seen, indicating that the total 
scattering is strong. This is confirmed by high values of £,,=0.54, £f=l. However, when these values drop, 
as in April 20 morning cast (D, 10 to 20m), we notice significant drop in corresponding c-meter value 
(0.99m1), although we have a similar particle size distribution and higher particle concentration (these 
particles might have different scattering properties such as lower index refraction). This indicates that our eb 

and Ef are indeed good descriptors for particle scattering and, in our case, our measured eb and ef for the 
large particles. 

Scattering of light by large particles are dominant in forward direction, as seen by Mie scattering 
calculations (Figure 5). Notice if we overlay our measurements (circles) on top of calculated Mie scattering, 
enhanced backward scattering occurs. This, in part, could be explained by independent multiple scattering 
simulation. If assume each photon scatters up to 3 times before reaches the collector, Monte Carlo 
simulations show elevated back-scattering ("multi Mie" as in Figure 5). Intuitively, when a photon gets 
scattered by a large particle, chances are greater that its direction will be changed little (stronger forward 
scattering) with only a slim possibility of back-scattering. However, once it gets scattered backward, it will 
have a better chance stay in that direction. It is this imbalance that will "drain" photons from forward 
direction into larger scattering angles and hence enhance backscattering. In natural environment, multiple 
scattering should be mostly considered, even when particle concentration is low. The discovery of high 
abundance of transparent exopolymer particles (TEP) in natural water and in aggregates', seems to indicate 
that such particles may possess complex structures and make multiple scattering much more likely. If so, the 
role of large particle scattering may be much greater than previously believed. 
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The slope of differential particle size distribution describes the relative abundance of large to small sized 
class particles; if each particle size bin has equal volume particles, the slope would be k=4 as in Equation 2, 
or 3 for cumulative particle size distribution. If k<4, the "excessive" large particles could come in from 
various sources, like biogenic, or resuspension, or even the method of describing the size . This "enlarged" 
value gives large particle scattering more importance as we previously perceived. A simple example is 
shown below using our measured particle size distribution, and single particle scattering efficiency 
calculated using anomalous diffraction theory (van de Hülst, 1957). Thus, the total scattering within certain 
size range D] and D2 is given by, 

b= j" f(D)*Qe(D)*dD (3) 

The relative contribution of particles in certain size range are examined using this integral, as listed in Table 
2, with relative index refraction n^l.05 (typical for phytoplankton cells): 

Slope 0-lnm 1-lOu.m 10-lOOu.m 0.1-lmm l-10mm l-10cm 
3 0.5 18.6 21.4 20.7 19.8 18.9 

3.5 4.1 56.9 26.7 8.60 2.72 0.86 
4 15.7 70.3 12.6 1.24 0.12 0.01 

4.5 43.2 52.7 3.9 0.13 0.004 0.00 
Table 2   Contribution of Scattering in Size Group for n^l .05 

This calculation illustrates that the slope of size distribution is very sensitive to scattering contribution. 
When the slope is less than 3, only the large particles contribute to the total scattering. This changes when 
approaches 3, the size group from l|im and larger shows about equal contribution in each group. As the 
slope increases, less contribution results from large particle scattering. 

These calculations assume the particle size distribution is continuous over the entire particle size spectrum 
and the same slope is applicable over the whole range. Other research suggests that the slope is not single 
valued and is larger at the small particle end7. If so, the contribution of particle scattering would be 
exclusively attributed to small particles less than 10u.m in diameters (Table 3). In Table 3, the first three 
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size groups (up to lOum) are assigned varying slopes (first column), and the remaining size groups have a 
fixed slope of 3.5. In this case, 89% contribution comes from 0 to lum range and it jumped to 99% when 
the slope just turned to -5.3. 

slope* 0-0.1^1 0.1-1^ 1-lOn 10-lOOn 0.1-lmm l-10mm l-10cm 
3.5 0.13 4.07 56.9 26.7 8.60 2.72 0.86 
4.0 1.31 11.9 61.2 17.6 5.67 1.79 0.57 
4.5 14.4 25.6 48.5 7.86 2.53 0.802 0.25 
5.0 75.4 14.0 9.51 0.797 0.26 0.081 0.026 
5.3 94.9 3.69 1.34 0.073 0.02 0.007 0.002 

Table 3   Contribution of Scattering in Size Group for n^= 1.05 

However, the above slope for smaller particles is questionable. A connected slope of -6 will generate 1019 

particles per m3 in our case (0.1 to 0.2um). Even assuming a slope of-4, the total number would be 10165 by 
using slope of-3 connection as lOum size point, while a slope of-3.5 and A-10"4 (Table 3) will show 10135 

per m3. Friday Harbor data (unpublished) (A=3.792*104, K=-3.29) show an average concentration 
9.27*1013 per m3 for O.lfim size particles (O.lu. - 0.2um ), comparable to measured sub-micron particle 
measured on order 1013 from 0.38 to lum7. 
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ABSTRACT 

A model is presented which predicts the diffuse attenuation coefficient of downwelling irradiance as a function of depth 
and the depth of the euphotic zone as based on the one percent level of Photosynthetically Active Radiation from vertical 
profiles of spectral absorption and attenuation.   The model is tested using data obtained in the Gulf of California. The 
modeled diffuse attenuation coefficients and PAR levels are shown to have average errors of less than five percent when 
compared to the measured values. 

Keywords: absorption, attenuation, irradiance, diffuse attenuation, average cosine, PAR, night time K meter. 

1. INTRODUCTION 

Recent instrument development efforts at WET Labs, Inc. and Oregon State University' '^>3 have made the in situ 
measurement of inherent optical properties (IOP) such as spectral absorption and attenuation coefficients routine.   Since 
these parameters can now be measured accurately it is of interest to use these IOP to predict apparent optical properties 
(AOP) such as irradiance levels, diffuse attenuation coefficients of irradiance, and PAR levels. The connection between 
these inherent and apparent optical properties is via the equation of radiative transfer, which solves for the radiance 
distribution as a function of depth when the absorption and scattering properties of the sea water as well as the incident 
radiance distribution are known. 

2. MODELS 
2.1 K(z) model 

The integration of the equation of radiative transfer is given by Gershun's equation (unless indicated otherwise, the 
wavelength is assumed to be constant): 

^P = - a(z) E0(z), or K(z) E(z) = a(z) E0(z), (1) 

where E(z) is the plane irradiance, E0 (z) is the scalar irradiance, a(z) is the absorption coefficient, and K(z) is the diffuse 
attenuation coefficient of irradiance, given by: 

K^.—JJIjÖ.. (2) 
E(z) dz 

If we define the average cosine of the light field as 
sw"tfe' <3) 

we get that 
K(z) = a(z) / jl(z) and   fl(z) = a(z) /K(z) . (4) 

If we can model the average cosine of the light field we can thus predict the vertical structure of K(z) if a(z) is known. 
Starting with Zaneveld (1989) a number of models of the vertical structure of the average cosine of the light field in 
homogeneous media with flat surfaces have been presented4'->>°,7,8,9   As will be shown below using data from the Gulf of 
California, none of these models are applicable to our data because the waters of the Gulf (and those of most other natural 
water bodies) are not homogeneous. Significant surface effects furthermore invalidate the flat surface assumption of the 

models. The simplest model is then to assume that the light field is sufficiently diffuse to allow |i(z) to be approximated by 
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the average cosine of the asymptotic light field, li^z), that would exist if the entire water column had the IOP's present at the 

local depth z. We thus set: 

jl(z)= Mz). (5) 

A model for (J-^z) that fits experimental data very well ^ is given by: 

H  (z)=  l-b(z)/c(z)    , (6) 
00 1-0.52 b(z)/c(z)-0.44 (b(z)/c(z))2 

where b(z) is the scattering coefficient and c(z) is the beam attenuation coefficient at depth z. A combination of equations 4, 
5, and 6 thus describes our model for the determination of K(z) from a(z), b(c), and c(z). 

2.2 KpAR and euphotic depth model 

Once K(z) has been modeled we can determine irradiance levels from: 
z 

E(z) = E(0) exp[ - I K(z) dz] = E(0) exp [ - t(z)], (7) 
0 

where t(z) is the optical depth at a given wavelength.   For the above development, the wavelength has not been expressly 
stated. The expressions are assumed to be correct at any wavelength in the visible region. Equations 4,5, and 6 can thus be 
carried out at a number of wavelengths. PAR levels can then be obtained from 

700 

PAR(z) = PAR(O)        I     E(A.,z)dX. (8) 
400 

The euphotic depth is then given by the depth at which PAR(z) / PAR(0) = 0.01. A simpler approach is to assume that there 
is a one to one relationship between t(z) and TpAR(z) as was demonstrated in Zaneveld et al. (1993). In that paper a piece 
wise linear relationship was deduced. Here we model the relationship with a second order polynomial.. This second order 
equation is given by: 

tPAR(z)= -0.0308 T2(488,z) + 1.325 T(488,Z) (9) 

If the optical depth at 488 nm has been calculated from the IOP, the PAR optical depth can then be calculated from Eq. 9. 
To determine a given PAR light level such as the euphotic depth, for which PAR is 1 % of its surface value (so that TpAR(z) 
= 4.6), we can then calculate a number of T( Z), and interpolate to obtain the desired depth. 

A slightly less accurate, but much faster method for calculating a number of PAR levels is as follows. It is assumed that 
we want to calculate those depths at which PAR has been reduced for example to 30, 10, 3, and 1% of its surface value (zo.3 , 
ZO.I' zo.03.and zo.Ol)- We invert the relationship in Eq.9: 

T(488, z) = 0.0266 xpAR2(z) +   0.6924 xpAR(z). (10) 
Eq. 10 is assumed to be a universal relationship. For example, the euphotic depth, zo.01 > 's at me depth for which tpAR(z) = 
4.6, so that t(488,z) = 3.75. The results of Eq. 7 for a given profile can similarly be expressed as a second order inverse 
polynomial: 

z(x,x,y) = A](x,y) i2(488,z) + A2(x,y) t(488,z). (11) 
Aj and A2 are different for each station and depend on the vertical structure of the IOP, as calculated above.   XPAR(Z) 
versus depth profiles are obtained by substitution of Eq. 9 into 10 and 10 into 11. 

3. METHODS 

During November of 1995 we carried out a research cruise in the central Gulf of California aboard the R/V El Puma. 
Stations were taken on the shelf near Guaymas, Sonora. These are labeled "CS." A large grid of stations was carried out in 
the central Gulf in deep water. These are labeled "EST." A number of stations were also taken on the sill just southwest of 
the central band of islands in the Gulf. These are labeled "UM." The spectral absorption and attenuation coefficients were 
determined by means of a WET Labs ac-9. The instrument was calibrated daily by means of a Barnstead Nanopure pure 
water system. Spectral irradiance was determined by means of a Biospherical PRR sensor. Profiles of IOP and AOP were 
typically taken half an hour apart. Diffuse attenuation coefficient profiles for the downwelling irradiance were determined 
from the irradiance profiles by the Hermetian polynomial method of Mueller (1991). PAR levels were obtained by spectral 
integration of the irradiance as in equation 8. 
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4. RESULTS 

The data shown for IOP were obtained at 488 nm, and for the IOP at 491 nm. Fig. 1 shows the measured average cosine 

calculated from jl(z) = a(z) / K<j(z) . K<j(z) is used here as this is the parameter determined from the measured Ed(z). This is 

in error by approximately the irradiance reflectance, which is a few percent.   jl(z) is seen to be highly variable with depth, 
and the profiles do not display the smooth transition from a surface value to an asymptotic value as predicted by 
theory 4,5,6,7,8,9   we believe this departure from theory to be due to vertical inhomogeneities in the IOP, and the 
observation that the light field in the surface layer of the ocean is often probably far more diffuse than theoretical models 
assume. This diffuse light field is due to haze and clouds in the atmosphere, relatively low solar zenith angles, and surface 
waves. The modeled average cosine, from Eq. 6 is shown on Fig. 2. Fig. 3 shows profiles of measured and modeled (from 
Eq.'s 4,5, and 6) K(z) for various stations. Measured and modeled (from Eq. 8) optical depths for 488 nm are shown on Fig. 
4. Measured and modeled PAR optical depths are shown on Fig. 5 and measured and modeled zo.3 , zo.l > ZO.03- and zo.oi 
are shown on Fig. 6. 

5. DISCUSSION AND CONCLUSIONS 

We found that the average cosine of the light field in natural waters tends not to conform to modeled4-5'6'7'8-9 profiles. 
Due to surface roughness, clouds, and inhomogeneities, the light field is quite diffuse, so that it may be modeled by the 
asymptotic average cosine4 for the local IOP. The dependence of the asymptotic diffuse attenuation coefficient, KTO, on the 

IOP can be presented12 as a graph of KM/c versus b/c. The measured K/c as a function of b/c data corresponds quite well to 

Zaneveld's (1989) curve for K^/c versus b/c. This supports the notion that |I(z) can be modeled as jl^z). 

Generally excellent agreements were obtained between measured and modeled K(z). The modeled K(z) contain the 
vertical structure of a(z), and so are more detailed than the measured K(z). Excellent K(z) fits translated into excellent 
modeled T(z) versus measured x(z) regressions (r2= 0.988). It was thus shown that the absorption and attenuation data can be 
used to determine expected daytime K(z) at night. 

Expected daytime tpAR(z) versus depth profiles are very good, considering that the irradiance data was usually collected 
about half an hour after the IOP data. Any discrepancies could thus be ascribed to spatial variations alone. Other sources of 
error exist, of course, in all approximations. Instrumental errors are also present. Considering these, the results are 
surprisingly good. This indicates that the expected daytime PAR levels can be determined with sufficient accuracy to allow 
appropriate depths to be determined at night, so that samples can be obtained for C-14 primary productivity incubations the 
following day light period. 
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8. FIGURES 

average cosine 

Fig. 1 - The measured average cosine obtained from Eq. 4. The thin solid line is for station CS4, the dashed line is 
for station EST6, and the thick solid line is for station UM209. 
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Fig. 2 - The modeled asymptotic average cosine obtained using Eq. 4 and measured b(z)/c(z). Profile indicators are 
the same as in Fig. 1. 
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Fig. 3 - Profiles of measured K<j(z) (open symbols) and modeled Kd(z) (filled symbols) from Eq.'s 4,5 and 6. Left 
panel is for station CS4 (squares), middle panel is for station EST6 (triangles), and the right panel is for station UM209 
(circles). 
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Fig. 4 - Measured optical depth versus modeled optical depth at 488nm with linear regression shown as solid line. 
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Fig. 5 - Measured and modeled PAR optical depths. Symbols are the same as in Fig. 3. 
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Fig. 6 - Measured versus modeled PAR depths. Points are for PAR(z)/PAR(0) = 0.37, 0.10, 0.03, and 0.01 (euphotic 
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ABSTRACT 

Reliable estimates of sea-surface optical properties from irradiance reflectance at the sea surface 
require algorithms and models that accurately describe optical processes in the ocean. One important 
process not explicitly included in most remote-sensing algorithms is Raman scattering by water. 
This inelastic process can be a significant contributor to sea-surface reflectance. In this study, 
four models of sea-surface reflectance, incorporating Raman scattering by water, are compared. 
The aim is to determine the degree of equivalence of the models and their relative benefits. After 
analytical simplification, three of the four models are shown to yield results of similar magnitude. 
The suitability of each of the models for remote sensing applications is then discussed. 

Keywords: Raman scattering by water, sea-surface reflectance, remote sensing. 

1. INTRODUCTION 

The color of the ocean is affected by particles in suspension, such as phytoplankton, and by dissolved organic matter 
(DOM) in the water column, as well as by the water molecules themselves. This ocean color can be described by 
spectral variations of reflectance at the sea surface, R(X,0), where A is the wavelength and 0 denotes zero depth. 
Global estimates of the concentration of chlorophyll a plus phaeophytin (C) at the sea surface are often calculated 
from empirical relationships linking ratios of R(X,0) at two wavelengths, calculated from remotely-sensed data, to 
C1-4. One of the limitations of these empirical relationships is that inelastic processes, such as Raman scattering, are 
not included explicitly. Recently, it has been shown that these inelastic processes can make significant contributions 
to the sea-surface reflectance5-8. 

Raman scattering occurs when a photon of a given energy interacts with a molecule, causing the scattering of a second 
photon with a different energy. Since the scattered photon can have either a higher or a lower energy than the incident 
photon, the scattering molecule will either lose or gain energy accordingly. This energy change in the molecule is 
equivalent to the difference between two energy levels characteristic of the molecule. The Raman scattering process 
for water considered here is the one that transfers light from shorter wavelengths to longer wavelengths, with a 
frequency shift of approximately 3400 cm-1. This process has a relatively low probability of occurrence: Raman 
scattering by water occurs approximately one-tenth as often as elastic scattering by water. However, it has been 
shown that Raman scattering by water molecules may be responsible for up to 25% of R(X, 0) at long wavelengths 
(500-700 nm) in waters with low concentrations of phytoplankton5'7-9. Hence, the incorporation of Raman scattering 
by water is essential in remote-sensing algorithms, to improve the accuracy of retrievals of oceanic properties such 
as C. The appropriate algorithm should be based on a simple, analytic model that accurately describes the effect of 
Raman scattering by water on the underwater light field. 

Several models of sea-surface reflectance incorporating Raman scattering have been developed recently5'6'10'11. Mar- 
shall k. Smith5 incorporate Raman scattering by water into a clear-water model. The model of Lee et al. 6 incorporates 
both Raman scattering by water and fluorescence by DOM. Haltrin & Kattawar11 have developed a model to describe 
the combined effects of Raman scattering by water and fluorescence by both phytoplankton and DOM on reflectance. 
More recently, Sathyendranath & Platt10 derived a simpler analytic model to describe the effects of fluorescence and 
Raman scattering by water on the sea-surface reflectance. 

This study compares the Raman scattering term from each of these four models. The suitability of each of the four 
models to remote sensing applications is then discussed. 
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2. INTER-COMPARISON OF THE MODELS 

The four models discussed here are: the Marshall & Smith model5, the Lee et al. model6, the Haltrin k Kattawar 
model11, and the Sathyendranath & Platt model10. Each of these models is briefly described below. To ease 
comparison, all of the solutions were rearranged in a general form. Finally, the models are compared. 

2.1 The Marshall & Smith model 

Marshall & Smith derived the following expression for the total reflectance (including elastic and Raman scattering), 
as the depth approaches zero5: 

ß(A)0) = /MA,0)+    ,       »-(AWA',0)  (1) 

4[l.hK(X) + Ko(X')jEd(X,0) 

where Rs{X,0) is the reflectance resulting from elastic scattering processes only, A' is the Raman source wavelength 
for Raman-scattered light at A, 6r„,(A') is the Raman scattering coefficient for pure water, Eo(X',0) is the scalar 
irradiance at the sea-surface, A'(A) is the total diffuse attenuation coefficient, A'0(A') is the diffuse attenuation 
coefficient for the scalar irradiance, and i?d(A,0) is the downwelling irradiance at the sea surface. By definition, 
the attenuation coefficients describe the attenuation of irradiance through a thin layer of medium, per unit incident 
irradiance, and the scalar irradiance is the total radiance at a point in space from all directions. The reflectance near 
the sea-surface resulting from Raman scattering by water, Rr(X, 0), is given by the second term on the right-hand-side 

(RHS) ofEqn. I6. 

By expressing the second term of Eqn. 1 as a function of /c(A), the vertical diffuse attenuation coefficient for light 
scattered upwards, and A'd(A), the vertical diffuse attenuation coefficient for downwelling light, and substituting for 
Eo{\',0) (see Bartlett8 for details), the Raman reflectance can be approximated by: 

W,0)= WAWA'O) (1     J*_Ä(V>0)Y (2) 
2^(K(A) + A'd(A'))^(A,0)V2      2^u / 

where \id and y.u are the mean cosines for the downwelling and upwelling light fields respectively. Note that the form 
of this equation implies that to evaluate Rr(X,0), it is necessary to know A(A',0), the total reflectance (including 
the effects caused by Raman scattering) at the Raman source wavelength A'. 

2.2 The Lee et al. model 

In a more recent study, Lee et al.6 expressed R(X, 0) as a sum of contributions from elastic scattering, fluorescence 
by DOM, Raman scattering by water, and scattering by the sea floor. The following expression for flr(A,0) was 

obtained6: 

MA,0)=,    *~Wg'tN
A',0)       fi±g|^V (3) 

(2a(A) + a(A'))£d(A,0) 

where a(A) is the total absorption coefficient. Dropping several assumptions made by Lee et al.6, one of which limits 
the use of their model to absorption-dominated waters, yields8: 

MA,o) =    , WA'W.Q) L + e±R{x.,0)\ (4) 
2ßd[K(X) + Kd(X'))Ed(\0)\       I*» 
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Again, to evaluate this expression at A, it is necessary to know R(X',Q), the total reflectance at the Raman source 
wavelength A'. 

2.3 The Haltrin &: Kattawar model 

Later still, Haltrin k Kattawar11 derived the following model for Rr{X,0) based on the two-stream method: 

((l-fO/(l + /0) 
R'M =      \,SL(K0)        //(*'■ W 0) 

/(A)/i(4-^) + f(A')//i, 

+ e(A)„(4 - & + a(X>W ("'*'(A'' °)(2 + ^ (iTw) W °^ 

x ^j(4-(p')2)-^)(- 
(A)/i(4-/|2) + e(A/)//l5 

dA', (5) 

where I(A, 0) is the radiance at the sea surface, <xr(A', A) is the differential emission coefficient for Raman scattering, 
e(A) = a(X) + 2bb(X) + brw(X) is an approximation to the beam attenuation coefficient, bb(X) is the total backscattering' 
coefficient, // and fi' are the mean cosines for the irradiance at wavelengths A and A' respectively, and (is is the mean 
cosine for downwelling light caused by direct sunlight only. 

To reduce Eqn. 5 to a form compatible with the other three models, it is necessary to make a number of approxi- 
mations. One of the most significant of these is that the contribution to the Raman reflectance at wavelength A is a 
result of Raman scattering from only one incident wavelength (A'), thereby eliminating the need for the integral in 
Eqn. 5. Details of the remaining assumptions made can be found in Bartlett8. The resulting simplified expression 
for Rr(X,0) is: 

Rr(X,0) * brw(X')Ed(X'Q) /       ^ 4       MA')       \ 

'      2M«(A) + Kä(X'))Ed(X,0) [l + ßu
Ks(A ,ü) + 3 K(X) + Kd{X')J- ^ 

2.4 The Sathyendranath & Platt model 

The most recent model of the sea-surface reflectance incorporating Raman scattering by water is that of Sathven- 
dranath & Platt10: 

RAX, 0) =      ,  WWWO) /        MA') 66(A)   N 
ßä(K(X) + Kd(X'))Ed(X,0)\   ^ ßu(Kd(X') + K(X'))+2fiuK(X))' <7) 

where bbrw(X) is the Raman backscattering coefficient for water. This expression can be approximated by8: 

ff fi 0)- brw(X')Ed(X',0) (       lidnn. m^    6fc(A)   A 
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2.5 The comparison 

Four models have been manipulated to yield relationships of similar structure (Eqns. 2, 4, 6 & 8). These models 
describe the contribution of Raman scattering by water to reflectance at the sea surface. Each of the simplified 
relationships for Rr(X,0) can be expressed in the form: 

Rr(X,0) = F(X',X)(t1(X',X) + t2(X',X)+t3(X,,X)), (9) 

where ti(X',X), <2(A',A) and <3(A', A) are dimensionless functions, and 

FIX' X) - brw(y)Ed(X',0) 
r(A'Ä>- 2ßd(K(X) + Kd(X'))Eä(X,0y l    ' 

Values for <i(A', A), <2(A', A) and t3(X', A) are listed for each model in Table 1. 

Quantity Marshall &£ Smith Lee et al. Haltrin & Kattawar Sathyendranath & Platt 
<i(A',A): 1/2 11 1 
i2(A',A): ittdßfiu)R(\',0) 0W/i„)Ä(A',O)       (/WP„)ä.(A',0) (/»«*//*«) W.O) 
<3(A',A): - - 46„(A')/[3(K(A)+A'd(A'))] 66(A)/(2//UK(A)) 

Table 1: Terms in the relationships for i?r(A,0) (after simplification) by various authors 

From Table 1, it can be seen that the first term in all of the models, except that of Marshall &; Smith, are in 
perfect agreement. The first term in the Marshall & Smith model is half the magnitude of that of the other models. 
Comparing the second term of the Marshall & Smith model with the second term of the Lee et al. model again shows 
a disagreement by a factor of two; the Lee et al. term is twice as large as the Marshall & Smith term. This may be a 
consequence of the value of the source term, which describes the addition to irradiance of light at wavelength A from 
Raman scattering at wavelength A', used by Marshall & Smith. The second term of the Haltrin & Kattawar model 
and that of the Sathyendranath fc Platt model are identical, in these simplified forms of both the models. This term 
is smaller than (/*d//iu)Ä(A', 0), the second term in the Lee et al. model. The third terms, which appear only in the 
Haltrin & Kattawar model and the Sathyendranath & Platt model, appear to be of the same order of magnitude as 
each other. This third term has a magnitude of between 1 and 27.5 times smaller than the second term8. Hence, 
the models of Lee et al., Haltrin & Kattawar and Sathyendranath & Platt may yield values for Rr{X, 0) of similar 
magnitude. However, the Sathyendranath & Platt model is easier to implement than both the Lee et al. model and 
the Haltrin & Kattawar model. Implementation of the second term in the Lee et al. model requires knowledge of 
,R(A',0), the total reflectance at the Raman source wavelength, which will be always unknown. In the application of 
their model, Lee et al. 6 assumed that the term containing R(X',0) is relatively small, and hence neglected it. The 
Haltrin &; Kattawar model, in its original form, would be difficult to use in remote sensing applications because of 
its complexity. In contrast to both of these models, all the terms in the Sathyendranath & Platt model (Eqn. 8) are 
easily computed. 

Comparisons of the Sathyendranath fc Platt model with measurements8 have shown that, given appropriate param- 
eterizations of local optical properties, the model is able to simulate oceanic values of the sea-surface reflectance 
to within 10% in the 400-575 nm region, and qualitatively mimic the sea-surface reflectance in the 575-700 nm 
region. The increased agreement observed between measured and modelled reflectance after incorporating Raman 
scattering indicates that the explicit inclusion of this process in models may be a step towards increased accuracy in 
the estimation of sea-surface reflectance. 

595 



3. CONCLUSIONS 

Four models of sea-surface reflectance incorporating Raman scattering by water were compared analytically. The 
Marshall & Smith model5 disagrees with generalised forms of the other three models studied here6,10,11 by a factor 
of two. The remaining three models appear to yield results of similar magnitude to each other. The Lee et al. model 
requires knowledge of the total sea-surface reflectance, incorporating both elastic scattering and Raman scattering, 
at wavelength A' to determine the Raman reflectance at A. Since R(X',0) is generally unknown in remote-sensing 
applications, the implementation of this model may require neglecting the term incorporating R(\', 0), resulting in an 
error of approximately 10%8. The Haltrin & Kattawar model does not have this problem, however the unsimplified 
form of their model is very complicated. For this reason, their model does not appear to be suitable for remote-sensing 
applications. The Sathyendranath fe Platt model overcomes both of these problems; it has a relatively simple form, 
and all of its terms can be computed. It also appears that this model is capable of simulating measurements of the 
sea-surface reflectance, given appropriate parameterizations. It is therefore suggested that, of the models studied 
here, the Sathyendranath k Platt model is the most appropriate one for remote-sensing applications. 
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ABSTRACT 

The results of model calculations of apparent optical properties for realistic marine waters with 
inclusion of Raman scattering and fluorescence are presented. It is shown that the underwater light spectrum 
can be divided, by a threshold wavelength, into two regions with different behavior of apparent optical 
properties, and also that inelastic effects are significant and should be considered in ocean optics 
measurements. 

Keywords:      ocean optics, optical properties, light propagation, scattering, absorption, diffuse 
reflectance, sea water, Raman scattering, chlorophyll fluorescence, CDOM fluorescence. 

1.   INTRODUCTION 

A rigorous derivation of all the equations needed to perform ocean model calculations involving both elastic and 
inelastic processes was presented by Haltrin and Kattawar [1]. In order to determine the importance of inelastic effects in the 
ocean, we need quantitative results for different realistic water types at different depths for wavelengths throughout the visible 
spectrum. On the basis of algorithms developed in Ref. [1], an ANSI FORTRAN-77 code was written and tested [2]. The 
compiled version runs in about 23 seconds on a 120MHz Apple Power Macintosh 9500 or 19 seconds on 150MHz SGI Indy 
and produces results for 31 depths between 0-200 m, and 109 wavelengths in the spectral range from 380 to 780 nm. 

In order to make this paper convenient to readers who don't wish to involve themselves in the mathematics of Ref. [ 1 ], 
we present here a brief qualitative description of the approach used for deriving the equations which were coded to obtain the 
results. 

As a basis for our calculations we chose the scalar equation of transfer for radiation with an inelastic source term. This 
approach is not new in optics and has been widely used in the physics of multi-speed neutron transport. All we do is to adjust 
the inelastic term to include both Raman scattering and fluorescence in marine water, which can easily be done on the basis of 
investigations by such authors as Walrafen [3] and Gordon [4]. 

The objectives of our approach are as follows: a) the solutions should be valid for the complete range of variability of 
inherent optical properties, i. e. equally applicable for both very clear and extremely turbid marine waters, in the complete 
range of the visible spectrum (380-780 nm); b) the precision of the results should be in the range of 6-8%, i. e. comparable 
with the precision of in situ marine optical measurements, and c) we should be able to calculate downward and upward 
irradiances and such apparent optical properties as diffuse reflectance, downward and upward irradiance attenuation coefficients, 
euphotic zone depth, etc. in the whole range of the visible spectrum, for a complete range of inherent optical properties and 
for any depth (when applicable). 

On the basis of these criteria we have chosen a self-consistent two-flow approach [1] to simplify the original inelastic 
equation of transfer for radiance. This approach was originally used for elastic-scattering calculations [5], it is non-restrictive 
on values of optical parameters and gives the requisite precision for most ocean optics studies. 

It is not clear from the description of this method how precise it is, and it is impossible to derive any proof of 
precision theoretically. The estimate of precision was made by comparison with Monte-Carlo calculations and the agreement 
in the results was sufficient to satisfy our objectives formulated above. 
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In the calculations, presented in Ref. [1], we reduced the complexity of the final computations by only considering a 
homogeneous, optically infinitely deep ocean illuminated by plane-parallel sun rays. The generalization to arbitrary 
illumination, finite depth and vertical inhomogeneity can easily be made, but it will increase the complexity of the final 
equations and significantly increase the computation time. 

2.   MODEL  OF  OPTICAL   PROPERTIES 

Recent studies [6] show that Raman scattering and fluorescence cause significant changes in the apparent optical 
properties of sea water. The magnitude and spectral shape of these effects depend not only on the inelastic components 
themselves but also, to a significant degree, on the spectral distributions and magnitudes of the elastic inherent optical 
properties. For that reason it is very important to model realistic ocean optics situations in order to estimate the significance 
of inelastic effects at different wavelengths and depths in the ocean. 

We have adopted the following model [7-10] for the calculations presented: The absorption coefficient a(X) (m'1) is 
taken to be: 

a(X) =  ajX) + atiCc,X) + af(Cf,X) + ah(Ch,X), ac(Cc,X) = a"c(X) C™"2) 

a/(Cf,X) = a"Cfexp(-k/X),    ah{Ch,A) = ah Ch exp(-kh A) J  ' 

where a„.(A) is the pure water absorption coefficient [8], A is the vacuum wavelength of light in nm, a,',(A) is the specific 

absorption coefficient of chlorophyll [9] (m2/mg), Cc is the total concentration of chlorophyll (mg/m3), a" = 35.959 nrlmg 
is the specific absorption coefficient of fulvic acid (the first component of colored dissolved organic matter (CDOM) or yellow 
substance); kf = 0.0189nm"1; a^ = 18.828m2/mg is the specific absorption coefficient of humic acid (the second component 

of CDOM); kh = 0.01105nm~'; Cf and Ch are, respectively, the concentrations of fulvic and humic acids (mg/m3). The 

values for <3„ (A) , and a,f (A) are given in Ref. [9], and values for CDOM are taken from Refs. [10, 11]. 

The elastic scattering (bE(X)) and backscattering (bB(X)) coefficients are calculated according to Kopelevich [7]: 

fc'(A) = fc„(A) + fc"(A)C,+fc,"(A)C, , (2) 
bE(X)  =  0.5 bK(X)+Bs b"(X) C, + B, b"(X) C, , (3) 

Bs = 0.5£ p,((i) dß = 0.039,    B, = 0.5 J" p,(/j) d/J = 6.4 • 10~\ (4) 

where bw(X) is the scattering coefficient of pure water, b"(X) and b,'(X) are the specific scattering coefficients for the small 
and large paniculate matter respectively [7], Bs is the backscattering probability for the small particles, ps(/i) is the 
scattering phase function for the small particles, B, is the backscattering probability for the large particles, p,(iu) is the 
scattering phase function for the large particles, C, and C, are the concentrations (g/m3) of small and large particles 
respectively. We derived the equation for bjX) by interpolating the data given in Ref. [12]: 

bjX)  = (5.826- 10-3w7-|)(A(,/A)4-'2\       A„=400nm, (5) 
and adopted the scattering coefficients for small and large paniculate matter from Ref. [7]: 

*:'(A)  = (l.1513m2/«) (An/A)'"7,    ^'(A)  = (0.3411 m2 Ig) (A(>/A)"J. (6) 

For the inelastic part of the optical model we used the approach given in the paper by Haltrin and Kattawar [1]. 

3.   ILLUSTRATIONS 

Results from model calculations are presented in figures 1 to 4 for different optical water types. We present here only a 
few illustrations, but we use all available data to formulate the results and conclusions. For the purposes of convenience we 
have chosen the chlorophyll concentration C, as our main parameter in the computations. The concentration of scattering 

particles Cp = Cv + C, was estimated from the regression given in paper by Clark, Backer and Strong [13]: C  = 0.5C075. 
Following Carder et al. [11], we adopted a fixed ratio of humic to fulvic acid: Ch l(Ch + Cf) = 0.1. All other concentrations 
were found by minimizing the difference between an actual and remotely estimated chlorophyll concentrations: 
Cf-1.92[/?(550)//?(440)]'\ 
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Fig. . Ratio of elastic to inelastic diffuse reflectances as a function of wavelength 
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Fig.3. Share of inelastic irradiance in total irradiance as a function of wavelength 

for 25 m depth and chlorophyll concentrations from 0.05 to 12 mg/m 
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Fig.4. Relative to elastic inelastic diffuse attenuation coefficient as a function of 
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We used the following sets of concentrations (Cc,CrCh,Cs,c)- (0.05, 0.1385, 0.0154, 0.0019, 0.0114), (0.3, 

0.8134, 0.0904, 0.0109, 0.0869), (3.0, 7.5339, 0.8371, 0.0713, 2.5287), and (12.0, 91.7042, 10,1942, 0.8207, 13.2652). 
Fig. 1 shows the ratio of elastic diffuse reflectance (DR) to the inelastic DR for four types of marine water with 

different chlorophyll concentrations Cc. The insert of Fig. 1 shows the spectral dependence of the elastic total DR for waters 
with these concentrations of chlorophyll. Note the strong dependence of DR on Cc in the blue part of the spectrum 
400 < X. < 500 nm. The general behavior of modeled dependencies correspond to the experimental curves including the pivotal 

point at X ~ 520 nm. 
Fig. 2 shows the spectral dependence of the Raman scattering contribution to total DR as well as the fluorescent 

portion (insets) for four chosen concentrations of chlorophyll. Both figures demonstrate significance of inelastic scattering 
effects on the diffuse reflection coefficient. The Raman scattering correction to DR increases from 6% at 400 nm to about 
30% at 700 nm. It is most significant at small concentrations of chlorophyll and decreases with increasing values of Cc. 

Fig. 3 shows the share of upward and downward (the inset) inelastic (Raman scattering plus fluorescence) irradiances to 
the total irradiance at a depth of 25 m for four different concentrations of chlorophyll. Changes in the spectral shape of the 
curves for the cases considered here are determined not only by the spectral characteristics of the attenuation coefficient but 
also by the transfer of energy from the blue to the red end of the spectrum by Raman scattering and fluorescence. With 
increasing depth, it is clearly seen that the portion of inelastic scattering increases at wavelengths greater than 580 nm causing 
a predominance of the inelastic light at chosen depths (z >25m) . At smaller depths (z < 25 m) the relative upward 
component is significantly higher than the corresponding downward component and with increasing depth experiences the 
same saturation phenomenon as the downward component. 

Fig. 4 shows the relative to elastic upward and downward (the inset) diffuse attenuation coefficient (DAC) as a function 
of wavelength for five different depths and Cc =0.3 mg/m3. The results of computations shown in Fig.4 reveal the remarkable 
effect that the upward and downward diffuse attenuation coefficients in the red-green part of the spectrum are far less than the 
corresponding elastic diffuse attenuation coefficients. This would imply of course that the measured DAC, under conditions of 
natural illumination, is actually smaller than the DAC computed using only elastic scattering. This effect has been observed 
in situ by Sugihara et al. [6]. 

4.   CONCLUSIONS 

Raman scattering corrections are higher for pure water and decline with increase in productivity or chlorophyll 
concentration. The highest value for the Raman scattering correction in terms of upward irradiances is about 30% at about 430 
nm which constitutes about 5% of the total diffuse reflectance at this wavelength. The highest relative Raman correction to 
DR is about 25% at 700 nm. In eutrophic waters with chlorophyll concentration of 3 rng/m3, the relative Raman correction to 
the diffuse reflectance is about 3% throughout the entire range of the visible spectrum. 

Fluorescent corrections are proportional to the concentrations of chlorophyll (red fluorescence at 685 nm) and CDOM 
or yellow substance (blue fluorescence at 425 nm). In pure water there is no fluorescence. The relative values of fluorescent 
corrections to DR in eutrophic water (3.0 mg/m3 of chlorophyll) are 8% and 150% for the blue and red fluorescence peaks of 
chlorophyll respectively. 

4.1   Threshold  wavelength 
There is a threshold wavelength approximately equal to the minimum wavelength in the spectral distribution of the 

irradiance attenuation coefficient plus one half of the Raman shift wavelength (-35 nm). This threshold wavelength divides the 
underwater light spectrum into two different parts. In the red part of the spectrum the inelastic part of the underwater light 
field increases with depth eventually reaching 100% of the total if the ocean is optically deep. In the blue part of the spectrum 
the inelastic part of the light exponentially decreases with depth. In optically deep oceans, at sufficient depths, the relative 
inelastic spectrum has the form of a step function with a zero value on the blue side of the threshold wavelength and a value 
of unity on the red side. 

This phenomenon affects the behavior of the total irradiance attenuation coefficient. On the blue side of the threshold 
wavelength the total irradiance attenuation coefficients almost coincide with the elastic ones. To the red side of the threshold 
wavelength the total irradiance attenuation coefficients begin to decrease. Thus the apparent effect of water clarification in the 
red part of the spectrum is achieved. 
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4.2 Importance of this work for ocean optics 
The three components of inelastic light can be categorized by their relative importance as follows: Raman scattering, 

the most important component, is the major cause for dividing the spectrum into two different regions, a blue region 
dominated by elastic light, and a red region dominated by inelastic light. 

Red fluorescence (caused by chlorophyll), the second in importance, plays a predominant role in the vicinity of its 
emittance peak near 685 nm, especially when the concentration of chlorophyll is large. Blue fluorescence (caused by CDOM), 
although the least important, should definitely be taken into account in the spectral region near its peak at 425 nm, especially 
when the concentration of yellow substance is large. 

The importance of all these components depends primarily on the value and spectral shape of the elastic absorption 
coefficient of water. The existence of the threshold wavelength is a combined result of Raman scattering and the shape of the 
absorption curve which has a minimum in the blue part of the spectrum. 

For optical remote sensing both the blue and red portions of the spectrum should be reconsidered. The 3-7% corrections 
to the diffuse reflectance in the blue part of the spectrum and 50% or more in the red part are very important to the 
effectiveness of the algorithms dealing with the inversion of concentrations of dissolved and suspended substances. 

Analysis of underwater light fields given in this presentation show that it is no longer possible to ignore inelastic 
effects in the analysis of oceanographic measurements of apparent optical properties of marine water, especially in the part of 
the spectrum to the red of 500 nm and at depths exceeding several optical depths. 
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ABSTRACT 

A self-contained 4-channel sub-surface colour sensor built by the School of Ocean Sciences is tested for the use of 
measuring phytoplankton pigments. The four 10 nm wide wavebands are centred at 435 nm (blue), 485 nm (cyan) 565 
nm (yellow) and 665 nm (red). The instrument can be used for estimating chlorophyll a concentration from changes of 
the ratio of upwelling »radiances in the cyan and yellow wavebands and has been successfully calibrated for optical 
case-1 waters, where phytoplankton play a key role in the absorption of light. However, the main absorbing pigments in 
the cyan waveband are not chlorophyll a but carotenoid pigments. These also show a good correlation using the same 
ratio. The strong relationship between chlorophyll a and carotenoid concentrations in the phytoplankton cells explains 
the apparent chlorophyll a - cyan: yellow relationship. Application to Case-2 waters is being examined. 

Keywords: colour sensors, chlorophyll, carotenoids, HPLC, easel / case-2 waters, colour ratios 

1. INTRODUCTION 

Optical measurements from in situ profiling radiometers, moorings, aircraft and satellites provide information about 
phytoplankton distribution at a temporal and spatial resolution that is not possible with traditional techniques in 
biological oceanography. Satellite measurements of sea-leaving radiance have been widely used to map concentrations 
of phytoplankton pigments. Gordon and Morel 1 used the blue-green (440, 560 nm) reflectance ratio to derive 
chlorophyll concentration from CZCS (Coastal Zone Colour Scanner) data. The ratio of reflection coefficients in the 
green and m the blue part of the spectrum was related to the pigment concentration, usually on a log-log plot This 
worked very well for Case-1 waters (mostly oceanic waters) where there is little absorbance from other constituents but 
phytoplankton. 

The School of Ocean Sciences, University of Wales, Bangor (UWB), developed a 6-channel profiling radiometer in 1981 
•i which copied some of the features of the CZCS. It was shown that in case-2 waters, the blue-green reflectance ratio is 
less sensitive to changes in chlorophyll a concentration than in the open sea. Brown and Simpson 3 showed empirically 
that the slope of the log of chlorophyll a concentration against the log of the blue-green ratio (440, 550 nm) changed in 
proportion to the concentration of inorganic sediments. In 1991 another colour sensor (CS1) was developed by UWB 
with only two channels to estimate the phytoplankton chlorophyll concentration from the ratio of the blue to green (440 
524 nm) submarine irradiance. It was compared with two recording Chelsea Instruments Aquatracka I fluorometers and 
proved to be as reliable as the in vivo fluorometers for the estimation of chlorophyll concentration 4 The aim was to 
develop simple (hence cheap) and robust instruments for use at moorings and thus complement remotely sensed 
observations. 

In 1993, studies were begun with 4-channel versions of this colour sensor. The first two instruments were denoted CS2 
and CS3 5 They have four 10 mn wide wavebands, centred at 435 nm (blue), 485 nm (cyan), 565 nm (yellow) and 665 
nm (red). These wavebands were chosen to be in close agreement with some of the channels of the SeaWiFS satellite 6 
The 435 nm waveband is close to the in vivo peak of absorbance of chlorophyll a, but can also be influenced by high 
concentrations of yellow substances and suspended paniculate matter which absorb highly in the blue part of the visible 
spectrum. The 485 nm channel represents the peak of absorbance of carotenoid pigments. The channel at 565 run 
corresponding to the waveband at 570 nm originally selected for SeaWiFS, is used as a reference channel as chlorophyll 
a has weak absorbance in this waveband. The channel at 665 mn represents the second peak of chlorophyll absorption. 

The colour sensors are 40 cm high and 15 cm in diameter. At the top of each instrument there is a flat diffusing Perspex 
window which behaves as a cosine collector. Under the diffuser there are four short tubes to collimate the light At the 
bottom of each tube is an interference filter and a photodiode. A 9V battery pack with an operational lifetime of about 
three months is used as power supply and is situated at the bottom of the instrument. The instruments were designed to 
be used on a mooring or a drifter, measuring upwelling light near the surface or downwelling irradiance at several optical 
depths. K 
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2. MATERIALS AND METHODS 

CS2 and CS3 use four 1 cm2 silicon photodiodes each with a built-in amplifier. The signals from these are passed to a 
gain controlled amplifier and then to a A-D converter with a conversion time of about 250 ja. Sampling is controlled by 
a 16 bit microcomputer. Each sensor is initially sampled to determine the light level and the gain of the amplifier is 
adjusted for maximum signal without swamping the A-D converter. 20 discrete samples over a period of one second are 
taken together with the gain settings. The average of these samples is stored for each colour filter. The CS4 versions of 
the colour sensor have improved sensitivity compared to CS2 and CS3. 

By using long sample periods (-30-60 sec) very low light levels can be monitored which makes CS4 a better instrument 
for measuring upwelhng light then the previous models. The instrument of the CS4 series also contain an internal 
pressure sensor to determine water depth when lowered into the water. With care, it allows CS4 to be used in profiling 
mode when measuring downwelling irradiance. CS4 was also developed to simplify the electronics of CS2/3 It utilises 
a large area photodiode with a built-in current-to-frequency converter. The output of the sensor is a pulse train whose 
frequency is directly proportional to the irradiance on the photodiode. The pulses are counted and stored by the 
microcomputer for a predetermined sample period, which is set by the user before the deployment. 

The colour sensors have not been calibrated to measure absolute values of irradiance, since their function is to provide 
colour ratios from which to estimate the changes in pigment concentration. We sought a relationship between the 
logarithm of the colour ratios and the logarithm of pigment concentrations. Unlike Gordon & Morel 1 who took the 
surface reflectance ratios, we took the ratio of upwelling irradiance at depths of between 0.2 and 2 m depending on the 
platform used to support the instrument. Data from 5 different sensors is reported here. Despite differences in their 
absolute sensitivity all were constructed to have the same relative response when the output from one channel was 
compared with another. 

The instruments have been deployed in a wide range of different water types: in the subtropical Atlantic Ocean South 
West of Gran Canana, where CS3 was deployed on a drifting buoy 7; i„ Loch Striven (W. Scotland) CS2 and CS3 were 
deployed on a mooring during a phytoplankton spring bloom in April 1994, and during the Summers of 1993 and 1994 in 
the Menai Strait, North Wales. The sensors were deployed looking downwards in order to measure die ratios of up- 
Ä ,ff:J

SeVera1' notionally identical, versions of CS4 were used from the RRS Charles Darwin in the Malin 
Shelf (Outer Hebndes, Scotland) in May 1995, and from RV Cirolana (MAFF) in the Irish Sea and the North Sea (May 
and July 1996), deployed on a floating frame, looking downwards. In summer 1995 one of the CS4 sensors was used 
Irom the pier in Menai Bridge and since March 1996 CS3 is deployed on a floating raft in the Menai Strait. 

Because continuous time-series show a systematic daily change in colour ratios 7.8 we took colour ratios only for times 
within 3 hours of local noon. 

At corresponding times, water samples were taken for measurement of chlorophyll a and total carotenoid concentrations 
1-2 1 of sea water were filtered onto a GF/F filter and extracted into 90% acetone. The filters were kept in a refrigerator 
overnight and the extracts were scanned (350-750 nm) in a 1 cm cuvette the following day. Chlorophyll a b and c and 
carotenoid concentrations were calculated using die algorithms given by 9. in order to comply with the SeaWiFs 
protocols, the pigments of the later observations (from May 1995) were also measured by reverse-phase HPLC in PML 
after storage in liquid nitrogen 10. The chlorophyll a concentration was also measured fluorometrically 11 as a standard 
method, and for inter comparison of the techniques. 

3. RESULTS 

Because the instrument were used across a wide range of pigment and suspended sediment concentrations, we sometimes 
obtained readings m the blue channel which were too low for the satisfactory calculation of colour ratios We found 
however, a good correlation between spectrophotometrically determined chlorophyll a concentrations and the ratio of 
upwelling irradiances m the cyan (485 nm) and yellow (565 nm) wavebands over a wide range of concentrations in 
optical Case-1 waters (se« Fig I), where phytoplankton play a key role in the absorption of light 
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Case-1       y= - 0.13(±0.04) - 0.51(+0.05)x    r2 = 0.94 

-0.5 0.5 
log [chl a] 

1.5 

Fig. I      For Case-1 () waters (Canary Islands, Outer Hebrides, spring bloom in 
Loch Striven), there is a good correlation between the logarithm of the 
cyan:yellow ratio and the logarithm of the chlorophyll concentration. 
For Case-2 (+) waters (Menai Straits, Irish Sea, North Sea), there was no 
significant correlation. 

The regression equation (for Case-1 data) was: 

log(485:565)= -0.13(± 0.04) - 0.51(± 0.05)* log [chl] r2 = 0.94;df=8 

The main absorbing pigments in the cyan waveband, however, are not chlorophyll a but the carotenoid pigments. These, 
as measured by spectrophotometry, also showed a good correlation to the cyan:yellow ratio: 
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Fig. II      Case-1 waters show a similar correlation between the logarithm of the 
cyan:yellow ratio and the logarithm of the carotenoid concentration for 
the same sites as in Fig I 

The regression equation (for Case-1 data) was: 

log(485:565)=: -0.23(± 0.05) - 0.63(± 0.07)* log [carot] r2 = 0.92;df = 8 
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Fig. Ill shows that there was a strong correlation between chlorophyll a and carotenoid concentrations as might be 
expected in the case of phytoplankton communities dominated by Chromophyta (i.e. algae with brown plastids also 
reterred to as 'phaeoplasts' m German literature). 

y = 0.026 + 0.38 x   RA2 = 0.96 

mg chl a/m3 

Fig. Ill  There was a good correlation between the chlorophyll and carotenoid 
concentration measured by the trichromatic method (data from Canary 
Islands, Loch Striven, Outer Hebrides, Menai Strait, Irish Sea North Sea) 

A whole range of carotenoid pigments absorb at 480 and 510 nm. However, the carotenoid pigments measured by the 
spectrophotometnc method showed a good correlation with the correspondent samples measured by HPLC: 
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y = - 0.06(±0.08) + 0.99(±0.05) x 
r2 = 0.94 

0 1 

[carotenoid]  HPLC /ig/1 

Fig. IV    A regression of carotenoid concentration as measured by 
the spectrophotometric method, using the absorbance at 
480nm and 510 nm, on total carotenoid concentration 
measured by HPLC. Data from SES cruise, May 1995. 

The regression equation was: [carotenoid] spec = -0.06(±0.08) + 0.99(±0.05) * [carotenoid] HPLC 

606 



There was also a good correlation between the chlorophyll a concentration measured by HPLC and the chlorophyll a 
measured by the standard fluorometric method (r2 = 0.88, p<0.001, df=25, data SES cruise, May 1995). 

In respect of the optical Case-2 waters of the Menai Strait, the Irish Sea, and the North Sea the correlation between 
colour ratio and either chlorophyll or carotenoid was not significant (see Fig. II: r= -0.18, p=0.26; df=39 and Fig III r=- 
0.093; p=0.051;df=24). 

4. DISCUSSION 

Much current bio-optical work 12,13 js aimed at providing algorithms or models for remote sensing of ocean colour by 
the SeaWiFS and similar sensors, once these are operational. Another body of work focuses on the absorption spectra of 
seston retained on a filter 14,15> with aims which include the decomposition of fully resolved spectra into components 
due to each paniculate fraction. Our aim is intermediate between these approaches. We have made efficient and 
relatively simple instruments for deployment at moorings and on drifters in order to provide time series with the daily 
resolution that is unlikely to be obtained by satellites in regions subject to frequent cloud cover. 

As with remotely sensed ocean colour, the interpretation of in situ optical data poses many difficulties, although these do 
not include atmospheric effects. The work reported here is part of a, mainly, empirical, study with the objective of a 
universal calibration of our colour sensors. Such a calibration should apply across a range of pigment concentrations and 
in waters with high and fluctuating concentrations of suspended non-phytoplankton particles, as well as in optical Case- 
1 waters. 

Our first step was to consider the power of simple ratios of two reflected colours to explain variation in * chlorophyll-like' 
pigments over a range of conditions in Case-1 waters. We have made observations over the widest range of 
concentrations likely to exist outside of a Red Tide, from oligotrophic sub-tropical waters to a eutrophic fjord during the 
spring bloom. Because high concentrations of chlorophyll attenuate blue light strongly, we found the cyan: yellow ratio a 
better single index than blue:yellow, in that it could be used over the whole of this range. This paper has largely been 
concerned with explaining the observed correlation between chlorophyll concentration and cyan:yellow ratio, when the 
latter should not be directly sensitive to chlorophyll a. 

The pigments absorbing in the blue to green part of the spectrum are part of light harvesting complex II (LHC II). This 
contains chlorophyll a together with an accessory chlorophyll b or c, and in addition the major light-harvesting 
xanthophyll carotenoid(s) characteristic of the algal class. Its main absorption is that of the chlorophyll Soret band. The 
absorption in the cyan waveband, however is not caused by chlorophyll a, but by a mixture of carotenoid pigments 16. 
Chlorophyll b also absorbs in this waveband but can be neglected as all the phytoplankton communities we encountered 
in this survey were dominated by Chromophyta which do not contain chlorophyll b. 

Work is in progress to investigate the spectral influence of individual carotenoid pigments onto the cyan: yellow ratio 
using the results from the HPLC measurements. Furthermore, the nutrient status is also being assessed which may be 
found to influence the carotenoid to chlorophyll a content of phytoplankton cells 17. Fig. II and III show that the 
difficulties of developing a calibration of colour ratios for Case-2 waters, where the pigment signal may be 
overwhelmed by that due to yellow substances and suspended particulate matter. Colour sensor calibration for case-2 
waters may be possible using data from additional channels or by complementing the measurements with those from 
additional optical instruments, and we are presently investigating this possibility in the Menai Strait, with the aid of a 
optical model of Bowers et al.   18. 
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Atmospheric correction over case 2 waters using an iterative fitting algorithm including relative humidity 

Peter E. Land and Joanna D. Haigh 

ABSTRACT 

It is generally assumed that the spectral variation of aerosol optical depth is characterized by an Angström 
power law or similar dependence. In an iterative fitting algorithm for atmospheric correction of ocean 
color imagery over case 2 waters previously described, this leads to an inability to retrieve the aerosol type 
and the attribution of spectral effects due to the water contents to aerosol spectral variations. An 
improvement to this algorithm is described in which the spectral variation of optical depth is calculated as 
a function of aerosol type and relative humidity, and the relative humidity is retrieved as well as aerosol 
type. The aerosol is treated as a mixture of aerosol components (e. g. soot), rather than of aerosol types (e. 
g. urban). We demonstrate the improvement over the previous method by using simulated case 1 and case 
2 SeaWiFS data. 

Key words: Ocean color, SeaWiFS, optical properties, multiple scattering, error minimization. 

^MOTIVATION 
Standard methods of atmospheric correction over water (e.g. Gordon and Wang 19941) assume zero water 
leaving reflectance in the near infrared, an assumption that can fail badly in the presence of suspended 
inorganic sediment (see Fig. 1). Other methods often assume the water leaving reflectance to be 
dominated by sediment, resulting both in poor correction of pixels partially affected by sediment and in 
discontinuities in the correction across an image due to transitions between the case 1 and case 2 
algorithms. There is a need for an atmospheric correction method that can be applied to all waters, 
allowing a smooth correction across mixed case images and dealing with gelbstoff affected waters as well 
as sediment affected waters. Such an algorithm was described by Doerffer and Fischer (1994)2 for Coastal 
Zone Color Scanner (CZCS) images over the North Sea. 

2. METHOD 
Here we describe a development of the method of Doerffer and Fischer utilizing the capabilities of the new 
generation of sensors such as Sea viewing Wide Field of view Sensor (SeaWiFS) to extract information 
about the nature of the aerosols as well as the water contents. In a previous paper using this method3 we 
described the aerosols as a mixture of three types (maritime, continental and urban), the proportions of 
which determined the overall aerosol single scattering albedo and phase function. Single scattering theory 
with an implicit multiple scattering correction was used to determine the satellite measured radiance from 
the water and atmospheric model parameters, which were then varied to minimize the error. The spectral 
variation of aerosol optical depth was characterized by an Angstrom power law. This was because this 
variation is dependent both on the aerosol type and on the relative humidity, which is unknown. This 
assumption was found to be detrimental to the retrieval, since it allowed physically unrealistic spectral 
optical depths which could be confused with the spectral signature of the water. 
The effect of relative humidity on aerosol properties is well documented4 and may be used to calculate the 
spectral variation of aerosol extinction given the dry aerosol characteristics and the relative humidity.5 

The aerosol model described previously is improved by using four components (sea salt, dust like, water 
soluble and soot, of which dust like and water soluble are in fixed proportion5) in place of the three 
aerosol types and by including relative humidity as a model parameter in place of the Angström exponent. 
The algorithm works on a pixel by pixel basis. At each pixel, the following steps are executed: 
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Figure 1. Relationship between water leaving radiance and wavelength for ten levels of sediment in 
milligrams per litre (Curran and Novo, 1988) 

1. Correct reflectances at a pixel for molecular scattering (Rayleigh) and absorption (03, O2, H20). 

2. Initialize the parameters of the water model (chlorophyll and sediment concentrations, gelbstoff 

attenuation) and the atmospheric model (optical depth of oceanic, continental and soot aerosol 

components and the relative humidity). 

3. Calculate the water leaving reflectance from the water model, and the molecular corrected reflectance 

from the water leaving reflectance and the atmospheric model. 

4. Minimize the error in molecular corrected reflectance by iterating step 3 with changed model 

parameters. 

5. Randomize the model parameters and repeat steps 3 and 4 until convergence criteria are met. 
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6. Go to step 1 for the next pixel. 

Step 2 can be achieved by using the reflectances alone (independent initialization) or by using the values 

found at a neighbouring pixel (contextual initialization). Independent initialization starts by assuming a 

climatological aerosol type and relative humidity. It then uses single scattering theory (with the implicit 

multiple scattering correction) to calculate the aerosol optical depth in each band assuming zero water 

leaving reflectance. The largest possible optical depth with the correct spectral variation is used and the 

remaining signal is assumed to be due to water leaving reflectance, from which the water contents are 

estimated. 

Step 3 is achieved using single scattering theory with an implicit correction for multiple scattering based 

on lookup tables generated with a multiple scattering code (DISORT) for each aerosol component at 

selected relative humidities and geometries.6 The correction is interpolated between components 

(weighted by optical depth at each wavelength), humidities and geometries. The spectral optical properties 

of the aerosols (spectral attenuation, single scattering albedo and phase function) are also stored in lookup 

tables at selected humidities for each component and interpolated between components and humidities. 

Step 4 is achieved using the simplex algorithm of Neider and Mead, creating a polyhedron in parameter 

space on which simple geometric operations based on the error at each vertex are performed. 

Step 5 is necessary because multiple local minima of the error occur, so the true (global) minimum must 

be found by repeated minimization. 

3. RESULTS 

The algorithm was tested by generating reflectances from various regimes. These were chlorophyll only 

(case 1), sediment only, gelbstoff only and combinations, each combined with two atmospheres (maritime 

and polluted maritime) at three humidities. The above inversion technique was then used to retrieve the 

model parameters. All pixels were initialized independently, as no attempt was made to simulate the 

continuity of real data. Examples of the results from these regimes are shown in Fig. 2. 

This shows to what extent different water and atmospheric conditions can give rise to the same 

reflectances. A stated goal of satellite ocean colour retrieval is to obtain chlorophyll concentration to 

within 35% and water leaving reflectance R« to within 5%. The latter is often impossible due to 

instrument noise. If a 5% variation in R«, propagated through the atmosphere results in a variation in 

satellite reflectance less than the instrument noise level, then it cannot be distinguished from noise. 

1. Case 1 waters. In all cases chlorophyll was retrieved to within the required 35% accuracy, mostly to 

10%. Retrieved sediment was minimal, but gelbstoff was occasionally detected (see Fig. 2a). R« 

retrieval was erratic, often within 5% but sometimes with errors over 10% at high chlorophyll 

concentrations. 
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2. Sediment laden waters. Sediment was typically retrieved to well within 10%, often to 1%. Up to 

0.05mg m*3 of chlorophyll was occasionally detected, but retrieved gelbstoff was minimal. R» was very 

well retrieved, with all errors within 2%. 

3. Gelbstoff laden waters. Gelbstoff retrieval was variable but usually within about 20%, with very little 

chlorophyll or sediment detected. As R» approached zero, errors fluctuated widely, sometimes near 

100%. 

4. Chlorophyll and sediment. Chlorophyll was typically retrieved to within 10%, and sediment usually to 

within 5% but occasionally up to 20%. Gelbstoff was sometimes detected. R„ was often retrieved to 

within 5% but sometimes with errors up to 10%. 

5. Chlorophyll and gelbstoff. Chlorophyll was usually retrieved to within 15% with errors near 100% at 

the highest humidity. Gelbstoff retrieval was highly erratic, with zero gelbstoff often detected, up to 

0.06g m*3 of sediment was detected. 

Aerosol optical depth was retrieved typically to within 5% with the unpolluted atmosphere, and to within 

10% with the polluted atmosphere. With the polluted atmosphere it was underestimated by an average of 

9%, increasing with humidity. 

Aerosol proportions were retrieved within about 0.05 at low humidity, and a bias of about 0.15 appeared 

at high humidity in favour of oceanic aerosol and against continental. 

Humidity values had large scatter and appeared often to be essentially uncorrelated with the actual 

humidity. 
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Figure 2. Results for six examples (one case 1, five case 2). Each example has four graphs. 
The upper left graph shows actual (solid) and retrieved (open) values of: 
the amounts of the three water constituents (Ochlorophyll in mg m"3, S=sediment in g m"3, 
G=10x{geIbstofT diffuse attenuation at 380nm in m'1}); 
the proportions of the optical depths at 555nm (SeaWiFS band 5) of three aerosol constituents 
(Ooceanic, Ocontinental, S=soot); 
the relative humidity. 
The upper right graph shows actual (solid) and retrieved (+) values of water leaving reflectance. 
The lower left graph shows actual (solid) and retrieved (+) values of aerosol optical depth. 
The lower right graph shows actual (solid) and retrieved (+) values of top of atmosphere reflectance 
corrected for molecular scattering and absorption effects. 

613 



Toward optical closure in coastal waters 

Jill Schwarz"T, Alison Weeks6, Keith Trundle0, Ian Robinson". 

a Dept. of Oceanography, Southampton Oceanography Centre, European Way, Southampton, S014 3ZH. 
wiin@soton.ac.uk; isr@soc.soton.ac.uk 

b Southampton Institute, East Park Terrace, Southampton, S09 4WW. 
weeks.a&southampton-institute. ac. uk 

c Optoelectronics Research Centre, Southampton University, Highfield, Southampton, S017 IB.]. 
kjt@orc.phys.soton.ac.uk 

f Jointly funded by the University of Southampton and the Defence Research Agency. 

ABSTRACT 

An instrument has been developed for the simultaneous in situ measurement of inherent and apparent 
optical properties, enabling various radiative transfer models to be tested. The Southampton Underwater 
Multi-parameter Optical Spectrometer System (SUMOSS) measures up- and downwelling irradiance, beam 
transmission and forward, side and backward scatter. These inherent optical properties can be measured 
both at 670nm using a laser diode, or spectrally using a white light. The instrument resolution ranges from 
0.47nm to 6.7nm. 

This extended abstract describes the new instrument, and presents preliminary data from an experiment 
to monitor the optical properties at the mouth of the Hamble river (Southampton Water, UK) over a spring 
tidal cycle. Optical data are compared with measurements of suspended particulate matter and chlorophyll 
concentrations. 

Keywords: hyperspectral, in situ sensors, inherent optical properties, apparent optical properties, river 
Hamble (UK). 

1    INTRODUCTION 
The problem of interpreting ocean colour images of turbid coastal waters in terms of water quality para- 

meters is complex and intriguing: man's activities are focused on coastal regions, and these often contain 
delicate, productive ecosystems. 

Data from the CZCS have successfully been used to estimate primary productivity in Case I waters. 
In turbid waters, however, large errors arise in productivity estimates, owing to the presence of gelbstoff, 
sediments and pollutants (Hochman et cd, 1994)1. 

The work of Mayo (1993)2 demonstrated the use of local, empirical algorithms to extract sediment load 
data from CZCS images, but with only a few available wavebands, the method is inversatile and limited in 
the parameters to which it is sensitive. 

The question then arises whether increased spectral resolution will yield richer water quality information, 
and allow use of general rather than local algorithms. That the former is possible may be inferred from 
studies such as the deconvolution of reflectance spectra into identifiable pigment signatures (Aguirre-Gomez, 
1996)3, and the resolution of distinctive spectra for land- and ocean-derived gelbstoff (Carder et al, 1989)"'. 

The instrument described here is being used to explore the possibilities of hyperspectral satellite data, 
by measuring inherent and apparent optical properties in situ across the visible spectrum. These data, along 
with water quality measurements, will be used in various optical closure models, which may be inverted to 
yield water quality parameters from remotely sensed data. 

2    TECHNICAL DETAILS OF THE NEW INSTRUMENT 

2.1     The Southampton Underwater Multi-parameter Optical Spectrometer Sys- 
tem (SUMOSS) 

The SUMOSS comprises a 1.5m high sealed aluminium cylinder, to which two optical sensor frames are 
attached. The sealed housing contains a computer, light sources and a spectrometer system, and has been 
pressure tested to 200m depth. 
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Beneath the cylinder is a 25cm pathlength transmissometer and nephelometer frame, to which either laser 
or white light is carried by optical fibres from inside the housing. Lens cells are positioned to receive the 
transmitted light, as well as that scattered at 25°, 90° and 155°. 

Cosine collectors for measuring up- and downwelling irradiance are attached toalm long hinged arm 
which is automatically deployed by the float system as the instrument enters the water. 

The float system comprises two pipes with holes at the bottom, containing heavy floats. Strings join the 
top of each float to the irradiance sensor arm, via a hole in the top of each pipe. When the instrument is 
lowered into the water, the pipes are flooded and the floats rise, allowing the irradiance arm to descend to a 
horizontal position. 

2.2 Internal workings 

The irradiance and scatter signals are carried to a grating spectrograph by optical fibres. The transmission 
and reference signals travel to the spectrograph via fibre switches, allowing them to be measured separately 
when the signals are large (avoiding cross-talk on the CCD array). The resulting spectra (cut off at 375nm 
to eliminate second-order diffraction) are focused onto a 256 x 1024 pixel CCD array (Orial Instaspec IV), 
and the digital read-out is stored on hard disk. The instrument can be powered either by an on-board 13V 
battery, or through a power cable. 

2.3 Spectral resolution 

The spectral resolution is determined by the size of the fibre image on the CCD array, and is limited by 
the dynamic range of the CCD array: for high intensity signals, the effective fibre diameter can be reduced 
by placing a mask in front of the spectrograph entrance (as shown below). In this way, the resolution 
may be varied between 0.45nm (bright environment; pixel-limited resolution) and 6.7nm (dull environment; 
light-limited resolution). Figure 2.1 illustrates the use of a mask to increase the spectral resolution. 

Optical frbre inputs 
to grating spectrograph 

Input beam width = fibre core diameter 

Grating spectrograph 

Slits of appropriate width fora given 
optical environment are placed 
in front of the fibre inputs 

Input beam width = width of imposed slit 

pixel 1 

 I       /jSJ&l/f    —> pixel 1024 

Illlllllll4ftl4*rillllllll Section of CCD 

A«    A,** 

array 
Grating 
spectrograph 

Figure 2.1: Increasing the spectral resolution by changing the effective imaging aperture. 
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2.4    Advantages of the instrument 

• The SUMOSS optical sensors are aligned on a horizontal plane, so that measurements of AOPs and 
IOPs can be related to one another directly; 

• Signals from all sensors can be collected on the CCD array simultaneously, allowing measurement of 
AOPs and IOPs with no time lag; 

• The exposure time can be increased for small signals, and a number of readings can be integrated, 
improving the S:N ratio; 

• The core of the instrument can be used with any optical sensor from which the output is carried 
by optical fibres: rather than measuring vector irradiance, one could, for example, measure scalar 
irradiance at two different depths (giving a{\) according to Gershun's equation). 

3    THE TIDAL CYCLE EXPERIMENT 
The SUMOSS was first deployed in the field on July 20th 1996, off Warsash Pier, which is located at the 
confluence of the river Hamble with Southampton Water (UK). This is a macrotidal estuary, with extensive 
mudflats both up- and downstream, optically dominated by resuspended sediments and benthic phytoplank- 
ton, and gelbstoff. Optical profiles were taken hourly, along with measurements of current, incident solar 
power (400nm to 700nm), temperature and salinity, and filtrations for sediments and chlorophyll. Samples 
of filtered and preserved unfiltered water were also taken. Inorganic and organic fractions of suspended 
sediments were determined by weighing and ashing the filter papers according to the method described by 
Shimwell5. Chlorophyll concentrations were determined fluorometrically. 

Some of the data from this experiment are presented in this section. We stress that the SUMOSS sensors 
have not yet been calibrated, and the data are shown only as a qualitative indication of the instrument's 
performance. 

3.1     Transmission and scatter data 

The inorganic, organic and total suspended particulate matter (SPM) concentrations were plotted against 
laser transmission (fig. 3.1) and forward scatter to give preliminary field calibration curves. The regression 
coefficients were statistically insignificant, the best correlation being that between forward scattering and 
inorganic sediment concentration (rinorg = 0.44), however the dataset was very small, and many more data 
are required for field calibration in the complex estuarine environment. 

The time series of suspended sediments and laser transmission and scattering (figure 3.1) shows that 
the instrument behaves as expected:  as turbidity increases (sediments are resuspended), the transmission 
decreases and scattering increases. 
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Figure 3.1: total, inorganic and organic suspended particulate matter time series (top), and laser trans- 
mission, forward scatter and backward scatter time series, at 0.5m depth. 
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3.2    Irradiance and reflectance data 

3.2.1     Irradiance spectra 

Figure 3.2 shows the effects of depth on downwelling irradiance. The subsurface downwelling spectrum is 
very similar to the incident sunlight spectrum (not shown); as the light travels through the water column 
a combination of water, gelbstoff, organic and inorganic particulates attenuate the blue and red ends of the 
spectrum. Much spectral detail is lost with depth, and several wavelengths are absorbed particularly strongly 
(440nm, 390nm) as can be seen in the reflectance spectrum (fig. 3.3). These data have yet to be analysed. 

3.2.2    Reflectance spectrum 

Figure 3.3 shows the reflectance spectrum calculated from the irradiance at 0.5m depth (of which the down- 
welling signal is shown in fig. 3.2). The peak in the red (~ 685nm) appears consistently in all reflectance 
spectra for the tidal cycle experiment. It is postulated that this peak is caused by chlorophyll fluorescence; 
analysis to ascertain the cause of the spectral detail seen here has yet to be performed. 

340360380400420440460480500520540560580600620640660680700720740 
Wavelength (nm) 

Figure 3.2: Downwelling irradiance, at 0.5m and 2.0m. 

360 400 440 480 520 560 600 640 680 720 
Ivfi-Vi. (X M^jlU I > 

Figure 3.3: Reflectance spectrum calculated from the up- and downwelling irradiance spectra in figure 3.1, 
0.5m. 
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3.3    Reflectance ratio and chlorophyll concentration over the tidal cycle 

The reflectance ratio (i?448 : R550) varied approximately inversely with chlorophyll content over the tidal 
cycle (fig. 3.4), both at the surface and at depth, however the correlation between the R44a : R550 and 
chlorophyll content was poor, and much work is required to relate the optics to the oceanography of this area. 

30r 

Figure 3.4:   Time series of chlorophyll concentration ('x',  in mgL'1) and reflectance ratio R448/R550 

('o'), for 0.5m (above) and 2.0m (below). 

4    CONCLUSIONS AND FURTHER WORK 

4.1 Instrument calibration 

A laboratory calibration of the SUMOSS transmissometer and nephelometer is currently underway. A range 
of glass microspheres, clays, dyes and phytoplankton cultures is being used. Further fieldwork will include 
seawater filtrations to add to the field calibration already obtained. 

The irradiance sensors will be radiometrically calibrated at Plymouth Marine Laboratory.  Wavelength 
calibrations have been carried out using emission lines from a mercury lamp. 

4.2 Modelling 

The SUMOSS presents a range of modelling problems: The acceptance angles of the nephelometer channels 
are large (~ 30°), and these must be converted into values of ßdn; the actual transmission and scattering 
values must then be used to find the absorption coefficient a(A); these parameters can then be used to test 
radiative transfer models (Mobley, Morel, Stavn etc.). 

4.3 Conclusions 

The instrument developed for measuring in situ IOPs and AOPs has performed well in its first field trial, and 
will provide a source of optical modelling parameters, as well as calibration data for the new, higher spectral 
resolution satellites (SeaWiFS, MePJS, MOS). The instrument will also provide an opportunity to explore 
the spectral variation of attenuation in turbid coastal waters. 
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ABSTRACT 

Hydrographie conditions are often characterised by large amounts of dissolved and paniculate matter. These 
substances influence the optical properties of seawater, and the radiative transfer in the water column. The 
attenuation coefficient is an optical parameter which depends sensitively on suspended and dissolved 
substances. 

An instrument has been developed for measuring spectral attenuation coefficients over a wavelength range 
from 370 to 730 nm. The optical path length can be set between zero and 400 mm, which allows an application 
in a wide range of turbidity. The variable path length enables a calibration of the instrument during in situ 
measurements, which makes it suitable for long-term applications where signals from conventional instruments 
would degrade due to biofouling of optical windows. From the data, the concentration and size distribution of 
suspended particles, and the concentration of dissolved organic matter are derived in real time. Algorithms 
based on Monte Carlo methods are available for a specific evaluation of non-chlorophylleous particles and 
phytoplankton. Results of field applications are reported. 

1. INTRODUCTION 

Optical parameters have met the interest of oceanographers and limnologists for a long time.1 Devices which 
measure optical data are utilised to classify water masses on the basis of inherent optical properties and to 
obtain information on dissolved organic substances (denoted as yellow substance or gelbstoff) or paniculate 
matter. The most prominent instrument of that kind is the in situ transmissometer, which measures the 
intensity loss of a near-parallel light beam along a light path r in water, yielding data on the total attenuation 
coefficient c.2 The wavelength-dependent coefficient c of Lambert's law dl/l = -cdr is a composite of several 
terms which describe absorption and scattering by molecules and particles: 

c(X)=c   (A) + c    {X)+c   (A) + aU) [1/m]     , (1) 
w pp tp a 

where the indices w, pp and tp and d refer to contributions from water, phytoplankton, transparent particles, 
and dissolved organic matter . The term a^ (X) is the gelbstoff absorption coefficient; scattering of this 

material is negligible, and only absorption needs to be considered. In addition to temperature and salinity, 
attenuation has been utilised with some success as a parameter to classify water types, although it is not a 
conservative property of seawater. Attempts have been made to estimate the concentration of dissolved or sus- 
pended matter empirically3 and analytically4'5'6 from attenuation data, but relations which connect attenuation 
coefficients to substance concentrations hold in limited regions only. However, it is obvious from these findings 
that attenuation measurements in spectrally resolved form 7>8-9 are a prior condition for a data interpretation. 

In this paper, we report on the new transmissometer PAAL (Polychromatic Attenumeter with Adjustable Path 
Length), which has been designed to overcome these limitations. Calibration is done in situ using a light path 
with variable length, with the further advantage of making the instrument suitable for applications in waters 
with a wide range of attenuation characteristics. Algorithms have been developed for the interpretation of data 
in terms of attenuating substances. During measurements, the concentrations of gelbstoff and suspended par- 
ticulates are derived and displayed e.g. as depth profiles in real time. A more sophisticated algorithm can be 
utilised with stored data to differentiate suspended matter specifically into phytoplankton and non- 
chlorophyllous particles. 
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2. THE INSTRUMENT 

PAAL is a hydrographic probe designed to collect spectra of attenuation coefficients in the visible wavelength 
range. It can be used as a component of probing systems for depth-profiling use, or as a towed instrument for 
time-series measurements. The prototype consists of a cylindrical probe housing 470 mm long and 110 mm in 
diameter, with two separate optical windows in the bottom for light beam transmission into the water and back 
into the instrument. A motor-driven retroreflector can be set manually via telemetry or automatically at 
distances between near-zero and 200 mm from these windows (Fig. 1), which allows to set the optical path 
length up to 400 mm. Maximum depth of operation for the prototype is 3000 m. The main housing contains a 
flash lamp as the light source and an optical setup to produce collimated light beams for the sample and 
reference signal detection. Signals are simultaneously measured in spectrally resolved form by use of two 
miniaturised grating polychromators and transmitted to the board unit via single conductor cable. 

path length 
in water 

0 - 400 mm 

flashlamp super compact 
polychromators 

triple prism 
retroreflector 

beamsplitter 

Fig. 1: Schema of the polychromatic attenumeter with adjustable path length. 

2.1. Optical path length and self-calibration procedure 

To achieve optimum performance, the path length r in water needs to be carefully adopted to the expected 
range of attenuation coefficients: for a good dynamics of the signal and hence high sensitivity of the 
instrument, r should be in the order of the inverse attenuation coefficient c. A value of r = 1 cm is often 
required in estuaries and tidal flats with large amounts of suspended matter, while r = 1 m would be a suitable 
value in clear waters. To allow for an easy adaptation of the path length in water to a wide span of optical 
characteristics of the water, a movable retroreflector mounted on a threaded rod and driven by a DC motor is 
part of the instrument. 

The instrument is calibrated in situ with signal readings l\ and I2 at two different optical path lengths in water, 
yielding c(r2 - r0 = ln(I] /I2). Instrumental factors like spectral characteristics and reflection losses cancel out. 
This holds also for the effect of optical windows contaminated due to bacterial films or other matter, which 
often occurs during in situ operation. A calibration routine is performed prior to each measurement. Depth 
profiles are initiated by setting the retroreflector to its near-zero distance position and reading the signal 
intensity. Then the path length in water is set to a position where the signal intensity is about 50% of its initial 
maximum value, which is near the optimal path length for the given optical conditions. In very clear waters, 
the path length is set to its maximum value. During moored applications, measurements can be performed at 
selectable time intervals and initiated with the same calibration routine, which allows long-term measurements 
with high stability of the data that are difficult to realise with conventional instruments. 
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3. SUBSTANCE SPECIFIC ATTENUATION SPECTRA 

When compared with instruments for single wavelength operation, the rationale of a multispectral 
transmissometer lies in the information content of the entire attenuation spectrum, from which substance 
specific features can be extracted (Eq. 1). In a second step, these features can then be related to relevant 
parameters, like e.g. the concentration of absorbing or scattering matter, if such relations exist and hold with 
sufficient accuracy. 

Within the accuracy of the instrument, the attenuation coefficient of water c^ is independent of salinity and 
temperature. Therefore, a spectrum of purified water, free of dissolved organic matter and particles due to 
active carbon and membrane filtration, is subtracted from the total spectrum c(X) as a first step of the data 
interpretation. With these assumptions, Eq. (1) can be written as 

cW-cw(A) = ac*pp(A.)+ßc*p(A) + ra*d(A) [1/m], (2) 

where the terms with asterisk denote dimensionless spectral functions related to specific substances or 
substance classes as defined previously. They are denoted as basic spectra in the following. The goal of the data 
interpretation is to determine the preceding factors a, ß and y, which describe the relative contributions of 
individual substances to the entire spectrum: these factors contain information on the substance concentration. 

3.1. Transparent particles 

The term transparent particles is used here to describe the various kinds of hydrosols with low and spectrally 
unspecific absorption characteristics. They include e.g. suspended mineral particles, organic detritus, and 
bacteria. Their size distribution covers several orders of magnitude, ranging from less than 100 run to up to 
millimetres. This size range is optically effective and can contribute to the attenuation of light;10 it differs from 
the 0.45 urn boundary practically used in biological oceanography to separate dissolved and paniculate matter. 
The size distribution function is given by ntp{r) = dN^/dr, with Ntp the total number of particles per unit 
volume in the given size range. It has been shown in many experiments that the size distribution of hydrosols 
in the optically effective size range can often be well described by Junge's law 

»tp^lro) = b{rlr0)~
CJ (3) 

with the Junge coefficient c. ranging between about 3 and 5. r0 is an arbitrary particle radius, and b a 

concentration-dependent parameter. Then, the spectral attenuation coefficient ctp(X) of transparent particles in 

Eq. (2) follows another hyperbolic law:7-10'12'11 

* 3 - c j 
ctp(X)=k       J (4) 

The refractive index relative to water can vary from n = 1.05 for biogenic particles to 1.20 which is 
representative of minerals. Its actual value determines the height of the attenuation coefficient, but not its 
spectral shape according to Eq. (4), if particles follow a Junge distribution. 

3.2. Phytoplankton 

An essential characteristic of phytoplankton is its absorption due to chlorophyll a and other pigments, which is 
dominant at blue and red wavelengths.12-13 Plankton-specific absorption coefficients, refractive indices, and the 
size distribution determine the spectrum of the attenuation coefficient cpp

7-10. Depending on the values of these 
parameters, various kinds of curves can be obtained. Therefore, a basic spectrum cpp(X) for the attenuation 
coefficient of phytoplankton cannot be given in a simple analytical form as in Eq. (4) for transparent particles 
and must be calculated as a function of these parameters. 
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Phytoplankton biomass is commonly described by the cellular chlorophyll a content. However, degradation 
products of chlorophyll a such as phaeopigments cannot be distinguished from intact chlorophyll a in in vivo 
absorption measurements. Also, the specific cellular chlorophyll a content of different species can vary by one 
order of magnitude. Due to this, the interpretation of attenuation coefficients in terms of the phytoplankton 
concentration is subject to uncertainties.15 

3.3. Gelbstoff 

Gelbstoff is a pool of organic molecules of natural origin with very broad molecular size distribution. In a good 
approximation, the absorption coefficient can be sufficiently well represented by an exponential function 
expf-sXJ, where the parameter s is virtually constant in the 300-600 nm range. In oceanic waters, s takes on 
values of 0.01410.002 nm"1 typically.16 At wavelengths of above 600 nm, gelbstoff absorption is low and 
mostly negligible and needs to be considered only in terrestrial waters where gelbstoff concentrations are high. 

For convenience, the basic spectrum 

ad(X) = exp{-s(X-Xo)} (5) 

is normalised to unity at X  = 450 nm wavelength. 

4. DATA INVERSION IN REAL TIME 

The interaction of light with spherical particles is fully described by the Mie theory. The calculation of 
attenuation coefficients is strongly facilitated with particles having low refractive index n relative to the 
surrounding medium. Then, van de Hulst's approximation'7 holds for the efficiency factor Qart of a non- 
absorbing spherical particle: 

Qatt(P) = 2 ~(*/P) sinp+{*/p) (l-cosp) with      p = —(« -1), 
A, 

where r is the particle radius and X the wavelength of light in the surrounding medium. The approach to 
realise a fast algorithm for a data interpretation in real time does not allow to distinguish between 
phytoplankton and transparent particles. Therefore, paniculate matter is described by a single size distribution 

np and a basic spectrum cp of the same form as given in Eq. (3)-(4). Eq. (2) becomes: 

c(X)-cw(X) = 6cp{X) + yad{X), (6) 

The spectral attenuation coefficient c = 6c   of particles is then 
rmax 7 

cp(X) =    Y np{r) Qatt{r,X) nSdr. 
rmin 

The integral   must be calculated numerically, since it has no analytical solution. Considering the Junge 
distribution, Eq. (3), and transforming to the size parameter a = 2 nrjx = p/2(w -1), yields: 

3-c, 
X    J      "max   2-c- 

cpW = b j=^r   j    a     JnQatt{a)da. 
(2nr0)     J amin 

3-c- 
The spectral dependence of cp is given by the factor X    J , which is equivalent to the basic spectrum. The 
concentration-dependent parameter is: 

b        "max   2-c 
S = __    j    a     J nQatt(a)da 

(27rr0)     J amin 

625 



The integral R(cj)= \   a    J nQatt{a)da 

must be solved numerically. A hyperbolic fit yields R(cj) =677917c-1011 +0.5 , with amin= 0.01 and 
amax= 200, if a refractive index n = 1.16 is adopted. 

Evaluation of the unknown parameters cj, 5 and y in Eq. (6), which characterise gelbstoff and suspended 
particles, is done with attenuation measurements at three wavelengths, which are significantly different in 
terms of gelbstoff and particle attenuation. In the examples reported here, attenuation coefficients at 394, 504, 
and 776 nm wavelengths have been selected from the entire spectrum, which results in three independent 
equations (6). The linear parameters 5 and y are separated into two equations and substituted into the third one, 

which results in an expression of the type  {c(-l)-cw(A)}-/(c-) =min. A value of cj is found by 

minimising the left hand side with a number of subsequent measurements. Finally, 8 and y are determined by 
matrix diagonalization. With 5 and cj, the total particle volume - i.e. the seston volume, is calculated by 
integrating the size distribution: 

4     rm*x. , 
yp=-n 1 np(r)r * (?) 

5. INVERSION OF SPECTRA WITH MONTE CARLO METHODS 

The offline analysis of stored spectra allows a more detailed data interpretation, with algorithms that require 
higher computing time. It is then possible to distinguish phytoplankton with absorbing pigments and 
transparent particles. Moreover, no pre-defined refractive index n of particles is assumed. Instead, an optimum 
value shall be found by the algorithm itself. Pigment absorption of phytoplankton is taken into account with a 
particle index of refraction in its complex form: 

>»(A) = n(A)-in* (A) 
Then, van de Hulst's efficiency factor for absorbing particles^ 

Qatt(s'P)=2~4e sm(p-e)  
P 

2 2 
. -atone     .     , .cos   e     cos   e 

-4e cos(p-2e)—j-+ 4—j-cos2f 

P P 

can be utilised, with p = (« -1) = 2a(n -1) and e = arctan- 
A «-I 

Particle sizes can cover a range from about 1 urn, which is typical of picoplankton, to up to several 100 um. 
Nanoplankton with diameters of 2-20 nm generally dominates the total biomass. In many cases, the size 
distribution can be well described by a Gaussian function with a peak diameter at about 10 urn. For simplicity, 
this is approximated by a monosuspension with a particle number Nppfr^ per unit volume at an arbitrary par- 
ticle size r0 in this range. The optimum value of r0 for a given spectrum is estimated by the algorithm. 

With this assumption, the attenuation coefficient cpp of phytoplankton becomes 
2 

Cpp (A) = Npp Qatt {r0,n,n',X)xr0   . 

The imaginary part n' of the refractive index is related to the intracellular absorption coefficient apig with 
n'=apigX/*n- The absorption coefficient can be written as apjg = apjgCpig , with apj    the specific 

intracellular absorption coefficient given as m2/kg and Cpig the intracellular chlorophyll a concentration 

given as kg/m3. It follows for the chlorophyll a concentration due to N phytoplankton particles in the water col- 
umn: 
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d\\a = -nNr0
3Cpjg (8) 

A spectrum of the specific absorption coefficient a of in vivo algae is given by Smekot-Wensierski 15, which is 
assumed to well approximate the intracellular absorption coefficient apjg The real part of the refractive index 
is limited to the interval 1.038 .. 1.060, the intracellular chl a concentration Cpjg to 2 .. 14 kg/m^. 18 

The basic gelbstoff spectrum is given in Eq. (5). The exponential parameter s is set to 0.014 nm'l. Transparent 
particles are again assumed to be Junge distributed, Eq. (3), with Eq. (4) as the basic spectrum. Values of the 
Junge coefficient CJ are limited to the interval 3.3 ... 5.0. The calculation of attenuation coefficients ctp follows 
the same lines as described in sect. 4 for cp. 

In the forward direction, the attenuation coefficients of gelbstoff, transparent particles and phytoplankton can 
be calculated on the basis of parameters which determine their basic spectra and the concentration-dependent 
parameters given in Eq. (2). The inverse method, i.e. the evaluation of these parameters from a measured 
spectrum, is based on a similarity analysis: The optimum parameter set minimises the deviation between a 
measured and a reconstructed spectrum. This is done by searching for a minimum of the deviation function 

D = c(X)-cw(X)- ac*pp (X) - ßc*p (X) -ya*d(X) 

using a Monte Carlo routine, i.e. by subsequently selecting random values of parameters within their pre- 
defined intervals. The resulting value of D is stored together with the set of parameters used for its calculation. 
To find "good" values for non-linear parameters like CJ, random numbers are generated from an adaptively 
confined interval, which is necessary to find the absolute minimum of the deviation function. These adaptive 
interval restrictions are generated from the best 20 parameter sets which were stored. 

6. RESULTS 

The application of the data inversion method in real time as described in sect. 4 is demonstrated with a depth 
profile in the German Bight near the island Helgoland on May 27, 1994. The water column is well stratified, 
with a thermocline at 7 m depth separating warm surface water with low salinity from deeper cold water with 
higher salinity; below 15 m depth and extending to the bottom, a third water type with lower temperature is 
found (Fig. 2). The gelbstoff absorption coefficient in the near-surface water layer is about a factor of two 
higher than at depths below 7 m (Fig. 2). The depth profile of total particle volume (seston), derived according 
to Eq. (7), yields low values in the upper layer, a strong increase at the thermocline, and a further monotonic 
increase in the bottom layer (Fig. 3). The Junge coefficient cj of the particle size distribution is about 3.7 
between the surface and 15 m depth (Fig. 3). This result is near the value of cj which is often found''12 in 

marine waters. In the bottom layer, cj decreases monotonically between 15 m depth and the bottom. 
Apparently, the shape of the size distribution is constant in both water types of the upper water column, but 
flatter near the bottom due to the presence of larger particles. 

Substance-specific contributions to a reconstructed spectrum are shown in Fig. 4. and Fig. 5. The spectrum is 
taken from the measured data set in Figs. 2 and 3, from the German Bight. The data of the attenuation 
spectrum shown in Fig. 4 are reconstructed with the real time data inversion method, and in Fig. 5 with the 
Monte Carlo routine. Suspended particles are the dominant feature of the spectrum. With the real time data 
inversion the spectral contributions of the algae and transparent particles are added and the paniculate matter 
represents the spectral dependence of both. The Monte Carlo data inversion allows to discriminate the algae 
and the transparent particles (Fig.5). 
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Fig. 2: Depth profiles of temperature, salinity and 
gelbst off absorption coefficient aa (375nm) in the 
German Bight, 54°10'N, 8°05'E, on May 27, 
1994. 

German Bight May 27,1994 

Fig.3: Depth profiles of the total particle volume 
and the Junge coefficient Cj derived in real time, at 
the same position as given in Fig. 1. 

German Bight May 27,1994 
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Fig. 4: A spectral attenuation coefficient taken from        Fig. 5: The same measurement as in Fig. 4. The 
the data set in Figs. 2 and 3. The reconstruction is spectrum is reconstructed with the Monte Carlo 

done with the real time routine. method 
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7. CONCLUSIONS 

The transmissometer PAAL is suitable to measure spectra of the attenuation coefficient between the near 
ultraviolet and the far red with high spectral resolution. The built-in sensor calibration is important, if 
attenuation coefficients shall be derived with high stability and without biodegradation in moored applications. 

Algorithms have been developed which demonstrate the information content of attenuation spectra. This opens 
a way to interpret attenuation coefficients in terms of absorbing and scattering matter in the water column, 
which is of primary relevance in marine biology and chemistry. 

When performing depth profiles, a fast routine allows to derive specific data of the gelbstoff absorption 
coefficient, the total particle volume, and the shape of the size distribution, which is assumed to be of the 
hyperbolic type. Plankton blooms, which follow other types of size distributions, cannot be specifically 
identified in this profiling mode of operation. A more sophisticated Monte Carlo calculus, that can be used on 
stored data, allows to discriminate phytoplankton from other types of suspended matter. The same algorithm 
can be used e.g. in time series measurements on moored stations, if high data rates are not required, to derive 
detailed information on suspended particles and dissolved organic matter in time steps of minutes, that cannot 
be obtained with other methods. 
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NEW INSTRUMENT FOR SIMULTANEOUS MEASUREMENT OF THE 
DAYLIGHT FIELD S OPTICAL PROPERTIES ABOVE AND UNDER WATER 

K. Bochter, C. Wallhäußer 

DLR, Institute of Optoelectronics, P.O.Box 1116, 
D-82230 Wessling, Germany 

ABSTRACT 
Sequential measurements of the light field above and under water are affected by changes in the ambient light field. For 

correlated measurements, a new instrument is being developed, based on an imaging spectrometer with a "flat field" grating. Nine 
optical fibers connected to different light collectors are attached to the entrance slit. A slow scan camera equipped with a cooled 
area array CCD allows the simultaneous recording of all nine spectra in the range from 400 nm to 850 nm. The glass fibers are 
distributed into two groups. Two fibers are relayed to a unit measuring the downwelling vector irradiance and upwelling radiance 
above the water to determine the remote sensing reflectance and to detect light level changes. The remaining seven fibers are 
connected to a submersible unit measuring the light field parameters necessary to compute the in situ absorption spectrum of the 
water column, the change of mean cosine with depth, the Q-factor and other important apparent optical properties. 

Keywords: Spectrometer, irradiance collectors, calibration, absorption, mean cosine, water, ground truth, remote sensing 

1. INTRODUCTION 
Optical methods play an important role in quickly deriving quantitative information on water quality parameters of inland 

lakes and oceans. With remote sensing wide spread areas can be studied. For this purpose the German Aerospace Research 
Establishment (DLR) operates three airborne sensors, the imaging spectrometer ROSIS1, and the line scanners DAIS2 and 
DAEDALUS'. Data validation of these and also of satellite-based instruments is improved , if ground truth measurements are 
available. This was the motivation to construct a shipborne spectral radiometer, allowing to combine remote sensing information 
with measurements just above and inside the water column. To evaluate spectral light conditions and to characterize water 
constituents a variety of parameters is recorded. The mechanical construction of the instrument and signal linearity tests are 
completed. A procedure for absolute radiometric calibration of all light collectors is now being developed in order to provide 
reference data for atmosperic correction and to compute PAR, the photosynthetically available radiation. 

2. INSTRUMENT DESCRIPTION 

2.1 Design considerations and overview 
As our experience showed, the success of a cruise can be spoiled if spectra necessary to compute optical properties of the light 

field are not measured simultaneously. Passing clouds can change illumination conditions within seconds making it nearly 
impossible to receive correct results from sequential recordings. Thus we choosed a design that allows the coincident 
measurement of two above water and seven under water light field parameters by using an imaging spectrometer with an attached 
slow scan CCD camera. The light collectors are connected to the spectrometer by means of fiber optical cables. 

This approach is best suited to estimate the in-water spectral absorption coefficient from only irradiance measurements via the 
Gershun equation": 

,,    , 1 dE{X,z) 

£„(*,-)        dz 

Here E~ (z) = EA(z)- E„(z) is the net vector irradiance and E„'(z) the scalar irradiance ("vector" means cosine-weighting, "scalar" 
means equal weighting of the directions from which radiation impinges on a collector, " "" refers to under water properties). 

The absorption coefficient is the only inherent optical property extractable from passive measurements. One of the early 
instruments to evaluate the Gershun equation is reported by Hojerslev6. He obtained the derivative dE'{z)/dz by recording a depth 
profile. Under stable light conditions and with a calm sea surface in situ estimation of a(z) was possible. To our knowledge the 
first instrument that records all required quantities simultaneously was MARAS7. It measures E' at two depths and £,," at a 
position inbetween using six miniature collectors. An Ln sensor is attached too. 
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Small collector diameters are required to avoid self-shading for downward looking collectors8' 9. Therefore we applied 
Hojerslev's concept6 of measuring £ ' and £„". In contrast to In - collectors no light shields are necessary and sufficient 
miniaturization is possible. The angular response of the collector developed by Hojerslev is proportional to 1 + cos8, i.e. the 
signal is a linear combination of scalar and vector irradiance with equal weighting. Looking upward, such a sensor provides a 
signal proportional £„" + £". Looking downward means that 8 turns to 6 + 180° and cosG changes sign. In this case the collector's 
signal is proportional to £0" - £". Using a pair of collectors at the same depth looking in opposite directions, it is possible to 
compute £0' by adding and £" by substracting the signals. 

Measured properties 

above water: £,.\ L „* 

Glass fibers 

f cos - collector 

Hh"' 2n - collector 

I 1+cos - collector 

Ü radiance detector 

at depth z,: 
£■, £„' 

at depth z2: 
E\ £„", £,;, £„;, L,; 

Fig. 1: Schematic diagram of the concept of the instrument 

Tab. 1: Optical properties derivable with the instrument 

remote sensing reflectance "RS     ^u ' £<i 

vector irradiance reflectance * = £u7£d- 

Q-factor Q = E-IL; 

mean cosine M =£"/£„" 
depth derivative of mean cosine dp: /dz 
up - and downwelling parts of p" M-' Md 

absorption coefficient a 

backscatter coefficient bh*fa/R 

attenuation coefficients for 

- net vector irradiance K,, = (£")"' d£7d- 
- scalar irradiance K0 

- up and downwelling irradiances Ku, /Q, A:0I„ KM 

- upwelling radiance k,. 
I'depending on water type and illumination conditions" 
from depth profile 

Figure 1 illustrates how the collectors are positioned. 
Above water L* and £d

+ are measured. To evaluate 
Gershun's equation two pairs of 1+cos - collectors are used 
to obtain £„" and £" at two different depth. Spacing between 
the two working planes can be varied from 30 cm to 150 cm 
to adapt to different water turbidities. At z2 measurement of 
£„" provides the computation of £d". Additionally 
downwelling scalar irradiance and upwelling radiance are 
recorded. At present the cable length of the submersible unit 
is 25 m, manufacturing of an extension is possible. 

Table 1 shows a list of inherent and apparent optical 
properties like remote sensing reflectance, irradiance 
reflectance, mean cosine of the light field, and the 
coefficients of absorption, backscattering and diffuse 
attenuation, that can be computed from the instrument's 
spectra. All properties corresponding to a certain depth can 
be derived from one CCD exposure with the exception of 
the diffuse attenuation coefficients for up- and downwelling 
irradiances. These can be received from a depth profile. 
Additional information for modelling light fields are 
obtained by dp / dr . 
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2.2 Collectors and fiber optical cables 
The different types of irradiance collectors were constructed by using a strongly scattering but not absorbing (i.e. a white 

translucent) diffuser positioned in front of the glass fiber. Insensitivity against degradation by solar UV-radiation, no embedment 
of dirt at its surface, wavelength independent scattering characteristics and neglectible fluorescence are important attributes the 
diffuser must have. Only teflon", plexiglass12 and ceramic7 are known to be more or less suited. For best machining and light 
thoughput we selected plexiglass GS072 (Röhm). To obtain well-defined angular response, the design of the diffusers and the 
cos - collectors' light shields was optimized. The machining precision of these parts must be within some 10 |am. 

To measure the angular response the collectors were rotated in a collimated beam of white light by means of a step motor. 
Thereby the signals were recorded automatically every 0.9° with a photodiode. As the angular characteristics depends on the 
surrounding medium, the £/ sensor was optimized in air, the others under water. We simulated the sensor's accuracy under real 
light field conditions by computing irradiance errors s with1': 

JV^i) 1(0;) sinG; A6 
i  

(2) 

where V(Q{) is the normalized signal of the different types of collectors recorded at the discrete angular values 9, and u<8;) is their 
idealized response. Two measured radiance distributions , a strongly peaked and a wide spread, nearly asymptotic one, were 
selected for the simulations and azimuthally averaged to render L (8,). Computed irradiance errors are accounted for in the 
radiometric calibration procedure. Further improvement can be obtained by measuring the wavelength dependency of the relative 
errors. The sensors were tested for long-time signal drifts under water. After 20 hours deviations were less than 1 %. 

1+cos - collector: Figure 2 shows the optimized version and its angular response. The diffusers shape is a hemisphere with 
3 mm radius. Light impinging from behind is enhanced by a free space between the hemisphere and the mounting. Also displayed 
are the normalized angular responses of £0" and £". The second sensor looking in the opposite direction, which is necessary to 
obtain these properties, was simulated by shifting the collector's response curve by 180°. £0" was computed by adding the shifted 
curve to the unshifted, £" by substracting it. Since the angular response errors of £" and £„" are similar in magnitude at all angles 
of incidence, the influence of the light field's shape on £" and £0" is expected to be of the same amount, leaving computed a 
unaffected. For both above-mentioned light fields the simulated irradiance errors in £„' are about 1 % larger than the 
corresponding errors in £". Changing the radiance distribution from peaked to asymptotic shape results in about 0.15 % deviation 
in both £" and £„". 

White plexiglass 

Stainless steel 

,poxy resin 

Glass fiber ■180°       -120° -60° 0° 60" 
angle of incidence 

120° 180" 

Fig. 2: Outline drawing of the 1 +cos -collector and its angular response (*), computed angular 
responses of £" (■) and £„" (•) and their error curves (dashed lines are ideal responses) 

cos - collectors: These are 12 mm in diameter. Light stops are constructed according to Smith's proposal12 to increase the 
collecting efficiency at large angles of incidence. The angular response accuracy of the submerged version is better than ± 2 % at 
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angles between 0° and 63° and better than ± 10 % up to 87°. Simulating up- and downward looking gives 0.7 % deviation for the 
peaked and half as much for the asymptotic light field. The irradiance error between the two radiance distributions is 0.5 % for 
both up- and downward looking cases. For the air-optimized version the accuracy is better than ±13% at angles between 0° and 
70° and better than ± 10 % up to 85°. 

2TT - collector: To get equal response for all angles the diffuser shape is a sphere7 with 3 mm radius. The end of the glass fiber 
is located within the sphere, about 1.5 mm from the back. Distinct sensitivity cut down at the edge of the field of view is obtained 
by a large light shield of 10 cm diameter. The angular response accuracy of the collector is better than ± 1 % between 0° and 75° 
decreasing to - 5 % at 83°. where the light stop begins shading. The irradiance error between up- and downward lookin° is ? 5 % 
the influence of the light field's shape is neglectible. ° 

The sensors are connected with the spectrometer by two different kinds of fiber optics. Between the diffuser and the 
instrument housing the light is guided by PCS fibers of low OH" type, with a numerical aperture NA = 0.4, for best transmission 
Fiber diameter is 300 urn for upward and 600 urn for downward looking collectors. To adapt to the spectrometer's numerical 
aperture quartz/quartz fibers with NA = 0.22, 200 urn diameter and 2 m length are used within the housing. By combinin« a hi-h 
NA cable with firmly mounted low NA fibers acting as mode strippers it was intended that the signals become independent on 
bending the support line. That is true for the 300 urn fibers. No change in signal could be detected whether the 25 m cable was 
spooled or straight. However, the amount of light carried through the 600 urn fibers is altered by 5 % This problem can be 
avoided by hanging the support line overboard while recording a depth profile, thereby keeping the amount of bending constant. 

2.3 The spectrometer unit 

A bundle of four quartz/quartz fibers is coupled to the 600 urn, and one fiber to the 300 urn PCS fibers In this way the weak 
signals of the downward looking sensors are magnified by a factor of 4 through binning the respective CCD lines The'other ends 
of the quartz/quartz fibers are stacked and cemented on a 50 urn slit. Between fibers belonging to different collectors darkened 
fiber fragments of the same diameter are inserted. The slit is mounted on a f= 140 mm spectrograph CP 140-202 (Instruments 
S.A.) which is equipped with a holographic "flat field" grating. A 1:1 image of the entrance slit is produced on the focal plane 
thereby forming wavelength splitted light stripes separated by means of the mentioned dark fibers. Figure 3 shows an ima»e taken 
with the attached CCD detector TH 7895A (Thomson Semiconductors). This sensor consists of 512 x 512 pixels of 19 urn ed^e 
length. Wavelength is recorded from 400 nm to 850 nm. Since the grating's astigmatismus correction is unsufficient the 
wavelength resolution depends on the vertical position of the light stripe. It varies from 3 nm in the central area to 9 nm a. 
pos.tions which are only 3 mm outside the center. Within a stripe it is almost constant. The middle region with the hi-h 
wavelength resolution is used by the Ed and Lu

+ collectors. Their signals remain constant during lowering, whereas the signals of 
the submersible unit decrease exponentially. Therefore the £/ sensor's diffusor is made of a less translucent plexiglass and the 
L detector is provided with an aperture stop, damping the signals by a factor of about 20. This allows longer exposure times 
when the under water light signals become weak. 

Fiber bundles of 
downward looking 
collectors 

Fig. 3: CCD image showing 9 separated spectra (left), fiber stack at the slit position (right) 
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The slow scan camera was supplied by the company Schneider Systemtechnik, Germany. During readout of the full frame 
CCD, when the generated electrons are transported through the image zone with 1 MHz pixel clock, a mechanical shutter keeps 
the CCD dark and prevents the smearing of the signals. Digitizing is done with 14 bit resolution. To reduce electronic noise, 
pixels of each wavelength channel within a stripe are binned together on the CCD. Electrons contributing to the output signal are 
not only generated by impinging light but also by thermal effects resulting in large dark signals of the binned stripes at longer 
exposure times. Therefore a Peltier cooler was installed which lowers the CCD temperature by about 35 K, allowing exposure 
times up to 15 s. 

3. CALIBRATION 

3.1 Slow scan camera and spectrometer inherent effects 
For correcting dark signals the CCD detector is provided with masked reference pixels. A dark model is established that 

correlates the dark signals of pixels within a light stripe to the reference pixels on both sides. The measured correlation was 
strictly linear. Two exposures of 50 ms and 15 s with closed shutter are sufficient to derive coefficients for dark correction at all 
other exposure times. The procedure must only be repeated from time to time when ambient temperature changes markedly. 
Nonlinearity of the CCD camera with changing light intensities but constant exposure time of 100 ms was analyzed by 
positioning a chopper wheel with 20 windows in the measuring light beam. Closing the windows one by one reduced the light 
througput in steps of 5 %. Triggering the camera with the chopper wheel and synchronizing exposure time with rotation 
frequency ensured that no light entered the spectrometer when the shutter opened or closed. The measured linearity depends on 
the amount of pixel-lines binned to a stripe and is within ± 0.5 %. Correction is made by a polynomal fit. The performance of the 
camera was also tested by keeping the illumination constant but varying the exposure times. The deviations were negligible. 

Small amounts of cross talk among the light stripes (worst case 1 % at the infrared and blue end of the spectra, 0.2 % from 
green to red for adjacent stripes) are caused by the grating. As the signal values of different collectors can differ strongly, a large 
dynamic range is necessary. Therefore the measured cross talk from one light stripe to the others is corrected for. Thereby the 
correction for diffusely scattered light is included. 

3.2 Absolute radiometric calibration 
in the following a procedure is described by which all collectors can be related to a gauged irradiance standard. This standard 

is used to calibrate the /,„"* sensor. Combining the sensor with a white reflectance standard positioned in front of its lense gives a 
device with cosine weighting of incident radiance, from which the £d

+ and £„" collectors are calibrated. For the under water 
collector the result must be multiplied with the wavelength dependent immersion factors"'2. The next steps are carried out in the 
natural environment of the submersible unit, e.g. in the light field of a lake. As the signals of the different sensors must be 
intercompared, this in situ calibration gives best performance. The collectors are lowered twice to the same depth, first all looking 
upward and then all looking downward. Within this short period of time stable light conditions are necessary. All required 
information is obtained by the two recordings. From the calibrated cos - collector's data Ed and £„" are obtained. Subtracting the 
signals of each up- and downward looking gives results proportional to £" which are calibrated by comparing them to £d" - £„". 
Adding the signals of the 1+cos - collectors provides calibrated £„', which is then used to calibrate the 2% - sensor. 

For under water calibration of the Lu" sensor the reflectance standard is replaced by a white teflon disk. The signal of the 
radiance sensor looking downward on the disk is compared to the upward looking cos - collector. The disk is calibrated to the 
standard in air anticipating that the reflectance of teflon changes only negligible when it is submerged. Another way to calibrate 
the /.„" sensor is to estimate its immersion effect. The same experimental arrangement can be used as with the cos - collector, only 
changing the illumination from collimated to diffuse. Both methods incorporate some uncertainties. Comparison is planned. 

Once the required coefficients are established, radiometric calibration is carried out more easily by checking each sensor with 
the irradiance standard for signal deviations. A highly automated software written with LabVIEW® (National Instruments) is 
being developed to support all calibration steps, wavelength calibration and also recognizing the light stripe's boundaries on the 
CCD. 

4. DISCUSSION 
The signals of 2 above water and 7 under water sensors, split to 512 wavelength channels, provide extensive data sets relevant 

to remote sensing of water color, modelling the water column's light field and deriving its constituents by optical means. With a 
cable length of 25 m the instrument is designed for inland lake and costal zone applications but can also be used in the open 
ocean. Measuring all parameters simultaneously makes the device insensitive to changes of radiation impinging on the water 
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surface during exposure. Changes of above water illumination during recording a depth profile can be accounted for by the Ed 

sensor. Focusing effects of surface waves may influence the light intensities at the two working planes of the submergible unit 
differently, undermining the advantages of coincident measurement. If this problem arrises, time averaging of the signals will 
help. 

One remark must be made in deriving the absorption coefficient from the measured quantities. It is essential to know at what 
depth between the upper and lower working plane E„(:) must be evaluated to use it in Gershuns law. The scalar irradiance can 
vary markedly between r, and :2 in some wavelength regions whereas in others the depth difference may be just enough to 
evaluate the signal differences in £". Deriving a is also affected by changes in the angular distribution of the light field within the 
regarded depth interval. As the distance of the working planes is variable with our probe, a future goal is to take data series and 
see whether extrapolation to zero spacing and deriving algorithms to select the adequate E0(z) is possible for different water 
types. 

In the last decade bio-optical models have been developed to relate reflectance and diffuse attenuation coefficients to inherent 
optical properties and water constituents. Only little work has been done on the evaluation of jT and djl / d: which are 
computable from the measured spectra. The sun beam spreads through scattering by suspended particles and water molecules. 
Thus du I dz should give a rather accurate possibility for estimating the scattering coefficient b. However, the ansular 
distribution of the under water light field is also influenced by absorption. But knowing a, it is expected to obtain a better 
approximation of b rather than estimating it from diffuse attenuation coefficients only. To decrease influence of the ship's shadow 
on the measurements, a 4 m long outrigger is installed on the bow of a research vessel operating at Lake Constance. 
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Hi-Star: A spectrophotometer for measuring the absorption and 
attenuation of natural waters in-situ and in the laboratory. 
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ABSTRACT 

A new submersible spectrophotometer with 3.3 nm spectral resolution throughout the visible range, 400 - 730 nm, has been 
developed for the Navy. Within the sample chamber, the Hi-Star incorporates an optical configuration similar to that of the 
existing WET Labs ac-9 dual path absorption and attenuation meter. The absorption path includes a reflective tube to 
collect the scattered light throughout the sample volume while the attenuation path uses conventional transmissometer 
optics. The Hi-Star uses fiber optics to couple a single white light source into the two sample optical paths and a reference 
path. The absorption and attenuation receivers consist of primary collection optics which couple the light into two 
spectrometers. A third spectrometer is used to directly measure the light from the reference path. Data collected from the 
absorption and attenuation paths are subsequently reference normalized to correct for changes in the lamp output over time. 
The Hi-Star is designed to be used either in a continuous flow mode or with discrete samples in cylindrical cuvettes, thus 
making it suitable for both laboratory or field applications. 

We show preliminary data collected with the Hi-Star instrument both in the laboratory and in-situ. Laboratory tests will 
include determination of basic instrument coefficients and determination of the mean scattering error for the absorption 
measurement. Field results are also presented using the instrument in both bench-top and in-situ profiling operation modes. 

Keywords: absorption, attenuation, measurements, instrumentation, spectrophotometer 

1. INTRODUCTION 

During the past ten years substantial effort has been expended in the development of new sensors for determination of the 
in-situ spectral absorption and attenuation coefficients of natural waters. Methodologies employed included the isotropic 
absorption meter', the diffuse source attenuation meter2, a fiber coupled, ship based spectrophotometer3, and the reflective- 
tube absorption meter4. 

In 1993 WET Labs, Inc. produced the ac-9, the first commercial product for in-situ determination of the spectral absorption 
and attenuation coefficients at nine wavelengths. This instrument coupled two collimated white light sources with a filter 
wheel to produce dual beams which propagated through a fixed pathlength. The attenuation receiver employed 
conventional collimating optics5 while the absorption beam used the reflective-tube and a large area receiver6. The ac-9 has 
provided an important link between inherent optical property measurements and physical and biological processes occurring 
within the water column7. The instrument has demonstrated the special considerations required for temperature and salinity 
in performing in-situ determinations of the absorption and attenuation parameters8. And it has shown good agreement 
with conventional filter pad methodologies in determination and discrimination of biological components within the water 
(Ivey, J.E., personal communications). 

Over the past three years the ac-9 has been applied in numerous applications including ground truthing for remote sensing, 
fine scale vertical structure and dynamics studies, and in-situ chemical analysis. While these uses of the instrument clearly 
demonstrated the importance and potential of measuring spectral inherent optical properties, they also pointed to the 
instrumental limitations of the device. In short, they created a need for a technological evolution which would incorporate 
higher spectral resolution, lower power consumption, improved stability, more compact packaging, and greater flexibility in 
deployment. 

In response to these requirements we have developed the Hi-Star. The Hi-Star is an underwater spectrophotometer designed 
to measure the absorption and attenuation coefficients of water samples. High resolution is obtained by collecting light 
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transmitted through the sample path and coupling it into a fiber-coupled miniature spectrometer. The Hi-Star has a 3.3nm 
spectral resolution throughout the visible range, from 400 to 730nm. Here we present an overview of the instrument design, 
including a discussion of the optical layout and the electronics. Data is presented from a profiling deployment in 
Eastsound, Washington. We also show data collected using the Hi-Star in the laboratory, including a dilution series of 
polymer microspheres and a sample phytoplankton culture. 

2. INSTRUMENT DESIGN 
Instrument Layout 

ir 

CONTROL ELECTRONICS 

ABSORPTION SPECTROMETER 

ATTENUATION SPECTROMETER 

REFERENCE DETECTOR 

RECEIVER OPTICS ASSEMBLY <c> 
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TRANSMITTER OPTICS ASSEMBLY 

SOURCE/MIXER ASSEMBLY 

TRANSMITTER FIBER ARRAY 

The Hi-Star can be broken down into four main components: the 
yoke, the transmitter pressure can, the receiver pressure can, and 
the flow assembly (see Figure 1). The yoke is designed as the main 
mounting block for all of the transmit and receive optics. The yoke 
is machined from a single block of aluminum, thus significantly 
increasing the overall mechanical stability of the instrument. The 
transmitter is comprised of a fiber coupled source and collimating 
optics. The receiver optics, three fiber-coupled miniature 
spectrometers, and the control electronics are all housed within the 
receiver pressure can. The center of the yoke serves as the sample 
volume. A flow assembly, which slides into place within the center 
of the yoke, contains both the absorption flow cell and the 
attenuation flow cell. A similar sample cell has been designed to 
hold two 10cm cylindrical cuvettes, allowing the user to perform 
measurements of absorption and attenuation in the laboratory with 
discrete samples. 

Optics 
In order to minimize the overall dimensions of the instrument, 
reduce the power consumption, and limit the amount of heat 
generated by the instrument, the Hi-Star utilizes fiber optics to 
separate the light from a single source. Three miniature 
spectrometers are used to receive the transmitted light, separate the 
white light into its spectral components, and measure the relevant 
intensities. Figure 2 shows the basic optical layout. 

Figure 1. Hi-Star instrument layout. 
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Figure 2. Optical layout of the Hi-Star showing the three main optical paths: absorption, attenuation, and reference. 
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The white light source is a tungsten miniature lamp which operates at about 2600 Kelvin. The lamp is mounted within the 
yoke, allowing the heat generated by the 2.5 watt bulb to be dissipated easily. In order to eliminate imaging of the filament 
structure, the bulb is frosted and a 50mm square optical mixer is coupled directly to the lamp. The output of the mixer is 
coupled to a trifurcated silica fiber bundle, which splits the light into three paths: the absorption sample path, the 
attenuation sample path, and the reference path. The fiber bundle is designed to balance the amount of light coupled into 
each path based on optical losses specific to each path's configuration. 

A glass color correction filter is used at the output of each leg of the fiber bundle in order to balance the relative levels of 
intensity from the blue to the red regions of the spectrum. This is important because it allows us to use a constant 
integration time when collecting data from the spectrometer's photodiode arrays. The light for the absorption and 
attenuation sample paths is collimated using 40mm achromat lens before it travels through a 11cm sample path. The 
absorption path contains a quartz tube in the flow cell which effectively reflects scattered light, based on the principle of 
total internal reflection, to the receiver optics. 

The absorption receiver is comprised of a Light Shaping Diffuser mounted directly behind the pressure window and a 
30mm achromat lens to collect the diffused light and concentrate it upon the receive fiber bundle of the spectrometer. The 
attenuation receiver uses a 30mm achromat lens to focus the collimated light down to a diffuser aperture. The spectrometer 
input fiber bundle is mounted directly behind the diffuser aperture at a distance that maximizes the amount of light 
collected based on the fiber optic's numerical aperture and core diameter. Hi-Star uses three miniature spectrometers, one 
for each of the three optical paths to receive the transmitted light and separate the light into it's spectral components using a 
grating blazed at 340nm. The spectrometer uses a 256 pixel photodiode array to measure the light intensity from 300 to 
1150nm with a resolution of 3.3nm. The Hi-Star electronics selects the pixels corresponding to the 400 to 750nm range 
and processes the output. 

Electronics 

The Hi-Star uses a 16-bit microprocessor to control the three miniature spectrometers. The spectrometers are sampled in an 
interleaved high-speed sequence which collects and digitizes over 100 pixels of data from each of the three spectrometers in 
approximately 9 milliseconds. The amount of time between spectrometer samples, the integration time, is controlled to a 
fraction of a microsecond by an internal hardware timer in the CPU. The readout sequence is an uninterrupted sequence of 
processor instructions which maintains timing accurate to a within a few nanoseconds for each collection cycle. 

The miniature spectrometers used by the Hi-Star are serial clocked devices. Each spectrometer transfers the stored charge 
from the photodiode array to an amplifier which converts the charge to an output voltage. The Hi-Star electronics integrates 
these output voltages and holds the integrated peak value until it is digitized by an 16-bit A/D converter. The low-noise 
design of the Hi-Star electronics results in output values which typically have short-term noise of less than two to three 
counts or about 200 microvolts.   A block diagram of the electronics is show in Figure 3. 
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Figure 3. Block Diagram of the Hi-Star Electronics. This diagram shows the relationship between the 
spectrometers and the CPU. 
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In order to reduce thermal problems and long-term drift, the Hi-Star uses the same integrator and A/D converter for all 
three spectrometer channels. The three spectrometers are clocked in a round-robin fashion: Pixel 1 from each of the three 
spectrometers, then pixel 2, pixel 3, etc. This ensures that all pixels from the three spectrometers have the same 
integration time and that the spectrometers start and stop integrating photons within 24 microseconds of each other. This 
interleaved sampling ensures that the three spectrometers are sampling the same water sample and removes any short-term 
variations in the lamp output, since the reference is sampled at the same time as the signal channels. 

The Hi-Star operating firmware clocks out unused pixels, but does not integrate or digitize the values. This reduces the 
time required to collect the data. Since the processor cannot be interrupted during the data collection, it is helpful to reduce 
the sampling time so that other time critical events, such as real-time clock ticks and serial input, will be disrupted to the 
minimum extent possible. 

Performance Characteristics 

In order to accurately determine the behavior of the Hi-Star in the field, the instrument was characterized for: a) the 
scattering error in the absorption measurement, b) precision, c) instrumental temperature compensation, and d) short term 
stability. 

In order to accurately measure absorption using a measurement of the transmitted light it is necessary to collect all of the 
light scattered throughout the sample volume. The reflective tube absorption measurement collects scattered light, however, 
a certain percentage of the photons never make it to the detector. Losses occur when photons in the flow cell are scattered 
at angles greater than the critical angle. Photons are also lost at the interface of the flow cell and the receive optics. In 
order to characterize the Hi-Star's absorption measurement, a dilution series was performed using 5.01 micron polymer 
microspheres. Figure 4 shows the result of this characterization experiment. Since the amount of scattered light collected 
at the absorption receiver is dependent on the collection efficiency of the diffuser, the specified diffuser angle of the Light 
Shaping Diffuser used in the Hi-Star becomes a critical factor. Tests with higher diffuser angles (10° through 20°) have 
revealed improved collection efficiency, however, the overall throughput of light is significantly reduced resulting in 
increased levels of noise. The calculated scattering error with the instrument's current optics configuration results in 
approximately a 35% scattering error. 
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Figure 4. Dilution series of 5.0um polymer spheres. 
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Figure 5. Measured precision of both the absorption 
and attenuation signals. 

The measured precision of the Hi-Star was determined by calculating the standard deviation of 30 spectra with a 1 second 
time constant. The resulting precision versus wavelength is plotted in Figure 5 for both the absorption and attenuation 
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paths. The precision is not as high in the blue region of the spectra compared to the precision from 500 to 730nm, which 
averages a value of 0.0008 m"\ because of the absolute decrease in intensity of the white light source in this portion of the 
spectra. 

In order to characterize the effects of temperature the Hi-Star was placed in a temperature bath with the sample flow volume 
sealed and filled with Argon to prevent any moisture from condensing on the windows. The water in the temperature bath 
was gradually reduced from approximately 30 degrees Celsius to 7 degrees Celsius while data was collected. In order to 
compensate the instrument for temperature effects experienced in the natural ocean environment, a linear temperature 
correction algorithm based on the temperature calibration tests is applied in the Hi-Star's software program. 

With the temperature compensation algorithm applied, the short term stability of the Hi-Star is improved. Data was 
collected over 15 hours and averaged over 20 samples, resulting in a 4 second time constant. The average deviation for 
each channel was less then 0.002 m'1 over the entire time interval. 

3. DATA 

The Hi-Star was deployed in the field during August 1996, in Eastsound, Washington. The instrument was used in a 
profiling mode of operation using a Seabird pump to continuously flow water through the sample volume of the Hi-Star. 
Figure 6 shows some of the data collected during a 30 meter cast. The first plot shows a plot of the absorption coefficient at 
677nm. The second plot shows consecutive absorption spectra collected through the first layer, indicated by the label 
'Depth 1' in the profile plot. The third plot shows consecutive absorption spectra collected through the second layer, 
indicated by the label 'Depth2' in the profile plot. The chlorophyll absorption peak appears at about 677nm. 
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Figure 6. Profile of the absorption coefficient at 677nm during a cast in the Eastsound, Wa (left). Consecutive absorption 
spectra through the first layer at 1.7 meters, depth 1 (center) and the second layer at 12.4 meters, depth2 (right). 

The absorption of several different phytoplankton species were measured in the laboratory using a 10cm cylindrical cuvette. 
Figure 7 shows a set of measured absorption spectra for a sample collected at a 200msec sample rate (5 spectra/second). 
An initial scattering correction was performed by subtracting a baseline absorption measured at 730nm, assuming that there 
is no absorption by phytoplankton at this wavelength. 
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Figure 7. Measured 
absorption spectra for a 
phytoplankton laboratory 
culture: Prymnesiophyceae 
Isochrysis galbana. The 
plot contains a set of 
consecutive spectra taken at 
a 200msec sample rate. 
This data was collected 
using a 10cm cylindrical 
cuvette in the Hi-Star's 
sample path. 

4. DISCUSSION 

The initial characterization of the Hi-Star has proven to be comparable to the existing WET Labs ac-9. The precision of the 
instrument is approximately 0.003 m"1 in the blue and 0.001 m"1 in the green and red regions of the spectrum. The 
scattering error in the absorption measurement is about 35% with the current configuration, however, we intend to improve 
this by using a higher angle Light Shaping Diffuser. In order to accomplish this we will need to increase the absolute 
amount of light energy in the 400 to 450nm range, by using a higher temperature tungsten source or by further improving 
our fiber optic mounting to allow for a more efficient coupling of the lamp to the three optical paths. The short term 
stability of the instrument after temperature corrections are applied results in a 0.002 m"1 deviation over 15 hours. 
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Measurements of the attenuation coefficient of a lidar in the Southern California Bight 

James H. Churnside 

NOAA Environmental Technology Laboratory 
325 Broadway, Boulder, Colorado 80303 

ABSTRACT 
Measurements were made of the attenuation coefficient of the National Oceanographic and Atmospheric Administration 

(NOAA) lidar from a ship in the Southern California Bight in September 1995. The region from about 5 m to about 30 m in 
depth was covered. The laser was linearly polarized, and the receiver was operated with the same polarization, the orthogonal 
polarization, and a polarization angle of 45 degrees, so that the first three Stokes parameters of the scattered light can be 
estimated. 

KEYWORDS: Ocean Optics, Lidar, Optical Attenuation 

1. INTRODUCTION 
The NOAA R/V David Starr Jordan was operated for three weeks in September 1995 with a lidar mounted on the flying 

bridge and directed down into the water. It was located at a height of 10.3 m above the water, and directed outward at an angle 
of 15°. During a portion of this cruise, lidar and in-situ measurements were made on a rectangular grid of 4 by 6 stations. The 
area covered was in the Southern California Bight, generally between San Diego and San Clemente Island. 

The lidar source was a frequency-doubled, Q-switched Nd:YAG laser, linearly polarized parallel to the plane of 
incidence. The receiver consisted of a lens that collected the scattered light onto a microchannel plate detector. An interference 
filter was placed in front of the detector to limit background light. A rotatable polarizer in front of the filter was used to make 
measurements of the parallel-polarized return, the perpendicular-polarized return, and the 45 "-polarized return at each station. 
The detector was triggered to begin each measurement at a depth of 10 m, and useful signal was generally received down to a 
depth of 30 to 40 m. The detector output was passed through a logarithmic amplifier and this signal was digitized and stored in 
the computer. About 1000 lidar pulses of each polarization were recorded at each station. The lidar parameters are presented 
in Table 1. 

Table 1. Lidar transmitter and receiver parameters. 

Transmitter Wavelength 532 nm 

Pulse Length 15 nsec 

Pulse Energy 67 mJ 

Pulse Repetition Rate 10 Hz 

Beam Divergence 43 mrad 

Receiver Aperture Diameter 17 cm 

Field of View 26 mrad 

Optical Bandwidth 10 nm 

Electronic Bandwidth 100 MHz 

Sample Rate 1 GHz 

Two packages with in situ optical measurements were lowered into the water at each station. One was a NOAA 
package that included a Sea Tech 25-cm transmissometer and a Chelsea Aquatrak fluorometer. The other was a Scripps 
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package that included a Biospherical Instruments underwater radiometer, a second Sea Tech 25 cm transmissometer, a 
WetLabs Wetstar fluorometer, and a Sea Tech light scattering sensor belonging to NOAA. 

2. LID AR DATA 
In homogeneous water, the return signal from a lidar will experience an exponential decrease with propagation 

distance that is in addition to the geometric loss.1"4 For a nadir-pointing lidar, the signal can be represented as 

S(z) 
, exp(-2(Xz) 

(z+nh)2 (1) 

where S is the signal at a particular depth, C is a parameter 
that depends on the geometry and lidar parameters, a is the g- 
lidar attenuation coefficient, z is depth, h is the height of B 
the lidar above the water, and n is the index of refraction 
of water.   Note that C is (nhf times the signal at the 
surface, and has units of V m2. 
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A typical lidar trace is presented in Figure 1. 
This particular shot was for a parallel polarization. The 
detector was triggered at a depth of 10 m. There is some 
ringing of the signal when the detector is first turned on, 
and this region was not used in the analysis. The peak at 
about 17 m is an artifact of the trigger circuit; it is 
consistent throughout the data and was also not used in the 
analysis.    The smooth line is a fit of Eq.  1 plus a o 10 
background component to the data using three points 
along the curve. For this case, the amplitude parameter C Fi8ure * Typical lidar trace and a smooth fit that includes 
was 4.73 mV m2, the lidar attenuation coefficient was geometric and exponential losses of signal. 
0.109 nr1, and the background level was 2.22* 10 "4 V, 
which corresponds to 6.9 dB in the figure. The data and 
the curve agree fairly well. This agreement was typical, 
and suggests that the lidar attenuation coefficient was not 
a strong function of depth in this region. 

Data were collected in 1-minute segments. A 
portion of that time was used for data storage and a 
background light measurement. This left 500 lidar pulses 
of useful data from each segment. Two segments of each 
polarization were recorded at each station. For each lidar 
pulse, the return waveform was analyzed to obtain the 
three parameters. The background levels were small and 
very consistent from pulse to pulse. The amplitude varied 
significantly from pulse to pulse because of surface 
losses. The average variability for all stations was 35%, 
with individual values ranging from 27% at station 11 to 
46% at station 9. However, the mean values over 1000 
pulses should be accurate to about 1%, assuming that the 
fluctuations of the surface are independent from pulse to 
pulse. 

Figure 2 Signal amplitude, C, as a function of longitude for 
Figure 2 is a plot of the average returns for each stat'ons 7-11 in the first transect (circles) and stations 12-16 in 

of the stations, plotted as a function of the longitude at the the second transect (squares). 
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Station. This quantity is the total return; it is the sum of 
the co-polarized and the cross-polarized values. Each of 
the two transect lines is shown with a different symbol. 
The signal level generally decreases with increasing ^ 
longitude, which implies that the signal is decreasing as 
the distance from shore increases. This seems like a 
reasonable trend. One would expect that there would be 
more scattering particulates nearer to the coastline. The 
two transect lines have very similar values, and both show 
the same trend. 
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The pulse-to-pulse fluctuations in the inferred 
attenuation coefficient were much smaller, with an 3 
average value of 6.8% for the 10 stations. Figure 3 is a w 
plot of the attenuation coefficients for the co-polarized 1- 
return as a function of the signal level. There is a general 
trend of decreasing attenuation with increasing signal 
level, with the notable exception of station 12. This trend 
seems to imply that the particles in the water are getting 
bigger as the signal level increases.  If the particle size 

0.09  - 

0.08 

SIGNAL LEVEL 
distribution were the same, signal level and attenuation Figure 3 Attenuation coefficient a as a function of the signal 
would both increase with increasing numbers of particles. level for statj0ns 7-11 in the first transect (circles) and stations 
If the  number  density  of particles  were  constant, 12-16 in the second transect (squares). 
increasing particle size would lead to greater backscatter, 
which implies larger signal level, and also would lead to more scattering at small angles in the forward direction, which 
implies smaller attenuation of the signal. 

Figure 4 is a plot of the attenuation coefficient 
for the cross-polarized return as a function ofthat for the 
co-polarized return. The dashed line is a linear 
regression, which is 

oc„ 1.15a     - 0.0126, (2) 
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o From this, we infer that the attenuation at the two 

polarizations is about the same. To look at this another Jj 
way, we calculated the average difference between the co- ^ 
polarized and the cross-polarized attenuation coefficients w 
and got a result of 1.56x10'" ±3.49xl03. Thus, there is ^ 
no statistically significant difference between the two 
components down to a confidence level of 3.5%. 
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The near equality of the attenuation coefficient 

for the co-polarized return and the cross-polarized return 
is somewhat surprising. One might expect that multiple 
scattering would remove photons from the co-polarized 
component of the beam and add them to the cross- Figure 4 Attenuation coefficient of the cross-polarized lidar 
polarized component as the beam propagates down return as a function of coefficient for the co-polanzed return, 
through the water. This mechanism would tend to make Stations are labeled as in Figure 3. 
the co-polarixed attenuation greated than the cross- 
polarized attenuation. This does not seem to be happening to any significant extent. 
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3. TRANSMISSOMETER DATA 
The transmission of the water was measured directly using a SeaTech transmissometer with a 25-cm path length. 

This instrument measures the transmission at a wavelength of 660 nm. For comparison with our lidar system, we use the 
results of an emperical relationship by Voss5 

c(532nm) = 1.18c(660nm)  - 0.419, (3) 

where c is the beam attenuation coefficient (in m"1) inferred from the transmissometer 
measure beam attenuation coefficient exactly, however, 
because of difficulties in rejecting light scattered at very 
small angles.  It actually has a field of view of about 31 
mrad, which between the beam divergence angle and S 
receiver field of view of our lidar. For this reason, we might N 

expect there to be some degree of correlation between the < 
beam attenuation coefficient, c, as measured by this 
instrument and the attenuation coefficient of our lidar. 

The transmissometer does not 

O 
Q. 

I 
o o 
z 
o Figure 5 is a plot of the beam attenuation 

coefficient, as measured by the SeaTech transmissometer at 
a depth of 20 m, and the lidar attenuation coefficient for the 
co-polarized signal at the 10 stations where measurements w 
were made. The correlation, about 88%, is clear from the 5 
figure. The dashed line is the best fit line through the a: 
points, and is given by Q 

a = 0.223c + 0.0686. (4) 
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BEAM ATTENUATION AT 20 m 
Figure 5 Attenuation coefficient for the co-polarized lidar 

It is interesting that, despite the good correlation between return as a function of the beam attenuation coefficient 
the lidar attenuation coefficient and the measured beam measured at a depth of 20 m. Stations are labeled as in Fig. 4. 
attenuation coefficient, the slope of the line relating them is 
not unity; a seems to vary much less than c. 

4. SUMMARY 
The attenuation coefficients of a lidar were measured from a ship at four stations within the Southern California 

Bight. The attenuation coefficient generally decreased with increasing signal level, suggesting a greater degree of scattering 
at angles near zero and 180 degrees. There was no significant difference between the attenuation of the co-polarized return 
and the cross-polarized return. Finally, we noticed that the lidar attenuation was very well correlated with the beam 
attenuation coefficient as measured by a SeaTech transmissometer, although the slope of the linear relationship was not unity. 
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ABSTRACT 

The Modular Optoelectronic Scanner (MOS) is the first spaceborne ocean colour sensor to become available after a ten- 
year gap and has already attracted the interest of many scientists. This paper deals with a computational study of MOS 
spectral capabilities by means of a reflectance model. The model, briefly recalled, has been updated with a review of the 
most recent results concerning the parameterization of the optically active parameter (OAP) inherent properties (absorption 
and backscattenng coefficient). A first-order parameterization of chlorophyll fluorescence around 685 nm has also been 
introduced. A large number of reflectance curves are generated with the model, using different distributions of the OAP 
concentrations to simulate various types of waters. The reflectance curve sets are then integrated over the MOS spectral 
bands, and a regression analysis is performed to find the coefficients of multilinear algorithms for the parameter estimation 
The results highlight the effectiveness of MOS spectral bands in attempting a separation of the optically active parameters in 
different waters. Nevertheless, the strong dependence of the results on the model input parameter distributions makes further 
studies needed in order to find robust algorithms to be applied in practice. 

Keywords: Remote sensing, ocean colour, optically active parameters, reflectance model, bio-optical algorithms, MOS. 

1. INTRODUCTION 

Remote sensing of ocean colour allows the estimation of productivity in the oceans on a global scale, through the 
observation of phytoplankton pigments; in principle, optical remote sensing techniques should also permit an estimation of 
the coloured fraction of the dissolved organic matter ('yellow substance'), which is a very important reservoir of reduced 
carbon. As a consequence of these capabilities, the new generation of ocean colour sensors is regarded by the scientific 
commun.ty as a decisive tool for a better understanding of the mechanisms which regulate the absorption of carbon by the 
oceans, thus affecting the global balance of this element in the atmosphere and eventually the global climate In addition to 
its intrinsic global value, such a tool turns out to be extremely useful also for coastal and regional studies, in all those cases 
where the biological activity and the overall water quality of a smaller area have to be assessed. 

The Modular Optoelectronic Scanner'2 (MOS) is the first spaceborne ocean colour sensor (now followed by the Ocean 
Co our and Temperature Sensor on the ADEOS satellite) since CZCS failed in 1986. Although its envisaged applications 
include land observation, MOS has been especially designed for the observation of the oceans, and its eight channels in the 
visible spectrum have been selected to gather spectral information where it is more useful for the estimation of the optically 
active components (OAPs) found in the water body. It is thus interesting to verify MOS potential for the separation of the 
three classes of OAPs (phytoplankton, non-chlorophyllous particles and dissolved organic matter) on the basis of their 
spectral signature. Additionally, it is worth studying which are the most appropriate algorithms for parameter retrieval and 
how they vary depending on type of water, even for coastal environments and case II waters4. This purpose is achieved in 
the present paper with a computational method involving the use of a model of ocean colour, by which it is possible to 
simulate realistic reflectance curves over many different types of waters. First of all, a description of some of the MOS main 
characteristics is given ,n section two. Then the methodology and the reflectance model we use for the computational study 
are described in section three. Section four presents some results, which are discussed in section five 
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2. THE MOS INSTRUMENT 

The MOS spectrometer is a multispectral imaging spectrometer operating in narrow spectral bands in the visible (VIS), 
near infrared (NIR) and short-wave infrared (SWIR). Two MOS instruments have been developed by the Institute for Space 
Sensor Tecnology at the Deutsche Forschungsanstalt für Luft- und Raumfahrt (DLR) in Berlin. The first MOS is on board 
the Indian Remote Sensing Satellite IRS-P3 which was launched on 21 March 1996; as of October 1996 this instrument is 
successfully gathering data (A. Neumann, pers. comm.), and has already entered its Cal/Val phase. The other MOS is on 
board the PRIRODA module which was launched on 23 April 1996 and docked with the Russian space station MIR on 26 
April 1996. The main characteristics of the two MOS instruments are summarized in table I. It can be seen that the 
instrument itself consists of three separate spectrometers (modules), MOS-A, MOS-B and MOS-C (the latter is a line 
camera only present on MOS on IRS-P3), which have also separate optical systems. MOS-B is the spectrometer whose 
bands of 10 nm width are optimized for the observation of the oceans and coastal zones (as well as for some secondary 
measurements in the NIR as vegetation signature), while MOS-A is an atmospheric spectrometer with four very narrow (1.4 
nm) channels in the 02 absorption band at 760 nm, which permits the estimation of the aerosol optical depth and thus the 
correction of the effects of aerosol in the other channels. Figure 1 shows the MOS channels in the visible and in part of the 
near infrared, with a reflectance curve representative of case-1 waters superimposed. 

TABLE I - Main characteristics of the MOS instrument 

Optical principle 2 pushbroom imaging spectrometers: MOS-A (NIR) and MOS-B (VIS) 
+ CCD line camera MOS-C (SWIR) on IRS-P3 only 

Spectral range MOS-A: 755 to 768 nm; MOS-B 408 to 1010 nm; 
+ MOS-C 1500 to 1700 nm on IRS-P3 only 

number of channels 17 (PRIRODA), 18 (IRS-P3) of which: 
4 MOS-A, 13 MOS-B and 1 MOS-C 

number of pixels per row 420 MOS-A, 384 MOS-B, 299 MOS-C 
swath width 85 km (PRIRODA), 200 km (IRS-P3) 

pixel size 650 m (PRIRODA), 500 m (IRS-P3) 
DeltaL/L <1% (VIS/NIR), 2% (SWIR) 

Quantization 12 bit (PRIRODA), 16 bit (IRS-P3) 
In-flight Calibration internal lamps + sun calibration 

408 443 485 520 

400 

750 M°S"A 

500 550 600 

Wavelength (nm) 

650 700 750 

Figure 1. - MOS channels in the visible and in part of the near infrared, with a typical case-1 water reflectance curve 
superimposed 
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3. METHODOLOGY AND MODEL 

The computational method adopted for the study is in three steps: first, we simulate reflectance spectra over a large 
number of values of the optically active parameter concentrations, using a model of ocean colour; then, the reflectance 
curves are integrated over the bands of the sensor. The third step is a regression analysis between the integrated reflectances 
and the corresponding values of the optically active parameter concentrations, which yields the algorithms for the 
concentration retrieval. The value of the correlation coefficient for an algorithm is a measure of the (theoretical) 
effectiveness of that algorithm in estimating the parameter. 

The ocean colour model was originally derived from the one by Sathyendranath et al.3, and is of the general form: 

R(A) = f(C,X,Y) (1) 

where /?(A) is the reflectance just below the sea surface4, C is the concentration of chlorophyll-a and phaeopigments in 

the phytoplankton and thus a measure of phytoplankton concentration itself (mg m"*), A" is the concentration of non- 

chlorophyllous particles expressed in terms of their backscattering coefficient at 550 nm ( m-1) and Y is the concentration of 
yellow substance expressed in terms of the absorption due to this component at 440 nm (m_1). Wavelength A goes from 
400 to 700 nm in steps of 2 nm. 

The reflectance is approximately proportional to the ratio of the backscattering and absorption coefficients of the water 
body"; these are then expressed as the sum of the partial contributions due to the water itself and to the three groups of 
optically active parameters. We have taken the absorption and backscattering of pure sea water from Smith and Baker5. The 
absorption of phytoplankton has been modeled as in a recent study by Bricaud et al.6 to take account of the flattening of the 
absorption spectra with increasing C. The absorption due to non-chlorophyllous particles has been modeled as an 
exponential7 with slope equal to -0.011 nm"1 and specific absorption coefficient at 440 nm equal to 0.0423. For yellow 
substance the absorption is the classical exponential with slope equal to -0.014 nm"' used by Sathyendranath et al.3. As 
regards the backscattering by non-chlorophyllous particles, we have adopted a A~' dependence3, but with a backscattering 
ratio of 2% in accordance with Morel8,9. 

We have used the backscattering coefficient of phytoplankton to introduce into the model the phenomenon of 
chlorophyll fluorescence around 685 nm. On the basis of some measurements by Ahn et al.10 we have modeled that 
coefficient as a constant baseline plus a narrow gaussian curve peaked at 685 nm and with standard deviation of 10 nm. The 
amplitude of the gaussian is such that the overall peak of the coefficient is ten times the baseline. The expression for the 
constant baseline is": 

hPh-baseline= 0.002- 0.30   C 
.0.62 

(2) 
in which we assume a backscattering ratio of 0.2% for phytoplankton alone9. It is acknowledged that further studies are 

needed for an accurate reproduction of chlorophyll fluorescence in reflectance models, so our approach is just meant as a 
first-order parameterization. 

With the model, we have generated a large number of reflectance curves extracting the input triplets at random. We have 
chosen a lognormal distribution12 for C, and we have assumed a similar distribution for the other two parameters as well 
We have chosen four different sets (which are shown in table II) both for the mean values ß and standard deviations a of 
the parameter decimal logarithms, and for the correlation r between log(C) and log(X) and between log(C) and log(K). 
The values for the sets have been chosen on the basis of an analysis of the CZCS global composite pigment map 
histogram1 , except set 4 (Lognorm_2) which is somewhat arbitrary. The sets are representative of open 'case-1' ocean (set 
1), upwelling areas (2), casel+case2 (most general case) (3) and turbid case2 waters (4). Figure 2 gives an example of some 
reflectance curves obtained from the model with the set of distributions Lognorm_l_2 (set 3) 

TABLE II - Distribution sets used for the computational study 

statistics 
set 1 

Lognorm_OPEN 
set 2 

Lognorm UPW 
set 3 

Lognorm 1 2 
set 4 

Lognorm 2 
^logC'^logC -0.86, 0.3 -0.04, 0.35 -0.83, 0.45 0.0, 0.5 
^logX'^logX -1.21,0.3 -0.98, 0.35 -0.57, 0.45 0.0, 0.5 
^logK'^logK -1.75,0.3 -1.52,0.35 -1.05,0.45 -0.5, 0.5 

rlog Clog X'rlog Clog Y 0.8, 0.8 0.8, 0.8 0.8,0.8 0.5, 0.5 

650 



"400 450 500 ,.     550    u , 600 
Wavelength (nm) 

650 700 

Fig. 2 - Example of reflectance curves generated by the model with the distribution set Lognorm_l_2, corresponding to a 
general case 1 + case2 water type 

4. BIO-OPTICAL ALGORITHMS 

For each one of the distribution sets in table II, we have simulated 5000 reflectance curves, which have then been 
integrated over the eight MOS bands in the visible. After that, the form of the algorithms has to be selected in order to be 
able to perform the regression analysis. 

The most general form of the algorithms which we have considered is the multilinear one: 

log(OAP) = at,+Jiai\og{Ri) (3) 

where OAP indicates one of the optically active parameters, /?, is the reflectance in the i-th band of the sensor and log is 
the decimal logarithm. The common reflectance ratio algorithms are also encompassed by the above equation, however it 
seems interesting to see what happens if we try to use the full spectral information given by the sensor, apart from 
radiometric considerations (i.e. the signal to noise ratio in some spectral bands can be low and prevent the use of those 
bands in a practical case) and considerations on sensitivity (i.e. such multilinear algorithms can be very strongly dependent 
on the particular distribution used). 

The results for MOS and for the four different sets of concentration distributions are presented in figure 3. The extremely 
close to unity values for the correlation coefficient r between the logarithms demonstrate the (theoretical) spectral 
effectiveness of the instrument. The only case in which such an hyperspectral analysis gives a significantly lower value of r 
is the retrieval of logC in the case2 study (set Lognorm_2). From the plots in figure 3 it is clear that the coefficients are 
highly sensitive with respect to the particular distributions used. This fact and the above mentioned constraints on signal to 
noise ratio make further studies necessary to find robust algorithms to be used in a practical case. Anyway, the observation 
of how the coefficients change can already give some suggestions on which bands are the most useful in view of the 
operational algorithms. For the estimation of non-chlorophyllous particles, for instance, it seems a good idea to try to use the 
spectral information in nearly all the bands, given the regular behaviour of the coefficients (alternatively positive and 
negative). The high values of r, and the low variability of the a0 coefficient for this parameter, indicate that non- 
chlorophyllous particles are the easiest parameter to estimate in a completely general case. This is in agreement with the 
findings by Sathyendranath et al.\ Conversely, for phytoplankton the trend of the coefficients would suggest the use of 
spectral information in the blue and blue-green region, and particularly the use of band 2 to band 3 ratio in a simpler 
algorithm. The results for yellow substance are not so clear, and show high values of the coefficients in the red channels, 
where the spectral signature of this component is weaker instead. All the results, however, reinforce the well known 
concept3 that specialized regional (and seasonal) algorithms, selected for each particular application, perform much better 
than global algorithms. Detailed studies of the variability of the coefficients will be the object of a future paper. 
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Figure 3 Plot of the coefficients in the multilinear algorithms for log(C) (upper panel), log(X) (middle panel), \og(Y) (lower 
panel), for the different distributions used in the work. Each legend reports also the corresponding values of the correlation 
coefficient r between the logarithm of the optically active parameter and the linear combination of \og(RX for each one of 

the distribution sets used 
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5. DISCUSSION AND CONCLUSIONS 

The approach we have used permits an evaluation of the sensor spectral performance on the basis of its spectral response 
alone, once we are confident that the model used produces realistic reflectance curves. 

From the results we can assess the theoretical capability of MOS channels to recover enough spectral information for a 
separate estimation of the concentration of the three optically active parameter groups. Some problems are still present for 
the estimation of phytoplankton in very turbid case2 waters. 

All the algorithms found are very sensitive to changes in the distributions of the model input parameters, although some 
common features can be spotted in the coefficients. As a consequence, the algorithms presented are just meant as an 
indication of the instrument spectral capability. Further studies are needed to find a set of robust regional algorithms (using 
a subset of the spectral bands and taking account of all the radiometric considerations) which can be applied in practice 
(these studies will be carried out in the Cal/Val phase within a SOC/DLR co-operation). Nevertheless, from the results 
presented in this work MOS appears to be a very promising instrument. 
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ABSTRACT 
As a component of a NOAA program studying lower trophic level dynamics in the southeastern Bering Sea, 7 

flights were performed in a NOAA P3 aircraft over the southeastern Bering Sea during April and May, 1996, 
collecting ocean color data with a multichannel radiometer. A research vessel operating on the Bering Sea shelf 
found a patch of increased chlorophyll concentration at approximately 56° N, 166° W. The increased chlorophyll 
concentration was clearly noticeable during subsequent overflights, both visually and in the real-time radiometer 
data. One flight was dedicated to delineating patch size. By then the patch had grown to be approximately 100 by 
200 km in size, oriented roughly NW-SE, just southeast of the Pribilof Islands, tracking SE to NW. On April 28 
96 the patch edge passed over a bio-physical mooring equipped with in situ spectral absorption meters and 
fluorometers. Estimates of pigment concentration at this mooring, increased 12 fold in 6 hours with the passage of 
the feature. A drifter monitoring ocean color released near the mooring also detected the patch. 

Keywords: remote sensing, Bering Sea, moorings, drifters 

1. INTRODUCTION 
A particular strength of optical instruments is their ability to collect data from remote regions, such as the 

southeastern Bering Sea. The Bering Sea is not always a friendly or cost effective place to visit. However, it is 
home to the world's largest single-species fishery, making it economically important. For this reason, NOAA funds 
the Fisheries Oceanography Coordinated Investigations (FOCI) to study lower trophic level dynamics in the region. 
FOCI has deployed moorings equipped with optical instruments in the southeastern Bering Sea since 1993. Time 
series of bio-physical data indicate that the greatest source of variability in phytoplankton biomass is advection past 
the moorings and not local production1. During the 1996 field year we made a concerted effort to gain some insight 
into the spatial scales of variability of phytoplankton biomass. Toward this end, we complemented the usual 
mooring deployments with overflights by a NOAA P3 aircraft ("Miss Piggy") carrying a spectral radiometer, and 
we also deployed ocean color monitoring (OCM) drifters from a NOAA research vessel (R/V Miller Freeman) close 
to the moorings. One interesting feature elucidated by all of the optical instruments involved in this study was a 
large patch of water containing high pigment concentration that translated from southeast to northwest past one of 
the moorings. 

2.   INSTRUMENTATION AND METHODS 
2.1 Aircraft 

The NOAA P3 carried a Satlantic, Inc., SeaWiFS Aircraft Simulator (SAS-II) multichannel radiometer. The 
SAS-II measured both downwelling irradiance (Ed(X)) and upwelling radiance (Lu(X)) in 7 channels (412, 443, 
490, 555, 670, 683, and 780 run; 10 nm FWHM). Data were collected at a rate of 10 Hz and then averaged over 1 
s, which, at a typical speed of 370 km hr'1, represented approximately 100 m. Nominal field of view for the radiance 
sensors was 3.3°. At the standard flight altitude of 300 m this gave a footprint of-18 x 100 m. The plane also 
carried a large suite of meteorological instruments whose values were recorded every second. 
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Radiances measured by the airborne radiometer (Lu(A,)) were converted into water-leaving radiances (Lw(X)) 
using the method of Lazin et al.2 with one modification. The conversion of Lu(X.) into Lw(K) is dependent on the 
amount of sea-surface reflected sky light. Instead of assuming a ratio of diffuse (i.e., sky light) to global irradiance 
(R<iiff = EAy/E«i) based on the ambient cloud cover, we used the National Solar Radiation Data Base3 (NSRDB) for 
Kodiak, AK, to develop an empirical relationship between Rdifrand the ratio of Egi at all sky covers (SC) to Egi for 
clear skies (Rgi = Egi(SC)/Egi(0)). It should be noted that Kodiak is not one of the NSRDB primary stations, so 
irradiance values are from models based on meteorological observations and statistical relationships for the region. 

We sorted all of the daytime data (n=130117) by 
zenith angle.   Mean clear-sky global irradiance (Egi(O)) 10 

for 1° zenith angle bins was produced by averaging all 
global irradiance values within that bin when SC was °' 
equal to 0. Egi was divided by the appropriate Egi(0) for % 
that zenith angle to produce Rgi.    Ratr is simply the | 
ratio of diffuse irradiance to total irradiance. We then w

fc <M 

averaged Rgi and Rstr into 1° zenith angle bins and 1 <* 
tenth sky cover bins.    The results of regressing the 
mean Rdfr against the mean Rgi is shown in Figure 1. 00 

The slope of the line is -1.35 ± 0.02 and the intercept 
is 1.53 ± 0.02. 

R    = 1.5298 - 1.3468 • R 
diff gl 

r' = 0.84 

0.4 0.« 
R  (unitless) 

Figure 1. Results of linear regression of the ratio of 
global irradiance to the corresponding clear-sky global 
irradiance versus the ratio of diffuse to global irradiance. 
Each point represents the mean of all data points falling 
into a 1° zenith angle bin and 1 tenth sky cover bin. 

The SAS-II measured global irradiance (Ed(A,)). In 
order to generate the clear-sky irradiance, we ran the 
spectral irradiance model of Bird and Riordan4 at 5 
minute intervals, using meteorological parameters 
measured aboard the aircraft to produce clear-sky 
spectral irradiance (Em«i(Ä,)).  Dividing measured Ed(A.) 
by Emod(^) and then using that ratio in the regression gave us an estimate of Rdiir. We then multiplied Rürrby Ed(X) 
to obtain an estimate of the diffuse skylight at one second intervals. 

The estimated water leaving radiances were converted into estimates of pigment concentration using a 
relationship similar to that published by Mitchell5: 

iogl0[chl a + pheo] = 0.446 - 1.86 * Lu(488)/Lw(560). (1) 

In our case, the wavelengths are 490 and 555 nm, and we used water leaving radiances, not in-water radiances, 
so, combined with natural variability in the relationship between radiance ratios and pigment concentrations, the 
pigment estimates reported should be treated as approximate. However, trends in the data should not be affected. 

2.2 Mooring 
Mooring 2 was at 56° 52'N, 164° 03'W, mooring 3 at 56° 04'N, 166° 14'W. The moorings were 

instrumented with WetLabs in situ spectral absorption meters (a-3) and non-spectral miniature fluorometers. The a-3 
measures absorption at 650, 676, and 710 nm6. Absorption data collected hourly from the a-3 were converted into 
pigment concentrations according to Davis et al1. The fluorometers recorded voltages every 15 min. The 
fluorometers were calibrated in the lab using 2 different species of phytoplankton (Isochrysis galbana and 
Thalasiosira weissßogii) at 2 different temperatures (22° and 2° C). A subsample of the culture was cycled through 
the fluorometer using a SeaBird pump and voltages recorded. Prolonged pumping did not significantly change 
fluorescence readings. The subsample was serially diluted and voltages recorded until the fluorometer could no 
longer register a change in the pigment concentration. Voltage was regressed against chlorophyll concentration to 
obtain a calibration factor. It is important to note that the calibration factor changed both as a function of species and 
temperature, with species having the greatest variability. For example, one fluorometer had a calibration factor for/ 
galbana at 22° of 13.4 and at 2° of 16.0. For T. weissflogii the same fluorometer had calibration factors of 22.4 and 
18.9, respectively. The room temperature calibration factor is different by 40% between the 2 species. Also note that 
the direction of change in the calibration factor with change in temperature is different for the 2 species. While 
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fluorometersareveiy sensitive and relatively inexpensive, attempts to convert their output into pigment estimates 
must be made with care. For this extended abstract, an average calibration factor is used to keep all reported values 
in the same units. 

2.3 Drifter 
The OCM drifter was a WOCE-type drifter manufactured by MetOcean and drogued at 25 m. Besides position 

and time, it measured Ed(K) in 1 channel (490 nm; 10 nm FWHM) and Lu(X) in 7 channels (412, 443, 490, 510, 
555,670, and 683 nm; 10 nm FWHM). It also recorded sea-surface temperature. The drifter collected data at a rate 
of 40 samples per hour and transmitted hourly averages to the ARGOS satellite every 90 s. 

The radiance sensors on the OCM drifterare -45 cm beneath the sea-surface. We used published attenuation 
coefficients for clean water7 and for varying chlorophyll concentrations8 to propagate the radiances to the sea-surface. 
Chlorophyll estimates came from the moorings. As expected, this exercise changed the radiance values very little. 
Radiances were then transmitted across the air-sea interface using the value of 0.5449. 

Emergent radiances estimated from the OCM drifter data were converted into estimates of pigment concentration 
by the relationship of D.K. Clark reported in Müller-Karger et al10: 

[chl a + pheo] = 5.56 * ((Lw(Xi) + Lw(X2))/Lw(?i3))-
: 

(2) 

where Xi = 443, \2 = 510, and Xj = 555 nm. Again, pigment estimates should only be considered as approximate. 

3. RESULTS AND DISCUSSION 
A patch of water with relatively high pigment concentration was discovered on 25 Apr 96 (day 116) by 

researchers aboard the Miller Freeman at 56° 03'N, 166° 20'W. They radioed the aircraft with the SAS aboard and 
directed it to fly over. At that time surfacechlorophyll from discrete samples was 4.3 mg m"\ while surrounding 
waters had chlorophyll concentrations less than 1 mg m"3. Pigment concentration estimated from the SAS was -2.9 
mg m"3 in the patch and -1.4 mg m"3for surrounding waters. 
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Figure 2. Time series of data from various optical platforms deployed in the southeastern Bering Sea. 
The fluorometer data has been hourly averaged. The upper panel shows drifter data. The other panels from 
optical instruments at mooring 3. 

A few hours after the overflight an OCM drifter was released next to mooring 3.   Initial pigment estimates from 
radiance ratios were consistent with values measured from the ship (0.39 mg m vs 0.48 mg m"\ respectively). The 
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drifter initially moved northwest for~14 days, then moved inshore and reversed direction. By 50 days later it had 
returned to very close to its starting position. On 9 May 96 (day 130), the date of the patch delineation flight, it 
was ~50km away from the mooring, still outside the patch but starting its southward journey. 

By 9 May 96 (day 130) the patch had translated northwest -75 km (~5 km d'1 or 6 cm s'1), passing over 
mooring 3 (Figure 2). The size of the patch was estimated to be approximately 200 km by 100 km. Its speed and 
direction were consistent with mean water flow on the outer Bering Sea shelf1'. The 11 m fluorometer and 13 m a-3 
clearly showed the edge of the patch passing over the mooring on day 119. Pigment estimates from the 11 m 
fluorometer increased 12 fold in 6 hours. The drifter moved south and intercepted the patch on day 120. 

4. CONCLUSIONS 
• A suite of optical instruments measuring a range of bio-optical parameters (in situ absorption, fluorescence, 
subsurface radiance and emergent radiance) all detected a patch of water containing high concentrations of pigments. 

• Not only did they detect the patch, but, except for the fluorometer, they also returned estimates of pigment 
concentration within about 30% of each other. Given what is known about the physiology of phytoplankton 
fluorescence, its lack of agreement is not too surprising. Still, trends are clear in all of the data. 

• Autonomous optical instruments can provide reasonable estimates of pigment concentration in regions of the 
ocean that are logistically difficult to access. 
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ABSTRACT 

A prototype instrument for in situ measurements of the volume scattering function (VSF) and the beam attenuation of 
water has been built and tested in the EOO laboratory. The intended application of the instrument is the enhancement of 
Navy operational optical systems for finding and imaging underwater objects such as mines. A description of the apparatus 
that was built and preliminary laboratory data will be presented. The instrument measures the VSF, ß (0), near the optical 
axis in both the forward and back directions from -0.2° off axis to -5° in 0.1° steps and at side angles of 45°, 90°, and 135°. 
A diode-pumped, frequency-doubled, Nd:YAG laser provides the 532 nm light. This is the most used wavelength for 
underwater optical systems. The forward and back scattered light is collected and focused to a plane where scattering angles in 
the water are mapped onto concentric rings. At this focal plane, a conical reflector compresses the annular optical data onto a 
line along the cone axis where it is read by a MOS linear image array providing over 500 separate angular measurements. 
The beam attenuation coefficient, c, is also measured by means of a unique dual path configuration. 

Key Words: polar ncphelomcter, scattering coefficient, volume scattering function, beam attenuation coefficient, underwater 
scattering, forward scattering, back scattering, linear array, optical compression, ocean water optical properties 

1. OBJECTIVE 

The overall objective of our work is to develop an instrument for in situ measurement of the VSF (ß) and the beam 
attenuation coefficient (c) in a wide variety of ocean water types. The conceptual design of such an instrument may at first 
appear straightforward, however engineering the capability of in situ determination of ß and c can be quite difficult, as the 
recent survey by Mobley1 indicates. Only a few onc-of-kind instruments have been built for in situ measurement, and field 
measurement of ß and c arc not routinely made, especially by Navy operational personnel. 

2. DESIGN   OBJECTIVES   AND  SPECIFICATION 

The instrument measures ß vs. scattering angle over a small range of forward scatter (FS) angles near 0° and back scatter 
(BS) angles near 180° and at three discrete angles in between. In addition, it measures c for two different path lengths in the 
same water so that window degradation can be monitored and corrected for. The specification is presented in Table 1. 

Function measurement of VSF (ß) 
and beam attenuation coefficient (c) 

Dynamic Range B: lO^toK^nr'sr1 

c: 0.05 to 2 m-' 

ß Angular 
Measurements 

0.1" to 5" in 0.1* increments 
175° to 179.9* in 0.1* increments 

45", 90*, and 135" each over ± 5' range 
Wavelength 532 nm 

Integration Time > 0.1 sec 
Depth surface to 200 m 

Calibration double path continuous 

Table 1: Ncphelomcter System Specification 

Sponsored by NAVSEA under contract number N0(X)24-95-C-4O45. 
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3.   APPROACH 

3.1 Forward and Back Scatter 

The beam from a 5 mW, CW, diode-pumped, frequency-doubled, Nd:YAG laser is used to illuminate two separate 
columns of the subject water as shown in the schematic overview of Figure 1. Along the longer water column, a lens 
collects the light scattered backward toward the laser. This light is focused to the focal plane of the lens. At this plane, the 
lens is operating as a perfect angle-lo-position transducer. Thus any radius from the optical axis at the lens focus maps back 
to a unique angle emitted from the water column. 

The nephelometer focuses the lens on an object at infinity as shown in Figure 2. Each bundle of rays at the same angle 
comprises a parallel beam and has an object at infinity. The image of each of these parallel bundles is an annular ring in the 
focal plane of the lens. Thus radii in the image plane map to angles incident on the lens. Figure 3 shows four light rays 
coming from a cylindrical scattering volume at a single scattering angle but at four widely different azimuth angles, one in 
each quadrant. All four of the rays fall on the same radius in the focal plane, however the quadrant into which each was 
emitted is preserved. 

The same thing is happening along the shorter water column, but the lens there collects the light scattered in the forward 
direction. Likewise, those forward scattering angles arc mapped on to radii at the focal plane of that lens. For example, any 
light scattered at an angle of one degree will be brought to focus in a single ring around the unscaltercd central disk. Any 
light scattered at two degrees will form another concentric ring outside the first one, and so on. Thus the distance from the 
center of the image is directly proportional to the scattering angle, and the total power falling in thai annular ring is 
proportional to the scattering coefficient for that angle. Forward and back scattering at angles clown to a fraction of a degree 
from the axis and out to several degrees can be measured with this technique. 

Having produced such an angular dependent image, the straightforward approach would be to detect the image with a CCD 
2-D image array, partition the million or so pixels into concentric rings, and thereby determine scattered light optical power 
vs. scattering angle. This was the original detection concept of the nephelometer. Although this is feasible, there are some 
severe problems associated with the software to do the partitioning, the liming to transform the square grid pattern into 
concentric rings, the long readout time of such an array, and lest and evaluation of a device that is totally dependent on 
software for troubleshooting. 

We chose to instead compress each of the concentric rings onto a point by means of a reflecting, internal, 45° cone2. 
Points along the axis of the cone map to concentric rings in the plane normal to the axis and through the apex of the cone as 
shown in Figure 4. We placed a CMOS linear array along this axis and were able to read out scattering intensity vs. angle 
simply by measuring signal output vs. linear array pixel. Using a half cone with a linear array along the optical axis throws 
away half of the scattered light, but signal is not a limiting characteristic of this design. Figure 5 illustrates the 
transformation of angle to point-on-a-linc. The vertical dashed line is the virtual focus where the annular rings analogous to 
those in Figure 3 would form if the light were not intercepted by the half cone and focused on the linear array. The half cone 
is essentially an optical condenser placed in front of the focus to condense an arcal image into a linear image. 

We digitized each array output 100 limes per second in synch with ihc 50 Hz laser pulse repetition frequency. Fifty of 
the digitized array data sets (every other set) represented the scattering levels with the laser ON. Alternating fifty data sets 
represented the optical background with the laser OFF. The ON data was summed pixel by pixel for, say, one second of data. 
The OFF data was similarly summed. The ON data set minus the OFF data set rcprcscnis the scattering vs. angle (i.e., the 
VSF) for a one second period. 

This was done for both the forward and the back scatter directions. Forward scatter data was measured between 
approximately 0° and 5° and summed at 0.1° increments. Back scatter data was measured between approximately 180° and 
177° and summed at 0.1° increments. 

3.2 Side  Scatter 

A similar technique was used to measure scattering at large angles, however choosing just three angles and not having to 
resolve small angular differences around those angles made the problem much easier. An asphcric lens whose axis was 
oriented at the desired scattering angle with a detector at the focus of the lens would collect scattered light in a narrow cone of 
~±2 or 3 degrees. We chose lo do this at 45°, 90°, and 135° with respect to the incident beam direction (calling that 0°). We 
perform this side scattering measurement along the longer backscaltcr water column because the beam intensity there is 
greater, the length of the column that could be collected by each lens is longer, and geometric constraints arc reduced. The 
space between each collecting lens and the water was filled with glass to reduce interface problems of passing light from a 
high index volume to air at large angles of incidence. 

3.3 Beam   Attenuation   Coefficient 
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The beam attenuation coefficient, c, can be determined simply by measuring the intensity of the laser beam incident into 
the water and ratioing it to the intensity of the laser beam after it traverses the water and has experienced attenuation. 
Portions of the illuminating beams which transmit through either the forward or back scatter volume without being scattered 
or absorbed are focused into fiber optic bundles which transmit the light to a pair of detectors. In the same way, portions of 
the incident beams are transmitted by a second pair of fiber optic bundles to the same pair of detectors where they are 
appropriately time multiplexed and ratioed to determine the beam attenuation coefficients. 

The reason for the two beams is to minimize the effect of dirty windows to the extent that window fouling is the same 
for both paths. Let the ratio of the signals from each path be given by 1/1(0) = W exp(-cL) where I is the intensity after 
traversing the path, 1(0) is the initial intensity, W is the window loss, c is the beam attenuation coefficient and L is the path 
length. An equation is thus obtained for each optical path which can be solved simultaneously to eliminate W and obtain c. 

3.3       Computer and Data Acquisition 

The laser is pulsed at 50 Hz with a 50% duty cycle. Thus each laser ON and OFF time is 10 msec long. A two-channel, 
18-slot chopper wheel multiplexes the beam attenuation coefficient data and is the master timer for the laser pulses, the linear 
array readout, and other data readout. All data is digitized and processed by an on line PC. 

The sequence starts with a chopper timing pulse which commands the laser ON. Near the end of the laser ON period, the 
forward scatter array is read out and then the back scatter array is read. The beam attenuation and the side scatter data is read at 
the end of each linear array readout. Then the chopper commands the laser OFF, and the above sequence repeats to measure 
the background levels. 

Every desired time resolution period (e.g., one second), the array fields arc summed and processed with the appropriate 
signal and angle calibration coefficients to calculate the VSF and the beam attenuation coefficient. Figure 6 is a photograph 
of the entire polar ncphelomctcr except for the computer. 

4. DATA 

Preliminary data, without absolute calibration, has been obtained for the VSF and the beam attenuation sensors. 

4.1 Volume   Scattering   Function 

Using bottled "distilled" water, data was obtained in the laboratory simultaneously with both the forward scatter and back 
scatter optical compression cone receivers. Relative angular calibration was achieved for both receivers by means of insertion 
of opal glass plates in the beam. No absolute calibration has yet been attempted. The data is shown in Figure 7 overlain on 
the published data of Petzold3 and in detail in Figures 8 and 9. The laboratory points were normalized to the Pet/old data at 3 
degrees for "off shore" California water. 

Reasonably good qualitative agreement with Petzold is noted for the forward scatter. Our forward scatter data is limited to 
angles of 1 degree or greater because of inadequate spatial filtering in the forward scatter receiver of the 2 milliradian laser 
beam. In the future we will incorporate a spatial filter to enable forward scatter measurements much closer to 2 milliradians. 

The backscattcr data shows a sleeper slope than other published available data such as the open circle data in Figure 9 
from Maffionc and Honey 4. The reason for this difference will be investigated. Absolute calibration between the forward 
scatter and back scatter receivers is also planned for future work. 

4.2 Beam   Attenuation   Coefficient 

The sensitivity of the instrument to determine the beam attenuation has been tested by the insertion of a glass plate in 
the laser beam in the water. The Frcsncl loss due to the mismatch of the index of refraction of glass relative to water 
produces a loss of = 1%, or an equivalent extinction of 0.05 nr1. This has been measured with the instrument and a standard 
deviation of approximately 10% or + 0.005 nr1 was obtained. 
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Submersible UV-B spectroradiometer using an acousto-optic tunable filter 

Egorov V.G., Nalivaiko S.E., Pavlenko VS., Rzshevsky O.S., Gordon E.B. 
Institute for Energy Problems of Chemical Physics (Branch) RAS, Chernogolovka, Moscow Region, Russia, 142432; 

Cooper L.W., Grebmeier J.M., Shugart L.R., 
Oak Ridge National Laboratory, Oak Ridge, Tennessee, USA, 37831 -6038. 

ABSTRACT 

Measurements of solar irradiance in the UV-B region are complicated by large (orders of magnitude) variance in radiation 
fluxes over it. Normally, measurement requires use of double monochromators with high (> 10s) spectral contrast. We have 
successfully tested a narrow bandwidth (0.3 run) acousto-optic tunable filter (AOTF) with low (~ 104) spectral contrast. The 
conditions for deployment were use of (i) a double - beam scheme with simultaneous recording of illumination in measuring and 
reference channels; and (ii) the intrinsic property of the AOTF to be a neutral filter outside of its passband. To apply the necessary 
contrast the background intensity determined in the reference channel was subtracted from intensity in the measuring channel. 
Two identical solar-blind photomultipliers in photon-counting regime were used. The integral solar intensity was averaged over the 
whole period of spectral record in order to shorten the period of time required for measurement at each wavelength. Formulae 
determining the spectroradiometer sensitivity and resolution, as well as comparison with US commercial instrument (Biospherical 
Instruments, Inc.) are presented. The testing was undertaken during US-Russian work at Kasitsna Bay, Alaska, in 1995, where 
additional genetic and cytological studies of the UV-B radiation impact on marine organisms were made. 

Keywords: acousto-optic tunable filter, UV-B spectroradioneter, underwater solar spectra. 

1. INTRODUCTION 

Quantitative information on the extent of UV-B damage has been obtained by calculating biodoses of UV-B radiant energy. 
This damage is defined as the temporal and spectral integration of the incident irradiance with appropriate convolutions for the 
specific spectral response function or action spectrum. Action spectra vary significantly for different biological organisms, therefore 
the most reliable estimates for biodoses are obtained by carrying out spectrally-resolved UV-B insolation measurements. It is for 
this reason that spectral resolved devices were used when the U.S. National Science Foundation UV monitoring network was 
created The strong spectral dependence of biological responses necessarily restricts the optimal spectral width of measurement, 
but in any case where a large dynamic range of irradiances is measured, there is also a high demand for spectral contrast (the ratio 
of transmittance within and outside the pass band). Otherwise even a small portion of long wavelength radiation passed through 
the apparatus will result in spurious photodetector illumination that is greater than the short wavelength radiation being measured. 
Based upon these considerations, a goal of measuring spectral widths not to exceed 1 nm was linked to a maximum contrast of 109 

at the 1% illumination level2. 
Normally, double grating monochromators are used for spectral-resolved measurements both on the surface '•2 and underwater 

Possessing some obvious advantages, in particular, of providing necessary resolution and contrast, double monochromators are 
relatively large in size, but sensitive to vibrations, which complicates their use in field conditions; in addition, they are 
comparatively expensive. Therefore, the idea of designing an insolation meter by using an acousto-optic tunable filter (AOTF) i,i as 
a wavelength dispersion unit, seemed attractive. Such filters possess spectral capabilities comparable with double 
monochromators, and can resolve rather narrow transmission bandwidths. In addition, an AOTF has no moving parts, is more 
compact and less expensive than comparable grating monochromator systems. However, the simple substitution of a traditional 
monochromator by an AOTF is undesirable in view of its rather low, (1-3 104), spectral contrast, which arises from imperfections 
of the polarizer optical elements and crystal. At a total radiation flux in the UV-B region of 210"4 W/cm2 and given a contrast of 
10 , background illumination will amount to 210"8 W/cm2, which is significant relative to the radiation intensity measured within a 
lnm band width at 300nm (~ 10s W/cm2). 

These difficulties were resolved in our instrument development and testing by the simple means of altering the measuring 
technique, and taking advantage of some peculiarities of acousto-optic filters. The possibilities of this approach were demonstrated 
earlier during investigations of the spectra of incident solar radiation in the UV-B region, as well as by us in measuring the depth 
dependence of sea water transmittance in visible light bands 6. The work described here is divided into a description of the UV-B 
solar irradiance meter that we have designed on the basis of an acousto-optic filter, as well as details of the measurement 
technique, and the results of field testing of the apparatus. 
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2. SCHEMATIC OF UNDERWATER IRRADIANCE METER 

The design of the spectroradiometer and its basic elements are shown in Fig.l. It is covered by a water-tight case for 
submersion. An on-board unit is connected by cable. This on-board section includes the computer, pulse counters, frequency 
tunable HF excitation generator, and the DC current power supply. The elements of the measuring section are located in the water- 
tight box, and include the quartz window with Lambert diffuser. 

The on-board section controls meter operation, and gathers 
and processes data. As indicated on the schematic, the 
submersible section of the spectrometer is a two-beam optical 
design with a reference channel. For this reason the 
spectrometer is provided with a double channel photodetection 
system including two UV photomultipliers (PMT) operating in 
photon counting mode. 

Without high-frequency (HF) excitation, the AOTF is in a 
passive non-dispersive mode, with its transmittance solely 
controlled by the transparency of crossed polarizers and small 
light depolarization scattering in the crystal. In this case it is 
essentially a neutral filter with a transmittance of £p 
independent of wavelength over the whole spectral band (see 
Fig.2). 

D F Ir L  BS        Waterproof Box 
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> 
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Fig. 1. Device schematic: D - input diffuser, F -broadband 
UV filter, L - collimating lens, BS - beam splitter, P- prism, 
HFAmp - high frequency amplifier, PCSys - photon counting 
system. 
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In active mode, i.e. with HF excitation the AOTF 
transmittance sharply increases in the narrow band SX, to attain 
the maximal value ea near Xt value determined by HF excitation 
frequency. It is important everywhere, beyond the transmittance 
band SXt, transmittance remains to be equal to Cp.. 

The ratio ejcp , referred to as spectral contrast, is the most 
important parameter of the apparatus - it determines the 
degree of suppressing the broadband background illumination, 
and its typical value is ~ 10 . 

3. THE MEASURING PROCEDURE 
The measurement procedure is based on the assumption 

that the measured spectral function of the flux of light incident 
on the diffuser N(X,t) (photon/cm -rims), can be represented as 
a product N(X,t) = N0(X)T(t), the N0(X) function being the goal 
of measurements and representing the time averaged spectral 

X, zun distribution at a given depth, and the T(t) function determining 
temporary variations of N(X,t) i.e. due to solar shimmers, so 
the value of T(t) averaged of over large period of time is equal 
to unity. 

Generally, the separation of these variables is possible only 
in the absence of the significant spectral transformations that 
can result from atmospheric variations during spectrum 

measurements. The number of photons incident on the beam splitter (BS) is determined as a(X)N(X,t), where a(X)=Tj(X)G(X)/4^ 
T](X) is the total transmittance of diffuser and UV filter, G(Aj(srcm2) is the geometrical extent of the entrance lens. The part r of 
this beam (r is the coefficient of BS reflection) splits out and entirely impact the reference channel PMT, the rest being directed into 
AOTF. 

Neglecting the dark pulses (for photomultipliers used, this value was less than 10 pulses/s), the photon counting rates in the 
measuring channels are linked with the irradiance function by the following relations: 

n/t) = rT(t) fa(X)N0 (X)S(X)dX (1) 
for the reference channel, and 

np(t) = (l-r)T(t)e„ fa(X)N0 (X)S(X)dX (2) 
for the principal channel in the  "passive" mode of AOTF. Here S(X) (pulses/photon) is the quantum efficiency of photocathodes, 
assumed to be the same for both photomultipliers; integration is performed over the whole band of PMT sensitivity. 

290 300 310 

Fig. 2 . Vertical axis - irradiance, arb.units. 
N0(X.) - the spectral irradiance at the entrance diffuser, 
F(V) - the transmittance of AOTF in "active" mode. 
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The radiation passed through the AOTF in "active" mode can be represented by the sum of two parts (Fig.2). One component is 
selectively extracted by AOTF at a given wavelength X, , and another coincides with that passing through AOTF in "passive" 
mode . Therefore, one can write for "active" mode: 

na(X, ,t) = np(t) + a(XJ(l-r)T(t)N0(XJS(XJ /F(X)dX ~ np(t) + a(XJ(l-r)T(t)N0(XJS(Xj£aSX, (3) 
where F(X) is the spectral function of the AOTF transmittance, with its maximal value s^F(XJ. It is worth noting that ea, S(XJ 
and 5A, values depend on wavelength. One easily obtains from formulae (1) and (2) the ratio of counting rates to be 

np(t)/nr(t) = ep(l-r)/r = k (4) 
and k is properly constant, affected by the parameters of the apparatus. In addition, one can derive from expression (3) after al- 
lowing for (1), (2) and (4): 

N0 (XJT(t) = (na(X„t) - kn r(t))tyXJ1 (5) 
where <P(XJ = aßJfl-rJSfXJSafXJSfXJ is the apparatus spectral function, which along with k value can be determined in advance; 
the physical sense of WfXJ (pulses-cm nm / photon) is the spectral sensitivity of the apparatus as a whole. The value of any N0 

function being sought at X=X, can be derived by averaging the expression (5) over long period of time sufficient for holding the 
condition <T(t)> «1. Thus one can derive 

AW * <(na (X„ t) - knr(t)) -4W% (6) 
where r reflects the average over the time of measurement. After allowing for the fact that the <P(XJ function and, as seen from the 
formulae (1-3), the ratio n „(X, ,t)/n r(t) do not depend on time, let us rewrite the last expression as 
AW «("a ßiVnr- k) <P(XJ '•<«r(t)>/z   or 

AW * (na (X, ynr - k) CfXJ "; N/T (7) 
where Nr is the total number of pulses in the reference channel. The choice for t value is rather important, since it defines the 
accuracy for evaluating N0(X) function; it is seen from (7) that the time At, for measurement at a spectral point X, does not define 
this accuracy, at least, not explicitly. The T(t) function behavior studied in a set of papers, see for example, 7, gives maximal 
characteristic times of irradiation variation up to Is in dependence on the kind of rough sea - due to ripple or windy conditions. 
Therefore the time of the whole spectrum record, r, should comprise about several decades seconds so At, « r. 

Expression (7) therefore represents the working formula for calculating the N0(X) function on the base of na(X, ,t), nr(t) and 
N/T which is turn provides information on the apparatus parameters k and <P(X). 

4. APPARATUS ELEMENTS AND CALIBRATION 

1. Photomultipliers. We used UV solar-blind PMT having tellurium-cesium photocathodes, with quantum efficiency values of 
110", and the long-wavelength sensitivity border of 0.1% of the maximal value being near 365 nm. The dark current of these 
PMT amounts to 210"" A, with amplitude discrimination that corresponds to the counting rate less than 10 pulses/s. 

2. The photon counting system consists of two independent photodetectors loaded by coaxial HF cables; the limiting photon 
counting rate for this system is 2- 10s pulses/s, which corresponds to maximum radiation flux of ~1015 photon/s. 

3. Acousto-optical tunable filter. The co-linear UV-AOTF has 6 mm diameter entrance window, provided with quartz polariz- 
ers. The spatial filter, located between AOTF and PMT, brings about the maximum attainable AOTF contrast value, which, 
according to manufacturer specifications, amounts to 2.7104 at the polarized light wavelength of 325 nm, assuming a transparency 
band width of SX w 0.23 nm and transmittance coefficient the transparency band of» 0.25. The ea and 5, values calculated from 
these data for nonpolarized light are * 0.125 and « 4.610"6 respectively. The HF excitation tuning within 115 - 133 MHz is 
corresponded to optical ranges of 290-320 nm. 

4. The spectraradiometer wavelength calibration was carried out using a model DRS-50-1 low pressure mercury lamp 
emission spectrum. The accuracy of wavelength reproducibility was not worse than 0.1 nm. Thus the maximum number of 
recorded spectral points was chosen so that distance between each should be less than the instrumental spectral resolution. In the 
290-320 nm range, up to 327 spectral points could therefore be recorded, with the resolutions of about 0.12 nm. 

5. Calibration of the absolute sensitivity was accomplished by conventional technique 2 trough use the emission spectrum of a 
model TRU 1100 2350 tungsten lamp with the brightness temperature of 2350° C. 

5. SPECTRAL MEASUREMENTS PROCEDURE 

Due to some constructional peculiarities which will improved in the future, the acousto-optic tunable filter we used could 
operate permanently in active mode not more than 0.1s with the relative pulse duration being >4. Therefore we have applied the 
periods of active and passive modes Att <0. Is and > 3Att respectively. (As a general case, the At, value can vary for different parts 
of spectral region, depending on light intensity and one can reduce At, at greater intensity). 

The number of pulses in the principal channel, N„,, and in the reference channel, Nn , are measured simultaneously in a time of 
At, Consequently, the ratio of these two variables is equal to the ratio of the counting rates in the corresponding channels, Na, /Nri 

= n „(XJ/nrl, and formula (7) can be rewritten as 
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AW ~[Nai(ÄJ/Nri - W" Nr /r- (8) 
with the JVr value is accumulated over the whole time of the spectrum measurement, r. The array of points, {Nai, Nri ,A,}, together 
with NJx ratio value are saved as a spectral data file. Given the value of k and C^AJ values calculated in advance by the ap- 
proximating function, these data enable to calculate the irradiance at a given depth. 

Radiometer operation is supported by the computer software with a menu-driven interface, and the real-time information 
necessary for on-line control of measurements is provided. The total time for spectral measurements within 290-320 nm waveband, 
assuming a scan of A, with steps of ~8A, i.e. about 0.25 nm, amounts to about 1 minute. 

6. THE SPECTRAL IRRADIANCE LIMIT LEVEL MEASURED 

Let us consider the irradiance limit value, N0(Ai)min, under circumstances when the absolute statistical error is comparable to 
the measured No(Ai)ml„ value itself. In this instance, to obtaining N0(Ai)mln formula (8) can be re-written: 

The difference Nai (AJ - k-Nri = Nf,(AJ is the calculated number of pulses corresponding to the NofAJ value in a time of Att. 
During tuning to the short-wavelength region of UV-B the Nai(A{) value decreases, and Nfi(AJ drops in accordance with the 
spectral irradiance curve NrfAj). At some wavelength Nfi (A,) becomes close to its deviation, i.e. Nfi (At) ~ a(Nfi(Ai)), which 
corresponds to a measuring error of 100%. Let us take advantage of the circumstance, that the nonequality Nfi(Ai)«Nai(Ai)«Nrii 

holds for our apparatus near N0(AJmi„ , i.e. Nfi(A^) is the little difference of two large values, as this take place, Nai(AJ «k-Nri, and 
Nai(Ai) »k*-Nri can be assumed. Thus one can write 

*K W) = <r(*M - Wrl) » J<r2(NJ + k2a\Nri) « ylNal + k2Nri « JNJA~) * V*ÄT., 
A„,(^,)- kN rl « JkN ri, or for the counting rate 

lAhl_k a   j    k (9) 

At this point, the measured limit spectral irradiance can be simplified by considering the statistical character of measurements, 
and after simplification written as 

For quantitative estimates let us transform nr from formula (1). We take advantage of the weak dependence of a(AJ and 

S(Aj) on wavelength and assume them to be constant, equal to the values averaged over measured spectrum; let us also suppose 

T(t)=l. We accept the integration domain to coincide with UV-B band, then nr &raSE, where £ = i N0(A )dA is the total flux 

of UV-B light incident on the entrance diffuser. Thus, 

| £p   E 1 
N°{Äi)m'"a\aQ-r).S -A/, ' s.W-SA, (H) 

Another restriction is the presence of PMT dark pulses. As noted previously, the counting rate for dark pulses is n <10s"'. 
By analogy, for limit value of Nß(AJ , one can write down : N „(A,) =   N oj(AJ - kN rl » nd    A/,,     or 

a*&l_km!± (12) 
"ri »ri 

and the corresponding irradiance level is : 

^o(A,)min*— .     "d     ..  ^   .. I") 
a{\ - r)S ■ea(Al)-SAi 

At A/, « Is,  ea{Aj)8Ai a 2.810" nmand the irradiance level inherent to, for example,2, E « 3- 10M photon/cm2s nm, one will 

obtain for both limits the value N0(AJmi„ » 4.7-109 photon/cm2s nm, or ~ 3-10"' W/cm2 nm. 

7. SPECTRORADIOMETER FIELD TESTING 
Testing the UV spectroradiometer was carried out during joint American-Russian scientific field studies at the University of 

Alaska's Kasistna Bay Laboratory on April 1-14, 1995. 
The on-board part of the spectroradiometer, consisting of the CAMAC equipment, the HF generator and the controlling IBM- 

compatible computer, was operated from a small boat. The submersible part of the apparatus was connected to the former with a 25 
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m long cable. Sea conditions were calm during all measurements and the field tests were carried out under full sun and cloudy 
conditions. For the most part spectra were recorded in the UV-B spectral region of 290-330 ran. 

«10" 

300 310 320 At 2D7I 

Fig. 3. The spectral irradiance (W/cm2 nm) on the surface 
recorded with maximal spectral resolution. The averaging 
number at each spectral point was 5. The local time: 3.05 p.m., 
April 07, 1995. 

In the example provided, the irradiance spectrum was 
recorded on the water surface and the maximum number of 
spectral points is shown. In this instance, the Fraunhofer 
structure is distinct. During our measurements, the solar zenith 
angle was about 65°. Total ozone content was at 400+30 
DU;(TOVS satellite data from the Climate Analysis Center 
/MNC/NWS/NOAA; and obtained from a global image for 
dates of measurement8 ). 

The total time for recording spectra at this maximum 
resolution is rather long: for 327 spectral points with 5 
measurements at a point, the time required exceeds 10 
minutes. In weather conditions typical to Alaska in April, this 
could result in some distortions of the spectra recorded, since 
the radiance spectrum during measurements could vary 
depending upon cloud thickness. As a result we decreases the 
number of spectral points to 109 with an average of five 
measurements at each point. 

Because of relatively low water transparency, we confined 
ourselves to measurements at shallow depths from 0.2 to 4 m, 
and over this depth, the integral irradiance in UV-B region 
decreased by about an order of magnitude. An example of the 
underwater irradiance spectra, measured at different depths, 
is provided in Fig. 4. 

As can be seen from Fig.4, irradiance near 300 nm 
vanishes. Some ambiguities in irradiance are related to photon 
counting statistics, but these can be avoided by increasing the 
time of measurement at each spectral point. Measurement 
noise, related to shimmers on the diffuser surface, are 
completely removed by using the two - channel technique, 
brought about in our spectroradiometer. The total number of 
data files recorded during the time of field tests exceeds 30. 

8.  CROSS - CALIBRATION 
A  cross  -  calibration  was  provided  by   simultaneous 

measurements using our spectroradiometer and the Profiling 
Ultraviolet Radiometer System PUV-500A manufactured by 
Biospherical Instruments Inc., San Diego, California 9. This 
apparatus measures irradiance in a set of spectral bands 
centered  at 308,  320,  340  and  380  nm.  The values  of 
irradiance are averaged over 1 nm and are saved as data files. 
Although the PUV-500A was supplied with an interference 
filter centered at 308 nm, data at that apparent waveband are 

10 referred to as data at 305 nm, based other comparative studies 
(and C.R.Booth, personal communication). At 320 nm, the coincidence of absolute irradiance values measured by both 

radiometers can be considered to be satisfactory, while at 305 nm the irradiance values measured by the PUV-500A are by factor of 
3 less than those determined by our apparatus The cause of this discrepancy is not known at this time. 

300 310 320 X, ran 
Fig.4. The comparison of the measurements made by the 
spectroradiometer and the PUV-500A apparatus.  The data 
from PUV-500 are plotted by (*). 
Depths were: 1 - 0.2 m, 2 - lm, 3 - 2m, 4 - 4m. 

9. CONCLUSION 

The data we obtained using the PUV-500A provide a good fit with simulations obtained by a model that uses plane-parallel 
discrete ordinates radiative transfers methodologies (Stamnes et al., as applied by C.R.Booth, Biospherical Instruments). The 
NASA DISCORT model    also indicates close agreement with our measurements. 

These field tests, as well as the conclusion of theoretical analyses, indicate promise for the development of a sturdy 
spectrometer suited for wide use in field measurements, including those under water and air. We encountered no problems from 
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mechanical vibrations and swinging, while demonstrating high spectral resolution, reliability of spectral calibration, high flux 
sensitivity and performance, particularly where fast wavelength tuning is necessary. 
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ABSTRACT 

Sea-Viewing Wide instantaneous Field-of-View Sensor (SeaWiFS) ocean color data will be archived at 
the Goddard DAAC in early 1997. The Goddard DAAC has been designated the primary archive for all 
SeaWiFS data. Almost all authorized SeaWiFs users will access SeaWiFS data via the Goddard DAAC 
Ocean Color Data and Resources web page.  New interfaces and services are being developed by the Goddard 
DAAC Ocean Color Data Support Team on the Ocean Color website to support the SeaWiFS community 
following launch: 

A new SeaWiFS WWW Browser will allow users to browse and order SeaWiFS data via the Web. This 
Browser will incorporate all necessary elements for SeaWiFS data ordering, including password controls, 
subsetting, coincident search and visual browse. 

Users will also find SeaWiFS ancillary data, software routines, SeaWiFS data products specifications, 
an order form for the SeaWiFS Technical Memoranda, as well as direct links to the "Dear Colleague" letter 
and other documents and software on the SeaWiFS Project homepage. 

Other ocean color products available at the Goddard DAAC Ocean Color website include the following: 
New HDF versions of CZCS data files, including browse images and a collection of regridded global 
composites designed for interdisciplinary study. New CZCS read and visualization software are available. 
A bibliography of ocean color research papers, several previously rare hardcopy documents, and a periodic 
ocean color newsletter are also available via the Web. The website also contains a collection of several new 
educational resources for ocean color educators and students. 

Being the main source of SeaWiFs data and consolidating ocean color data, documents, software, and 
points of contact from several other sources all at one convenient location, the Goddard DAAC hopes to 
become an important nexus for the entire global ocean color community. 

The Ocean Color Data and Resources webpage can be found at http://daac.gsfc.nasa.gov under "Ocean 
Color".   Contact the Goddard DAAC Ocean Color Data Support Team about additional ocean color 
information and SeaWiFS support. 

KEYWORDS: 
ocean color, SeaWiFS, CZCS, bio-optics, Distributed Active Archive Center, data 

1.   INTRODUCTION 

Sea-Viewing Wide instantaneous Field-of-View Sensor (SeaWiFS) ocean color data will be archived at 
the Goddard DAAC in early 1997. The Goddard DAAC has been designated the primary archive for all 
SeaWiFS data. Launch is now scheduled for March 1997, with data flow commencing in May, following a 
45-60 day orbit-raising period. Approximately 10 gigabytes of data will be ingested into the Goddard 
DAAC daily. We anticipate distributing approximately 40 gigabytes per day to authorized users. 

Almost all authorized SeaWiFs users will access SeaWiFS data via the Goddard DAAC Ocean Color 
Data and Resources web page.   New interfaces and services are being developed by the Goddard DAAC 
Ocean Color Data Support Team on the Ocean Color website to support the SeaWiFS community 
following launch. In addition to SeaWiFS data, the Goddard DAAC website will also offer numerous 
documents, ancillary data and late breaking news. 
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Authorized SeaWiFS users will browse and order SeaWiFS data via a new SeaWiFS WWW Browser. 
This Browser will incorporate all necessary elements for SeaWiFS ordering, including password controls, 
subsetting, coincident search and visual browse.   The SeaWiFS Browser is currently under development and 
is being adapted from the CZCS Browser which opened in February 1996. The SeaWiFS Browser became 
partially operational on September 30, 1996 and will continue to be developed throughout the winter. 

2. THE SEAWIFS BROWSER 

Like the WWW CZCS Browser, the SeaWiFS Browser search engine uses the same logic as the 
original CZCS browser and is based on three simple lookup tables for latitude, longitude and date of data 
file acquisition. Each individual SeaWiFS data file in the archive is given an index number which maps 
directly to the lookup tables and corresponding browse files. In the latitude and longitude lookup tables, all 
the indices of the files are stored in two degree spatial bins. When a user enters spatial and time ranges of 
interest, the software first finds all files that fall into the two degree latitude bins specified and then flags 
those files. This is repeated for the longitude and date. The three lists of flagged files are then compared to 
find those files common to all three lists. These files are then used to generate the final list of "hits": all 
unique files which satisfy the user's search criteria exclusively. 

The SeaWiFS Browser search engine is written in PERL which is a more natural language for HTML 
programming and more robust for string manipulation. The PERL program creates HTML documents on 
the fly, reading different user input parameters. Depending on the user's input, the program executes 
commands such as "display the image" or "view the previous or next image in the search result list". An 
order file is generated for insertion into the DAAC's order processing system. This engine can quickly and 
accurately search the entire SeaWiFS database. For CZCS, the engine returns a list of all 59,337 Level 2 
files in the archive in approximately 5 seconds, including transfer time back and forth over the network. By 
using the NCSA visualization software called Browse-O-Rama, we are able to provide visualization of the 
HDF browse files without creating an additional collection of GIF or TIFF images of the data. The 
Browser works for all HDF data and has been adapted to several different datasets already. 

3.  USING THE  SEAWIFS  BROWSER 

The SeaWiFS WWW Browser may be found on the Goddard DAAC home page in the Data Section 
under Visual Search at 

http://daac.gsfc.nasa.gov 

To access the SeaWiFS Browser, you will be asked to enter your name and SeaWiFS password. These 
passwords are provided only to authorized SeaWiFS users who have completed a SeaWiFS user survey. 
The Goddard DAAC asks that all authorized SeaWiFS user please submit a SeaWiFS Survey prior to 
launch. The Goddard DAAC is using the SeaWiFS survey information to determine the support and 
equipment requirements for the SeaWiFS program. In compliance with Orblmage's decision to release the 
first three month's of data freely to the public, the SeaWiFS Browser password function will be disabled 
during the first 90 days of data collection. 

On the first page of the SeaWiFS Browser you will be asked to select Level 1A individual scenes, 
Level 2 individual scenes or Level 3 composites. Selecting Level 1A or 2 will bring you to a "Map" page 
where you click on two corner points to draw a rectangle of your choice on the map of the world to specify 
your latitude and longitude coordinates. Forms on the same page allow you to manually enter exact 
coordinates, if wanted, and to define the date range of interest. Selecting the Level 3 products takes you to 
the Level 3 selection page, which allows you to specify date ranges only, since these data are global. The 
page may be cleared at any time and new criteria entered.   Select the "Start Search" button to send a query 
to the search engine. This will take you to the "Results" page where a list of files which fit the specified 
criteria is shown. 
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Clicking on any filename on the "Results" page sends you to the "Viewing" page where you will see a 
GIF image of the HDF browse file, its exact area of coverage on a global map, if not a level 3 file, and 
some of the metadata associated with that file. You may save the GIF image to your own machine using 
the "save file" function of your browser. Click the "Order" button to add this file to your order and proceed 
to the next file in the list or click on "Next" to view the next file without ordering the present one. Click 
on the filename at the top of the page to download the digital HDF browse file itself. Click on the 
"Additional Information" link to see a complete list of the metadata associated with each file. 

Use the "Next File" and "Previous File" buttons on the "Viewing" page to step through the Results 
list, viewing each file in turn and ordering those desired. You may also return to the "List" page at any 
time and view any file on the list out of sequence. Click on the "New Search" button to abort this search 
and go back to the Map page to start a new search session.   You may order all files in the results list with 
out viewing them by selecting the "Order All" button. When you are satisfied that you have added all the 
files you want to your order, close the browse session by selecting the "Submit Order" button. 

This sends you the "Order" page where you must specify the type of data desired. You may order 
multiple products in the same browse session. For SeaWiFS, the following products are available: 

For Level 1A: 
Level 1A LAC 
Level 1A GAC 
Level 1A HRPT 
Level 1A LAC Browse 
Level 1A GAC Browse 
Level 1A HRPT Browse 
Ancillary data that map to those files 

For Level 2: 
Level 2 GAC 
Level 2 GAC Browse 
Ancillary data that map to those files 

For Level 3: 
Level 3 binned products 
Level 3 standard mapped image, chlor_a 
Level 3 standard mapped image, CZCS_pigment 
Level 3 standard mapped image, nLw_555 
Level 3 standard mapped image, tau_865 
Level 3 standard mapped image, K_490 
Level 1A files that were used to create those Level 3 files 

On the "Order" page, you must also specify the medium type and format desired, as follows: 
Medium: 

FTP 
8MM-8200 tape 
8MM-850O tape 
4MM-60 METER tape 
4MM-90 METER tape 

Format: 

TAR 
DD 
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Select the "Continue" button to see a list of the files you have requested. Selecting the "Continue" 
button again will bring you to the next and final "Shipping" page where you must enter your shipping 
information to complete the request. This completes the order file and the system shows you a 
"Confirmation" page verifying your request and giving you a unique request number for reference. Your 
data request enters the DAAC system that night at local midnight. It is then placed into the job queue, 
processed in turn and shipped to the address specified in your browse session. 

As an alternative to manually requesting data via the Browser, The Goddard DAAC also offers standing 
orders or data subscriptions. Contact the Goddard DAAC Ocean Color Support Team for assistance in 
setting up a standing order. 

4.  ADDITIONAL PRODUCTS  AND  SERVICES 

On the Goddard DAAC Ocean Color page, in addition to SeaWiFS data, users will also find SeaWiFS 
ancillary data, software routines, SeaWiFS data products specifications, an order form for the SeaWiFS 
Technical Memoranda, as well as direct links to the "Dear Colleague" letter and other documents and 
software on the SeaWiFS Project homepage.   Although at present, only the abstracts are available on-line, 
it is also possible to order all of the SeaWiFS Technical Memoranda from the Ocean Color website. 

Other ocean color products designed to augment and assist SeaWiFS research are also provided on the 
Goddard DAAC Ocean Color website. The entire CZCS data collection has been brought to the web via the 
CZCS Browser. New SEADAS-compatible HDF versions of Level 1A and 2 CZCS data files are now 
available on anonymous ftp, including browse images. A new collection of regridded Level 3 global 
composites designed for interdisciplinary study has also been created. New CZCS read and visualization 
software are available. A bibliography of ocean color research papers, several previously rare hardcopy 
documents, including the PC-SEAPAK User's Guide and a periodic ocean color newsletter are also 
available via the Ocean Color website. 

Being the main source of SeaWiFs data and consolidating ocean color data, documents, software, and 
points of contact from several other sources all at one convenient location, the Goddard DAAC hopes to 
become an important nexus for the entire global ocean color community. We have established an Earth 
Interactions Journal (EIJ), several bulletin boards for researchers in other communities and can offer these 
and other web publishing services to the ocean color community as well. 

5. THE OCEAN COLOR DATA SUPPORT TEAM 

Contact the authors, who comprise the Goddard DAAC Ocean Color Data Support Team, about these 
services, more ocean color data and information and additional SeaWiFS support: 

Rebecca Fan- 
Lead, Ocean Color Data Support Team 
(George Mason University) 
301-614-5381 
farr@daac.gsfc.nasa.gov 

Angela Li 
Programmer 
(Research & Data Systems Corp.) 
301-614-5253 
li@daac.gsfc.nasa.gov 

Ravi Kartan 
Programmer 
(Research & Professional Services) 
301-614-5200 
kartan@daac.gsfc.nasa.gov 

Robert Simmon 
Web Editor 
(Research & Professional Services) 
301-614-5316 
simmon@daac.gsfc.nasa.gov 

Code 902, Distributed Active Archive Center 
Goddard Space Flight Center 
Greenbelt, MD 20771 
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The SeaShark and Starfish operational data processing schemes for AVHRR and SeaWiFS 
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ABSTRACT 
SeaShark is an operational software package for processing, archiving and cataloguing AVHRR and SeaWiFS data using 

an operator friendly GUI. Upon receipt of a customer order, it produces standard AVHRR data products, including Sea 
Surface Temperature (SST) and it has recently been modified to include SeaWiFS level 2 data processing. This uses an 
atmospheric correction scheme developed by the Plymouth Marine Laboratory, U.K. (PML) that builds upon the standard 
Gordon and Wang approach to be applicable over both case 1 and case 2 waters. Higher level products are then generated 
using PML algorithms, including chlorophyll a, CZCS-type pigment, Kd, and suspended paniculate matter (SPM). Outputs 
are in CEOS-compatible format. The software also produces Fast Delivery Products (FDPs) of chlorophyll a and SST. 

These FDPs are combined in the StarFish software package to provide maps indicating potential location of 
phytoplankton and the preferred thermal environment of certain pelagic fish species. Fishing vessels may obtain these maps 
over Inmarsat, allowing them to achieve a greater efficiency hence lower cost. 

Keywords: AVHRR, SeaWiFS, image processing, SeaShark, Starfish, atmospheric correction, SST, chlorophyll 

1.   INTRODUCTION 
In this paper, we present details about the SeaShark operation satellite data software processing package, and in 

particular, recent enhancements made to process SeaWiFS data through to level 2 geophysical products. SeaShark is a 
relative of the European Space Agency's Shark processing software, which is used to process AVHRR data, but it has two 
principal enhancements. Firstly, the graphical user interface (GUI) has been redeveloped and much of the underlying 
processing code has been improved or rewritten. Secondly, the package has been extended to be capable of processing 
SeaWiFS data. ° 

In the next section, we discuss SeaShark in more detail, and in section 3, we look at the algorithms underlying the 
SeaWiFS level 2 products.   The StarFish system - a potential beneficiary of SeaShark - is outlined in section 4. 

2.   SEASHARK PROCESSING SOFTWARE 
We discuss firstly the the way the software is constructed to achieve flexibility, simplicity of use, and upsradeability, and 

secondly the principal products produced by the SeaShark processing software. 

2.1.        Code 

SeaShark is written in C++ with a Motif GUI, running on SUN workstations under Solaris 2.4. The GUI allows the 
operator to initiate product generation, manipulation, and archiving: a typical view of the GUI is shown in Figure 1. Output 
products may be displayed for quality-checking purposes. The system is robust to errors, which may be corrected 
interactively. A flexible object-oriented approach has allowed VEGA to develop a tool for handling data from the two 
imaging sensors that exploits similarities between the systems and yet fully accommodates their individual characteristics. 
The software may readily be extended to handle new satellites in the series, or even other sensors such as OCTS on the 
Japanese ADEOS series of satellites. 

The operator may work with SeaShark directly, generating products in interactive mode, or prepare a series of jobs for 
automated processing in batch mode. Products may be archived and catalogued, with dissemination to customers on 
exabyte tape, or via file transfer protocol. The system has reporting facilities to monitor usage and to provide information 
for customer billing. 

After a new raw image is placed into the import directory, the software automatically recognises its existence, and begins 
processing. Bad lines are detected, and the image is quality checked. Navigation is performed using an orbit model, or, in 
the case of SeaWiFS, using the (global positioning system) GPS data. The operator may choose to check the navigation of 
the image, displaying it on the console, and adjusting if desired. The coastline, political boundaries, or a latitude/longitude 
grid may be displayed as an image overlay.    Normally, the data is processed through to a level 1 archive ima«e. which is 
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Figure I.   Some of the elements of the SeaShark GUI 

then stored on exabyte tape. SeaShark provides tape handling facilities for this. In addition to the internal level 1 archive 
format, the image is also available as a "PostScript QuickLook" for printing out on an appropriate printer, or as a raster 
QuickLook colour composite that may be viewed using widely available utilities such as xview or imagetool. 

On receipt of an order, the operator either retrieves the appropriate archive from tape, or finds it on hard disk. If 
required, the system will readily handle orders for fragments of the image. The order is entered, and will be processed and 
distributed without the need for further intervention unless an error condition occurs. 

Each of the major processing routines is contained within SeaShark as a separate executable, called from the GUI, and 
returning error messages in a log that is interpretable by the GUI. This scheme has the advantage that new executables may 
readily replace existing ones, facilitating the rapid upgrade of algorithms if so required. Providing that the interface 
structure is preserved, new modules could be added by the user. 

2.2. Products 

SeaShark produces three sorts of product: archive, distribution, and fast delivery. The first is an internal format, used 
for the long term storage of satellite data, and forming the basis for generation of the remaining two sorts. The distribution 
products are in CEOS or CEOS-derived format; usually they constitute large portions of a satellite pass. The fast delivery 
product is for use when the turnaround time needs to be small. Generally, these are smaller (for example, 1000 x 1000 km) 
so that less processing is required. A single fast delivery product from AVHRR may be produced within a few minutes of 
the data reaching the computer system, whilst a SeaWiFS chlorophyll a product will take about % hr (depending on 
computer specification) because of the computational demands of the atmospheric correction. 

Typical products available from SeaShark are shown in Table I. Since the package is undergoing continuous 
development, new products may be added, especially if there is a particular user-driven requirement. 

AVHRR radiances are calibrated according to NOAA , subsequent revisions and Holben et al."\ SeaWiFS radiances are 
calibrated according to the methods described in the SeaWiFS Technical Report Series'' . The AVHRR SST algorithm is 
based on the split-window technique developed by McClain et al. . An example of the NDVI algorithm is given in Huete . 
The SeaWiFS algorithms are described in more detail in section 3.2. 
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Product SeaWiFS A VHRR 
formatted Level 1 
formatted Level 2 

fast delivery 

calibrated radiances 
water-leaving radiances 
chlorophyll a 
CZCS-type pigment 
suspended paniculate matter 
coccolithophore 
carotenoid 

Kd 

photosynthetically available radiation 
chlorophyll a 

calibrated radiances (SHARP format) 
sea surface temperature (SST) 
vegetation index (NDVI) 

SST 
NDVI 

Table I.   Typical products available from SeaShark. 

3.   SEAWIFS ALGORITHMIC BASIS 

3.1. SeaWiFS atmospheric correction 

The determination of the effects of the atmosphere are very important in the measurement of ocean colour from space. 
The method used within SeaShark is a PML-developed enhancement to the technique described by Gordon and Wang7. The 
latter is limited to case 1 (open ocean) waters because of the assumption of zero water leaving radiance in the 0.7-1.0 urn 
wavelength range, whereas there is a requirement for processing over case 2 (coastal) waters. 

This has been addressed more recently by authors such as Land and Haigh8, and Moore et at. The latter technique is 
appropriate for use within an operation processing scheme, where computationally intensive methods are inappropriate 
because of the volume of data that must be handled. Briefly, the algorithm9 preprocesses the satellite data stream to 
establish the nature of the underlying water. This is done by deriving an Ängström-type exponent from the Rayleigh- 
corrected reflectances in bands 7 and 8, and using it to calculate a 'predicted' reflectance for band 6. If the difference 
between this and the actual Rayleigh-corrected reflectance exceeds a predetermined threshold (dependant upon the scene 
geometry), the underlying water is deemed to be case 2. A bright pixel model is then used to compare the measured 
reflectances with tabulations of known reflectance and suspended paniculate matter (SPM) levels across SeaWiFS bands 6 to 
8, and the estimated SPM contribution to reflectance is determined. This effects of the latter may then be corrected, and the 
corresponding concentration output.   A flag is set to distinguish between case 2 sediment waters and case 2 gelbstoff waters. 

A Gordon and Wang type scheme7 may now be used to perform the atmospheric correction, using either the unaltered 
case 1 reflectances, or the corrected case 2 reflectances. 

3.2. SeaWiFS geophysical product generation 

The result of the atmospheric correction is the production of water leaving radiances over the ocean, and zero values with 
a land flag set over land. The water leaving radiances may be processed into geophysical products, examples of which are 
shown in Table 1. The chlorophyll a and CZCS-type pigment ratio algorithms are based upon Aiken et al. 10, with the 
coefficients contained in configuration files to allow for algorithmic tuning - a feature of all the geophysical product 
processing code. Carotenoid is derived using a band ratio algorithm of a similar form to the chlorophyll a algorithm. Kd 

(water clearness) is derived from three band ratios dependant upon the level of chlorophyll in the water". 
The SPM and coccolithophore products are both derived from the Moore et a!9 atmospheric correction process. If a 

band ratio threshold is met, indicative of coccolithophore characteristics, then the SPM is regarded as being coccolithophore. 
Photosynthetically active radiation (PAR) is derived from tabulations based on Gregg and Carder12 dependant upon the 
derived aerosol optical thickness, an Ängström-type exponent, and the total integrated column ozone concentration, and 
corrected for the illumination and viewing geometries and the Earth-Sun distance. 

4.   STARFISH 

Ocean colour images are potentially valuable to the fishing industry - plankton are at the bottom of the food chain in the 
marine world and areas rich in plankton will indicate the likely locations of certain fish stocks. SST is currently used by 
fishing vessels - the detection of thermal fronts and water currents helps to locate particular fish species. Certain fish 
species have very specific requirements.   For example, albacore prefer the thermal front between clear, warm offshore water 
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and the turbid, colder but nutrient-rich coastal waters'". The additional information about the chlorophyll level within the 
ocean provided by ocean colour sensors may be usefully combined with SST data to indicate likely fishing grounds for 
different species'4. 

The StarFish system uses fast delivery products of chlorophyll a and SST to generate maps of potential fish locations, 
which may be transmitted directly to vessels via Inmarsat, allowing them to improve their operating efficiency. Whilst 
vessels may be able to fish more efficiently, they may also fish with greater discrimination, thus reducing the problem of 
over-quota dumping. Ideally, fish location systems should be combined with vessel tracking systems, since much of the 
required hardware is common to both applications. This would have the dual benefit of decreasing the cost to the fishing 
company, whilst allowing the authorities to police fisheries more effectively. In Europe, a draft regulation has recently been 
submitted to the Council of Ministers requiring member states to use vessel monitoring systems to monitor fisheries. 

5.   CONCLUSION 
The SeaShark processing software is due to go into service shortly with the European Space Research Institute (ESRIN) 

at their network of ground stations. It is simple to use, robust, and capable of handling operational demands, and is 
available for academic or commercial use. Potentially, it may be extended to process OCTS data from ADEOS, or other 
data from similar Earth Observation Satellites.   Furthermore, it may be tuned to the needs of individual users. 
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ABSTRACT 

The western Gulf of St. Lawrence (GSL) is characterized by high, persistent phytoplankton production 
and functions as the principal supplier of phytoplankton biomass for the central and eastern Gulf. The main 
objective of this study was to report on the evolution of a wind-induced phytoplankton bloom in this 
region. We used Coastal Zone Color Scanner images taken on 20, 22, 28, and 30 August 1980 to 
calculate phytoplankton pigment concentration, sea surface temperature and water reflectance fields. We 
coupled the satellite information with storm track, wind, air temperature, and bright sunshine data. A 
strong storm blew over the Gulf between 15 and 17 August, triggering upwelling and mixing processes 
that presumably made high nutrient concentrations available in the euphotic layer. High atmospheric 
pressure and southwesterly winds between 18 and 25 August allowed air and water temperatures to rise, 
stabilizing the water column and stimulating phytoplankton growth. A northern storm between 25 and 27 
August associated with clear weather and low temperatures between 28 and 30 August, coinciding with 
the bloom decline. Water-normalized reflectance values suggested that the estuarine region was 
characterized by diatoms, the western-central GSL by a mixed composition of diatoms/small 
flagellates/coccolithophorids, and the eastern-central region by coccolithophorids and small flagellates. 
These blooms may be critical for fish recruitment. Cooling and warming of the water column by 
meteorological events seem to be intermittent but frequent at this time of year. The resulting nutrient input 
may support phytoplankton blooms of intensities similar to or higher than those recorded during spring in 
the western region of the Gulf. 

Keywords: CZCS, phytoplankton, storms, remote sensing, upwelling, wind, Gulf of St. Lawrence. 

1. INTRODUCTION 

The Gulf of St. Lawrence (GSL) (Figure 1) is influenced by atmospheric and oceanic forcings '. During 
summer, frequent storms cross the Gulf from west to east or northeast with their centres lying over the 
Gulf, having a maximum incidence over the Gaspe" Peninsula and Magdalen Shallows 2. The surface 
circulation in the western Gulf in spring and summer is mainly driven by the buoyancy outflow from the 
estuarine waters of the St. Lawrence Estuary via the Gasp6 Current \ but in late summer/early fall, the 
westerly winds become important,3'4 promoting productivity of the system. Wind-driven upwelling have 
been documented in the northern Gulf5 but their effect on production have not been directly observed. 
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Alongshore westerly winds at the mouth of the Lower St. Lawrence Estuary (LSLE) can also drive 
upwellings 6 that enrich the Gaspe" Current and stimulate its productivity. Studies using Coastal Zone 
Color Scanner (CZCS) images of the Gulf have shown high phytoplankton biomasses within the western 
Gulf in late summer and early fall7. The purpose of this study was to determine the influence of late 
summer/early fall storms on phytoplankton production in the western GSL. 

2. METHODOLOGY 

Meteorological time series for August 1980 for several regions of the GSL (Figure 1) were compared 
with the satellite information. The storm trajectories were identified using the map of principal cyclone 
displacement (Mariners Weather Log; NOAA, 1991) and atmospheric pressure maps (1000 mb) from the 
Atmospheric Environment Services (AES), Department of Environment, Canada. Wind and air 
temperature data come from a statistical model developed by the AES Scientific Services Division, which 
uses hourly information from land-based stations and ship measurements to extrapolate the most probable 
values over open-water sectors. Hours of bright sunshine recorded by the AES were used as indicators of 
light availability. CZCS images taken on 20, 22, 28, and 30 August 1980 8 were used to calculate 
phytoplankton pigments (chlorophyll a plus phaeophytin) and reflectance. The methodology used has 
been described in a previous study7. Sea surface temperature (SST) was calculated from data contained in 
channel six of the CZCS, using the scale present in the raw files to transform gray levels into temperature 
(°C) 9. The different phytoplankton groups were determined by analyzing the water reflectance in 
combination with the chlorophyll pigment patterns. The spectral range of the reflectance was used as an 
indicator of different optical qualities that could be attributed to specific phytoplankton groups 10 and was 
then used to tentatively identify western GSL species by comparing our results with data from previous 
studies11'12. 

3. RESULTS AND DISCUSSION 

3.1 Meteorological and oceanographic data 

Between 15 and 17 August, the strongest storm of the month crossed the central GSL. The wind direction 
changed from northeasterly to northwesterly and wind speeds were up to 10 m s"1 for at least 24 h. From 
18 to 25 August, a high pressure system with sunny days and rising air temperatures was accompanied by 
southwesterly winds with speeds generally below 5 m s"1 (Figure 2). The thermal channel data also 
showed sea surface temperature decreasing in the Gulf from west to east (Figure 3 a, b). From 26 to 29 
August, the GSL was affected by the passage of another pressure system, but its main track was over 
northern Qu6bec. Northwesterly winds dominated over the Gulf from 27 to 29 August, but with lower 
velocities than during the southern storm (Figure 2). The storm was followed by moderate to high levels 
of bright sunshine but with slightly cooler air temperatures. The SST image of 28 August showed cooling 
of the surface layer, especially in the estuary and the Gasp6 Current as well as in the eastern Gulf and 
Jacques-Cartier Strait (Figure 3 c). These cooling patterns intensified on 30 August, with upwelling 
patches seen along the south coast of Anticosti Island and the north shore of Jacques-Cartier Strait 
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(Figure 3 d). Both SST images taken during the northern storm indicate Ekman upwelling along the south 
shore of Anticosti Island, which has been previously observed with Advanced Very High Resolution 
Radiometer images '. Similarly, our study showed that the wind speed and direction during both storms 
were sufficient to force Ekman upwelling along the south shore of Anticosti Island following the first 
storm. 

3.2 Phytoplankton pigment response 

For the first time in the GSL, satellite images have been used to evaluate the mesoscale response of 
phytoplankton pigment to storms. On 20 August, the bloom started with a structure south of Anticosti 
Island (Figure 4 a) and two days later extended toward the Magdalen Shallows (Figure 4 b). On 28 and 
30 August the bloom declined; relatively high biomass levels were still measured in warmer water patches 
in the central Gulf (Figure 4 c, d). In the LSLE, high phytoplankton pigments coincided with the coolest 
waters (Figures 3 d and 4 d, respectively). The reflectance data suggested contrasting optical 
characteristics of the eastern and western Gulf regions that could be linked to the pigment features. The 
values generally discriminate the diatoms in the Gaspe" Current, the mixed flagellates in Anticosti Gyre and 
Honguedo Strait, and the coccolithophorids in eastern central GSL waters. The association of high 
biomasses and warm temperatures on the first two images can be explained as the result of phytoplankton 
growth concurrent with stabilization of the surface layer. The high irradiance and low wind conditions 
lasted several days, allowing the mixed layer enough time to warm and blend slightly, producing water 
column stratification. The pattern of the bloom decline on the second pair of images reinforces the 
association of phytoplankton development and warm temperatures. Except for the estuary, pigment levels 
fell in the cooler nearshore areas, probably due to upwelling of deeper chlorophyll-poor waters. These 
high chlorophyll and warm water patches were probably dominated by dinoflagellate communities. 
Shipboard observations confirm that dinoflagellates, particularly Gyrodinium aureolum, can dominate at 
this time n. In addition to production stimulation by buoyancy flow l and coastal upwelling along the 
north shore 5'6, the kinds of meteorological events we describe here might stimulate production over the 
western Gulf. Freshwater runoff is unlikely to be responsible for these phytoplankton blooms, since the 
runoff in the Gaspe" Current is at its lowest at the end of summer3. These blooms may be critical for fish 
recruitment, particularly herring. Since they spawn in the summer, the phytoplankton bloom following 
larval production may be more important than the one occurring before the larval release 13. Cooling and 
warming of the water column seems to be intermittent but frequent, and the resulting nutrient input may 
support strong phytoplankton blooms in the western region of the Gulf. This in turn may justify a 
reconsideration of the general concept of spring bloom-driven recruitment in the St. Lawrence ecosystem. 
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Figure 1. The Gulf of St. Lawrence; the inset rectangle indicates the area covered by the satellite images. 
The 50 and 200 m isobaths are shown. Wind regions are designated by dashed lines, only regions 
6 and 12 are discussed. The letters refer to the regions mentioned in the text, a: Lower St. 
Lawrence Estuary, b: Gasp6 Peninsula, c: Gasp6 Current, d: Jacques-Cartier Strait, e: Anticosti 
Gyre, f: Anticosti Island, g: Honguedo Strait, h: Magdalen Shallows. 
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Figure 2. Wind in the central region of the Gulf of St. Lawrence between the 10 and 31 August 1980. 
Vectors are in m s"1 (north positive), showing the direction in which the wind is blowing. 
Sticks are drawn at two-hour intervals, asterisks indicate dates of CZCS images. 
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Figur« 3. Sea Surface Temperatur« (degree Calciua) 
• ) 20. b) 22. o) 28. and d) 30 August 1980 

Figure 4. Chlorophyll a plus Phaeophytin (rog ni**3) 
a) 20. b) 22. c) 28. and d) 30 Auguit 1980 
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ABSTRACT 

Ship accidents may cause containers and chemical pollutants to be released into the sea. For the recovery of a 
container or a non-mixing chemical on the seafioor, a fast and small-scaled location of such objects is an essential 
condition. Because of high turbidity in most coastal regions and the character and behaviour of sinking chemicals, 
conventional video cameras are often unsuitable. Therefore, a new optical instrument is to be developed which 
allows the inspection of objects on the seafioor with range gated video images, and a detection of substances by 
remotely measuring fluorescence on the seafioor and in the water column. It will be applied as the payload of a 
remotely operated vehicle (ROV) that is also equipped with other chemical and acustical sensors for seawater 
analysis. Experiments in the laboratory have been carried out successfully, and first steps have been taken to realise 
a prototype. 

The submarine lidar is an instrument which allows to record contrast enhanced images of containers on the 
seafioor, and to detect, locate, and classify the discharge of chemicals. Besides this application, it can be used for 
environmental monitoring, pipeline inspection, and oceanographic survey. 

Keywords: seafioor imaging, range gating video, fluorescence lidar 

1. INTRODUCTION 

In coastal zones with high ship traffic, oil pollution may occur because of accidents and illegal discharges. 
Since 1993, the German Ministry of Transport has operated an airborne fluorescence lidar for maritime 
surveillance of the German responsibility areas in the North Sea and the Baltic Sea.1 This fluorescence lidar is used 
to detect, identify, and quantify oil spills on the water surface, and to measure maritime parameters such as 
phytoplankton blooms. 

Another approach to detect substances in the sea with remotely using lasers is the shipboard lidar. This type of 
instrument has been successfully installed on board RV "Polarstern" for measurements of turbidity, yellow 
substances and phytoplankton while the ship is on its way. It allows depth-resolved profiles to be derived down to 
40 m water depth with 10 cm resolution, depending on the seawater turbidity.2 Experience gained with this 
instrument, especially the collecting performance of a lidar at short distances,3 are fundamental for the design of 
the submarine lidar system. 

Besides this, accidents of ships with chemical cargo have led to strong impacts on the marine ecosystem and to 
risks for pollution control and clean-up teams in recent years. In order to protect environment and people, a fast 
detection, location and identification of chemical pollutants in the sea is necessary. In accordance with the variety 
of substances and their properties, and of the individual water bodies and their optical characteristics, on the other 
hand, a number of strategies for different situations seem to be inevitable, including special equipment for the 
control of chemicals at sea. 

Recent research has shown that remote sensing of swimming chemicals is applicable in the same way as for the 
detection of oil spills. However, optical remote sensing is limited by the penetration depth of light into the water, if 
underwater objects are concerned. In this paper, we present a new laser-based instrument, which has been 
especially designed for the inspection of lost cargo, and detection and classification of hazardous substances on the 
seafioor also in turbid coastal waters. 
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2. OBJECTIVES 

Beside sonar, conventional video cameras are the standard tools for underwater imaging. In water, acoustic 
instruments possess a larger range than optical instruments. Because of the lower frequencies compared to light 
waves, the acoustical image resolution is mostly not high enough to detect e.g. leaks in sunken tanks and 
containers. Normally dissolved chemicals are neither detectable by standard video nor by sonar techniques. Polls of 
sunken chemicals on the sediment can hardly be seen on video images taken from above. Especially on coarse- 
grained sediment the contour of a sinker bubble adapts to the ground so that the low gradient of the index of 
refraction is mostly unsufficient to provide a sufficient contrast in such images. By accidents ship cargo can be 
damaged, get lost and sink in the sea, and chemicals may spread on the seafloor because of leaks. In order to be 
prepared for such events and to react efficiently, the German Ministry of Transport intends to operate an ROV 
based sensor system in the North Sea and in the Baltic Sea. Essential requirements are the detection and inspection 
of lost cargo and the identification of toxic chemicals on the seafloor and in the water column in real time. 

Because of the variety of possible scenarios, the system consists of several sensors developed by different 
institutions. The instruments use various chemical and physical principles and can be mounted to the ROV as the 
need arises. 

3. METHOD 

The submarine lidar is a combination of a fluorescence lidar and a range gating video camera. It is the payload 
of an ROV, realised by Mariscope, Kiel, Germany, which is also the platform for additional sensors, such as CTD, 
transmissometer, and pH probes, as shown in Figure 1. The system is specified for a maximum operation depth of 
300 metres, with 3 kn maximum speed for application in regions with tidal currents. 

The range gating video camera is able to take contrast enhanced images from the seafloor.4 Therefore it is used 
to search for and - in case of success - to inspect lost containers on the ground. 

The fluorescence lidar is used to detect chemicals which are normally invisible on video images. The analysis 
of fluorescence spectra allows a classification of substances. 

h^Jh^y 

scanner and detector housing        «""V 

D 
laser housing 

Figure 1: The submarine lidar system as a payload of an ROV 

The submarine lidar is a remote sensing instrument. So data from the seafloor are remotely recorded, without 
any damage to the ecosystem. An altitude of a few metres above ground prevents sediment from rising and 
reducing visibility. In case of toxic substances spread out on the seafloor a contamination of the system is mostly 
avoided. 
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3.1 Range gating video 
The submarine lidar uses the 2nd harmonic of a Nd:YAG laser (533 run, 4 ns, 160 mJ) to illuminate the 

seafloor. Elastically scattered and reflected light is collected with a gateable intensified CCD camera. The exposure 
time of the camera is given by the gate-on period of the image intensifier. The beam divergence of the laser is the 
same as the camera field of view. Following Jaffe and Dunn5 the image is composed of a linear superposition of 
three different components, i.e. backscattering from the water body and from the target, and light backscattered by 
the target and forward scattered by the water body. 

The first component does not include any information about the object. Because of the use of a short pulsed 
laser and according to the concept of lidar, it reaches the camera prior to the other two components. The minimum 
gate time of 5 ns allows to fade out the backscattered light from the water column, and to record only the light 
reflected by the object. This results in a contrast enhanced video image. 

The second component consists of the light following the direct trace from the target to the detector without any 
scattering in the intervening water. Therefore, this component forms a sharp image of the observed object. The 
image quality is only influenced by the optical transfer function (OTF) of the CCD camera system.6 

The third component consists of the light which is reflected by the object and then forward scattered in the 
water between object and camera. It hits the detector at the same time as the second component. Therefore it is not 
possible to separate the remaining two components by their time of flight. The result is a target image with reduced 
contrast. It can be calculated as a convolution of the second component and a function representing the optical 
characteristics of the water. The recorded image is modulated by the OTF of the water and the CCD camera 
system. 

3.2 Fluorescence lidar 
Upon detection of an object the 3rd harmonic Nd:YAG laser pulse (355 run, 4 ns, 60 mJ) is applied with its 

original 0.5 mrad beam divergence, and the emission response of the water body between ROV and seafloor and of 
the seafloor itself is recorded at variable wavelengths between 380 and 700 nm with a PMT and a transient 
recorder with 500 Mhz sampling rate. This allows a maximum depth resolution of approximately 0.2 metre. The 
spatial resolution of approximately 0.36° is realised by a two-dimensional scanner. The analysis of time-resolved 
signals at specific emission wavelengths permits the detection, the exact location, and at least a classification of 
substances seeping out from a container. 

Fluorescence signals from substances dissolved in the water column can be interpreted in the same way. Non- 
fluorescent substances in the water influence the penetration depth of fluorescence lidar due to absorption losses at 
the excitation wavelength. It has been reported recently that this effect can be utlised to indirectly estimate the 
concentration of non-fluorescent substances in the water column.7 The potential of this method will be investigated 
with lidar in more detail. 

3.3 Technical layout 
A schematic drawing of the submarine lidar is shown in Figure 1. The housing consists of two titanium 

cylinders, which contain the Nd:YAG laser as the light source, the gated camera and the detection unit of the 
fluorescence lidar, respectively. Since signals measured with lidar and gated camera originate from distances of a 
few metres only, electromagnetic interference produced by the pulse laser is very critical. The concept of separate 
cylinders for the laser and the detector assembly, which is most sensitive to interference, reduces this disturbing 
noise. 

The laser has a pulse energy of 160 mJ at 532 nm and of 60 mJ at 355 nm, with a pulse duration of 4 ns. The 
use of tilting mirrors allows to realise several illumination modes which are specific to the fluorescence lidar and 
the gated video camera. 

The fluorescence lidar detector consists of a telescope with 50 mm free aperture. The wavelength selection is 
made with a filter wheel, consisting of a 180 degree circular variable interference filter for the 400 to 700 nm 
wavelength range with -15 nm resolution, and four interference filters which transmit between 355 and 400 nm. 
The laser induced emission is detected with a fast PMT and recorded by a pc card transient recorder with 8 bit 

686 



resolution and 500 MHz sampling rate. To enhance the dynamic range an 80 dB high speed logarithmic amplifier 
compresses the PMT signals before digitization with the transient recorder. 

The submarine lidar is controlled by a miniature PC which selects the different sampling modes, operates the 
transient recorder and organizes the data transfer between the lidar and the deck unit on board the ship. 

4. PRELIMINARY RESULTS IN THE LABORATORY 

The two main objectives of the first phase of the project have been to prove the physical principle as well as to 
show the possibility of a technical realisation of an underwater lidar. Experiments in the laboratory have been done 
using a tank of 10 m length, 0.45 m width, and 0.45 m depth. On one side of the tank a quartz window is 
integrated as the interface between lidar and water column. To simulate underwater measurements, a laboratory 
version of the lidar has been realised, and different components such as lasers and receivers have been tested. The 
remote detection and classification of substances and objects has been investigated. 

4.1 Contrast enhanced images 
The OTF is a well defined measure for the performance of an imaging system. It can be calculated as the 

Fourier transform of the point spread function (PSF) of the system. As a complex function the OTF can be 
expressed as the product of the modulation transfer function (MTF) and the phase transfer function (PTF). In most 
cases of application the PSF is approximately a symmetric function so that the PTF describing phase shifts of 
single spatial frequencies could be ignored. The MTF represents the reduction of the amplitudes of the different 
spatial frequencies. The MTF of the different imaging systems realised in the laboratory has been measured using a 
method proposed by Sitter, Goddard, and Ferrel.8 

Figure 2: Target at 10 m distance with gate = oo Figure 3: Target at 10 m distance with gate = 5 ns 

Figures 2 and 3 show images of a test pattern in turbid water. In both cases the distance between camera and 
target was 10 m. As illumination source the green light of the Nd:YAG laser has been used. Figure 2 shows the 
image recorded with an exposure time of the camera which has been much longer than the pulse length and the 
time of flight of the laser light in the water. Therefore no gating effect is used, and the result is equivalent a 
conventional underwater video image. In figure 3 the same experiment has been repeated with a gate-on time of 
5 ns. The delay between laser emission and gate was choosed so that the light backscattered by the target has 
reached the camera within the gate-on time. The light backscattered by the water column was not recorded. The 
images in figure 2 and figure 3 demonstrate the contrast enhancement of a range gating imaging camera. The MTF 
have been calculated to quantify this effect: figure 4. 
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Figure 4: MTFs of figure 2 (*), figure 3 (o) and of a test pattern image in pure water (+) 

The spatial frequencies are measured in units 1 / delta where delta is the distance between two neighbouring 
pixels of the image. According to Nyquest's theorem the maximal detectable frequency can therefore be 0.5 / delta. 
The lowest curve in figure 4 belongs to the image shown in figure 2, and the medium curve has been calculated 
from the image in figure 3. The upper curve results from a image of the test pattern in 10 m distance taken in pure 
water with a gate of 5 ns. The effect of the water column can be neglected in this case, and in first approximation 
the MTF can be regarded as the MTF of the CCD camera system itself. It therefore represents an upper limit for 
possible MTFs and with it image quality. 

Current research includes the application of the MTF for contrast enhancement, and of standard edge detection 
algorithms to emphasize the contours of objects within the seafloor image. 

4.2 Fluorescence lidar spectra 
The laboratory version of the fluorescence lidar has been realised using the components described in section 3.3 

with exception of the telescope and the wavelength filters. The filter wheel has been replaced by a monochromator. 
A Schmidt-Newton type reflecting telescope with a mirror diameter of 150 mm has been used to collect the light. 
Between telescope and monochromator a 389 nm cut-off filter and a 10% neutral density filter were situated. 
Fluorescence has been induced by the 355 nm Nd:YAG laser beam. 

Figure 4 to figure 7 show fluorescence lidar spectra measured with the laboratory version of the lidar. The 
distance is estimated as the product of the light speed c in the medium water and the time of flight in nanoseconds. 
A factor 0.5 must also be added because of the concept of lidar. So 10 ns correspond to -0.1 m. Distance 
resolution is (c * 2 ns), and wavelength resolution is 5 nm. The color code for the intensity is additionally plotted in 
figure 5. Colors are linear interpolated in figure 4 to 7. Spectra are averaged over 10 measurements. 
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Figure 4: Lidar signal of clear water Figure 5: Lidar signal of a strongly fluorescent 
sinker at 4 m distance in clear water 

Figure 6: Lidar signal of a strongly fluorescent 
sinker at 7 m distance in clear water 

Figure 7: Lidar signal of a strongly fluorescent 
sinker at 9 m distance in clear water 

Figure 1 presents the spectra of a 10 m water column. Raman scattering at 400 nm and yellow substance 
fluorescence with a maximum at 450 nm can be seen. The sensitivity function of the telescope3 and attenuation of 
the laser beam are responsible for the intensity distribution over distance. In figure 5, 6, and 7 a quartz cuvette with 
~ 15 ml of a strongly fluorescent chemical (diethyl phenyl malonate) is placed at different distances in the tank 
(4 m, 7 m, and 10 m). From the spectra begin and end of the water column as well as the position of the chemical 
can be easily derived. Substances with a weaker fluorescence do not lead to local maxima but to a change in the 
slope. 

The lidar spectra are convolved with the laser pulse width and fluorescence lifetime of substances. Future 
research will concentrate upon the deconvolution to enhance distance resolution and the developement of 
algorithms for the automatic derivation of fluorescence spectra from different distances. 
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ABSTRACT 

The retrieval of oceanic and atmospheric constituents from satellite measurements is usualy performed seper- 
ately. Near infrared radiances measured from satellites above open oceans contain only information on atmospheric 
parameters. Ocean colour is measured in the visible. In order to perform an atmospheric correction the information 
on the atmosphere has to be extrapolated from the near infrared to the visible. Due to multiple scattering effects 
this extrapolation is subject of large errors. To overcome the problem a retrieval algorithm was developed which 
uses measurements in the visible as well as in the near infrared, to perform the atmospheric correction and to 
derive oceanic properties in one step. This algorithm is based on a Neural Network. The method was compared to 
a nonlinear regression scheme handling visible and near infrared channels independently. 

Upward nadir radiances in the spectral bands of SeaWiFS were simulated by an ocean-atmosphere radiative 
transfer model for a set of open ocean waters and atmospheric conditions. The two algorithms were initialized and 
tested with these data in order to perform the retrieval of phytoplankton concentration and aerosol optical depth. 

A stability analysis has been applied to all results. Aerosol optical depth can be retrieved well by a linear 
regression scheme. For the phytoplankton retrieval the results for the Neural Network are more accurate and more 
stable according to randomly disributed errors. The regression method is less sensitive to correlated errors such as 
surface pressure changes but the higher stability according to noise still recomands the use of the Neural Network. 

Keywords: atmospheric correction, SeaWiFS, neural network, phytoplankton, aerosol optical depth 

1.    INTRODUCTION 

Estimating the temporal and spatial distribution of marine phytoplankton on a global scale is the major aim of 
the new generation of satellite ocean colour sensors, such as SeaWiFS, OCTS and MERIS. Since the atmospheric 
scattering and absorption dominates the signal at the satellite over the ocean, a very accurate atmospheric correction 
of ocean colour data is mandatory. The most variable scattering constituent in the atmosphere is aerosol. The 
retrieval of aerosol properties is not only a part of the atmospheric correction, but also important for climate 
studies. Aerosol retrieval over ocean surfaces is usually performed in the red and near infrared spectral region 
where the water leaving radiance is negligible. For the atmospheric correction, results obtained in this spectral 
domain have to be extrapolated to the green and blue channels which are used for the retrieval of the oceanic 
properties. Information about the atmosphere in the visible channels is not used. 

Analytical linearizations to perform an atmospheric correction are not sufficient due to the strong multiple 
scattering effects especially in the blue (mainly by the interaction between Rayleigh scattering and aerosol scatter- 
ing). Statistical and semi statistical retrieval schemes using inverse modelling or look aup tables2 based on radiative 
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transfer calculations have been proposed to perform the retrieval of ocean constituents from satellite measurements 
We tried to describe the large simulated data sets by a small number of parameters. 

A method of data approximation was tested which uses the radiances in the visible and in the infrared to 
perform an atmospheric correction and to retrieve phytoplankton simultaneously. This purely statistical method 
based on a neural network was compared to a semi statistical method using regression schemes. The regression 
method first performs the atmospheric correction and then retrieval of ocean properties. 

2.    SIMULATION OF RADIANCES AT TOP OF ATMOSPHERE 

For more than 1000 different combinations of oceanic and atmospheric conditions, upward nadir radiances at 
top of atmosphere for the eight SeaWiFS channels were simulated. These data are referred as training dataThl 
simulations were performed with the radiative transfer model MOMO.3 MOMO is a coupled ocean atmosphere 
model based on the matrix operator theory.  Comparisons with an ocean-atmosphere Monte Carlo model as well 
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properties extinction coefficient, single scattering albedo and phase function. P 

All simulations are performed twice. First with the complete ocean atmosphere model to simulate radiances as 
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The variable parameters of the simulations are the total aerosol optical depth, the aerosol type and the phv 

2oTT^7Ttl0^emSO[ tyPe Variati0nS are Perf°rmed by "*** UP ™iti™ and «»21* stands 
^^^Z^r^T8 ^ ra °mly diStribUted WitMn a SlVen range- The aer0S°1 °Ptical deP* varies between 0.0 and 0.5. Aerosol type variations were performed between 100% maritime and 100% continental 
oTthe a hfe Phyt0plankt°" the "»«ntration range is 0.01 to 1.5 pg/1. A more realistic pZ^«SSS! 
of the variable parameters will surely improve the reliability of the obtained results and error ranges 

.K,TW? addit!°naJ ST °i radiative transfer simulations with the ocean atmosphere model have been performed to 
obtain test data sets for the retrieval algorithms: For the test of the algorithm performance unte^SS^ 
400 cases were simulated without any additional changes. The surface pressure was increased  o foSh^for 600 

^aWstZeU1^ " inCreaSC ^ the RayldSh SCattering -d * the abSOr^ d- - -^SS o°Cn 
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Figure 1:  Root mean square error of the aerosol optical depth retrieval by a linear regression; 4 different noise 
levels; left: sun zenith 25.9°, right: sun zenith 49.3° 

3.    ALGORITHM DEVELOPMENT 

3.1.    Regression scheme 

The determination of phytoplankton concentrations by a regression of the ratio between the water leaving 
i7r y channels in the visible range (blue green ratio) from satellite data requires an atmospheric correction 
ol both channels. The satellite radiance L8at is described by the following expression: 

Lsat — LA + Lr + Lw T 
(1) 

^A R    t-\      t.1S r     ST ÜP    SCatterinS a«*0301 P^h radiance La and interaction effects of aerosol 
and Rayleigh scattering Lar. Lr is the multiple scattering Rayleigh path radiance in absence of aerosol The 
diffuse transrmttance factor of the atmosphere can be expressed as a function of sun zenith angle 6S, the diffuse 
transmission by air molecules TR and the aerosol optical depth ra. 

with 

c, = CO 

cosOg 

TR 

-ci 

(2) 

(3) 

The diffuse aerosol transmittance factor Ct depends on the phase function and on the strength of multiple scattering 
It is considered constant in this study for given sun zenith angle 0B and wavelength A. scattering. 

In order to derive LW(X) from satellite measurements Lr(\) and Q(A) as well as L0(A) and r0(A) for every case 
must be known. The Rayleigh path radiance LT is the top of atmosphere radiance for a clear sky over black olZ 
and can be estimated for a given surface pressure. The development of retrieval methods for ra(A) and La{X) and 
the determination of Ct is described in the following subsections. ' 

3.1.1. Linear regression of the aerosol optical depth ra(A)    It has been shown by Fischer et al 6 that 
the aerosol optical depth at 550nm can be derived from the radiances in SeaWiFS channel 7 and 8 by a linea 
regress^ scheme. A previous subtraction of Rayleigh path radiances is not required for this method. In this paper 
the hnear regression approach is applied to the retrieval of the spectral aerosol optical depth.   Fig 1 shows Sie 

rLPTa;
nedenCe r°0t mean SqUare err°r (mSe) °f a€r0S01 °PtiCaJ d6Pth-  T'° different -nSzenhh angle! 

3.1.2. 2-dimensional regression of the aerosol path radiance La{\)    Since the multiple scattering effects 
in channel 7 and 8 are small, a linear approach for the retrieval of the aerosol optical depths is justified   Due to 
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!     t 7 I      n bTeen aer0S°1 °PtiCaJ depth T°W and ^^ Path «diance MA) in the green and blue channels is nonhnear.   Therefore a two dimensional quadratic regression has been performed to 
describe the relationship between La(X), the path radiance in channel 7 (LA(765nm) = L   ,-L) Ld thert n 
of the path radiances in channel 7 and channel 8 (e = ^7^)/^^))^^^^$^ 
bear   mainly the information about the absolute aerosol concentration, while e describes the aerosol type   Th 
results indicate an unambiguous derivation of LQ(A) except for high sun zenith angles (fl, > 70°). 

!"!f v, ^et,eri"ination of the transmittance factor Ct and the phytoplankton concentration A first 
guess phytoplankton concentration retrieval is performed for the visible SeaWiFS channels by a quadratic"egriä>n 
of the phytoplankton concentration c versus L„(A). Equation (1) is used to calculate Lw{\) from he sate Se 
radiances L t. For this approach LA and r are retrieved as described before. The factor Ct i Tarkd in orde to 

T^Z^olT     te retrieVed Phyt0plankt°n —trations versus the phytoplankton concentrates u^£ 

rt, Th6J(A^La(A) an,d CtW are US6d (e(luation C1)) t° calculate the water leaving radiances for all channels in 
the visible^ This completes the atmospheric correction. Now a simple regression to a blue green ratio Sann 2 
443nm and channel 5, 555nm) is performed to retrieve the phytoplankton concentration. ( ' 

3.2.    Neural network 

neural networks are statistical tools to perform nonhnear function approximations. In present geo-sciences 
several types of nets are applied to many different purposes. We used a simple one (hidden) \ZrZZonzZZ 
network to describe the nonlinear relation between top of atmosphere radiances in 4 dife^eaÄSSS 
on the one side and aerosol optical depth and phytoplankton concentration on the other side 

hidden US hltf^ ^ T"** f * ^^ TC ^ a Sigm°ide hnct™7 A11 **s between input and hidden and between hidden and output layer are defined. The hidden layer consists of 14 neurons   The input data 

a dTanWn°erik8a[; ^Ä^S^ T^T " * *" " ^^^ ^ " *« ^ «f L   m^nne <mu cnanne  » (E - LA[7b5nm)/LA(8G5nm)).  Two output neurons according to the aerosol onriral rWh a„H 
the phytoplankton concentration are defined. A specific neural network is trained for evTrstuped sun zen'th 

belowl   /hT   ,    aerOSOl;etrie^ b\the neu^ network showed less performance than thU^TTSrZon ( ee 
below), the nets were optirmzed for the retrieval of phytoplankton concentration. regression (see 

4.    RESULTS 

^^f^^^r^ZZS^^^- - —- — - » — - phy- 

Jt^mT^TtetZ obSnTd^ T ^,"1 Md l0W ^ ™^ * ** W regression pproacn (see tig.l)   Ine results obtained by the neural network are less accurate for this purpose   A neural rw 

For the phytoplankton concentration retrieval a nonlinear procedure following three steps «,„<* hP »™v,^ , 
extract the information by a regression scheme. Here the approximation by a ™ri£^^£^^°2 

shows a scatterplot of phytoplankton concentrations retrieved from simulated ton of TZlh    Pr°mlSlng- F*-2 
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Figure 2: Scatterplot of the phytoplankton concentration versus the phytoplankton concentration retrieved by the 
neural network or by the regression scheme; left: sun zenith 25.9°, right: sun zenith 72.6° 
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Figure 3: a:(left) Root mean square error of the phytoplankton retrieval for the two methods   b: (rieht) Root mean 
square error of the phytoplankton retrieval for an uncertainty in the surface pressure of 12hPa 

network is more accurate. Due to problems in the determination of LA (see above) the retrieval of phytoplankton 
by he regression scheme is not possible for large sun zenith angles. The neural network shows even for those sun 
angles a high performance. 

A typical problem for a neural network algorithm is the high sensitivity to errors in the input data. To test the 

rjr^the ^TfrT: r tdded to the rtest cases a noise according to ***«* ^to «** ^ In Fig.3a the lmse of the phytoplankton retrieval is displayed as a function of the introduced noise The neural 
network is not more sensitive to noise than the regression scheme. 

Surprisingly the physical knowledge introduced in the regression scheme by equation (1) does not increase 
the performance significantly against the purely statistical neural network.   The network cannotonly use th 
near infrared channels for the atmospheric correction, but can also obtain information on the atmosphere from the 
channels in the visible. In addition the neural network can describe higher orders of nonlinearity than the quadratic 
regression. This feature is necessary for the purposes of a nonlinear atmospheric correction. 

tvnSe
f
PreVi0US teS? Wlre Perf0rm

u
ed With data °f the Same type used for the development of the algorithms A 

typical error source for the atmospheric correction of ocean colour data is an uncertain knowledge of the surface 
pressure. We tested the algorithms with data simulated for a 12hPa higher surface pressure. ÄdTa^S 
that influences the simulated channels in a correlated manner (like the pressure change) is more difficult to handle 

than tha^f th" ,' ^ "V? T^™ SChem6- Whh°Ut ""** the P^man'ce of the regressionTs h"h 
than that of the neural network for this case. An adding of instrumental noise to the radiances affects more the 
regression more than the neural network (see Fig.3b). Though the neural network retrieval sche^S mor^elaMe 
when more realistic measuring conditions are introduced. renaDie 
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5.    CONCLUSION AND OUTLOOK 

Statistical analysis of nadir satellite radiances can be used to develop retrieval schemes for aerosol optical 
depth and phytoplankton concentrations over open oceans. A linear regression scheme describes well the relation 
between the satellite radiances in the near infrared channels and the aerosol optical depth. The retrieval of oceanic 
components like the phytoplankton contents is much more difficult to perform by a regression algorithm Several 
steps are necessary to perform an atmospheric correction of the channels in the visible using the atmospheric 
information from the channels in the near infrared. 

The atmospheric correction of ocean colour data can be improved if the information from channels in the visible 
and in the near infrared is used. A neural network is a tool to handle highly nonlinear correlations between several 
parameters. It is a suitable method to describe large data sets by a small number of parameters. In this study the 
neural network performance was at least as high as the performance of the regression scheme. Even though both 
approaches have substantially room for improvements. 

For the application of these methods to satellite data the whole range of satellite viewing geometries must 
be covered. More aerosol types, especially background aerosol, desert dust and stratospheric aerosol should be 
introduced, to study their effects on the retrieval. Further error sources like surface roughness and systematic 
calibration errors must be considered, too. A combination of the regression scheme and the neural network might 
also improve the performance. A neural network is able to handle highly correlated information, which allows us 
to use all channels of the ocean colour sensors in one retrieval scheme. Though more complex water structures 
including gelbstoff and suspended matter can be investigated by this method. 

6.    REFERENCES 

[1] WMO/TTNte24PZe™i986) ^^   ^^   *"***  ^^ *"  M™   ^^^ 

[2] ?: WS" End ,M- .WanS, "Retrie^l of water leaving radiance and aerosol optical depth over the oceans with 
beaWitb: a preliminary algorithm", Applied Optics, Vol.33, No.3, pp. 443-452, (1994) 

131 L^LH;^?^ R ' BTk\T "Vrf S1 co 5 a nUmeriCal m0dd f°r comPuti«S atmospheric and underwater light fields , Final Report - Mast II MAS2-CT92-0020, CEC, (1995) 

[4] A. Morel and B. Gentili, "Diffuse reflectance of oceanic waters: its dependence on on Sun angle as influenced 
by the molecular scattering contribution", Applied Optics, Vol.30, No.30, pp. 4427-4438, (1991) 

[5] T3  Petzold, "Volume scattering functions for selected natural waters", SIO Ref. 72-78, (Scripps Institution 
of Oceanography, San Diego, Calif.), (1972) ' ^Lnpps mstl™tion 

[6] J. Fischer  T. Heinemann, R. Preusker, "Retrieval of aerosol properties from MERIS and SeaWiFS measure- 
ments", submitted to: Journal of Geophysical Research, (1996) "leasure 

[7] P. Rojas, Theorie der neuronalen Netze, Springer-Verlag, Berlin, (1993) 

696 



A bio-optical time series collected in coastal waters for SeaWiFS 
calibration and validation: large structure shadowing considerations 

Edward Kearns 

Computer Sciences Corporation 
National Data Buoy Center 

Stennis Space Center, MS 39529 

Rodney Riley 

Computer Sciences Corporation 
National Data Buoy Center 

Stennis Space Center, MS 39529 

Catherine Woody 

National Oceanic and Atmospheric Administration 
National Data Buoy Center 

Stennis Space Center, MS 39529 

ABSTRACT 

A suite of bio-optical sensors is to be deployed by the National Data Buoy Center (NDBC) in coastal wa- 
ters in anticipation of the launch of the SeaWiFS instrument aboard the SeaStar satellite. Surface-referenced 
solar irradiance, upwelling radiance, chlorophyll concentration, pressure, temperature, conductivity, and oxygen 
concentration will be measured at depth. Hourly reports of time averages of these quantities will be made avail- 
able through GOES satellite messages which will be disseminated through normal NDBC data channels as well 
as through the Internet in near-real time. High resolution (6 Hz) time series data will be collected for post- 
processing to evaluate the hourly measurements. These data will provide valuable ground-truth information 
for SeaWiFS calibration. The bio-optical sensors and the data recording and transmission systems have been 
installed for field testing at the Army Corps of Engineers facility in Duck, North Carolina. The final installation 
of the sensor system has been delayed by damage suffered by the targeted platform (Ambrose Light Tower in 
the New York Bight) as well as by a review of sensor mounting strategies inspired by a tower shadowing study 
conducted by NDBC. 

Radiometrie measurements taken by NDBC near the Apache 990 oil production platform located in the 
northern Gulf of Mexico show evidence of significant shadowing effects from such large (« 24 m square, elevation 
22.0 m) ocean structures. Approximations derived from the least-squares fit of an analytical function to data 
collected during overcast conditions indicate that distances from the structure of greater than 100 m must be 
achieved to avoid any shadowing effects. 
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1    INTRODUCTION 

As a part of the calibration/validation efforts related to NASA's SeaWiFS ocean color sensor system which will 
be mounted upon the SeaStar satellite, NDBC has been tasked with the design, deployment, and operation of a 
bio-optical sensor system in coastal (case II) waters. The system consists of instruments at three levels: at the 0+m 
level, it includes a Satlantic MVD above-water cosine irradiance sensor, standard NDBC meteorological and wave 
package; at 5m depth, a Satlantic OCI-200 cosine irradiance sensor, Satlantic OCR-200 radiance sensor, Sea-Bird 
SBE 16-03 conductivity and temperature sensors, and Viatran pressure transducer; at 9 m depth, a Satlantic 
OCI-200 cosine irradiance sensor, Satlantic OCR-200 radiance sensor, Sea-Bird SBE 16-03 conductivity and 
temperature sensor, Sea-Bird SBE 23B Beckman dissolved oxygen sensor, Viatran pressure transducer, WETLabs 
AC-9 chlorophyll absorption sensor, and a WETLabs fluorometer. The means and standard deviations of the 
data from each sensor (sampled each hour for 3 minutes at 6 Hz) will be transmitted hourly through the GOES 
satellite. The raw data will be recorded on a hard disk for later retrieval and subsequent post-processing to 
evaluate the hourly measurements. 

The bio-optical sensor suite has been deployed on an easily maintainable trolley/track mounting system at 
the Army Corps of Engineers pier at Duck, NC since late October, 1996. This test deployment will allow NDBC 
to establish the reliability of the sensors, system software and hardware, satellite transmission hardware, and 
data handling systems prior to the final deployment. The original target platform for the final deployment of 
the system was Ambrose Light Tower, located 8 miles outside of New York Harbor. This tower was severely 
damaged by a collision with a tanker on October 5, 1996, and consequently will not be used as the deployment 
platform. An alternate deployment site and platform is under investigation; platform considerations have also 
been influenced by the results of a recent shadowing study conducted by NDBC. 

In anticipation of the deployment of the bio-optical sensor system at Ambrose Light (a darkly colored four-pile 
structure with an approximately 35 m x 35m platform mounted 20.6 m above mean low water), NDBC undertook 
a study to estimate the effects that such a sizable structure would have upon radiometric measurements taken 
nearby. This platform shadow study was conducted at the Apache 990 oil rig (also a four pile structure, painted 
bright yellow, measuring approximately 24 m x 24 m with its main deck located 22.0 m above mean low water) in 
the Gulf of Mexico on July 31 and August 1, 1996. This platform approximated the size and shape of Ambrose 
Light tower while providing convenient access from the NDBC facilities that are located on the Gulf Coast of 
Mississippi. The platform shadowing study has produced significant results that will affect the final design of the 
NDBC bio-optical sensor system mounting scheme, and may have important implications for any radiometric 
measurements taken near large ocean platforms. A discussion of the experiment and its results will comprise the 
bulk of this report. 

2    METHODS 

The instrumentation used for the NDBC platform shadowing experiment consisted of two sets of Satlantic 
radiometers (each set consisting of one upward-looking cosine collector which measures downwelling irradiance, 
and one downward-looking narrow field-of-view collector which measures upwelling radiance) mounted inside 
floating PVC frames that were tethered by lines to the tower and a research vessel. The depth of the radiometers 
could be set at either 1, 3, or 5 meters. One set of radiometers was kept as a reference some distance (far field) 
from the ship and tower, while the other (the so-called test set) was moved in prescribed increments from the 
far field toward the tower. The data from each set of radiometers were collected continuously and simultaneously 
upon a PC on board the ship.   Irradiance and radiance measurements were taken for the 412.8, 443.5, 490.2, 
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509.2, 555.4, 665.6, and 683.5 nm wavelengths. 

The basic method used to infer the effect of the platform shadow upon the irradiance and radiance measure- 
ments was simply to use the reference data to remove any effects other than the platform shadow (including 
varying sun angle, clouds, and surface conditions) from the data collected by the test radiometers as they were 
drawn towards the platform. Data that were collected when the radiometers where in motion, i.e. being pulled 
by the lines towards the platform or ship, were of poor quality, presumably due to the motion of the radiometers 
as they passed horizontally through the water. These data were deleted from the record. The radiometers were 
halted for several minutes at prescribed distances from the leg of the platform, during which time they sampled 
the ambient light field at 6 Hz. This high sampling rate (relative to surface waves) allows the effects of wave 
focusing to be averaged out of the data. This was accomplished through the application of a median filter of 5s 
width, which has the desired quality of suppressing any spikes in the time-series data. The mean and standard 
deviation of the difference of the filtered test and reference signals were computed for each prescribed distance 
from the platform. These differences were then recast as percentages of the difference at the far field position. A 
hyperbolic tangent function (actually y(x) — A{\ — B tanh(Cx)) ) was fit in a least-squares sense to the averaged 
data for each iteration. It was desired that this simple model of the decay of the effect of platform shadow with 
increasing distance from the tower could then be used to estimate the far field values given the values collected 
near the tower leg. 

Each iteration of the experimental procedure was necessarily classified as sunny or overcast. On overcast 
days, the downwelling radiance is entirely comprised of diffuse skylight (indirect, scattered light), the magnitude 
of which is highly dependent on the percentage of unobstructed sky which may be seen by the radiometer. While 
on sunny days the platform will still obscure a similar portion of skylight, the contribution to total irradiance 
from this indirect source was found to be a fraction (< 20%) of that of the direct insolation. 

3    DATA 

The data collection suffered from a few technical difficulties and cloud conditions, resulting in several casts 
that were not very instructive. For example, the radiometers were not level for one cast, another cast's test 
data was contaminated by electronic noise, and another cast started under cloudy conditions but was exposed to 
direct sunlight as the instrument neared the tower. Nevertheless, adequate examples of the effects of the platform 
shadow were recorded for both sunny and overcast conditions. 

A representative cast from both a sunny and overcast day are depicted in this section. For the sake of brevity, 
only the downwelling irradiance (Ed{X)) at X = 443.5nm will be discussed; the results from the measurements of 
upwelling radiance (LU(A)) and from other wavelengths are not significantly different than those for i?d(443.5). 
Figure 1 shows the reference radiometers' raw measurements of Ed versus time; Figure 2 shows the corresponding 
values for the test radiometers. The sunny day's data are represented by crosses, and the overcast day's data 
by circles. The gaps in the data record are those time periods during which the radiometers were in transit to 
the next prescribed distance. The varying magnitude of Ed under sunny conditions, primarily caused by passing 
clouds, is troublesome since it is desired to examine the effects of the platform shadow when there is direct 
sunlight. Therefore, all reference Ed with a magnitude of < 38 fiWm~2 (points) and the corresponding test Ed 
data (points) will not be considered, while those records with a magnitude greater than this threshold (crosses 
and circles) will be used to compute the average values at each distance from the platform leg. 

Figure 3 depicts a hyperbolic tangent function (solid curve) that was fit to the differences' per cent change 
from the far field values for Ed on the overcast data (upper panel) and sunny day (lower panel). The per cent 
change is plotted against the distance from the platform leg. The mean value for the time period at each distance 
is represented by a circle, and the standard deviation by a vertical line. A reasonable fit of this function was 
achieved for the overcast data, and may be expressed as y(x) = 24.859(1 — 1.064 tanh(0.070x)), where y is the 
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Figure 1: The reference downwelling irradiance £'d(443.5nm) in ßWcm~2 versus time in minutes during sunny 
(crosses, lower values) and overcast conditions (circles, higher values) are both shown on the same axes. Unused 
cloudy data are denoted by points. The distance from the tower decreases with increasing time. 
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Figure 2: The test downwelling irradiance is displayed in a fashion identical to that of Figure 1. 
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Figure 3: The means (circles) and standard deviations (vertical line) of Ed under overcast (upper curve) and 
sunny (lower curve) conditions are plotted against the distance from the platform leg. Least-squares fits of a 
hyperbolic tangent function are also shown. 

percentage change from the far field, and x is the distance from the tower in meters. The fit of this curve for the 
sunny data is not reasonably determined. 

4    DISCUSSION 

During overcast conditions, it is readily apparent that the platform structure has a large influence on the 
available light reaching the radiometers. Since the curve in the upper panel of Figure 3 never flattens completely, 
the light field at distances of > 20 m from the platform leg cannot be considered to be truly representative of far 
field conditions. This is due to the large amount of skylight blocked by the sizable structure; this skylight is the 
principal component of available irradiance on overcast days. It should be noted that the strength of the shadow's 
effect under these overcast conditions is in keeping with the results of the Monte Carlo simulations reported by 
Gordon.1 In an attempt to empirically estimate the necessary distance to avoid the tower shadowing effects, it 
is possible to determine the point at which the fitted tanh curve is essentially flat (having a slope of less than 
0.00001 m_1) which is indicative of far field conditions. Though it is but a crude estimate, the slope function 
dy/dx = (24.859)(1.064)(0.070)sec/i2(0.070z) achieves this condition at « 96 m. 

The effects of the platform shadow under sunny conditions have not been clearly demonstrated by the shadow 
experiment. While there is a discernible effect at the platform leg, at distances > 5m from the platform the effects, 
if any, are more difficult to resolve due to the greater variability in the signal as well as the effects of reflection from 
the tower (manifested by the 10-20coarse spatial resolution used in this experiment further hindered the accurate 
determination of any shadow effects. Gordon1 estimated a minimum separation for negligible shadowing effects, 
under sunny skies, to be 0.75/A'd, where Kd is the wavelength-dependent attenuation coefficient.   Secchi disk 
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measurements taken during the experiment at the Apache 990 platform provide a rough estimate of Kd = 0.20m-1 

(using Kd = lA4/z);2 the limit of the shadow effect (exclusive of reflection) under sunny skies could thus be 
estimated to be about 3.75 m. 

5    CONCLUSIONS 

NDBC has designed and is testing a bio-optical sensor system for the calibration and validation of the SeaWiFS 
sensor in coastal (case II) waters. This system will provide hourly measurements in near-real time of surface- 
referenced solar irradiance, upwelling radiance, chlorophyll concentration, pressure, temperature, conductivity, 
and oxygen concentration. While the original plans for this sensor system called for its installation on an offshore 
light tower, a study conducted by NDBC of the shadowing effect from such a structure indicates that large 
towers may be a source of considerable error in radiometric measurements taken nearby. A minimum separation 
between the radiometers and the Apache 990 oil production platform for the avoidance of any shadowing effects 
was estimated to be approximately 100 m. Though not a comprehensive investigation of tower shadowing, this 
experiment has demonstrated that caution must be exercised when performing radiometric measurements near 
large structures. 
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ABSTRACT 

Optical properties of sea water, such as water leaving radiance, contain valuable information about 
constituents of the aquatic system. Airborne remote sensing provide access to synoptic data over large 
spatial scales, even under cloudy conditions. However, in addition to the desired water-leaving radiance, 
the upwelling radiance measured aboard the aircraft contains contributions from atmospheric scattering 
and from reflection from the sea surface. Here, we discuss atmospheric and surface correction 
methodologies. Our goal was to develop a simple operational correction method for data collected during 
low-altitude flights that would apply to different atmospheric conditions. Remote ocean color data were 
collected from a low flying NOAA P3 aircraft in the southeastern Bering Sea in April and May 1996. 
Shipboard observations of upwelling radiance just below the sea surface made during aircraft overflights 
were used as sea-truth observations. Our simple method performed well, but still has to be tested with 
independent data. 

Keywords: airborne remote sensing, atmospheric correction, sky glitter 

1. INTRODUCTION 

Aircraft have become an important platform for remote sensing of ocean color. Unlike satellite-based 
measurements, airborne remote sensing can be used under cloudy conditions. However, when compared to 
satellites, the methodologies for interpretation of aircraft data are not as widely validated in the scientific 
community. The basic difference between the correction algorithm for airborne ocean color and for 
satellite is that airborne methods include only a part of the atmosphere that depends on the flight altitude. 
At present, few attempts have been made to assess methodologies for aircraft data applications in ocean 
color analysis1,2. The model proposed by Guzzi et al.,1 based on an approximate solution of the radiative 
transfer equation, seems to perform good atmospheric corrections, however, it is too complicated for our 
operational needs. Therefore, we developed a simple parameterization for removing both atmospheric and 
surface effects from the airborne upwelling radiance using sea-truth measurements. This method was 
developed with, and was applied to a data set collected during two fights performed on April 1996, in the 
southeastern Bering Sea. Further work will be dedicated to test the method with complementary data from 
the same experiment, retrieving water leaving radiance from aircraft data for flights over optical drifters. 

2. MEASUREMENTS 

Remote ocean color data were collected from a low flying NOAA P3 aircraft in the southeastern Bering 
Sea in April and May 1996. Measurements were carried out from altitudes between 150 and 300 meters. 
Airborne upwelling nadir radiance (Lu(K)) and downwelling global irradiance (Ed(X)) data were collected 
with a Satlantic SeaWiFS Aircraft Simulator (SAS-II). The instrument collects data at seven spectral 
bands, lOnm wide, centered at 412, 443, 490, 555, 670, 683 and 780 nm. Optical data were sampled 10 
times per second, averaged over 1 s, and merged with navigational instruments. A suite of meteorological 
parameters were collected during the flights. Shipboard observations of upwelling radiance 45 cm below 
the sea surface were made at the same wavebands, using a Satlantic Tethered Spectral Radiometer Buoy 
(TSRB) deployed from the R/V Miller Freemen during aircraft overflights. Chlorophyll samples, collected 
at the same time, were analyzed fluorometrically aboard the ship. A total of five flights were analyzed: 
three under fairly clear sky conditions and two under overcast skies. 
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3. ATMOSPHERIC CORRECTION 

The upwelling spectral radiance sensed at altitude h by a sensor pointed to the sea surface is given by: 

^(^A) = Lr(Ä.,A) + La(X,.A) + r(Ä,,A)L-)I.,(X) + KÄ.,A)[LllF(Ä.) + LJ^,(Ä.)] (1) 

where the terms are: 

L, radiance scattered into the field of view of the sensor by molecules (Rayleigh scattering) 
La radiance scattered by aerosols 
Lsun.g direct sun radiance reflected from the sea surface into the field of view of the sensor 
L sky.g diffuse sky radiance reflected from the water surface into the field of view of the sensor 
Lw radiance backscattered out of the water 
t{k,h) diffuse transmittance of the atmospheric layer between the surface and level of observation 
T(X,h) direct transmittance of the atmospheric layer between the surface and level of observation 

3.1 Estimation of the terms 

The atmospheric scattering for molecules and for aerosol are defined through the respective phase 
functions. The molecular phase function is given by the classical Rayleigh function3. For the aerosol phase 
function, we used a two-term Henyey-Greenstein function, with parameters for marine aerosol proposed 
by Gordon4 (a=0.985, gy=0.713 and g2=-0.759). The Rayleigh scattering, which contributes primarily in 
the blue part of the spectrum, was taken into account. The estimated radiance scattered by aerosol is an 
order of magnitude less than the measured signal and therefore was neglected (Lfl ~0). 

The spatial distribution of the direct radiance reflected by the sea surface (sun glitter) into the field of 
view of the sensor, depends on the sea surface state. It can be determined by a relation proposed by Cox 
and Munk5 as a function of the wind speed and viewing geometry. It was estimated that the effect of 
direct sun glitter was negligible for our overflights (solar zenith angle=40°, wind speed 6 ms"1, and nadir 
view of sensor). 

The diffuse transmittance for the upwelling radiance t(X,h) was calculated from optical depths i(X,h) of 
atmospheric constituents according to Gordon and Morel6. The molecular optical depth, as a function of 
flight altitude, was obtained through relations proposed by Van Stokkom and Guzzi7: 

XR(k,h) = HR(h)- 0.0088^15+0-2" [X(nm)] 

where 
Hg(h) = 1 - exp(-0.1188/; - 0.00116/i2)      [A(km)] 

The absorption optical depth of water vapor and ozone2 for the atmospheric layer between the sensor and 
sea surface, was estimated to be extremely low and also negligible. The aerosol optical depth was 
estimated from a model8,9 for aerosol extinction in a marine boundary layer. The model calculates size 
distribution of sulfate aerosol as a function of measured relative humidity, and from there, the extinction 
coefficients, single scattering albedos and asymmetry parameters. The maximum attenuation of upwelling 
signal was estimated to be 2%. Therefore the atmospheric layer was assumed transparent and we set the 
diffuse and direct transmittance6 equal tol. 

Using these simplifying assumptions equation 1 becomes: 

Lu(X,h)=Lr(Kh) + Lsky_g(X) + Lwa) (2) 

and we concluded that the main source of observed glitter comes from the diffuse skylight reflected from 
the surface. 
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4. SKY GLITTER PARAMETERIZATION AND RESULTS 

Diffuse radiance reflected from the sea surface, Lsky.g(k), was calculated from equation 2, using upwelling 
radiance measured from aircraft, calculated Rayleigh scattering radiance, and water leaving radiance 
computed from the TSRB measurements. In order to obtain water leaving radiance at the surface (L„(X)) 
from upwelling radiance measured at the depth of 45 cm, the in-water signal was propagated to the 
surface and transmitted through the air sea interface10. The spectral in-water diffuse attenuation 
coefficient was estimated from the chlorophyll values measured during the overflights u. 

Sky glitter radiance, calculated for all overflights, was then related to the diffuse sky irradiance EdiSf(k) at 
the sea surface, via a linear relationship (Figure 1): 

L^g(X) = fxEdff(X) 

It was assumed that the sky-glitter is independent of the sea surface state since the difference between the 
reflectance of a flat and ruffled sea surface is negligible for diffuse radiance5. Since downwelling diffuse 
irradiance was not measured during the flights, it was estimated in one of two ways. For cloudless days, 
the ratio of diffuse to global irradiance was calculated from a solar spectral irradiance model12, using the 
meteorological parameters measured on the aircraft . For completely overcast days, it was assumed that 
90% of the measured global irradiance was diffuse13.The slope, /, which is the ratio of upwelling radiance 
originating from diffuse skylight reflected from the surface, to the downwelling diffuse irradiance, was 
validated by comparison with a parameterization given by Bukata3 where/is expressed as: 

/ = Po 

where Ld.sky(0°) is downwelling zenith sky radiance, and p0 = 0.0212 is the Fresnel reflectivity for vertical 
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Figure 1. Relationship between downwelling Figure 2. Comparison of water leaving 
diffuse sky irradiance at the sea surface and radiance predicted from model and those 
sky glitter. L^g = 0.0087 Edifr. estimated from ship measurements. 
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The slope/ was then used in the model to predict water leaving radiances: 

Lw (X) = L„ (X) - Lr (X, h) - 0.0087 x Em (X) 

The correlation coefficient between measured water leaving radiance and those predicted by the model is 
0.99 with root mean square error of 0.03 (Figure 2) for both sunny and cloudy days. Although the 
parameterization seems to perform atmospheric correction of the data well, we realize that further 
validation of the model is necessary on an independent set of data. 

5. CONCLUSION AND FUTURE WORK 

In the atmospheric correction for low flying (150-300m) aircraft data we included Rayleigh scattering 
only, and considered that the atmospheric layer between the surface and level of observation was 
transparent. 

Outside the direct sun glitter region, the primary source of glitter is diffuse skylight reflected from the sea 
surface. The observed sky glitter was related to the downwelling diffuse skylight via a linear relationship. 

The simple parameterization developed removes sky glitter from the upwelling signal efficiently, and it 
was equally successful for sunny and cloudy days. 

Regarding operational use of aircraft ocean color data, proper corrections would have to include 
measurements of diffuse sky irradiance or downwelling zenith sky radiance. 

The proposed method will be tested against independent data set, by retrieving water leaving radiance 
from aircraft data for other flights, and comparing them with data collected by optical drifters deployed 
during the same experiment. 
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ABSTRACT 

Biofouling has been a serious question in the stability of optical measurements in the ocean, particularly in 
moored and drifting buoy applications. Many investigators coat optical surfaces with various compounds to reduce 
the amount of fouling; to our knowledge, however, there are no objective, in-situ comparative testing of these 
compounds to evaluate their effectiveness with respect to optical stability relative to untreated controls. 

We have tested a wide range of compounds at in-situ locations in Halifax Harbour and in the Adriatic Sea 
on passive optical sensors. Compounds tested include a variety of TBT formulations, antifungal agents, and low- 
friction silicone-based compounds; time-scales of up to four months were evaluated. The results of these 
experiments are discussed. 

1. HALIFAX HARBOUR EXPERIMENT 

1.1 Objective 

The objective of the Halifax Experiment was to evaluate several commercially available anti-biofouling compounds 
for their effectiveness and stability when exposed to high productivity seawater. This experiment is unique in that the 
effectiveness of these types of compounds has never been evaluated in a quantitative method which preserves the in-water 
optical properties of the fouling organisms. 

1.2 Experimental Setup 

Test samples consisting of glass and acrylic, coated with various test compounds, were placed in Halifax Harbour for 
several months and periodically removed for evaluation. For the in-situ component, the sample holders suspended eleven test 
samples at a depth of one meter on a floating dock in 8 meters of water 10 meters from a 1.1 meter diameter untreated sewer 
outlet which provided a nutrient rich environment for the experiment. 

The in-situ sample holders held the test sample (a 2 inch diameter acrylic or glass substrate) with the anti-biofoulant 
coated side exposed to the seawater. The substrate was held in place with a delrin faceplate (which was also coated) as it 
would be on a typical Satlantic OCR-100 radiance sensor. A plug blocked the back of the window from being exposed to the 
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water. A photo of the mounted sample holders can be seen in Figure 1. The sample holders were transferred the 50 meters 
from the in-situ site to the sample evaluation system in a transfer tank filled with seawater to ensure that the fouling organisms 
were kept alive during transfer and evaluation. 

The sample evaluation system was designed to 
repeatedly assess the biofouling of each sample using a 
method that would simulate the field environment1. Thus 
the system has five objectives: 1) keep the fouling 
organisms alive, 2) maintain the in-situ optical properties of 
the organisms, 3) evaluate the change in radiance (relative 
to an unfouled sample) measured by a detector array while 
viewing a lambertain source (simulating the upwelling 
radiance distribution of the ocean), 4) allow the evaluation 
to be repeated frequently with minimal setup time, and 5) 
allow the samples to be installed and removed such that 
measurements were repeatable without realignment. 
The system consisted of a 450 liter fiberglass tank, a 
radiance source and an immersed radiance detector array. 
The tank was fitted with a 12 liter per minute filtration 
system using a double diaphragm pump and a 5 micron 
filter cartridge. This prevented the tank water from 
becoming contaminated between evaluations. The tank and fixtures were coated with flat black paint to prevent light from 
reflecting surfaces from biasing the test results. The radiance source consisted of a 1.2 meter optical rail mounted parallel to 

the tank's water surface. The rail held a 250W HLX halogen 

Fig. 1. Sample holder with 11 test windows at in-situ experiment site. 

/ / 

s ̂—— Radiometer 

» Datalogger 

- Kinematic Mount 

_f 
Optical Rail 

lamp and an alignment laser. Mounted in the center of the 
optical axis of the rail, and directly over the test radiance 

^p^RaiiaciarKa Ta,^ -       ^    / sensor, was a 50 cm standard reflectance target which acted as 
* a near lambertian source.    The target was mounted at 45 

degree angle to both the lamp and the instrument. This 
unconventional configuration permitted accurate and 
repeatable alignment. 

To  produce  the  lambertian  source,  the  standard 
reflectance target was placed normal to the optical axis of the 
illuminating lamp.   By leaving the target at 45 degrees, the 
variation across the target from the edge closest to the lamp to 
the edge farthest from the lamp is about 50% (at a lamp to 
target center distance of 200cm), which was sufficient since 
the detector viewing geometry was constant through the 
experiment.   The detector system for this experiment was a 

seven channel radiance sensor (OCR-100) with the same wavelengths as a standard Satlantic OCM-II buoy (412, 443, 490, 
510, 555, 670 and 683nm).  The radiometer was held at the bottom of the tank viewing the reflectance target in a kinematic 
mount. Test samples were placed over the radiometer face for evaluation. 

Fig. 2. Sketch of sample evaluation setup. 

1.3 Test Sample Compounds 

Nine sample compounds were identified for initial testing, of which five were selected for the actual in water testing. 
These compounds are listed in Table 1. 

All coatings were applied to a disk of acrylic substrate to pre-screen them for suitability in this test. Test criteria 
included spectral absorption, adhesion and surface quality. All samples were scanned in a digital Caryl4 spectrophotometer 
and evaluated2. The results are summarized below. 
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Manufacturer Product Name Product    Type    (application 
method) 

Sample Code 
Glass, Acrylic 

Extensor AB Prop-N-Drive TBT Fluorocarbon (spray) AG,AA 
Tempo Products Company Clear   Anti-Fouling 

Paint #6993 
TBT Methacrylate (spray) BG, BA 

Chemtronics Inc Konform SR2000 Silicone (spray) CG,CA 
Kiss-Cote Inc Kiss Cote #1083 Silicone Polymer (wax) DG, DA 
Tempo Products Company Clear   Anti-Fouling 

Paint #6993 
TBT Methacrylate (spray) EG, EA 

M.G. Chemicals Silicone   Conformal 
Coating 

Silicone (spray) FG.FA 

Oceanographic Industries custom product TBT time release module (ring) GG, n/a 
ITW Philadelphia Resins Classic Yacht TBT Methacrylate (spray) HG, HA 
Glasgow Marine 
Technology Center 

proprietary 
compound 

Ablative compound (gel) n/a 

US Navy OMP-10 TBT    Methacrylate    (vacuum 
bake) 

n/a 

Table 1 - Test Compounds 

• The Classic Yacht compound was selected after a recommendation from Dennis Clark (NOAA/NESDIS) and Tom 
Dickey (UCSB) as a clear, spray-on anti-biofouling compound. This compound contains Tributlytin (TBT) which is an 
effective anti-biofoulant used in the Navy OMP-8 compound. The commercial application for this compound is an outboard 
motor anti-biofoulant. This coating forms a very thick, uniform layer when sprayed. 
• The Tempo #6993 is the Tempo Products version of the Classic Yacht. Two different spray cans were available for 
testing. Both tested the same, only one was be used. This forms a much harder, thinner coating than the Classic Yacht. 
• The Extensor TBT Fluorocarbon compound was sprayed on a test sample, only to find that the compound was 
actually an opaque white, not clear as indicated on the label. This compound also failed the adhesion test - instead of 
scratching, it peeled up. This compound was eliminated from the testing. 
• The OMP-10 compound currently used by the US Navy is very similar to the OMP-8 compound tested by SeaTech 
in 1987 . Two windows were sent to NRL for coating. These were not returned; again it was not selected for further testing. 
• The Oceanographic Industries compound is a proprietary mixture of a TBT anti-biofoulant packed around small 
plastic beads. The resulting solid is machined to fit over the face of a sensor such that it does not block the view of the 
sensor. The time release of the anti-biofoulant is designed to keep the two inch window clear for 4-6 months. This system is 
used by Francisco Chavez (Monterey Bay Aquarium Research Institute). The appealing feature of this system is that the 
optical path is not obstructed as is the case for the coatings. 
• The Glasgow Marine Technology Center compound was being studied by Chelsea Instruments. Windows were sent 
to Chelsea to be coated, but the samples were not made available. More details on the compound revealed that it was 
probably not useful for absolute radiometric instrumentation due to its ablative nature. The coating was also described as a 
soft gel-like coating which did not sound robust enough for oceanographic sensors. Chelsea is currently pursuing another 
compound. 
• Kiss-Cote is a non-toxic compound recommended by Jim Aiken (Plymouth Marine Laboratory). This compound 
provides an extremely hard and slick surface which prevents organisms from attaching. Based on a silicone polymer, this 
compound is most commonly used for coating racing yachts. This compound is applied like a wax and forms a very thin, hard 
coating which has no detectable absorption over 400-700nm. 
• The Konform was initially selected since it is used as a conformal coating for electronics in high humidity conditions 
to prevent growth of organisms using an anti-fungal agent. The coating is a clear spray and it was thought that it may prevent 
organisms from attaching to the windows. This compound was eliminated from testing after it failed a pre-screening test due 
to high blue absorbance. The compound also showed poor adhesion to acrylic. 
• The M.G. Chemicals Silicone Conformal Coating was thought to be similar to the Konform but it does not have any 
unusual absorbance characteristics. Its adhesion to the acrylic was much better. 
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Once the coatings were pre-screened, the experimental samples were coated. Both the faceplate and window of the 
test sample were coated. All compunds (except the Oceanographic Industries ring) were applied to both glass and acrylic 
windows. 

For controls an uncoated substrate of glass and acrylic was kept dry, in the lab and used only in the test tank 
(identified as samples ZG and ZA respectively). Another set of uncoated glass and acrylic substrates was placed in-situ 
(identified as samples XG and XA respectively). 

1.4 Sample Evaluation 

For evaluation, the samples were removed from the sample holder plugs and immersed in the evaluation tank 
carefully as not to disturb the fouling organisms. The sample window holders were placed over the face of the immersed 
radiance sensor viewing the lambertian target above for measurement. By using this radiance sensor to measure the target 
radiance with the uncoated lab control window (ZG or ZA) (at time tn) and sample window (at time t„), the difference ratio 
R(t„)= ( [sample-control]/control ) becomes the amount of signal degradation caused by the fouling and the coating on the 
window. The original measurement of the unfouled window (at time tj and the coated window (at time Q give R(to) = ( 
[control-sample]/control). The amount of fouling absorption was evaluated as F(t„) = ([R(tJ - R(t„)]/ R(to)) x 100%. 

Water samples were taken each day the test samples were removed for evaluation. Pigments were determined 
fluormetrically after extraction in 90% acetone. 

1.5 Results 

The experiment was run from September 15th through 
December 21s1, 1995. The experiment began with a 48 hour presoak 
where the samples were immersed in filtered seawater to check their 
short term stability before moving to the in-situ site. All samples 
changed less than 1% during the presoak, except the Classic Yacht 
which changed 2-3% on both substrates. All of the samples were 
placed in the in-situ site on September 18th. During the experiment, 
the repeatability of the measurements (using the lab controls) was 
within ±2%. 

Pigments varied from 1 lug/1 to 1.5ug/l during the experiment 
as can be seen in Figure 3. 
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Fig. 3. Pigment concentration during the experiment. 

The results of the experiment are quite surprising4. As can 

Fig. 4. Three heavily biofouled test samples on glass substrates. 

be seen in Figure 4 (the 412nm channel on is shown in all figures as 
this was the worst case, the glass and acrylic substrates performed 
similarly so only glass is shown), the TBT formulations performed 
poorly on both window types, fouling up to 85%. Even worse, after 
about two months, the fouling organisms began to slough off these 
samples  causing changes  of up  to  40%.     The  Oceanographic 
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Industries anti-fouling ring performed quite well for almost 3 months with about 10% fouling, after which it must have run out 
of its time release capabilities, as it began fouling rapidly (see sample GG, Figure 4). Kiss-Cote and the uncoated samples 
performed the best, fouling 15-25% in four months, with the uncoated samples having slightly better performance than Kiss- 
Cote (see Figure 5). The M.G. Chemicals conformal coating also did quite well, actually out-performing uncoated glass. 
Both uncoated glass and uncoated acrylic performed about the same. 

2. ADRIATIC SEA EXPERIMENT 

2.1 Objectives 
A joint effort of the Marine Environment Unit (Space 

Applications Institute - European Commission Joint Research 
Center (JRQ) and Goddard Space Flight Center (NASA) 
completed a second experiment in Case-I waters in the Adriatic 
Sea. The purpose of this experiment was to evaluate the short- 
term (a few weeks) biofouling effects on underwater optical 
radiometers. This effort was devoted to evaluating the 
capability of Kiss-Cote #1083 (one of the compounds also 
tested in the Halifax Experiment) as an anti-biofouling agent 
for glass. Kiss-Cote was selected for this experiment because 
of its non-toxic nature and its high transmittance in the visible 
wavelengths. 

This experiment was performed at the Acqua Alta 
oceanographic tower of the Italian National Research Council. 
The tower is located in 17m of water approximately 16km off 
the coast of Venice in the North Adriatic Sea. From June 19 to 
July 09, 1996, two Satlantic OCR-200 radiometers and 38 
glass samples were suspended on the tower at a depth of 6m (see Figure 6). One of the radiometers was coated with Kiss- 
Cote, the other was untreated. Data from the two radiometers and other ancillary sensors was recorded during the experiment 
on a Satlantic STORE-120 module. The 38 glass samples (using the same glass material as the radiometers) were placed on a 

Fig. 6. Adriatic Experiment instrumentation on Aqua Alta. OCR- 
200's on left, bar with 38 glass samples in foreground, STORE-120 
and ancillary sensors in background. 

—     J 
 w  •■ 

y * 
UNCOATED » 

X • 
f      * s 

' 

COATED. 

=0 

400 700 
wavelength (nm) 

l          ■ i 1            ■ 1 

■ 
0 

i 

- 
■   M^HMHI Lu(443) h 1.1- o ta^    tm Lu(555) 

■■■■ 
0 

o o 
e 

■ ■ 

iÄÄkä&k 
!i7& 

■MM 1.0- 

*      o»        o 

■                        o 

■ 

o 

Ml 
O 

m 

o ■ 

o 
0.9- 

 i   " > 

0 

"I     '    1- 1—  T1"™"  I 

Fig. 7.  Two coated and two uncoated glass samples scanned wet after three 
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Fig. 8. Two channels of radiometer data ratioed uncoated/coated radiance for 
duration of experiment and regression lines showing less biofouling in 
uncoated samples. 

bar and sealed so only the coated face was exposed.   19 of the 
glass samples were coated with Kiss-Cote, the other 19 were 
left untreated.  Both the glass samples and the two radiometers 
face downwards as they would in normal operation.   During the experiment the measured total pigment concentration was 
about 0.2u.g/l. 

2.2 Results 

The experiment site was revisited after 8 days, 13days, 14 days and 21 days.   The sample bar was removed and 
samples were scanned with 2nm resolution in a Perkin-Elmer Lambda-12 spectrophotometer.   For these measurements the 
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samples were dried before measuring, and were contaminated by dried salts, thus this data is not presented here. At the end of 
the experiment (after 21 days) the samples were scanned wet by inserting them in a cuvet of 0.22u,m filtered seawater. The 
results of two samples of each coated and uncoated is shown in Figure 7. These results indicate that the uncoated glass 
performed better than the Kiss-Cote treated samples, particularly in the red. 

Data was also collected from the two OCR-200 radiance sensors submerged on the tower. The units were scheduled 
to record at 10 minute intervals an average of 64 samples for 14 hours a day for three weeks. These results are shown in 
Figure 8 for two of the seven channels in the radiometers (Lu443 and Lu555). The data is shown as the ratio of the uncoated 
radiance sensor over the coated radiance sensor. The scatter in the data is likely due to the difference in the light fields 
between the radiometers, spaced about one meter apart, due to wave focusing and shadowing of the instruments during the 
afternoon. A regression of all the data points is represented by a solid line for Lu443 and a dashed line for Lu555. The 
uncoated/coated ratio increases for Lu443 about 1.5% during the experiment and about 2% for Lu555. These results are 
consistent with those shown in Figure 7 and the results obtained in the Halifax Experiment. 

3. SUMMARY 

From the test results of the Halifax Experiment it is clear that TBT formulations, directly applied to the window are 
ineffective as anti-biofoulants, and, in fact, appear to promote the growth of fouling organisms. It is suspected that the surface 
roughness of these coatings (which when sprayed on were rougher than all the others) had more effect than the actual 
composition of the coatings. This is consistent with the results obtained from the uncoated glass and the Kiss-Cote which had 
the smoothest surfaces. Both the Adriatic Experiment and the Halifax Experiment showed that fouling for short periods (3 
weeks) is on the order of a few percent for very smooth surfaces, even in high pigment waters. Experiments continue by other 
investigators, Dennis Clark (NOAA/NESDIS) is currently working on a copper/stainless steel anti-biofoulant ring which may 
prove to have even better performance. Satlantic is also working on a system to prevent fouling on uplooking sensors. 
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ABSTRACT 

We present a combined analysis of apparent optical properties and inherent optical properties of 
the California Current based on multi-instrument bio-optical measurements during the California 
Cooperative Oceanic Fisheries Investigation (CalCOFI) cruises. Detailed radiative transfer model- 
ing is employed and radiance and irradiances for the model are derived and compared to measured 
values. Bio-optical parameterizations for the California Current are developed and compared to 
existing parameterizations for Case 1 waters. Discrepancies between absorption parameterizations 
are discussed. 

Key words: CalCOFI, optics, absorption, remote sensing, California Current 

1    INTRODUCTION 

Apparent optical properties (AOP) in the ocean (e.g. diffuse attenuation coefficients, re- 
flectance) depend on variations in inherent optical properties (IOP) including the absorption and 
scattering due to phytoplankton, and other particles, colored dissolved organic matter (cDOM) 
and on the boundary conditions of radiometric forcing, including atmospheric conditions, solar 
zenith angle, the underwater radiance distribution and bottom reflection. An adequate descrip- 
tion of ocean optics and the goal of optical closure require detailed measurement complemented 
by radiative transfer modeling. This paper presents a combined analysis of AOP and IOP of the 

714 
SPIE Vol. 2963  • 0277-786X/97/S10.00 



35 

33 

31 

29 

-125 -123 -121 -119 -117 

Figure 1: Station positions along the CalCOFI grid from line 77 north of Point Conception to line 
93 off San Diego. 

California Current based on multi-instrument bio-optical measurements during CalCOFI cruises 
and a detailed modeling study. 

1.1    CalCOFI and Bio-optical Properties of the California Current 

The California Cooperative Oceanic Fisheries Investigations (CalCOFI) region (Fig. 1) encom- 
passes the full dynamic range of temperate coastal and open ocean trophic structure. CalCOFI 
Reports provide information on the biological and physical status of the region. For example Hay- 
ward et al9 report on a transient state of the California current in 1994-1995. Mantyla et al13 

report on primary production and chlorophyll relationships, derived from ten years of CalCOFI 
measurements. Mean transport of mass, heat, salt and nutrients has been studied35 for the volume 
defined by the modern (1984-1987) CalCOFI surveys (Fig. 1). Phytoplankton distributions in the 
North Pacific Ocean including the California Coastal Current have been reported by Ondrusek et 
al.22 
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The California Current region has been studied extensively with respect to its bio-optical prop- 
erties28 and almost half of the observations for NASA's CZCS Global Processing algorithm were 
collected in the Pacific off Baja California or the Gulf of California. Pioneering work on scatter- 
ing phase functions24 diffuse attenuation, and reflectance1 have been carried out in this region. 
Several studies have focused on the details of the absorption coefficients16'30 and one of the first 
experiments on "optical closure" was carried out in waters off San Diego.20 Mueller and Lange21 

discuss a provisional analysis of satellite ocean color imagery and profiles of spectral irradiance and 
Chl-a fluorescence of the Northeast Pacific Ocean including the California Current system. The 
large historical background of optical measurements in the region, and the large dynamic range of 
pigment and particle concentrations, make this an ideal location to study the optical properties of 
Case 1 waters in detail. We have implemented a detailed optical sampling program as part of the 
quarterly CalCOFI cruises which occupy the stations shown in Figure 1. 

During 3 years of sampling we have completed more than 300 optical stations and particpated 
in 12 cruises. Surface chlorophyll values range four orders of magnitude (0.05 - 500mg/m3) for 
the stations we have occupied. The focus of the work has been to acquire spectral irradiance and 
radiance profiles and to support the in-water measurements with detailed analyses of pigments, 
and measurements of the absorption coefficients for particulate and soluble fractions. 

1.2    Radiative transfer models - matching IOP with AOP 

For the special condition of large optical depth of a homogeneous layer it is possible to derive an 
expression for the rate at which the diffuse attenuation coefficient for vector irradiance approaches 
its asymptotic value. Thus, it is possible to define the relationship between single scattering prop- 
erties and irradiances.33•6•31 For example, it can be shown that the asymptotic diffuse coefficient 
K& and u> are related 

Koo/c = 1 - 0.52w - 0.44ü>2 (1) 

This theoretical expression can be inverted to show that, in principle, the vertical structure of the 
absorption, scattering, attenuation, and backscattering coefficients can be derived from the vertical 
structure of the scalar and vector irradiances and the nadir radiance.33 The approach has great 
merit as it offers semi-analytical insight to the inverse problem. However, the assumptions of a 
diffuse regime and a homogeneous water layer limit this approach. 

We have therefore used a computationally intensive approach by employing a plane parallel 
multistream radiative transfer model16 to match IOP with AOP. This approach gives us the ca- 
pability to define arbitrary vertical distributions of single scattering properties (IOP) and also to 
derive absolute values of the radiance field or directional water-leaving reflectance. 
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2    METHODS 

2.1 Basic relationships 

Among the AOP of most interest to ocean scientists are the spectral diffuse attenuation coeffi- 
cient, the irradiance reflectance, and the remote sensing reflectance (K, R, and Rrt, respectively). 
Numerous prior studies have shown how Kt R, and Rr, depend on the 10P. In particular, for 
Case 1 waters, absorption coefficients are a dominant terms. The spectral absorption properties of 
dissolved and particulate matter may be partitioned into several components: 

o(A) = a„,(A) + op(A) + a,(A) (2) 

ap(\) = aph(\) + ad(\) + ai(\) (3) 

where the subscripts w, p, pfc, d, s and t denote water, particulates, phytoplankton, detrital partic- 
ulates, soluble (gelbstoff) and inorganic particulates, respectively. An analogous set of equalities 
may be written for the beam attenuation (extinction) and total scattering coefficients, c and b. 
For oceanic water types with little terrestrial influence (Case I), the phytoplankton and detrital 
particulates are key variables (Smith and Baker, 1978) and the water coefficients are constant and 
suspended inorganic particles are negligible. The sum ap = aph + a-d or Opfc(A) are often normalized 
for convenience by pigment concentration (e.g. chl + phaeo or chl-a) to give the pigment specific 
absorption coefficients: 

op(A) = o;(A)[chl +phaeo] (4) 

aph(\) = a;h(\)[chl-z] (5) 

2.2 In situ data collection and water sampling 

Our data set includes measurements from two WetLabs AC9s, a Biospherical Instruments 
MBR 2040, beam c(660) with a Seatech transmissometer, and discrete measurements of spectral 
absorption at 1 nm resolution for particulate (op) and soluble (a«) material. The AC-9 absorption 
and attenuation meter concurrently determines the spectral transmittance and spectral absorption 
of water for nine channels in the range 410-850 nm with a bandpass at 10 nm per channel. The 
MER2040 measures downwelling irradiance and upwelling radiance covering 340-700 nm for 13 
channels with 10 nm bandpass. Conductivity and temperature sensors (SeaBird), the Seatech 
transmissometer, and a Wetlabs fluorometer are integrated to the MER2040 data stream. A 
Wetlabs Modular Data and Power System (MODAPS) provides power and data acquisition for 
all instruments on the profiling package. Water samples were collected from a General Oceanics 
rosette consisting of 24 ten liter bottles, a CTD, transmissometer, and fluorometer. Samples from 
the water bottles were taken for determination of ap, a,, and chlorophyll. 

717 



2.3    Spectral measurements of absorption 

Estimates of the absorption of particles (ap) were made by concentrating the particles on 
Whatman GF/F filters under low vacuum pressure. The samples were scanned 300-800 nm in 
a dual beam spectrophotometer (Varian Cary 1) using a blank filter saturated with filtered sea 
water as the reference. Procedures for sample preparation, data acquisition, and data processing 
followed the Quantitative Filter Technique of Mitchell.14 Absorption of soluble material (a,) was 
determined by filtering the seawater through 0.2/xm pore size polycarbonate filters. The filters were 
first rinsed several times with MilliQ (Millipore Corporation) water to minimize contamination by 
the filters. The samples were run on the Cary 1 spectrophotometer in 10 cm quartz cuvettes from 
300-800 nm with MilliQ water as the reference. We attempted to maintain the reference and sample 
cells at room temperature using a temperature controlled circulating bath interfaced to circulating 
flow cuvette holders. Residual temperature artifacts are often noted from 650-750 nm,23 so the 
value at 600 nm was used as a null point. 

2.4    Chlorophyll determination 

Samples were collected on GF/F filters, extracted in 90% acetone for 24 hours at 4C in the 
dark, and chlorophyll concentrations were determined by the fluorometric method10 using a Turner 
Designs fluorometer. Procedures followed the standard CalCOFI protocols.32 

2.5    Hydrolight model 

The numerical radiative transfer model used in this study is a slightly modified version of 
Hydrolight 3.0 code.16 We have found that sky radiance boundary conditions, including specifica- 
tions of clouds, are important for proper in-water irradiance modeling. Therefore, we investigated 
the model of Brunger and Hopper4 for the average anisotropic sky radiance (or intensity) as a 
function of the position of the Sun, the diffuse fraction k, and the atmospheric clearness index 
kt. The complete range of sky conditions from clear to turbid to overcast is covered. We have 
tested (not reported here) sensitivity of in-water fluxes to choice of k and fct. We have found that 
zenith position and cloud cover play an important role in modeling results. A simple spectral solar 
irradiance model for cloudless maritime was employed,8 complemented by a cloudy sky model.12 

A separate user-supplied function chlz(z) estimated the chlorophyll concentration at geometric 
depth z using a spline interpolation and CalCOFI measurements. Then the bio-optical models of 
Morel (1991)18 and Gordon and Morel (1983)7 were used to convert the chlorophyll concentration 
into a and b values. Pure sea water absorption and scattering coefficients are determined from the 
data of Smith and Baker (1981) .29 Twelve model wavebands were specified 335 — 345, 375 — 385, 
390 - 400, 407 - 417, 438 - 448, 450 - 460, 485 - 495, 505 - 515, 527 - 537, 550 - 560, 565 - 575, 
660 - 670 to correspond with MER channels. 
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Figure 2: (A) Correlation between pigment (chl-a+phaeo) and the particle absorption at 440 nm. 
(B) Correlation between pigment (chl-a +phaeo) and the sum of particle and soluble absorption 
at 440 nm. 

3    RESULTS 

3.1    Bio-optical models of California Current Case 1 waters 

We have developed a version of the bio-optical model for Case 1 water based on measured 
chlorophyll and published parameterizations.27'17,2 Also, we have developed absorption parame- 
terizations based on in situ chlorophyll, dp and a, measurements (c.f. Figure 2). These models 
have been used in numerical sensitivity studies and will be reported in an extended publication. 

3.2    Modeling results 

Data collected for latitude 29.51.4N, longitude 123.35.6W at station 93.120 was modeled using 
Hydrolight.16 The station was occupied commencing at 1838 UTC with up and downcasts separated 
by about 10 minutes. The winds were southerly with wind speed of 5 kn. The atmospheric pressure 
was 1018.9 hPa and the Secchi depth was 41m. Thin clouds were observed. In situ water was 
collected at 2, 27, 54, 110, and 154 meters. Comparison of the model results to observation is 
given in Figure 3. While we observe reasonable agreement between observations and model output 
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of Ed and Xu, there are notable issues which must be considered. Rarely does one have ideal 
sky conditions when operating at sea, and the 30% high cirrus cloud condition observed at this 
station is a typical good situation. The consequence for this station is that the downcast had about 
20% lower irradiance than the upcast but this was not modeled explicitly. Also there was a cloud 
anomaly at about 12 m depth on the upcast. Surface illumination forcing, together with possible 
near surface effects from the ship shadow, bubbles, foam, wave focusing, etc. may be responsible 
for some anomalies in the example. These are realistic issues which challenge accurate retrieval of 
Rrs and Lu from measurements alone. There are remaining inconsistencies due to the bio-optical 
model which has highly parameterized particulate and cDOM absorption components based on 
the Morel model for Case 1 waters. Figure 3B shows that our measurement of the non-water 
absorption (ap + a,) is in good agreement with the Morel model from 350-450 nm but diverges 
significantly at longer wavelengths where the Morel model over estimates Op + at. We believe the 
high estimates of the Morel model are physically impossible at the red absorption peak where a, is 
negligible and ap is extremely well correlated to chlorophyll.30*15'2 Errors in the Morel absorption 
model, when it is applied to total water attenuation coefficients, are relatively unimportant at 
wavelengths longer than 600 nm since water absorption greatly dominates Op + at. However, as 
indicated in our example for 440 and 555 nm (Figure 2A), the excess absorption per unit pigment 
of the Morel model may result in stronger attenuation of the Hydrolight modeled Ed and Lu fields 
(e.g. larger slope of the ln(Lu) or ln(Ed) vs depth). 

4    DISCUSSION 

Absorption by dissolved material has been considered less significant for Case 1 waters11'3 

but this is not a reasonable assumption.36'5 Figure 2 shows Op(440) is much better correlated to 
chl+phaeo than is the sum Op(440)+o,(440). The good correlation between Op and pigment concen- 
tration is the basis for most bio-optical parameterizations. However, o, is not well correlated with 
total particulate absorption, or pigment, and will thus pose a challenge for ocean color algorithms 
and bio-optical parameterizations. 

The parameterizations of ap and a, as a function of chlorophyll for the Hydrolight model were 
chosen to be based on Morel.19 Thus, the ap shape function is dependent on the Prieur et al 
parameterization derived from a fitting to spectral K, R and chlorophyll data. Measurement of 
a, was generally not done for most cruises, so the parameterizations for a, also are not based on 
a concurrent data set with the K and R data. The laboratory determinations that we perform 
for ap and a, also have a set of issues that must be considered. Our correction for the pathlength 
amplification factor for the Op measurements on GF/F filters is largest in weakly absorbing regions, 
and the instrument noise is also largest in this domain, so the errors of the method are largest 
from 575-650 nm. Furthermore, we have chosen to normalize our raw a, at 600 nm, which may 
lead to underestimates of the true values. The issues of methodology, treatment of blanks, null 
value normalization, pathlength amplification, and storage of preparations for determinations of 
ap and a, are still unresolved within the community and require more focused attention before a 
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Figure 3: (A) Comparison of measurement at CalCOFI 9602 station 93.120 with radiative transfer 
calculations based on the Hydrolight code for 2 wavelengths (443 and 555 nm). The left half of the 
panel depicts nadir upwelling radiance, while the right half depicts downwelling irradiance. Rr, can 
be calculated from these measurements. Dashed lines are model data; solid lines are the downcast; 
dotted lines are the upcast. (B) Comparison of the Morel19 bio-optical model for o, + ap (based 
on our measured chl-a+phaeo), and our direct laboratory estimates of a, + ap for the mixed layer 
at the same station. Absorption by pure water is shown for comparison. The value of chl was 0.08 
mgm -3 
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consensus will be attained. What we do see, quite dearly in Figure 3B, is that direct methods 
for estimating ap + a, are not in agreement with one of the leading parameterizations. When 
the Hydrolight model is run, discrepancies that are dependent on parameterizations should be 
expected, and the discrepancies we note in Figure 3A between measured and model output are 
consistent with overestimates of the Op + a, when the Morel19 parameterization is used. 
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ABSTRACT 

The WET Labs ac-9 has been used by scientists world wide to collect absorption and attenuation measurements for 
over three years. The ac-9 provides measurements of the in-situ spectral signatures of paniculate and dissolved material 
using a dual source nine wavelength filter wheel transmitter with reflective tube absorption optics and a conventional 
transmissometer configuration. Since the ac-9 was introduced, much effort has been expended in establishing workable 
protocols for instrument calibration, deployment and data processing. In addition, considerable effort has been placed in 
design improvements, enhancing reliability, stability and ease of use. From these efforts a protocol document was 
produced which provides detailed instructions for operation, deployment and data processing and an overview of the 
instrument evolution since it's original introduction as a product. An overview of the protocol document is presented in 
order to familiarize the reader with critical issues associated with meter usage and proper handling of data. 

Keywords: ac-9, absorption, attenuation, spectrophotometer 

1. INTRODUCTION 

The ac-9 is a spectral, beam absorption and attenuation meter used for the in situ determination of inherent optical 
properties in natural waters. Using dual sources coupled with a single filter wheel, the meter provides concurrent 
determination of the absorption and attenuation coefficients at nine wavelengths spanning from 400 nm to 715 nm. Since 
initial delivery, approximately 80 more units have been used in applications ranging from tow-yos to long term moorings. 
As more researchers used the meter, questions as to proper usage, data integrity and post processing requirements quickly 
exceeded the scope of the original user manual. In response to this need for more information WET Labs, Inc. produced a 
new protocol document. This paper provides an overview of the protocol and delineates the salient issues involved with 
proper usage of the instrument. Researchers wishing for more detailed information should contact WET Labs, Inc. for a 
copy of the full protocol document, (www.wetlabs.com) 

The protocol for ac-9 usage breaks down into three primary sections. We discuss basic operation and deployment 
issues. We discuss the ac-9 laboratory and field calibration. We delineate the steps for processing and correction of the 
data obtained by the instrument. 

2. ac-9 OPERATION 

2.1 Mounting 

The ac-9 contains two optical paths that are sensitive to lateral and torsional stresses. To ensure that the unit functions 
properly, it is important to minimize stresses when mounting the unit to a frame. If possible the ac-9 should be mounted 
upright. It is preferable to rest the bottom of the ac-9 on the cage framework and attach both the upper and lower 
housings to the vertical framework of the cage 
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2.2. Plumbing & Tubing 

It is important to ensure good flow through the ac-9 flow tubes. The flow rate through the instrument should be kept 
above 1 liter/min. The pump for the ac-9 should be placed above the upper set of nozzles of the ac-9 flow tubes. It is 
required that the pump pull the water through the tubes rather than push it through. It is critical that all plumbing help 
move bubbles out of the system. 

2.3 Deployment 

The ac-9 is used in a variety of deployment modes. Each of these methods requires some consideration in how best to 
optimize results from the meter. Table 1. summarizes the primary considerations with each of these applications 

Moorings 

Anti-fouling 
Warm-up 
Ground loops 
Plumbing 
Post calibration 
Power consumption and 
battery life 

Towed Bodies 

Mounting 
Flow 
Pre-purge 
Consider time constants 
Protect the meter 

Underway/Bench- 
top 
Keep the meter within 
specified temperature 
range 
Initial purge 
Watch for bubbles 

Profilers 

Mounting 
Pre-purge 
Free-fall descent 
Time constants and 
spatial resolution 
Care of meter between 
casts 

Table 1. - Summarization of special considerations for various deployment methods. 

3. ac-9 CALIBRATION 

3.1. WET Labs Calibration Procedures 

The standard ac-9 calibration procedures at WET Labs include: a series of characterization tests to confirm the 
instrument's performance is within factory specifications, temperature calibration, pure water calibration and an air 
calibration. 

Factory Pre-calibration Procedures 

Before undergoing temperature tests and calibration the meter is subjected to a series of tests to determine basic 
operational integrity. These include: 

• 12 hour burn-in 
• Optical throughput tests 
• Minimum and maximum signal determination 
• Shock and vibration tests 
• Precision tests 

Factory Temperature Calibration 

During the temperature calibration of the ac-9, the instrument's temperature coefficients are determined. The 
temperature coefficients provide a correction factor for temperature for each channel of the ac-9. The temperature 
calibration data is also used to identify unusual instrument performance issues causing the output of the meter to change 
dramatically as a function of temperature. Figure 1. shows a typical example of ac-9 absorption and attenuation at 488nm 
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plotted versus internal instrument temperature, both uncorrected and corrected. The internal temperature range for this 
meter, stated on its Calibration Sheet, is 11 to 39 degrees Celsius. 
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Figure 1. Typical ac-9 temperature calibration data. The uncorrected data is collected to determine the temperature 
coefficients (Kt). The corrected data is obtained in a second temperature cycle to verify the temperature corrections, which 
are automatically applied in WETView. 

Factory Water Calibration 

The purpose of the WET Labs water calibration is to determine the offset values of absorption and attenuation that 
result in a 0.00 m'1 reading with pure water in the sample volume of the flow tubes. These water offset values are listed 
on the Calibration Sheet and included in the device file for each meter's new calibration. 

Factory Air Calibration 

The purpose of the WET Labs air calibration is to determine the offset values of absorption and attenuation that result 
in 0.000 m"1 readings with air in the sample volume of the flow tubes. These air offset values are listed on the Calibration 
Sheet and are included in the air tracking device file for each meter's new calibration. 

3.2. Air Tracking 

Air tracking is primarily intended to be used to monitor offsets in the instrument's output due to changes in the optical 
system caused by shipping or mounting of the instrument to a cage or other deployment package. Air tracking can also be 
used to monitor instrument drift over extended periods of time. Air tracking involves the collection of data with the ac-9 
in air using WETView and the air CAL file. Output collected following the Air Tracking Protocol are considered the Air 
Tracking Offsets. These offset values are an indication of changes in the optical throughput of the instrument since the 
factory air calibration and can be used in certain situations to correct data collected using the ac-9. 

3.3. Field Water Calibration 

Maximum accuracy of measurements is obtained by performing water calibrations of the ac-9 in the field. Field water 
calibrations can remove the effects of small misalignments of the optical system caused by shipping or mounting of the 
instrument on a cage or other deployment package. When a reliable source of optically clean water is available, water 
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calibrations are easy to perform in the field. The concept behind the water calibrations is simple. The idea is to provide 
the instruments with a source of clean, bubble-free water which can be used as a reference value. This is the same concept 
used when the factory offset values are determined. Clean water can be produced in the lab and transported to the ship or 
a portable system can be constructed for shipboard use. 

4. ac-9 DATA PROCESSING 

An ac-9 acquires raw values representing light losses of a light beam propagating through a fixed path of water. In 
order to convert these values into meaningful units and to correct for instrument and environmental factors associated 
with the measurements, several processing steps are required. The following flow chart provides an overview of these 
steps. 

ac-9 DATA PROCESSING 

WETView Software 

Initial Parsing of Binary Data 
Ratio of Signal to Reference 
-In (Signal/Reference) / Pathlength 
Application of Temperature Coefficients 
Application of Clean Water Offsets 

Post Processing 

Correction for Temperature and Salinity 
Correction for Scattering 
Addition of Pure Water Values 

4.1. WETView Calculations 

WETView is the basic WET Labs software package used to collect and process data from the ac-9. WETView reads in 
the raw binary data from the ac-9 and then parses the data. The parsed data contains digitized signal values for signal 
and reference levels for each channel.   WETView then applies an algorithm which: converts signal and reference values 
into terms of uncorrected inverse meters; applies a linear temperature correction; applies clean water offsets supplied from 
the instrument's device file which provide a value referenced against clean water. 

4.2. Temperature and Salinity Corrections 

Water in the red and near-infrared portions of the spectrum is subject to changes in absorption as a function of 
temperature1. These effects must be accounted for before applying scattering corrections to the data. Data may need to be 
corrected for a second salinity effect2. The effect is due to the difference in the index of refraction between fresh and 
saline water which cause changes in the reflectance at the windows of the instrument. Figure 2. shows a dissolved phase 
profile taken from an ac-9. The plot shows the uncorrected values as well as the corrected values for temperature and 
salinity. 
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Figure 2.   The application of temperature and salinity corrections to a gelbstoff profile. Line A is the raw a(715). Line B 
has the temperature correction applied. Line C includes the temperature and salinity corrections. Line D is the 
absorption coefficient at 650 nm, given to provide a reference profile. Note both temperature and salinity corrections are 
necessary to provide a profile with positive absorption values . 

4.3. Scattering Corrections 

Reflecting tube absorption meters and spectrophotometers do not collect all of the light scattered from the beam. The 
uncollected scattered light causes the instrumentation to overestimate the absorption coefficient. There are several 
schemes to correct absorption measurements for scattering errors. The three methods most commonly used include: 

1) subtraction of a reference wavelength where the absorption is assumed to be zero. 

2) removal of a fixed proportion of the scattering coefficient 

3) use of a reference wavelength to determine the proportion of the scattering coefficient to be subtracted from the 
signal3. 

Each of these methods require different assumptions and ancillary measurements. 

4.4. Addition of Pure Water Values 
Since the ac-9 measurements are referenced to optically pure water, it is necessary to add the optical properties of the 

reference water to arrive at the total absorption or attenuation coefficient. Many sources are available for the absorption 
coefficient of pure water, however large differences in the absorption coefficient of water exist between the various 
authors. We recommend using the absorption coefficients reported by Pope" for wavelengths less than 700 nm. For 
wavelengths in the near infrared we recommend the values of Kou et al5. 
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ABSTRACT 

Past laboratory experiments established the ability of the modulated pulse lidar system to 
improve underwater target contrast. Due to the limitations of the laboratory environment in assessing 
the performance of the new detection scheme, a system was designed and constructed for use in an 
ocean experiment which was carried out in December, 1995. Results from the field test confirm the 
capability of modulated pulse lidar to reduce backscatter clutter and enhance underwater target contrast. 
In addition, the existence of microwave subcarrier interference effects confirmed that the microwave 
signal integrity was maintained throughout the range of measurements. 

Keywords: lidar, radar, laser radar, ocean remote sensing, optical modulation 

2. INTRODUCTION 

Conventional air-to-underwater lidar systems are contrast limited in the detection of small, 
shallow underwater targets. This is due to the backscatter of the transmitted optical beam from water 
particles within the receiver field of view. In response to this shortcoming, a modulated pulse lidar 
detection scheme has been developed by combining the sophisticated modulation, detection and signal 
processing techniques of radar with the underwater transmission capability of lidar. This work focuses 
on evaluating the ability of this new technique to reduce backscatter clutter and to improve the detection 
sensitivity of underwater targets. 

The feasibility of this novel detection scheme was investigated through laboratory experiments. 
An ocean mass simulator was designed and constructed to test the effect of the water on a modulated 
optical pulse . An analytical model based on the ocean mass simulator was developed to predict 
experimental outcomes. The results of the theoretical study and corresponding laboratory experiments 
confirmed the ability of the hybrid detection scheme to reduce backscatter clutter and improve the 
contrast of underwater targets . 

The laboratory experiments combined with the analytical considerations provide a basis for 
understanding the benefits of the new detection scheme. Specifically, use of the modulated pulse lidar 
detection scheme has resulted in a decrease in backscatter clutter and a corresponding enhancement of 
underwater target contrast over the conventional, unmodulated lidar system. However, the complexities 
involved with the transport of light through water cannot be completely represented in these preliminary 
studies. Furthermore, the geometrical differences between the laboratory and actual lidar system 
measurements must be accounted for when evaluating the new detection scheme. Therefore, a 
modulated pulse lidar system was constructed with the aim of performing experiments in a true ocean 
setting. These experiments were carried out in December. 1995 at the Atlantic Undersea Test and 
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Evaluation Center on Andros Island, Bahamas. In the following section, we describe the goals of the 
experiments, including parameters which were varied to evaluate the sensitivity of the hybrid system 
relative to conventional lidar. Next, we discuss experimental results obtained in the ocean field test, 
followed by conclusions and topics for future investigation. 

3. MODULATED PULSE LIDAR OCEAN EXPERIMENT 

For the modulated pulse lidar detection scheme to succeed in the lidar environment, the 
microwave signal encoded on the optical carrier should endure minimal distortion as it travels through 
the water. Therefore, mechanisms which affect the dispersion of the modulated optical signal in water 
must be identified. An ocean field test was designed and conducted to validate the benefits of the hybrid 
detection scheme and to identify those variables which affect the encoded microwave signal 

In order to thoroughly address these objectives, a set of independent and dependent variables 
was defined. Three types of independent variables were identified: 

i. those which could be controlled during experimentation, namely the receiver field of 
view, the transmitter beam divergence, the target size and the target depth; 

ii. those which were fixed due to the location of the field test, including the water depth, 
the water clarity, and the platform altitude; and 

iii. those which varied randomly and were not controllable, specifically the sea surface 
fluctuations. 

The dependent variables were:    the lidar and radar relative amplitudes of the target echoes, the 
backscatter signal levels, and the target contrasts. 

The next step in the design of the ocean experiment was to establish the experimental goals. The 
ultimate goal of the experiment was to study the sensitivity of the hybrid detection scheme as a function 
of the independent and dependent variables. Thus, three successive goals were established for the ocean 
experiment: 

i.   The first and most crucial objective was to design and assemble a modulated pulse 
lidar system which could operate effectively in the ocean environment, 

ii. The second goal was to utilize the system to determine how well the integrity of the 
microwave subcarrier is preserved as it travels through water, 

iii. The final aim was (1) to evaluate experimentally how parameters and variables affect 
the sensitivity of the hybrid system, and (2) to compare the results with those 
predicted by analytical studies. 

In the following section, the design and characterization of the modulated pulse lidar system for ocean 
experimentation is discussed. 

4. EXPERIMENTAL SETUP 

To attain the first experimental goal, a modulated pulse lidar system was designed and 
constructed. The block diagram of the system is shown in Fig. 1. The transmitter requirements include a 
blue-green wavelength to minimize absorption in the water, high peak power (>10 kW), a 7-20 nsec 
pulsewidth, and a stable microwave modulation. The transmitter developed which met these 
specifications consists of a laser oscillator, an optical amplifier and a frequency doubler. The critical 
component is the oscillator, an optical cavity containing a flashlamp-pumped Nd:YAG rod, a 3 GHz 
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phase modulator and a passive Q-switch. This configuration produced 3 GHz modulated, 6-20 nsec, 10 
kW peak power, blue-green optical pulses. 

Transmitter   Q- 
wÄUmUIlUfllufW Optical 

►I    Beam     — 
Control 

Data 
Acquisition 
and Storage 

Lidar Receiver 

Microwave Receiver 
Detector 

Fig. 1. Block diagram of the modulated pulse lidar system. 

The transceiver, which includes the optical beam control and detector, must provide beam 
divergence and receiver field of view regulation. The constructed transceiver included optics to vary the 
beam divergence from 1 to 40 mRad, and a variety of irises for a 10 to 50 mRad field of view range. 
The detector requirements include a large bandwidth to recover the modulation encoded on the optical 
carrier, in addition to a large active area, high gain, and low noise to enhance the signal level. The 
detector chosen is the intensified photodiode (IPD) fabricated by Intevac3. This device has a 50 mm2 

active area, a 10 gain, and a 1 GHz 3 dB bandwidth. 
The output of the IPD was split into its high frequency (3 GHz radar signal) and low frequency 

(100 MHz lidar pulse envelope) components by use of a bias tee network. The microwave envelope was 
then amplified, filtered by a 3 GHz bandpass filter, and detected by a Schottky diode. The lidar and 
modulated pulse lidar returns were digitized at a 1 GHz sampling rate by two separate channels of a 
digitizing oscilloscope. The digitized signals were displayed simultaneously on the scope monitor. An 
external computer controlled the data collection and storage. 

The constructed system was assembled inside a tower located approximately 1 mile from shore 
at the Atlantic Undersea Test and Evaluation Center. The optical signal was transmitted through a 
window to an outside mirror which was positioned to reflect the transmitted light to the water surface. 
The water return signal was reflected off an adjacent mirror and recovered by the transceiver. A pulley 
system was constructed to raise and lower circular plywood targets in the water. The entire system 
operated effectively and provided echoes with good signal-to-noise and stability. In the following 
section, the results obtained with this system are discussed 

5. EXPERIMENTAL RESULTS 

In the following paragraphs, the ocean experimental results are presented in accordance with the 
previously outlined experimental goals. First, the integrity of the recovered microwave signal is 
examined Second, the ability of the modulated pulse lidar detection scheme to reduce backscatter 
clutter and to enhance target contrast is discussed. 
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5.1. Microwave subcarrier fading 
The preservation of the frequency and phase of the microwave envelope is critical to the 

performance of the modulated pulse lidar system. If the microwave subcarrier integrity is preserved, 
multipaths in the return signal from objects which are large compared to the modulation wavelength 
produce a cancellation, and subsequent fading, of the microwave subcarrier. Experimental evidence of 
this microwave subcarrier fading is shown in Table 1, where the measured radar-to-lidar target return 
ratio as a function of target size and depth and receiver field of view is shown. It is evident that the 
largest decrease (approximately 7 dB) in the signal ratio occurs as the target size increases relative to the 
microwave wavelength. These results indicated that the propagation through water did not affect the 
integrity of the microwave subcarrier. 

Beam Divergence - Wide (40 millirad) 
Field of View - Narrow (10 millirad) Wide (50 millirad) 
Target Depth Target size - - 

3 m 0.15 m -1.10 -1.15 
0.5 m -7.96 -8.17 

5 m 0.15 m -1.18 -4.03 
0.5 m -8.59 -9.75 

Table 1. Radar-to-lidar target return ratio (in dB) as a function of target size, target depth, and receiver 
field of view. 

5.2. Clutter reduction and contrast enhancement 
Prior theoretical and laboratory studies predicted that the hybrid detection scheme suppresses the 

backscatter clutter and therefore enhances the contrast of small, shallow underwater targets. To test this 
premise, the lidar and radar backscatter signal levels were measured simultaneously. The optical pulse 
was transmitted at a slight angle to the water surface to minimize surface reflections. A representative 
sample of the measured return signal is displayed in Fig 2. Since the surface return is absent, the 
steadily rising segment of the backscatter signal represents the pulse as it enters the water. The peak 
occurs when the entire pulse has entered the water. The signal subsequently decays exponentially due to 
absorption and scattering of the optical beam by the water column. For the narrow beam divergence 
experiment, the radar backscatter signal level is decreased by 9 dB relative to the lidar backscatter 
magnitude. The difference in the backscatter amplitudes is expected to expand as the beam footprint 
increases to that which is typical in an aerial lidar system. 

To evaluate the lidar and radar target contrasts, two different footprint-to-target size ratios were 
obtained by using a large beam divergence (0.5 m footprint radius) in combination with two different 
target sizes (0.15 and 0.5 m radii). In addition, with each scenario, the receiver field of view was varied 
from narrow (10 milliradians) to wide (50 milliradians) to determine its effect on the target contrast. 
Although the target contrast is obtained by measuring the target return-to-background ratio, the shallow 
water depth at the test site prohibited the quantification of this information. However, results indicated 
that the hybrid system produced an improvement in target contrast when the 0.15 m target was detected 
with a wide beam divergence and a narrow field of view. A sample of the lidar and radar returns 
obtained with this set of parameters is shown in Fig. 3. This figure clearly demonstrates that the contrast 
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r 
of the radar target return is improved as compared to the corresponding lidar return. This contrast 
enhancement is credited to the reduction in microwave backscatter. 

0.0 L- 

0.0001 

Mod. Pulse Lidar 

o To    JT ir ~3ö~      40        50        60 

Time (nsec) 
Fig. 2. Comparison of lidar and modulated pulse lidar backscatter signal returns obtained with the 
following set of variables: narrow beam divergence (1 milliradian), and wide field of view (50 
milliradians). The modulated clutter is suppressed by 9 dB relative to the unmodulated lidar return. 

s 
3 

E 

lidar and mod. pulse lidar 
surface returns 

mod. pulse lidar 
target return 

Time (nsec) 

Fig. 3. Lidar and modulated pulse lidar echo returns obtained with the following set of parameters: 0.15 
m target at 5 m depth, wide beam divergence (40 milliradians), and narrow field of view (10 
milliradians). The contrast of the modulated pulse lidar target return is improved relative to that of the 
lidar return due to the backscatter clutter reduction. 
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6. CONCLUSIONS AND FUTURE WORK 

Due to the limitations of the laboratory environment, a system was designed and constructed to 
evaluate the performance of the modulated pulse lidar detection scheme in the ocean environment. The 
system generated and detected high-power, microwave-modulated, blue-green optical pulses. Various 
experiments were performed with this system to evaluate the relative sensitivity of modulated pulse 
lidar to conventional, unmodulated lidar as a function of system and environmental variables. The 
experimental results led to the following conclusions: 

i. The microwave envelope remained coherent throughout the range of measurements. 
This is a prerequisite to the introduction of more sophisticated detection and signal 
processing techniques to future modulated pulse lidar systems, 

ii. The modulated pulse system reduces backscatter clutter which limits the contrast of 
underwater targets, 

iii. The backscatter reduction produced by the hybrid detection scheme enhances the 
contrast of small, shallow underwater targets relative to conventional lidar. 

Thus, the evaluation of the modulated pulse lidar detection scheme from theory, to  laboratory 
experiments, to ocean experiments has provided insight into the possibilities of the new technique to 
enhance the sensitivity of lidar in the detection of underwater objects. Future work includes developing 
a Monte Carlo model for the modulated pulse lidar system to predict future experimental results. A 
multiple modulation frequency system is being developed, and a tank experiment will be conducted to 
evaluated the new system as a function of water clarity and sea surface effects. 
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ABSTRACT 
It is well known that ultraviolet (UV) radiation has the potential to cause significant damage to living organisms. 

Generally, shorter UV wavelengths have the potential to do exponentially more damage than longer wavelengths 
(i.e. Setlow1). Therefore, in calculating biological doses of radiation to marine organisms, even small spectral 
variations in recorded UV irradiances can propagate into large errors. 

The PUV instrument made by Biospherical Instruments, Inc. is a commonly used filter-based radiometer used 
to measure UV radiation in the water column. It has long been known that the signal from the PUV becomes 
increasingly weighted by longer wavelengths with increasing depth in the water column.2 This is due to the increased 
attenuation of shorter UV wavelengths as compared to longer UV wavelengths in the water column. 

Presented here is a method of removing the majority of the spectral drift effect from the UV attenuation 
coefficients calculated from PUV data for biogenic waters. Chlorophyll and dissolved organic matter (DOM) are 
allowed to vary independently with depth in a simple high-resolution spectral model for a variety of atmospheric 
total ozone concentrations and solar zenith angles. To investigate the magnitude of errors and possible corrections, 
attenuation coefficients are calculated using the estimated PUV spectral response function for each channel and for 
lnm model wavebands at 305, 320, 340 and 380nm. The same process was conducted for clear water. Differences 
between the PUV-weighted attenuation coefficients and corresponding model attenuation coefficients for clear water 
and biogenic waters are used to develop a fairly simple method of eliminating a large portion of the spectral drift 
effect in attenuation coefficients calculated from PUV data. 

Keywords: PUV, spectral drift, ultraviolet, UV 

1. INTRODUCTION 
The capabilities of ultraviolet (UV) wavelengths of radiation to do damage to living organisms has been well 

documented. This knowledge in conjunction with indications of decreasing global ozone (increasing UV radiation) 
has spawned greater interest in the measurement of UV radiation in a variety of environments. The PUV (Profiling 
Ultraviolet Radiometer) made by Biospherical Instruments, Inc. is a filter-based radiometer used to measure UV 
radiation in the marine environment. The PUV has four UV channels and a broadband PAR photosynthetically 
active radiation channel. The effective band widths and spectral centers of the four UV channels are determined 
from the intersection of the estimated spectral response of the instrument2 (Figure 1) and the solar spectrum. 
The UV channels are effectively ~10nm wide centered on 305, 320, 340 and 380nm. The filter combination in the 
shortest wavelength channel of the prototype PUV instruments resulted in a center wavelength close to 308nm and 
"308" was used as the channel reference. Changes in the filter design of this channel for production instruments 
resulted in a center wavelength closer to 305nm and the channel has been subsequently renamed and will be referred 
to as the 305 channel3. 

In calculating the biological dose of UV radiation for marine organisms, a spectrally accurate and consistent 
dataset is essential. Biological weighting functions are often strongly a function of wavelength with shorter UV 
wavelengths having the potential to do much more damage than longer UV wavelengths (i.e. Setlow1). As depth 
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increases in the water column, shorter UV wavelengths are generally attenuated faster than longer wavelengths. As 
the shorter UV wavelengths attenuate faster, the effective central wavelength of the PUV channels shifts to longer 
wavelengths and the effective bandwidth decreases.2 Since the shorter UV wavelengths have the potential to do 
more damage and are also more strongly attenuated in the water column, small variations in the effective central 
wavelength and/or bandwidth of the PUV channels can lead to significant errors in the calculation of biological 
UV dose. 

Accurate calibration is equally critical. Relating to both spectral consistency and accurate calibration is the 
issue of the consistency of the estimated spectral response functions between PUV instruments. Filters used in the 
PUV instruments vary slightly in their spectral transmission from instrument to instrument.2 Thus, two PUV's 
calibrated at the surface may give slightly different readings at depth due to slight variations in the filter transmission 
spectra. In the method presented for removing the majority of spectral drift from PUV data, spectral drift will be 
defined as a deviation of modelled attenuation coefficients weighted by the estimated PUV response function for 
each channel from the monochromatic modelled attenuation coefficient at 305, 320, 340 and 380nm. By doing this, 
variations in the filter transmission spectra between instruments and changing effective central wavelengths will be 
put on common ground. 

2. METHOD 
In biogenous ocean waters, the total attenuation coefficient as a function of wavelength (A'ror(A)) is the sum of 

attenuation due to seawater (A'sw(A)), chlorophyll and related pigments (A'C#L(A)), and dissolved organic matter 
{KDOMW) which are the dominant attenuators of UV radiation. All three generally attenuate stronger at shorter 
UV wavelengths (Figure 2). Since the spectral attenuation coefficient curves for these three variables have slightly 
different shapes, one approach to removing the spectral drift from PUV data would be to l)estimate CHL and 
DOM from PUV profiles, 2)estimate spectral drift from these estimates of CHL and DOM and 3)adjust attenuation 
coefficients calculated from PUV data accordingly. Using this type of spectral drift correction could result in large 
errors unless accurate independent profiles of CHL and DOM are collected in conjunction with each PUV profile. 
This will become clear in the following paragraphs. 

Even in pure seawater, spectral drift occurs with increasing depth in the water column as shorter UV wavelengths 
are attenuated out of the water column faster than longer UV wavelengths (Figure 3). Since CHL and DOM also 
attenuate more strongly at shorter UV wavelengths than at longer UV wavelengths, spectral drift can be expected 
to occur faster for larger attenuation coefficients. Similarly, for larger attenuation coefficients, larger spectral drift 
adjustments to attenuation coefficients calculated from PUV data are necessary as the relative difference in the 
strength of attenuation as a function of wavelength increases. 

In order to do a spectral drift correction based on estimates of CHL and DOM from PUV profiles accurately, 
without independent measurements of CHL and DOM, it is necessary to start making estimates and spectral drift 
adjustments at the ocean surface where the calibration is known and work down into the water column making 
adjustments at every step. For instruments such as the PUV which only measure downwelling irradiance, the 
accuracy of calculated attenuation coefficients generally decreases near the surface due to increasing wave action 
effects. Errors in spectral drift adjustments made near the surface accumulate as depth increases. 

A second approach would be to estimate spectral drift based on the magnitude of the attenuation coefficient 
and the pattern of spectral drift in clear water. The behavior of attenuation coefficients in pure seawater can be 
modelled (Figure 3). We also know that increasing CHL and/or DOM will increase KTOTW and the amount 
of spectral drift correction needed to be applied to attenuation coefficients calculated from PUV measurements. 
Thirdly, the detection limit of the instrument will limit how far the effective central wavelength of each channel 
can shift. 

All modelled data are used in this paper due to the fact that full spectral datasets are not available at the 
same time and depth resolutions as PUV datasets. The surface model used, including attenuation through the 
air-sea interface, is a modified version of the model by Gregg and Carder6. Modifications include using: l)the Mod- 
tran 3 extraterrestrial solar spectrum summed to lnm resolution, 2)extinction coefficients for maritime aerosols of 
d'Almeidaet al.7 and 3)ozone absorption coefficients derived from Molina and Molina8 below 350nm. These modi- 
fications were made in order to expand the range of the model to 280-700nm and to simplify aerosol computations. 
All model runs presented here are for clear skies, flat seas, 80% surface relative humidity and a surface temperature 
of 294.IK, which are average values for the Southern California Bight. In-water spectra were calculated at lnm 
spectral resolution and at lm depth intervals using the method of Baker and Smith5. For statistical validity, ozone 

738 



and solar zenith angle were allowed to vary randomly from 250-350DU and 0-80° respectively in the surface model. 
The ozone range encompasses ranges typically seen in the Southern California area. Solar zenith angles above 80° 
were eliminated since both the model and PUV measurements start to become suspect at high solar zenith angles. 
Random profiles of CHL ranging from 0-2, 0-4 and 0-6 /Jg/l were used for the calculation of KCHLW- According 
to the equations of Baker and Smith5, 

A'DOM(A) = kd(mnm)Dexp[-0.014(\ - 380nm)]. (1) 

Here, the terms fcd(380nm) and the concentration of DOM (D) are combined as a single term KDOM(380ram) and 
is allowed to vary randomly with depth from 0-.2, 0-.4 and 0-.6 m-1. The ranges of CHL and A'r>oM(380n?n) were 
taken from chlorophyll samples and the 380 channel of PUV profiles collected in the Southern California Bight 
during the BURNM (Biological effects of Ultraviolet Radiation on Natural Mortality) cruises of 1993-1995. With 
three range categories for each of CHL and Aßojw(380nm) and 100 model runs for each range combination, there 
were a total of 900 model runs. From the spectra at each depth, attenuation coefficients were calculated for lnm 
bandwidths centered on 305, 320, 340 and 380nm (collectively referred to as A'mono) and for spectra weighted by 
the estimated PUV spectral response function for each channel (collectively referred to as Kpuv) down to the 
detection limit of the instrument (assumed to be .01 ß\V cm-2 nm-1 here). 

Unlike reality, spectral drift can be calculated in modelled biogenous waters and is equal to Kpuv — A'mono. 
Similarly, KSW,PUV — Ksw.mono would be the spectral drift in modelled clear seawater. The percent spectral 
drift error can be calculated by dividing Kpuv - A'mono by Kmono (Figure 4). When spectral drift occurs, 
the absolute value of Kpuv — Kmono generally increases as Kpuv increases. A perfect spectral drift correction 
factor will be able to account for all of the variation in Kpuv - Kmono with depth in the water column. Initially, 
Kpuv{Ksw,puv —Ksw,mono) was plotted against Kpuv —Kmono to determine if there was any correlation between 
the clear water spectral drift weighted by the magnitude of Kpuv and the actual spectral drift in modelled biogenous 
waters (Figure 5). The two are significantly correlated, but the axes are on different scales and small non-linearities 
are apparent. Since the non-linearities are small, a first order spectral drift correction factor can be developed by 
calculating a least squares linear fit to the modelled values plotted in Figure 5. The spectral drift correction factor 
is now 

FD = A + BX (2) 

X — Kpuv {KsW,PUV — KsW,mono) 

where A and B are as listed in Table 1. 
An important note here is that Kpuv and Ksw,PUV were paired up based on being at the same percent of 

surface irradiance, not the same geometrical depth. This was done so that the detection limit for each channel was 
reached at the same time in clear water and in biogenous water. 

3. RESULTS 

Kpuv values were corrected by subtracting off FD values. Now plotting (Kpuvcorrected — Kmono)/Kmono 
against Kpuv (Figure 6) shows a marked decrease in scatter as compared to the same plot before subtracting 
FD from Kpuv (Figure 4). Also note that much of the scatter in [Kpuvcorrected - Kmono)lKmono is now more 
centered about zero. The improvement is most marked in the 305 and 320 channels which are often the most 
important channels in calculating biological UV dose. Large improvements can also be seen in the mean and 
standard deviation of Kpuv corrected — Kmono as compared to Kpuv — Kmono (Table 2). After correction, the mean 
is much closer to zero and standard deviation is reduced by 57-66%. 

4. DISCUSSION 
One of the initial constraints in the development of a spectral drift correction factor for data we have collected 

with the PUV is that we often have very little in the way of independent measurements of atmospheric and water 
column variables which can affect the magnitude of and rate at which spectral drift occurs. A second major 
constraint is that the surface waters are often difficult to characterize optically due to wave action. Thirdly, 
calibration is only known at the surface. The second and third constraints combined eliminate the possible use of 
iterative techniques involving estimates of CHL and DOM from measured PUV profiles to estimate spectral drift 
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The method developed here for reducing the spectral drift in PUV attenuation coefficients is based on a couple of 
assumptions. First, seawater, CHL and DOM are the primary attenuators in the water column. Second, variations 
in the shape of the irradiance curve just below the sea surface are minimal in the UV region for variables other 
than atmospheric ozone concentration and solar zenith angle. 

One major advantage of this method over other possible methods of spectral drift correction is that little a 
priori knowledge about the region in which data are collected is required. Other than the PUV data, a general 
knowledge of the CHL ranges in the water column is the only critical additional piece of information required. Ozone 
concentration ranges can be estimated from PUV surface unit data; KDOM(380nm) ranges can be estimated by 
calculating attenuation coefficients for the 380 channel of PUV data; and solar zenith ranges can be calculated from 
the timestamps of PUV profiles. 

Given a PUV dataset, the percent of surface irradiance can be approximated by dividing underwater unit values 
at depth by surface unit values collected at the same time. This eliminates the problem of having to know the near 
surface waters well. Using the ozone concentration estimated from surface unit data and the solar zenith angle 
calculated from the timestamp of each profile, Ksw.PW and Ksw,mono can be modelled and FQ can be calculated 
using the polynomial curve fit parameters determined through a method like the one described here. 

Visual analysis of plots oi Kpuv versus {Kpuv - Kmono)/Kmono (Figure 4) and Kpuv versus (Kpuvcorrected - 
Kmono)IKmono (Figure 6) along with broad statistical analysis of Kpuv — A'mono and Kpuv corrected- Kmono (Table 
2) indicate a significant reduction in spectral drift in the modelled dataset. The reduction of spectral drift was 
most pronounced in the 305 and 320 channels which are often most critical in the calculation of biological UV 
dose. These results indicate that a majority of the spectral drift error can be removed from the UV channels of the 
BURNM PUV dataset, resulting in a more spectrally consistent dataset. 
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The relationship between remote sensing reflectance and optically active 
substances in Case 1 and Case 2 waters. 

David A. Phinney, Douglas I. Phinney and Charles S. Yentsch 
Bigelow Laboratory for Ocean Sciences, McKown Point, W. Boothbay Harbor, ME,USA 04575 

ABSTRACT 
Remote sensing reflectance, as the ratio of upwelling radiance to downwelling irradiance 

(Lu/Ed), was measured in a variety of oceanographic regimes representing Case 1 and Case 2 waters 
during 6 cruises in 1995-1996 using a Satlantic TSRB II buoy. The dataset includes reflectance in seven 
bands (406, 412, 443, 490, 510, 555, and 665nm), CDOM and paniculate absorption, chlorophyll 
concentration and total suspended solids from the coastal and offshore waters of the Arabian Sea, 
coastal waters and deep basins of the Gulf of Maine and clear shallow waters of the Dry Tortugas in the 
Florida Keys. Chlorophyll concentrations vary by two orders of magnitude (0.2 - 20ug/L), k values vary 
by one order of magnitude (0.1-1 nr1) and yellow substance absorption ranged from near zero in the 
oligotrophic offshore waters of the Indian Ocean to > 5 nr1 in the freshwater outflow from the rivers of 
the southern Gulf of Maine 

Buoy data were reduced to one minute averages, with the in-air downwelling irradiance data 
corrected for refraction/reflection at the air-sea interface as a function of sun angle and propagated to 
the depth of the upwelling sensor (0.7m) before the ratio of Lu/E(j was calculated for each band. 
Stations were classified on the basis of the shape and amplitude of the spectral reflectance curves. 
Modeled curves developed from the concentrations of optically active substances showed good 
agreement with measured curves. CZCS-like band ratio algorithms for chlorophyll performed very well 
in Case 1 waters (r2>0.9 for offshore Gulf of Maine stations), but high CDOM concentrations invalidate 
these algorithms. 

Keywords: reflectance, absorption, inherent optical properties, phytoplankton, remote sensing 

2. INTRODUCTION 
Early estimates of spectral reflectance at the ocean surface were often a secondary product of 

submersible spectroradiometer profiles performed to measure the attenuation coefficients of 
downwelling irradiance (or radiance) and upwelling radiance, Kj and Ku (Tyler and Smith, 1970). New 
instruments have been introduced which specifically attempt to measure so-called 'remote sensing 
reflectance' above, or just below, the sea surface. We have used a tethered buoy system (Satlantic 
TSRB II) which measures downwelling irradiance above water and upwelling radiance below water at 
seven wavelengths matched to the SeaWiFS sensor while floating away from the ship to avoid 
shadowing effects (Voss, et al., 1986). 

The buoy was deployed during 6 cruises in 1995-1996 in an attempt to relate remote sensing 
reflectance just below the surface to concentrations of optically active substances in Case 1 and Case 2 
ocean waters as part of our ocean color algorithm development efforts. The cruises included the 
Arabian Sea during spin-up of the Southwest Monsoon (June/July, 1995), the following autumn inter- 
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monsoon (Sept/Oct, 1995), two cruises to Stellwagen, Jordan and Wilkinson Basins in the Gulf of 
Maine (March and April, 1995), coastal Gulf of Maine to the outflows of the Merrimack, Piscataqua, 
Saco, Kennebec and Sheepscot Rivers during spring runoff (May, 1996) and the clear shallow waters off 
the Dry Tortugas in the Florida Keys National Sanctuary (July, 1995). A total of 54 stations were 
obtained, 25 in Case 1 and 29 in Case 2 waters. 

3. METHODS 
Station data were collected in 1995-1996 during two cruises in the Arabian Sea, two cruises to 

the deep basins of the Gulf of Maine and one cruise to the outflows of five rivers in the southern Gulf of 
Maine during spring runoff. Coastal stations were spaced 4-5km apart along straight line transects from 
the head of the estuaries to the 100m isobath. Temperature, salinity and in-situ fluorescence were 
profiled at all stations using a CTD/fluorometer package. Discrete water samples were obtained using 
Niskin bottles from depths to 75m, deeper at Arabian Sea stations. Aliquots of sample were filtered 
through Millipore HA 0.45um filters and analysed for chlorophyll fluorimetrically by the method of 
Yentsch and Menzel (1963). Total suspended solids (TSS) samples were collected on preweighed 
Watman GFF filters, dried and reweighed by the method of Strickland and Parsons (1972). Spectral 
particulate absorption (ap 350-750nm) samples were filtered through Whatman GFF filters and analysed 
using a Bausch and Lomb dual beam spectrophotometer by the method of Yentsch and Phinney (1989). 
Dissolved yellow substance absorption (ay 200-750nm) samples were filtered using 0.22um Millipore 
Sterivex-GS cartridges and stored in amber glass bottles. Spectral measurements were obtained using 
10cm quartz cuvettes in a dual beam spectrophoto-meter with 0.22um filtered Nannopure water in the 
reference cell (Phinney and Yentsch, 1986). A Satlantic TSRB II reflectance buoy was also deployed 
for 15 minutes at each station to obtain measurements of surface incident solar irradiance (E(ja) and 
upwelling radiance (Luw) at seven wavelengths (406, 412, 443, 490, 510, 555 and 665nm). 

4. POST-PROCESSING 
Raw irradiance and radiance counts were processed through Satlantic's ASCIICON program to 

derive calibrated engineering units of uW cm"2 nnr1 and uW cm-2 nm-1 sr1, respectively. These 6Hz 
data were minute averaged, and E,ja for each wavelength processed for refraction and losses due to 
surface reflection as a function of solar zenith angle calculated by date, time and latitude of each 
deployment. Finally, values of ap* (ug/L Chi) and surface chlorophyll concentration were used to 
attenuate irradiance to the depth of the upwelling sensor (0.7m) to determine E<JW.   Remote sensing 
reflectance at each wavelength was calculated as the ratio LUW/E,JW. 

Spectral absorption values of pure water (aw) at 5nm intervals were taken from Prieur and 
Sathyendranth (1981). Particulate absorption (ap) measured by the filter pad technique were corrected 

for ß and calculated by: 

apriir1) = 2.3 * ODs * (OT
2
/V) * 100 (1) 
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where 0DS is the b corrected optical density in suspension, KT
2
 is the area of particles on the filter pad 

and V is the volume filtered in milliliters. Dissolved yellow substance absorption was calculated by: 

ayCm-1) = 2.3 * ODOOcnr1) * 10 (2) 

from the 10cm cuvette measurements. 

5. RESULTS 
Remote sensing reflectance spectra were sorted according to increasing R443 and grouped into 

classes of similar spectral shape with class number increasing with increasing short wavelength 
absorption. Average curves and reflectance values are presented in Figure 1. All classes converge at 
555nm with strong differences in the blue part of the spectrum, except Classes II and III even though the 
average concentration of chlorophyll varies from lug/L in Class II to 4ug/L in Class III. 

Example stations for each class were selected in order to compare the concentrations of optically 
active water column materials. Reflectance spectra, concentrations of chlorophyll and total suspended 
solids (TSS) and absorption coefficients for these stations are given in Figure 3. An excellent spectral 
match can be seen between the average classes and the example stations. Total suspended solids and ay 
decrease by two orders of magnitude from Class VI to I with chlorophyll increasing geometrically from 
Class I to II, then decreasing and becoming variable, presumably due to light limitation in the 
increasingly darker waters. The sum of chlorophyll and TSS correlates well with ap400. 

Spectral absorption coefficients for each class are shown in Figure 3. Dissolved substances 
dominate absorption below 555nm in Classes IV - VI, but are similar to particulates in Classes I - III 
(note changes in the coefficient axis to provide resolution). Total absorption curves (seven bands) for 
the example stations are shown in Figure 4. 

6. DISCUSSION 
In-water spectral reflectance is an apparent optical property that is closely correlated to the 

inherent optical properties (Gordon, et al., 1988; Roesler and Perry, 1995; Zaneveld, 1995). IOP's are 
the basis of optical algorithms that permit the retrieval of concentrations of optically active substances 
which are ecologically important from remotely sensed ocean color. This approach has been shown to 
be practical in Case 1 waters where water and phytoplankton are the primary absorbers. However, in 
Case 2 waters where dissolved materials and non-absorbing particulates are found in high 
concentrations, these algorithms fail. 

The present dataset demonstrates that dissolved yellow substance absorption is the major 
competitor with chlorophyll for short wavelengths of light in ocean waters. While total suspended solids 
concentrations may be high, their contribution to total absorption is low. Rather, TSS is important to 
reflectance in terms of scattering. Figure 5 shows the effect of high concentrations of CDOM and TSS 
on a simple two band ratio algorithm for estimating chlorophyll concentration. The top panel shows a 
typical relationship for Gulf of Maine offshore waters (Case 1) where TSS is less than lmg/L and ay400 

is on the order of 0.1 (nr1).  The bottom panel highlights these data among points for the entire dataset 
with Class VI points to the extreme left and Arabian Sea/Florida Keys data at lower right.   The large 

745 



group of points remaining are the coastal GOM points during spring runoff with   TSS > lmg/L and 
moderate to high (ay400 = 0.2-2.0 nr1) yellow substance concentrations. 

7. SUMMARY 
We have developed a dataset of spectral reflectance and optically active substances for Case 1 

and Case 2 waters which will be useful for testing ocean color algorithms, particularly in severe Case 2 
waters with high concentrations of non-absorbing particles and dissolved substances. It has also been 
useful for defining operational limits for Case 1 and Case 2 waters on the basis of the shape of the 
spectral reflectance curve and concentrations of non-chlorophyll containing substances. Namely, we 
suggest that Case 1 waters are indicated when spectral reflectance at 400nm is greater than or equal to 

555nm. At TSS > 1.0mg/l and/or ay400 > 0.2 (nr1), Case 2 waters are indicated by Rrs400/Rrs555 < 1. 

Separate algorithms will be required to improve the accuracy of retrieved concentrations of substances 
from Case 2 waters that will utilize both the shape and magnitude of the surface reflectance spectra. 
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Figure!   Top: Average spectral classes of remote sensing 
reflectance developed from database of 54 stations.   Bottom: 
Table of reflectance values as a function of wavelength. 
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Example Stations 

0 

0.1 

0.0001 

0.00001 
400 

— ClassVI --Class 
Class V —Class 

- Class IV - Class 

500 600 
Wavelength (nm) 

700 

lass Chi (ug/l) TSS (mg/l) aw400 (m -1) ap400 (m- 1) ay400 (m-1) 

VI 2.40 3.86 0.018 0.326 3.105 
V 3.40 2.48 0.018 0.222 1.081 
IV 1.43 1.66 0.018 0.081 0.667 
III 5.41 0.81 0.018 0.117 0.138 
II 1.23 0.08 0.018 0.034 0.115 
I 0.44 0.03 0.018 0.018 0.023 

Figure 2.   Spectral reflectance of example stations for 
classes of Figure 1 with concentrations of optically active 
constituents. 
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Figure 4.   Total absorption of optically active water column 
constituents from example stations in Figure 3. 
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Algorithms for path radiance and attenuation to provide color-corrections for underwater imagery, characterize optical 
properties and determine bottom albedo 

Patty Pratt 
Kendall L. Carder 
David K. Costello 

Zhongping Lee 

Department of Marine Science 
University of South Florida 

140 7th Avenue South 
St. Petersburg, FL 33701-5016 

ABSTRACT 
There is growing interest in the development and utilization of optical instrumentation to measure water properties of 

coastal waters for ground-truthing satellite data. Current methods for determining above-water remote-sensing reflectance 
assume vertical homogeneity in the water column. In cases where in-water vertical structure and bottom reflectance 
confound standard algorithms, new methods must be developed to incorporate inhomogeneities. This paper addresses the 
available avenues for characterizing optical properties, color-correcting underwater imagery and determining bottom albedo 
values. The method begins by deriving backscatter from remote-sensing reflectance data collected near the red end of the 
visible spectrum near the surface where bottom reflectance is negligible and path radiance is maximal. Measured upwelling 
radiance is divided by measured downwelling irradiance yielding underwater remote sensing reflectance values. The 
backscattering coefficient is then modeled for each wavelength and the path radiance calculated and removed using 
measured attenuation coefficients. The above values are used to reduce the algorithm to an equation for bottom albedo by 
removing the bias associated with path radiance and the filter effects associated with the water path to and from the bottom. 
The calculated bottom reflectance is needed to interpret and correct above-water remote-sensing reflectance and satellite 
imagery. The results are illustrated using comparisons of color-corrected and non-color-corrected in-situ imagery of 
specific corals and their immediate surroundings. Imagery of a coral scene at various altitudes is also presented to illustrate 
spectral changes due to changes in thickness of the water column between the camera and the bottom. 

Keywords: bottom albedo, remote sensing reflectance, underwater imagery, color-correction, optical properties, ground- 
truthing 

1. INTRODUCTION 
Multi-spectral satellite imagery provides valuable information for determining water properties of various oceanic 

environments. Oligotrophic, optically deep waters are well described by standard ocean-color algorithms; however, neritic, 
optically shallow waters require a more complex analysis of the hyperspectral spectral signature of upwelling radiance. As 
new models of hyperspectral interpretation evolve to explicitly include the additional parameters associated with these 
waters, new in-water applications are emerging. Bottom classification, man-made object detection and determination of 
health status of marine organisms can be enhanced by hyperspectral, airborne and spaceborne sensor data. In return, in- 
water measurements of inherent and apparent optical properties can provide periodic spatial ground-truthing of sensors and 
algorithms. 

Bottom reflectance, terriginous run-off and suspended sediments are major factors in the overall upwelling radiance 
signal. A model for the interpretation of remote-sensing reflectance R^, developed by Lee et all is utilized to characterize 
the various additional parameters needed to assemble a comprehensive algorithm useful in a variety of marine 
environments, including neritic waters. Remote sensing is generally thought of as above-water data acquisition from 
satellite or airborne sensors; however the term can apply to imagery data collected by unmanned vehicles as they are also at 
a significant distance from their targets. In this study, field measurements of in-water remote-sensing reflectance were 
made along with multi-spectral imaging over a reef bottom. The various data presented in this paper were collected using 
the USF Optics Group's ROSEBUD remotely operated vehicle (ROV) equipped with a bio-optical underwater package also 
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developed at USF.2,3'4,5 The package includes two hyperspectral (512 channel) radiometers, a multi-spectral (6-channel). 
intensified bottom imaging camera, a high resolution color video camera and a laser range finder for determining precise 
altitude. Other instruments providing simultaneous data were a Sea-tech optical backscatter meter, OBS, a Falmouth CTD, 
a Sea-tech transmissometer and a Wetlabs Wet Star fluorometer. Utilizing the measurements from these instruments and 
components of the hyperspectral remote-sensing algorithm bottom albedo is first derived hyperspectrally and then applied in 
a color correction for bottom imagery. 

2.    THEORY 
2.1 Background Theory 

Deconvolution of the hyperspectral the remote sensing reflectance at various altitudes within the coastal water 
column is performed following the model described by Lee et a/.1 To begin, Rn at some depth, z, in the water column is 
defined as 

where L,, is the upwelling radiance and Ed is the downwelling irradiance. Note that for R„w above the water column an air- 
sea interface factor must be added to the equation.. 

2.2 Deriving backscatter 

Morel and Prieur6 found that the reflectance ratio, R, is dependent on the ratio of backscattering to the absorption 
coefficient (bb/a) and proportional to the function, f, that depends on the radiance distribution and volume scattering 
function of the water. This equation was simplified ultimately by Gordon et al7 to 

where f was averaged for all sun angles to be approximately 0.33 and valid only when bt,:a « 1. To minimize the effects of 
bottom reflectance, bb is approximated at the surface at the wavelength of 660 nm where, because of water absorption, any 
contribution from bottom reflectance would be minimal. This value is used to estimate bb over the visible spectrum through 
the relationship 

bb(A) = bb(660)[~j  , (3) 

where y is a value from 0.5 to 1.0 as in Carder and Steward.8 

2.3 Path radiance and bottom reflectance terms 

Path radiance in an optically shallow water column is less than that of deep by waters by an amount that is 
exponentially proportional to the total depth of the water column. For the moment, assuming a black, totally absorbing 
bottom laver. 

R,rth * 0.093 -M[l - exp(- 32(KdJJd)z)\ 
Ka + b, 

(4) 
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where Kd is the spectral difluse attenuation coefficient, ju is the average cosine of the downwelling solar irradiance, and z 

refers to the altitude of the desired R„w measurement. The coefficient in the exponent is derived by Lee et a/.1 Assume 
now, that path radiance is negligible, for example the sensor is near the bottom, and that the bottom is a Lambertian 
reflector.   The sole contributor to Rn,w is bottom reflectance, 

htm        Pi 
(5) #„    *-[exp(-2.6(^/7)z)], 

71 

where p= bottom albedo. The coefficient in the exponent is the for the path elongation for photons in a round trip. 

2.4 Solving for bottom albedo 

Combining Eq. (4) and Eq. (5), an equation for R/at any altitude in the water column is given. Subsequently, the 
equation can be solved for bottom albedo, 

P™ Rw -0.093 
C   h    > 

\a+b. shJ 
[\-exp(-32(KdM)z)] 

1 

71 
-[exp(-2.6(^/7)r)] (6) 

The upwelling radiance, Lu, of bottom imagery can be corrected by dividing the effective, Lug. of a gray card 
reflector and compensating for the interval between the reflector and the bottom. 

V P, 
Rg n 

(7) 

Rg is the percentage reflectance of the gray card reflector.   Solving for bottom albedo for imagery is as follows. 

( A.-V* K 
u. 

-[exp(1.5(^/7)r)]. (8) 

3.    FIELD MEASUREMENTS 
The Coastal Benthic Optical Properties, CoBOP, is funded by the Office of Naval Research and is focused on the 

optical properties of reef environments. In August of 1995, the ROSEBUD ROV was deployed in the Dry Tortugas (24.5° 
N and 82.9° W). Data collected from this research cruise from 8/22 and 8/24 are presented in this paper. The primary 
instruments for collecting radiometric measurements were 512-channel Spectrix radiometers (model # 299 & 302). The 
Spectrix is triggered by the operator of the ROV at each desired 3 dimensional location, activating both the upwelling and 
downwelling radiometers. The images were collected using an intensified spectral imaging camera (Xybion IMC-301-blue) 
and corrected for exposure times. Bottom albedo's were then derived quantitatively and qualitatively. Particle backscatter 
was measured with the Sea-tech OBS, an instrument not well understood at this time. Relatively, the optical backscatter on 
8/24 was about 50% higher than 8/22. The absorption coefficient was measured from water samples using the filter pad 
method developed by Mitchell and Kiefer.9 Altitudes of coral imagery were calculated using geometric ratios based on the 
separation of two collimated laser beams directed toward the bottom within the known field of view angle of the bottom 
imaging camera. 

4.    METHOD 
Rn,* from Eq. (1) was calculated for each Spectrix scan and is shown separately for both days in figures la &3a. Each 

scan is calibrated by subtracting the instrument dark current and corrected with a spectral response. The spectral difluse 
attenuation coefficient for spectral downwelling plane irradiance, Kj. was calculated using downwelling irradiance. Ed, 
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Figure 1 Results of underwater radiometric measurements collected during COBOP 1995 data acquisition, used to calculate bottom albedo, (a) Remote sensing 
reflectance measured in-water during a vertical downcast on 8/22. (b) Respective diffuse attenuation coefficients. Kj values, for each interval of the vertical 
downcast. 
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Figure 2. Calculated bottom albedo for the COBOP 1995 vertical 
downcast using the results shown in figures la & lb. The bottom 
type for this albedo is mixed coral, algae and sand. 

values at sequential depths in the vertical downcast (Kj =[ln(Ed,/Edo)]Az). Each interval was assigned a respective Kj, see 
figures lb & 3b. The average cosines were computed using Radtran10 for the times of each collection. The backscatter was 
derived using a near surface sample of IV at 660 nm and then distributed over the visible spectrum using Eq. (3). Each 
component is then placed into Eq. (6) and the spectral curve analyzed. The near bottom imagery was corrected using Eq. 
(8) to process the image resulting in a pictorial description of bottom albedo. 

5.    RESULTS AND DISCUSSION 
S.l Results and applications of bottom albedo 

The albedos in figures 2 & 4 show good support for the hyperspectral algorithm1 used. For the three different 
altitudes on 8/22, the albedo remains virtually constant. Through most of the optical "water window", the curves show 
good correlation. A comparison between the two days over similar coral bottom show approximately the same values for 
bottom albedo. The peaks in the curves at 486 and 515 likely indicate coral fluorescence signatures are present in the 
bottom reflectance albedo measurements. It is possible that the peak near the red end is also showing coral fluorescence; 
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Figure 3. Results of underwater radiometric measurements collected during COBOP 1995 data acquisition, used to calculate bottom albedo, (a) Remote sensing 
reflectance measured in-water for two altitudes over same coral scene 8/24 (includes coral 2 as referenced in text), (b) Diffuse attenuation coefficients, Kt values. 
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Figure 4. Calculated bottom albedo (see text) for COBOP 1995 
tagged coral transect using the results shown in figures 3a & 3b. 
The knobby amorphous coral on the right is Meandrina Meandrites 
(C-17 during the mission and coral 2 in post-processing). The bottom 
type in the background for this albedo includes large patches of sand. 

however, more data is needed for verification. Toward the blue end of the curve the broad band peak apparent in the 8-22 
albedos could be the result of gelbstofF fluorescence. Here the correlation of the curves appears to diverge which illustrates 
the importance of the CDOM fluorescence term that is considered in the model, but not included in this demonstration of 
bottom albedo. The lower altitude albedo curve of 8-24 does not fall exactly on the albedo curve of the higher altitude and, 
since the spectral shape is consistent, could demonstrate the effects of self-shading or a similar phenomenon. An alternate 
explanation is that a greater percentage of sand is present in the field of view at the higher altitude. 

Generally speaking, the bottom albedos derived by this method appear to be consistent to first order 
approximations and provide useful information for correcting underwater imagery. Direct quantitative measurements of 
backscatter at all altitudes in the water column are needed to improve the accuracy of the derived bottom albedo. It is 
probable that this parameter causes much of the signal distortion when attempting to deriving water column properties and 
bottom types from above-water R^ measurements. In addition, effects of coral fluorescence (refer to figure 5d) and water 
Raman scattering are integral parts of the spectral shape of the apparent bottom albedo and must be considered before 
conclusions can be made. 
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Figure 5. Imagery collected with the Multi-spectral imaging camera (see text) The coral specimen on the right is Meandrina Meandrites. Exposure times are 
listed in the upper right-hand text on the images, (a) Filter 1 refers to a wavelength at 460 nm with a 20 nm FWHM bandwidth, (b) Filter 2 refers to a 
wavelength at 520 nm with a 20 nm FWHM bandwidth. ( c) Filter 4 refers to a wavelength at 620 nm with a 20 nm FWHM bandwidth, (d) Filter 5 refers to a 
wavelength at 685 nm with a 30 nm FWHM bandwidth. The two bright spots near the center of the image are the laser range finders used to calculate altitudes. 

5.2 Results of color-corrected imagery. 

RGB color composite images were produced using three monochromatic bands of the Xybion multi-spectral 
imaging camera. The blue band is centered on 460 nm (figure 5a), the green band at 520 nm (figure 5b) and 620 nm 
(figure 5c) for the red, each with FWHM bandwidth of 20 nm. The amorphous knobby coral situated on the right in figures 
5 a-d is identified as Meandrina Meandrites (referred to coral 2 in this paper and coral 17 during the 1995 reef transect 
analysis). Each band was separately corrected for the exposure time (located on the figures) by dividing the image values 
with the reference target. The results of the comparison between a processed and non-processed coral scene show significant 
differences. As expected, the color-corrected image reveals the dominant red coloration that depicts the presence of algal 
symbionts known to exist in the tissues of the corals and in the surrounding substrate. Other image comparisons were made 
of this same scene at various heights above the bottom. Consistent color changes are observed and the images become 
progressively darker with reduced bottom reflectance with altitude. The white elliptical shape in individual bands of these 
images are the fluorescent tags used to mark the target corals. 

This type of image color correction could assist in techniques for discovering man-made objects on the ocean floor. 
Through stereoscopic and cross-covariance of sequential imagery, which is inherently collected with a moving camera, it is 
possible to add a third physical dimension (height) to the spectral shape obtained by this method. This would improve 
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automated mapping and target recognition capabilities. For specific applications such as bottom classification, reef health, 
and target identification, imagery becomes an important part of the assessment package. 

6.   CONCLUSIONS 
Tracking health and changing compositions of benthic organisms in the reef environment is necessary for 

environmental management of coastal habitats. The combined technologies of satellite and in-water remote sensing will aid 
in data calibration and algorithm validation. It is essential to first address the research necessary to provide accurate 
assessment of the optical properties of the water column. For determining bottom albedo, multi-spectral optical backscatter 
absorption, and attenuation need to be quantified. Commercial instruments that make these type of measurements have 
become available and are being integrated into our underwater vehicle instrument package. They will be used to verify the 
Kd's and eliminate uncertainties in the bottom albedo algorithm (Eq. (6)). An integrated GPS tracking system for the ROV 
has also been implemented, allowing relatively precise positions to be recorded during deployment. Especially for coastal 
environments, automated imaging systems could serve as an efficient low-cost alternative for traditional data acquisition 
methods, while providing greater local coverage. With this ability to collect more in-situ data in a shorter time period and 
with robust algorithm development tailored to specific environments, routine ground-truthing of satellite data is possible. 
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ABSTRACT 
The underwater irradiance measurements are usually carried out from a ships, so that it is easy to imagine that the data is 

affected by the shadow due to a ship. 

The simple algorithm to compute the 3 dimensional underwater irradiance fields was developed based on the forward 
Monte Carlo method, by assuming that the infinitely thin and totally absorbing disk (ship) exists at the air-sea interface. The 
model was confirmed by the field experiment, and found the good agreement with observed irradiance fields. According to 
the computations, it was found that the influence of the shadow on downward and upward irradiances appear in different 
manner. That is, the downward irradiance affected by the disk (ship) appears in downward with respect to the direction of the 
direct of the sun light. On the other hand, it appears in upward in the case of upward irradiance. As the result, it is predicted 
that the overestimate (near the sea surface) and underestimate regions of irradiance reflectance are formed. 

2. INTRODUCTION 
The underwater irradiance is one of the important parameters with respect to Optical Oceanography, for instance, ocean 

color remote sensing, and the photosynthesis of phytoplankton and so on. However, the irradiance measurements are usually 
carried out from a ship. So the influence of the ship shadow on underwater irradiance fields is the inevitable problem, in 
particular near the sea surface. 

As far as the authors know, the first study of this problem was done by Aas (1969)1. He calculated the influence of the 
ship shadow and pointed out that the error in clear weather with the sun are less than 10%, while the error in cloudy weather 
may reach 20% depending on depth. The Monte Carlo simulation performed by Gordon (1985,1992)'2 evaluated how to 
influence measurements of irradiance by the ship shadow. He also shows that under the overcast condition, upward 
irradiance is effectively influenced by the ship shadow. Helliwell et al. (1990)4 evaluated the shadow problem by the Finite 
Difference method. Further, they confirmed the result of simulation by the radiance and irradiance measured by CID (Change 
Injection Device). Zibordi and Ferrari (1995)5 were discussed instrument self-shading by comparison between the experimental 
and theoretical data of upward radiance and irradiance. 

The purpose of this study is to develop the numerical tool and 
analyses the nature of the ship shadow in water. ~i.öi~~ Sun 

3. CALCULATION METHOD AND FIELD 
EXPERIMENT 

3.1 Algorithm for computing the influence of the ship shadow 
based on the forward Monte Carlo method 

The radiative transfer calculation by using Monte Carlo method 
is based on the phenomenological behavior, i.e. travelling, scattering 
and absorption of photon. Following large number of photon, we 
are able to obtain average light fields. We developed the modified 
forward Monte Carlo method to handle the influence of the shadow 
due to the ship on irradiance fields. 

We consider that the medium has absorption and scattering 
properties, and the disk is irradiated by only parallel beam for 
simplicity. In this situation, photons, which irradiate the area except 
the disk, propergate following the given absorption and scattering 
probabilities, Probability speaking, on the other hand, photons which 
fall onto the disk also propergate with the same absorption and 
scattering probability as photons irradiating out side of the disk. 
Since these photons are trapped by the disk, as the results the disk 

S§üi air/sea interface 

"2^/\ 

<&%&> 

•55^5 

Fig. 1 Concept for computing the influence of ship shadow on 
underwater light fields based of the forward Monte Cairo 
method. 
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(a)Top view 
forms the shadow region. In other word, following 
the movement of the disk as if it behaves like a 
photon with negative energy, we are able to obtain 
the irradiance of the shadow region by subtracting 
from the true irradiance fields (See Fig.l). 

3.2 Field validation of the model 
The field experiment to validate the model 

was made by observing the vertical profile of Ed 

and L(Jl) at different distance, 2m interval, from 
the moored ship, SeaTec II owned by Oki SeaTec 
Co., Japan. The lengths of SeaTec II are30m(L), 
13m(W) and 5.5m(H). SeaTec II has the bottom 
with black paint and has 0.8m of draft. So it is (b) Side view 
considered to be suitable for our model. The sea 
bottom with clay was about30m in depth. Further, 
the distance from the coast to the ship was 300m, 
so that there is no interfere from the coast (Fig 
2) 

The experiment was carried out on 16 and 17 

May., 1996 in Utiura bay ( W35°01' • £138°54') 
and the weather condition was clear with the 
wind speed of 3-7m/s and overcast with 8-9m/s, 
respectively. The line of 40m was stringed 
between SeaTec II and the anchored floating 
buoy. The irradiance and nadir radiance 
measurements were made by PRR600 from the 
edge of the ship side to 20m away along the line 
with 2m interval. The PRR610 was used for monitoring the irradiance 
condition on the deck. This data was used for correcting the measured 
underwater irradiance. The wavelength of the observed downward 
irradiance and nadir radiance were 412, 433, 490, 510, 555 and 665nm, 
respectively. 

4. COMPARISON 
4.1 Estimation of parameters 

In order to compute the underwater irradiance field, the inherent 
optical properties, a and ß(9), and the boundary conditions at the air-sea 
interface and the bottom are required. The symbols which are used in this 
paper are summarized in Table 1. We assumed that totally absorbing 
bottom (no-reflection) is located at 30m below the sea surface and the sea 
surface is irradiated by only the sun, of which latitude and azimuth are <j) 
and ^.respectively. 

We measured the volume scattering function from 10-160 deg. at 5 
wavelength in the visible range of spectrum. The shape of the scattering 
functions were very similar to that of San Diego Harbor water obtained by 
Petzold (1971)6. So we used his phase function for the present study. The a and b, when the experiments were carried out, 
were determined so as to fit with the far most vertical profiles of not only Ed but also Eu, where we assumed there were no 
influence of the ship shadow. We observed L(Jl), so that L(Jl) were converted to Eu in order to compare with the computed 
Eu using the following scheme. 

Aas (1987)   applied the Hojorslev's radiance distribution model8, which was derived from the observed radiance 
distribution in asymptotic region, to estimate  u«, and found that the model can be applicable for near the sea surface. 

Fig. 2 Schematic diagram of experimental set up. 

Table 1 Symbol descriptions 

a absorption coefficient 
b scattering coefficient 
c beam attenuation coefficient c = a + b 
ßO) scattering function 
L(9) radiance 
Ed downward vector irradiance 
Edo downward scalar irradiance 
L. upward radiance 
E. upward vector irradiance 

upward scalar irradiance 
R reflectance 
0) albedo   co = b / c 
* sun latitude angle (dgree) 
K sun azimuth angle (dgree) 
V. upward averaged cos     u„ = E. / E.„ 
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(a) A.M. 16 May. 1996 (b) P.M. 16 May. 1996 
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Fig.3 Comparision of mesured and calculated irradiance fields using estimated a and b. The symbols 
corresponding to Ed,„(depth, wavelength) arc ; 
Measured Ed(z,412):-»-, MeasuredE„(z,412): -♦-, EstimatedEd(z,412):  -0-7 Estimated E„(z,412):   -« 
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a 
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Here, 0 is the polar angle. Integrating eq.(l) with the definition of scalar and vector irradiance, and taking the ratio of these 
parameters, we are able to express the upward average cosine as follow 

(3) 

Here, p = a +1. 
Aas' result implies that we arc able to estimate the upward radiance distribution, if we could obtain or estimate p«. Thus, 

we calculate p. by the Monte Carlo computation using the estimated a and b, and convert the vertical profile of L(Jl) to that 
of E. The a and b arc determined by repealing above procedure until the difference between the observed and the calculated 
irradiance fields become minimum. The optimized irradiance fields by above procedure arc shown in Fig.3 together with 
measured one, where the estimated a and b are 0.15 and 0.45 (m'), respectively. 

4.2 Validation of the model with experiment 
Using the a and b which were determined by the scheme described in Section 4.1, the underwater irradiance fields around 

the ship were computed by the modified forward Monte Carlo method which is also described in Section 3.1. In this section, 
we will compare observed irradiance fields with computed ones. As an example, wc discuss Ed and Eu only for 412nm case 
wliich were observed on 16 May., because of limited space. 

Fig.4-(a) and -(b) show the observed downward and upward irradiance fields, respectively, when the sun located the 
opposite side of the observation line, indicated by A in Fig.2. Fig.4-(c) and -(d) arc the same as Fig.4-(a) and -(b) when the 
sun irradiated the line from the side indicated by B. As shown in Fig.4-(a) and -(b), it is clear that die ship affects on not only 
downward but also upward irradiance fields. On the other hand, when the sun irradiates the line from (he side, the influence 
of the ship shadow is much smaller (the contour lines are almost parallel). It is difficult to see the influence of the ship 
shadow on the light fields by irradiance level, so that the following quantity is introduced; 
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(a) E4412) (b) E,(412) (c) EJ(412) (£1)5(412) 

Distance from ship(m) 
0     5     10    15 

Distance from ship(m) Distance from ship(m) Distance from ship(m) 

Fig.4 Vertical distribution of the observed inadiance fields as a function of distance from the ship side, (a) and 
(b) are the case when the sun locates at A , and (c) and (d) are the case of B in Fig.2 

(a) E((412) (b) 5(412) (c) Ei(4I2) (d) 5(412) 
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Fig.5 The error contour maps of Fig.4. 
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Fig.6 The error contour maps using estimated a and b of Fig.4. 
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(5) 

where E^ is the true or far most measured irradiance and E^ m ^ is the computed or observed irradiance at given 

positions. Fig.5-(a) and -(b) show the error contour maps of Fig.4-(a) and -(b), respectively. It can be easily notice that the 
error of measured Ed due to the shadow is very large near the ship, and it decrease steeply as a function of distance from the 
sliip. On other hand, the error of Eu is smaller than that of Ed near the ship, but not negligible. Further, the error decreases as a 
function or distance but not as steeply as the case of Ed. In other words, the relatively large region is affected by the ship on 
Ed and Eu. Fig.5-(c) and (d) arc the same error contour map of Fig.4-(c) and -(d), respectively. The error regions irradiating 
observed line from side are much smaller than (he former cases. The 10% error line is about 3m from the ship side. 

Fig.6 is the computed error contour map based on our model using estimated a and b, 0.15 and 0.45(m') for Fig.6-(a) and 
-(b), 0.14 and 0.42,(m"') for Fig.6-(c) and -(d), respectively. The error of computed Ed and Eu due to the shadow is large as 
similar as the observed ones (See Hg.5-(a)). The gradient of the contour becomes smaller as a function of depth. In the case 
of Eu it is apparent that the influence of the ship shadow appears lager area than that of Ed near the sea surface. There is the 
disagreement near the sea surface in Ed. The moored ship has 
the height of 5.5m, so that it forms the shadow at the sea 
surface, and the sky light irradiates the shadow area as well. 
These factors are considered to be the reasons of this 
disagreements. When the sun irradiates the observation line 
from the side, the computed measurements errors for Ed and 
Eu have good agreements with observed ones (See Fig.6). 
Considering the imperfection of the model we can conclude 
that our model expresses the nature of ship shadow in watet 
properly. 

5. DISCUSSION 
Irradiance reflectance, R, is one of important parameters 

for ocean color remote sensing. The computed error contour 
map concerned with R around the ship which is circular in 
ship is presented in Fig.7. It can be seen that the influence of 
the ship shadow on R is categorized into two types. Thus, one 
is the underestimate region which appears around the ship 
near the scasurfacc. The other is the overestimate region which 
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Fig.7 Vertical cross section of error contour map for R 
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appears below the ship. 

Fig.8-(a) and -(b) show the error contour map of Ed and Eu> respectively. The error region of Ed occurs in downward with 
respect to the direction of the sun light, and there is very little influence of the shadow near the sea surface. On the other 
hand, in the case of Eu, the error region appears in upward. In other word, the influence of the shadow appears in different 
manner, so that the underestimate region is formed near the sea surface. Eu has the smaller influence than Ed, since the 
scattering process develop. As the result, the overestimate region is formed along the direction of the sun light. 

The relations between the ship size and the irradiance measurement error at the different position from the ship side was 
also investigated (See Fig.9). All parameters are normalized by the optical length. In order to simplify the situation, the disk 
is the circular in shape and the sun latitude is 90 deg. At the edge of ship side, the measurements error of Eu is smaller than 
Ed. However, it is not negligible error (See Fig.9-(b)). On the other hand, when the position is 5 away from the ship side, the 
relation of error between Ed and Eu reverses, i.e. Eu has the large error due to scattering (See Fig.9-(b)). Further, in both 
cases, the errors increase as function of ship size, and finally converge. That is, it is expected that the measurement errors of 
Ed and Eu do not change if the disk is large enough. 

6. ACKNOWLEDGMENTS 
The authors would like to express their thanks to Oki SeaTec Co., Japan, for giving the permission to use their 

experimental site, SeaTec II , and to H. Emoto and M. Taguchi for their help. Their thanks go also to K. Yajima and Y. 
Suzuki, Tokai Univ., for their back up 

7. REFERENCES 
I.E. Aas,"On submarine irradiance measurements", Rep. Inst. Geophy. Univ. Oslo, 6, pp. 17-23, 1969 
2.H.R. Gordon, "Ship perturbation of irradiance measurements at sea. 1: Monte Carlo simulations" ,App. Opt., 24, pp. 4172- 

4182,1985 
3.H.R. Gordon and K. Ding, "Self-shading of in-water optical instruments", Limnol. Oceanogr., 37, pp. 491-500, 1992 
4.W.S. Helliwel, G.N. Sullivan, B. Macdonald and K.J. Voss, "Ship shadowing: model and comparisons". Ocean Optics X 

R.W. Spinrad, 1,302, pp. 55-71, SPIE, Bellingham, 1990 
5.G. Zibordi and G.M. Ferrai, "Instrument self-shading in underwater optical measurements: experimental data", App. Opt., 
34, pp. 2750-2754, 1995 
6.T.J. Petzold, "Volume scattering function for selected ocean water", Scripps institution of oceanogr. visibility lab., SIO 

Ref., pp. 72-78, 1972 
7.E. Aas, 'The light absorption coefficient of clear water", Rep. Inst. Geophy. Univ. Oslo, pp. 17, 1987 
8.B. Lundgren and N.K. Hojerslev, "Daylight measurements in the Sarugasso Sea", Rep. Inst. Phys. Oceanogr. Univ. 

Copenhagen, 14, pp. 44, 1971 

(a> n ,„    (b) 0.6 

0.5 

0 
0.4 

u 
a u 
S 03 
u 
ä 
VI « a> 0? 

'*> 

0.1 

0.0 

: 

 1| 
:    ** 

*1rZt, y — -d 
 ~J 

—~~——— _„_l3! 

: 4 r  •"" 

ft .   4f 
! 

a 

.. 
i 

i 
i 

i 

Mil I I I I l I I I l l l I 11 i i 

0.20 

10 15        20        25 
Radius of the ship 

30 

Radius of the ship 
Fig.9 The relation between ship size and the measurement error at different water depth. The symbols corresponding 
to Ed,u(distance from the ship side, optical depth) are ; 
Ed(03) :-»-.Ed(0,10) :-«-,Ed(0,15) :-*- ,£,(0,5) :-Q- ,E„(0,10) :■•••■»•••  ,Eu(0,15) :~A_ 

765 
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ABSTRACT 
Sub-Arctic North Pacific Ocean is one of the highest biological productivity regions in the world. The quantitative 

assessment of phytoplankton production in this region is very important to estimate global primary production. Primary 
objective of this study is to validate and to develop bio-optical algorithm for new series ocean color sensors, such as 
Ocean Color and Temperature Scanner(OCTS) on ADEOS and Sea-viewing Wide Field-of-view Sensor (SeaWiFS) on 
SeaSTAR in the sub-Arctic North Pacific Ocean. We measured bio-optical parameters, which include upwelled 
spectral radiance, downwelled spectral irradiance, phytoplankton pigments (fluorometric technique), and general 
oceanographic parameters. Selected study areas were (1)155° E meridional transect, (2)180° meridional transect, 
(3)Gulf of Alaska, (4)eastern Bering Sea, and (5)southwest area of St. Lawrence Is. in 1995 and 1996. By using data 
sets gathered by field observation, we examined two kinds of bio-optical algorithms, Coastal Zone Color Scanner 
(CZCS)-type algorithm and OCTS-type algorithm which were generated by two visible bands and three visible bands 
respectively. As a result, OCTS-type algorithm has relatively good regression comparison with CZCS-type algorithm. 

Keywords: bio-optical algorithm, ocean color, remote sensing, OCTS, CZCS, SeaWiFS, North Pacific, Bering Sea 

1. INTRODUCTION 
Sub-Arctic North Pacific Ocean is one of the highest biological productivity regions in the world. The quantitative 

assessment of phytoplankton production in this region is very important to estimate global primary production. 
Empirical and semi-empirical in-water algorithm for ocean color remote sensing has been accumulated through the 
studies for Coastal Zone Color Scanner (CZCS) in the past lJl. Recently, Kishino et al.5 proposed new in-water 
algorithm for new series ocean color sensor, Ocean Color and Temperature Scanner(OCTS) on ADEOS6. 

Primary objective of this study is to validate and to develop bio-optical algorithm for new series ocean color 
sensors, such as OCTS on ADEOS and Sea-viewing Wide Field-of-view Sensor(SeaWiFS) on SeaSTAR7 in the sub- 
Arctic North Pacific Ocean. We measured bio-optical parameters, which include upwelled spectral radiance, 
downwelled spectral irradiance, phytoplankton pigments (fluorometric technique) and general oceanographic 
parameters. Selected study areas were sub-Arctic North Pacific Ocean and Bering Sea in 1995 and 1996. 

By using data sets gathered by field observation, we examined two kinds of bio-optical algorithms, CZCS-type 
algorithm and OCTS-type algorithm, which were generated by two visible bands and three visible bands respectively. 

2. METHODS 
2.1 Field observation 

Data sets for this study were collected during four cruises to sub-Arctic North Pacific Ocean and Bering Sea. 65 
bio-optical stations occupied during the four cruises, a total of 42 stations were considered to have reliable data for 
interpretation of the optical properties in surface waters (Table 1). Criteria for inclusion of stations included negligible 
ship-shadow effects, relatively constant solar irradiance and sufficient illumination for irradiance and radiance 
measurements with in the subsurface layer. Selected study areas were (1)155° E meridional transect, (2)180° 
meridional transect, (3)Gulf of Alaska, (4)eastern Bering Sea, and (5)southwest area of St. Lawrence Is. in 1995 and 
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Figure 1    Map of the field observation areas and lines in North Pacific and Bering Sea 

Table 1. Summary of field observation and number of bio-optical data 

Study Area Period Ship No. of 
Observation 

No. of 
Days Year Adoption 

North Pacific 

November 5-11 1995 T/S Oshoro Maru 7 155° E Line 2 

June 5-12 1996 T/S Hokusei Maru 7 6 

June 23-29 1996 T/S Hokusei Maru 9 7 

180°   Line June 9-21 1995 T/S Oshoro Maru 6 5 

Gulf of Alaska July 1-12 1995 T/S Oshoro Maru 7 5 

Bering Sea 

July 19-24, 31 1995 T/S Oshoro Maru 17 Bristol Bay 7 

off St. Lawrence July 24-29 1995 T/S Oshoro Maru 12 10 

Total 65 42 
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1996. (Figure 1). 
Sea water samples were collected by using a bucket from 0 m surface and by using Niskin bottles (1.71 0 mounted 

on the CTD rosette sampling system from some subsurface depths (shallower 200 m). Water samples (200 ml) were 
filtered through a Whatman GE/F filter on board. Filtered samples were put into glass vials containing 10ml of N,N- 
dimethylformamide, for extraction of chlorophyll a, after that stored in a freezer. Chlorophyll a and phaeopigments 
were determined by the fluorometric method8 with the Turner Designs Fluorometer at the laboratory. 

Upwelled spectral radiance (Lu), and Downwelled spectral Irradiance (Ed), profile samples were measured with 
spectroradiometer MER-2020A (Biospherical Instructs Inc.), which have the seven wave lengths : 412, 443, 490, 510, 

555, 565 and 683 nm.. 

2.2 Bio-optical Algorithms 
Normalized water leaving radiance is defined as follows: 

nLw(X) = (L°   'w) [Lu! (X) x exp{Ku(X) x Z x}] (1) 

where, rw is the reflectance from air to water and fixed 0.02, and n is the refraction index and fixed 1.334. Here Ku 

is the diffuse attenuation of upwelled spectral radiance, defined as 

Ku(X) = 
(Zj-ZO    [Lu2(X) 

1      Jl^to (2) 

where Z1? Z2 are the upper and lower depth (m) and Luj and Lu2 are upwelled spectral radiance at Zt and Z2 

respectively. 
The water-leaving radiance calculated by equation (1) and (2) using optical data measured by means of MER- 

2020A. 
In this study, we estimated the three kinds of algorithms, which are using relationship between the ratio of radiance 

in different wave lengths and each of the pigments. 

(c) = 

<CH 

(cH 

vLi, 

L,+L = 

'L,VYL 
Y 

v^k; VLk ) 

(3) 

(4) 

(5) 

where L t, L , L k are upwelled spectral radiance of each wave length and a, b, c are the regression coefficient and (C) 
is the concentration of pigments (chlorophyll a and phaeopigments) or the concentration of chlorophyll a. Equation (3) 
is CZCS-type algorithm by Gordon et al. \ Equation (4) and (5) are OCTS Standard (OCTS-type) algorithms proposed 

by Kishino et al.5. 
We examined two kinds of bio-optical algorithms for pigment and chlorophyll a. Pigment algorithm includes 

CZCS-type algorithm and OCTS-type algorithm which were generated by two visible bands and three visible bands 
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respectively. Chlorophyll a algorithm are generated by using only OCTS-type three visible bands model. Statistical 
analysis was carried out for two regions, North Pacific (17 stations) and Bering Sea (25 stations) (Table 1). 

3. RESULTS AND DISCUSSION 
Results of the statistical analysis of the relationship between ratios of upwelled spectral radiance and the sum of 

phytoplankton pigment concentration or chlorophyll a concentration are summarized in Table 2. 

Table 2. Results of the statistical analysis 

Area Wave length a b c R2 

Pigments 

Bering Sea 443/555 0.8539 -1.2583 this study 0.72 

this study Bering Sea 443/510       490/510 0.3889 -1.6757 -1.6864 0.74 

this study North Pacific 443/555 1.5310 -0.7504 0.69 

this study North Pacific 443/510        490/510 2.9713 1.0266 -5.2046 0.73 

Kishino Japan 443/520        490/520 1.5680 -2.0790 -3.4980 0.90 

Gordon case 1 water 443/550 1.0544 -1.7100 0.96 

Gordon case 1+2 water 443/550 0.8905 -1.3300 0.91 

Ch!.a 

this study Bering Sea (510+555V490 0.2075 3.3754 0.66 

this study Bering Sea 412/490        510/490 0.4632 -0.6993 4.8012 0.76 

this study North Pacific (510+555V490 0.4839 1.9755 0.70 

this study North Pacific 412/490        510/490 1.0824 0.8578 3.9206 0.76 

Kishino Japan (520+565)/490 0.2818 3.4970 0.95 

3.1 Pigment algorithm 
(1) Two bands model 

General bio-optical algorithms' (equation(3)) were made of form using relationship between the ratio of 
Lu(443)/Lu(550) and the pigment concentration. The relationship between pigments and ratio of Lu from our study and 
the algorithm of Gordon, et al.1 are presented in Figure 2. There is good agreement for data sets in Bering Sea (Figure 
2(A)), but some disagreement appears in North Pacific (Figure 2(B)). By using Gordon et al' algorithm for estimating 
pigment concentration, the results would be underestimated in North Pacific. A deference of "bio-optical provinces"9 

between North Pacific and Bering Sea would be considered. 

(2) Three bands model 
The correlation value of three bands model is greater than that of two bands model in both regions (Table 2). 

Estimated values in Bering Sea would be overestimated and estimated value in North Pacific would be underestimated 
when the algorithm of Kishino et al.5 (equation(4)) is applied. 
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Figure 2. Relationship between ratios of upwelled spectral radiance and total pigments. Results are compared 
to the best fit regression results of Gordon et al' . 
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Figure 3. Relationship between measured chlorophyll a values and estimated chlorophyll a values by 
using the algorithm of Kishino et al.5 (equation(4): C = a [{Lu(520)+Lu(565)}/Lu(490)]b\ C 
is the chlorophyll a concentration). 
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3.2 Chlorophyll a algorithm 
The correlation value of equation (5) is greater than that of equation (4) model in both regions (Table 2). The 

relationship between measured values and estimated values using the algorithm of Kishino et al.5 (equation(4) : 
C = a [{Lu(520)+Lu(565)}/Lu(490)]t\ C is the chlorophyll a concentration) are presented in Figure 3. Estimated 
chlorophyll a values in Bering Sea would be overestimated and estimated chlorophyll a values in North Pacific would 
be underestimated when the algorithm of Kishino et al.5 is applied. A difference of wave lengths between bio-optical 
measurement (510nm and 555nm) and wave lengths of OCTS (520nm and 565nm) would be considered. 

4. CONCLUDING REMARKS 
We examined two kinds of bio-optical algorithms for total pigments and chlorophyll a. Pigment algorithm 

includes CZCS-type algorithm and OCTS-type algorithm which were generated by two visible bands and three visible 
band respectively. As a result, OCTS-type algorithm has relatively good regression comparison with CZCS-type 
algorithm. However, there is a difference of wavelength between bio-optical measurement (555nm) and OCTS 
(565nm). Mitchell and Holm-Hansen10 pointed out that the ratio Lu(560)/Lu(550) ranges from about 0.85 to 1.15 from 
oligotrophic to eutrophic waters. We are continuing to gather bio-optical parameters using new spectroradiometer 
PRR-600 (Biospherical Instructs Inc.) which has same wave lengths of OCTS in the same region. We will compare of 
this results and results from new data sets in future study. 
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ABSTRACT 

A portable and stable source, the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) Quality Monitor, has been 
developed for use as a field instrument. The source can be used with either radiance- or irradiance-measuring sensors to 
transfer the laboratory calibration to the field so that the stability of the sensors can be monitored during the experiment. 
Temperature-controlled silicon photodiodes with colored glass filters are used to monitor the stability of the SeaWiFS Quality 

Monitor. 

Keywords: calibration, field instrument, portable source, radiometric source, SeaWiFS 

1. INTRODUCTION 

Oceanographic field studies are an essential component of the Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) 
Calibration and Validation Program.u Ocean-color data collected during cruises will be used to assist in the analysis of the 
data collected by the SeaWiFS satellite, with the ultimate goal to improve the atmospheric correction and bio-optical 
algorithms. The quality of these ocean-color data is critical to the success of the SeaWiFS project, and protocols have been 
established for the measurements.3 To ensure data quality, each marine radiometer is generally calibrated before and after the 
field experiment. Ideally, the stability of the calibration should be monitored during the cruise. Because on-board calibration 
facilities are difficult to realize in practice, current investigative cruises rely on the manufacturer's calibration data or pre- and 
post-cruise calibration data. Considering the severe environmental changes encountered by marine radiometers, especially 
during shipment, the stability of the radiometer is in question and that, in turn, raises the concern that the data are not accurate 
enough for the success of the project. 

In response to the requirement to monitor the stability of the marine radiometers, the National Institute of Standards 
and Technology (NIST) along with National Aeronautics and Space Administration's Goddard Space Flight Center 
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(NASA/GSFC), jointly developed a portable field light source, the SeaWiFS Quality Monitor (SQM). The goals were to 
produce a uniform large-area light source that is stable when used on board ships or other field platforms (e.g. aircraft), 
affordable to the relevant scientific community, and otherwise practical for field use. Because the stability of the marine 
radiometers over long time intervals is critical to the field experiments, the stability of the SQM was the key parameter. To 
utilize the SQM, the radiance or irradiance responsivity of the marine radiometer is first measured in the laboratory using 
calibration sources (e.g., integrating sphere, irradiance standard lamp, or diffuse plaque and standard lamp). At the same 
time, the signal levels corresponding to these calibration values are transferred to the SQM by making measurements with the 
marine radiometers and the SQM. Then the SQM and the marine radiometers are sent to the field experiment and the SQM is 

used to monitor the stability of the sensors. 
A prototype SQM has been built and used on the second and third Atlantic Meridional Transect experiments as well 

as at the fifth SeaWiFS Intercalibration Round-Robin Experiment.4 This prototype source includes three temperature 
stabilized, filtered photodiodes so that the stability of the SQM can be monitored at all times. The 20 cm diameter exit 
aperture is a plastic diffuser that is protected by a glass window.   An adaptor plate, customized for each class of marine 
radiometers, mounts to the exit aperture. The adaptor plate is designed so that the position of the radiometer is reproducible 
with respect to all six degrees of freedom. Because the exit aperture is a diffuser, the SQM can be used with radiance or 
irradiance sensors. The relative spectral shape of the SQM source (including the diffuser) corresponds to an apparent 
blackbody temperature of about 2250 K as measured at seven wavelengths using two radiometers. The radiance variability 
over a circle of 15 cm in diameter is no larger than 4% (peak-to-valley). The optical design of the SQM resulted in an aspect 

Diffuser Radiometer 
Adapter 

Kinematic 
Mount 

Three Filtered 
Radiometers 
Blue, Red, and Broad Band 

Protective Window 

Lamp Ring 

Figure 1. Simplified schematic of the SQM Prototype. 

ratio (diameter/length of lamp chamber) of two, so compared to traditional radiance calibration standards, the SQM is 
compact. Rugged construction and consideration of the marine environment resulted in a stable and portable device. 

2. SQM PROTOTYPE 

The basic design of the SQM is shown in Fig. 1. Additional details and complete description of the modeling of the 
radiometric output are discussed elsewhere.5 Briefly, the source consists of a ring of 16 miniature quartz-halogen lamps. 
Eight are 5.0 V at 3.45 A lamps, and eight are 4.2 V at 1.05 A lamps. Each set of lamps are connected in series and operated 
by separate precision current sources; normal operation provides three different output levels. The 3.2-mm-thick plastic 
diffuser, which serves as the exit aperture, is about 12 cm from the plate containing the ring of lamps. The three monitor 
silicon photodiodes are mounted behind small apertures in the center of the lamp mounting plate and three different glass 
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Figure 2. SQM prototype with radiometer adaptor 

filter combinations are located between the apertures 
and each photodiode in order to limit the spectral 
coverage. The filters and photodiodes are temperature 
stabilized at 35 °C using a single thermoelectric cooler, 
a calibrated thermistor, and a commercial temperature 
controller. The measured photocurrents are converted 
to voltages using a custom amplifier circuit based on 

the design used in the NIST standard detectors. The 
result is stable and precise monitoring of the SQM in 

the red, blue, and broad-band/visible spectral region. 
The diffuser and the lamp ring assembly are enclosed in 
a cylindrical housing made of bead-blasted aluminum 
so that the diffuse component of the reflectance is 
significant. This cylindrical structure is sealed using o- 
rings to protect the light source from the environment. 

Because the lamps are enclosed in the cylindrical housing, the equilibrium temperature of the SQM at 22 °C is high, about 
50 °C. A fan assembly mounted to the rear of the SQM is used to cool the device and under normal laboratory conditions the 
temperature is about 30 °C. A closed-loop electrical heater, which is independent of the other control systems, can be used to 
maintain the SQM at a fixed temperature, thus decreasing the time required to reach thermal equilibrium when the lamps are 
turned on. 

The radiometer adaptor, which is painted black, satisfies the kinematic mounting requirements for the marine 
radiometers. It also eliminates stray light from the environment, so that the field tests could occur outdoors under full solar 
illumination if necessary. The effect of the adaptor on the output of the SQM is not a factor in the calibration chain, since the 
adaptor is in place for all measurements with the SQM and the marine radiometers. The assembled SQM and adaptor is 
shown in Fig. 2. Because the reflectance of the front face of the marine radiometers may change during the field experiment, 
with a concomitant change in the signals measured by the SQM monitor photodiodes and perhaps the marine radiometer as 
well, a set of fiducial "radiometers" were produced. These fiducials simply consist of cylinders made from white plastic or 
aluminum. The aluminum was painted with a diffuse black paint and one end of the cylinder was covered with a clear glass 
plate in order to simulate the glass window on actual radiometers. The fiducials are kept clean and are not exposed to the 
environment. Normal operation consists of recording the signal on the SQM monitor photodiodes using the fiducials, 
followed by measurements with the marine radiometers. 

The two power supplies for the two lamp sets in the SQM are stabilized precision current sources. The design of 
each system is similar to the automated current control of standard lamps described by Walker and Thompson.6 In this 
method, the current through each set of eight lamps is measured using an accurate 0.5 Q shunt resistor. If the current is not at 
the desired value, the power supply is adjusted via voltage programming. Both lamp systems are controlled with a single 
computer program, and the two power supplies as well as a digital voltmeter with an eight-channel multiplexer are interfaced 
to the computer using the IEEE GPIB interface protocols. A 16-bit D/A, which resides on a slot in the computer, is used to 
convert the programming voltage to an analogue signal. The digital voltmeter measures the voltages across the shunt 
resistors, the output of the three monitor photodiodes, and the resistance of two thermistors, one attached to each of the shunt 
resistors. All data are recorded in an ASCII file along with the current time, day, and year. Ancillary data from the SQM can 
also be collected using the SQM "deckbox". This unit attaches to auxiliary connections on the SQM so that the voltage 
across each of the 16 lamps can be recorded manually. The temperature of the SQM, as measured by three thermistors 
integrated into the cylindrical housing and the detector assembly, can also be recorded using the SQM deckbox. These data 
were found to be useful during testing of the SQM prototype. Finally, an automated timer circuit records elapsed lamp 
operating time. 

774 



31 July —* 
2 August      — ■* 

1 August 
3 August 

-5 0 5 

Horizontal axis [cm] 

Figure 3. Measured uniformity at 412 nm during the 
development of the SQM. 
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Figure 4. Variability of an irradiance sensor over a 
four-day interval when monitored using the SQM. 

3. PERFORMANCE OF THE SQM PROTOTYPE 

Figure 3 shows the radiance uniformity, normalized to the maximum value, of the SQM prototype as measured with 
the SeaWiFS Transfer Radiometer at 412 nm (see Ref. 4 and references therein). In the central area of the exit port, a 4% 
uniformity is achieved within an area with a diameter of 15 cm. Because the radiometers are kinematically mounted to the 

SQM, the effect of this non-uniformity is negligible. 
The stability of the SQM prototype was measured during a four-day interval by monitoring the output of radiance 

and irradiance ocean-color sensors. On each day, the SQM was turned on and allowed to stabilize. The signals from the 
SQM photodiodes were recorded in one computer file as described above, and the signals from the test radiometers were 
recorded by a second computer using the normal data acquisition software. These radiometers are designed to record down- 
welling irradiance or up-welling radiance at seven wavelengths. The stability of the SQM as measured using the SQM 
monitor photodiodes and the black fiducial attached to the SQM is given in Table 1. The stability of the test radiometers is 
illustrated in Fig. 4 for the down-welling irradiance radiometer. The daily results for the SQM indicate a stability of about 
0.1% or better, while the test radiometer results varied by up to 1%. 

Table 1. Variation from the mean for the SQM monitor photodiodes. 

31 July 1 August 2 August 3 August 

Blue Monitor -0.037% 0.025% -0.027% 0.039% 

Red Monitor 0.073% 0.000% 0.017% -0.090% 

Broad Band Monitor 0.029% 0.004% 0.009% -0.041% 

4. CONCLUSION 

We have designed, constructed, and tested a portable field source that is a prototype for general field use in support 
of SeaWiFS calibration and validation. This large-area source is simple in construction, stable, portable, and suitable for 
monitoring sensor stability during a field experiment. Laboratory tests demonstrated the ability to monitor changes in the 
calibration coefficients of marine radiometers at about the 0.1 % level. This result is very satisfactory given that the combined 
standard uncertainty in the absolute radiometric calibration of the marine radiometers is typically between 1% and 2%. 
Monitoring of the ocean color senors using the SQM during field experiments will greatly improve the reliability of these 
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ocean color data. 
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ABSTRACT 
A second generation Bio-Optical Profiling System (BOPS) has been designed, built and used extensively at sea. 

The BOPS-II is an oceanographic instrument used to measure in-water optical, biological and physical properties in 
support of interdisciplinary programs. Significant advances beyond BOPS-I include: a depth capability of 500 m; more 
rapid data acquisition for higher water column resolution; lower inherent dark signal giving greater sensitivity; and greater 
multicomponent capability, permitting a wide range of additional sensors. The BOPS-II has a proven record of reliability 
supporting sampling strategies using ship, mooring, aircraft, and satellite optical sensors for ocean research. Rather than 
an article about a newly designed instrument, this is a report of an instrument and its optical calibration that has been used 
routinely for nearly a decade, often in the most extreme environments of the world's oceans. An example of optical 
calibration history is included since calibrations are among the most important aspects of ocean optical measurements, 
whether in support of a single field experiment or of long-term data collection. The BOPS instrument has served as a 
model for new generations of optical profiling sensors. 

Keywords: optical, ocean color, instrumentation, long-term, time-series 

1. INTRODUCTION 
Oceanographic Bio-Optical Profiling Systems (BOPS) have been used for over a decade in support of 

interdisciplinary ocean research. The BOPS1 was originally designed to: (1) permit the rapid acquisition of data so as to 
accommodate shipboard "synoptic" sampling, (2) provide an instrument platform for interdisciplinary sampling using 
ancillary instrumentation, and (3) measure parameters necessary for bio-optical and satellite ocean color research. As 
used here, interdisciplinary (optics, physics, chemistry, biology) sampling implies close coupling and a common scientific 
focus for each discipline as distinct from multidisciplinary where frequently samples taken for each discipline are 
separated in space and/or in time. The BOPS-II design builds upon the original philosophy but makes use of recent 
technical advances to significantly enhance at sea performance. 

Bio-optics is a term coined2 to represent the mechanistic coupling of dissolved and suspended biogenetic material in 
ocean waters and corresponding ocean optical properties. Given concentrations of these materials, optical properties can 
be estimated (direct problem) or conversely, ocean optical properties can be used to infer constituents and concentrations 
of biogenetic material within the water column (indirect problem) 3. The use of optical sensors to determine proxy 
estimations of pigment biomass and phytoplankton production is now widely accepted in oceanography where optical 
sensors have been deployed on a variety of platforms (ships, moorings, aircraft, satellites). Bio-optical techniques are 
increasingly important for studies aimed at advancing our understanding of global ocean processes since they permit 
sampling of biological parameters over space and time scales that would otherwise be impracticable4. 

The Joint Ocean Flux Study (JGOFS) is one recent example of an international, interdisciplinary research project 
with a global perspective. The long-range goals of JGOFS are: "1) To evaluate and understand on a global scale the 
processes controlling the time-varying fluxes of carbon and associated biogenic elements in the ocean, and 2) To develop 
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the capability to predict the response of oceanic biogeochemical processes to climate change" . A common theme of 
JGOFS and related studies is to understand the processes and controls governing phytoplankton production and the fate of 
related biogenic materials in the sea. Bio-optical processes are a recognized component of such research because only 
satellite observations permit global coverage 4-6. 

Oceanographic time series programs such as the Hawaii Ocean Time-series (HOT)7, Bermuda Atlantic Time-series 
Study (BATS)8, and the Palmer Long-Term Ecological Research (Palmer LTER)9 are examples of programs designed to 
gain a comprehensive understanding of habitat variability in key locations and to provide the long-term observations 
necessary to put human induced change into perspective with respect to natural variability. Optical observations play an 
important role in these long-term programs by permitting rapid proxy estimation of biological parameters, and BOPS-like 
instruments have been used in both BATS and Palmer LTER as routine water column profiling instruments. In addition, 
the Palmer LTER BOPS-II rosette provides twelve 5 or 12 liter 'clean' water samples for biological and chemical analysis. 

High quality optical surface data, in conjunction with the next generation of ocean color satellite sensors (e.g., 
SeaWiFS, OCTS, MODIS, etc.) 10, will provide proxy estimation of pigment biomass across a range of space/time scales 
and with a higher accuracy than would otherwise be possible. SeaWiFS workshops and proceedings 1M4 have detailed 
science objectives and requirements for contemporaneous surface calibration/validation and bio-optical algorithm 
development for the SeaWiFS and related ocean color projects. Mueller and Austin (Table 1) 14 present a summary of 
these requirements. The BOPS-II was designed to complement ocean color satellite observations and operate within the 
optics protocols necessary to optimize the usefulness of SeaWiFS data. Table 1 summarizes the SeaWiFS requirements 
which can be met using the BOPS-II. 

Related scientific objectives influencing the design and construction of optical profiling systems include: the 
quantitative description and predictive modeling of upper ocean radiant energy balance; the description and prognostic 
modeling of the coupling between physical forcing and the dynamics of chlorophyll variation; and the description and 
modeling of ocean optical variability as a function of relevant physical and biological processes. These efforts require bio- 
optical characterization of large ocean areas. 

In addition to the scientific objective of acquiring data synoptically from multiple platforms, there are operational 
constraints imposed by the interdisciplinary nature of oceanographic programs which define requirements for a BOPS-like 
instrument. These criteria include: 1) rapid measurement of important optical, biological and physical parameters to 
accommodate limited ship-board "wire time"; 2) compatibility of the data acquisition system with conventional cables and 
winches of the oceanographic fleet; 3) robustness to permit the system to be handled and launched even in rough seas; 4) 
rosette to collect "clean" water samples for chemical and biological analysis; 5) real time display of profile data for 
optimum selection of discrete water samples at depth; and 6) computer interface for rapid preliminary data reduction at sea 
for timely comparison with contemporaneous remotely sensed and other shipboard data sets. In short, BOPS is an 
interdisciplinary (optical, physical, chemical, biological) analogue to the conventional physical oceanographic 
Conductivity-Temperature-Depth (CTD) system. 

2. BIO-OPTICAL PROFILING SYSTEM 
The Bio-Optical Profiling System II (BOPS-II) is an integrated data collection and analysis system designed to 

provide rapid and accurate measurement of the variability of ocean optical and ancillary properties in the upper 500 meters 
of the ocean (Fig.l). It is a redesign of the original BOPS l which was made compatible with the first ocean color satellite 
(Coastal Zone Color Scanner, CZCS) for the Warm Core Rings Program15. Table 2 lists current instrument components of 
BOPS-II while Figure 2 is a block diagram showing the relationship of the underwater unit to the shipboard deck unit and 
the computer system. The physical layout of optical sensors includes downwelling irradiance sensors whose top profile is 
above the top of the water bottles and out and away from the cable termination (a potential source of shadowing). The 
physical sensors are in a plane at the bottom of the package to minimize interference with temperature and salinity sensors 
in order to optimize their data on the descending profile. The stand and the protective ring at the top of the package 
provide important protection from inadvertent bumping the side of the ship and for attaching handling lines during 
instrument deployment and retrieval during rough seas. For Antarctic work aboard the R/V Polar Duke, the BOPS-II has 
been deployed from the ships stern both because the A-frame provides the longest reach away from the ship and for 
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protection and stability in stormy weather. 

2.1. Optical components 

While the BOPS-II has been periodically upgraded, within the constraints of resources and a demanding field 
deployment schedule, many components of this system are nearly a decade old. More recent systems are described in 
Sect. 2.3 below. A primary objective of this article is to describe a field-proven instrument, illustrate the robustness of a 
system that has been used for over 1600 casts mostly in the Southern Ocean under extreme environmental conditions, and 
to document the optical calibration history, and hence optical precision and accuracy, over time. 

The central components of the underwater BOPS-II are two MER-2040 microprocessor controlled 
spectroradiometers. Each MER can digitize up to 64 analog and 3 frequency inputs, so many additional sensors can be 
added including scalar irradiance, transmissometers and fluorometers. The optical sensors of the MER-2040 are based on 
arrays of solid-state photodetectors. Each photodetector assembly is composed of a high shunt resistance, blue enhanced 
silicon photodetector hermetically packaged with its own custom narrow-band interference filter. Blocking filters are 
added to reduce stray light levels, typically to values below the sensitivity detection levels of the sensors. Each detector is 
connected to an electrometer amplifier with sensitivity optimized for wavelength and geometrical configuration. This 
array of detector assemblies with amplifiers is scanned under microprocessor control at a rate of approximately one 
channel per millisecond. 

The current optical characteristics of the BOPS-II were selected to meet SeaWiFS requirements (Table 1) including 
accurate cosine response and quantitative measure of the immersion effect ,6. The irradiance detector arrays view the 
inside of a cosine corrected optical collector. To test the cosine response of the design, a MER-2040 was placed on an 
automated rotating arm in a water-tight test tank equipped with nonparallel sides. A collimated beam was positioned to 
fill the collector at the precise center of rotation of the assembly. Under computer control, the instrument is rotated in 5° 
increments from +90° to -90° "zenith" angles and the response from each channel recorded relative to the source. The 
cosine response of the instrument agrees with the cosine rule within ± 5% out to angles of 75° and ± 10% to 85°. 
Immersion coefficients used in the calibrations are those from tests conducted at Biospherical Instruments on MER Series 
spectroradiometers. The immersion coefficient of the collector was determined experimentally from irradiance 
measurements made in air and under water16. The instrument was carefully positioned in a test tank beneath a calibration 
lamp fixture. Readings from the lamp were recorded in air and at 5 cm depth increments both during filling and emptying 
the tank. Following SeaWiFS protocols17, these data were used to measure the attenuation coefficient for the water used 
in the test and to solve for the immersion coefficient at each wavelength. BSI currently offers collectors with more 
accurate fidelity to a cosine response. 

The radiance array consists of a cluster of "Gershun Tube" radiance collectors which view the upwelling radiance 
through an acrylic pressure window. The radiance collector array was designed with a half-angle field of view of 10.2° in 
water and 13.7° in air with later versions reduced to 10.0° field of view in water. 

A maximum of eight MER-2040s can be networked into the same data stream and synchronously sampled on a 
single serial data port. In the case of the BOPS-II configuration, two profiling MER-2040 spectroradiometers interface 
with a MER-2020 with a MER-2040 EPROM serving as an above water sensor with 4 channels of downwelling irradiance 
(410, 441,488, and 560nm). In addition, a sub-surface floater 18 containing a MER-2020 with a MER-2040 EPROM has 
been used to provide the downwelled spectral irradiance just below the surface, Ed(0~,X), at 5 wavelengths, and the 
upwelled radiance about a meter below the surface, Lu(lm), at 5 wavelengths including 683nm. This floater uses a 50m 
kevlar conducting tether and floats away from the ship to avoid ship shadow problems. This component of the BOPS-II 
will be particularly useful for satellite comparisons with SeaWiFS and other ocean color satellite sensors. As the floater 
requires extra time to deploy, it is deployed when sampling constraints allow sufficient time and remains deployed perhaps 
for an entire day. 

The BOPS is extensible in that auxiliary instruments may be interfaced. For instance, a transmissometer, 19 

accurately measuring beam transmission in a 25 centimeter water path, uses a modulated light emitting diode (660nm) and 
a synchronous detector. This instrument contains stable temperature compensated electronics and provides data with an 
error of less than 0.5% transmission. Also, a scalar irradiance quantum meter 20 is used to measure photosynthetically 
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active radiation (PAR). Scalar irradiance PAR is the number of photosynthetically active photons arriving at a point from 
all directions within the wavelength band 400-700nm. 

2.2   MER-2040 Hardware and Software 

To accommodate the wide dynamic range encountered in the ocean, the signals are digitized by a data acquisition 
system composed of a 14 bit analog to digital converter (ADC) with a computer controlled input amplifier with selectable 
gain ranges of 1, 16 and 256, yielding a dynamic range of approximately four million to one. To compensate for the small 
temperature sensitivities inherent in silicon detectors and amplifiers, temperature sensors located in close proximity to the 
detectors and amplifiers and digitized. 

A design feature of the MER-2040 has allowed us to modify the electronics module within the General Oceanics 
Rosette so as to allow better firing of the water bottles. A simple circuit is used which permits bottles to be tripped within 
1 sec of a computer keystroke and which provides a signal change within the data stream confirming the tripping of each 
bottle. Eliminating the need to halt the winch at each sample depth has significantly simplified and speeded up our 
profiling. The UCSB software searches for the change in voltage level and prints out a confirmation line with depth in 
addition to other parameters for output onto water sample worksheets. 

The microprocessor within each of the BOPS MER units is programmed for flexibility. The surface computer sends 
information to each unit specifying which channels to sample, the order of sampling, and the gain to use for each channel. 
The frequency counting channels are also programmed to select the number of cycles of each signal to count. Commands 
are sent to specify whether multiple scans of the programmed analog channels are to be averaged and the time interval 
between the start of each sampling. Another command allows multiple repeats of each sampling suite to proceed 
automatically. The result is that multiple instruments can be configured so that all sample synchronously and store their 
averaged data internally until the data are requested by computer command. If a different number of channels is requested 
in each instrument, the number of scans that are averaged can be specified so that each instrument takes the same time for 
completion. Thus not only would the sample start time be synchronized, but also the sampling time window. For 
example, the MER-2040 with irradiance sensors on both ends measures 36 channels 10 times during each programmed 
sampling window. The other unit, having scalar irradiance and radiance channels, measures 15 channels but does so 24 
times. The modified MER-2020 surface unit (running at half the clock rate) measures 9 channels but averages 35 scans. 

We have carried out tests to show that each instrument can complete all required sampling at our desired rate of 
three times per second. The frequency counting circuitry uses the sine-wave signal from the Sea-Bird temperature and 
conductivity probes to gate on, and then off, the counting of a 6 MHz reference frequency for a specified number of 
cycles. By measuring the cycle period (as distinct from the frequency), the necessary high resolution is retained even 
though the sampling window is less than 350 ms. 

With each MER unit programmed to complete its analog and frequency sampling within a selected time and 
programmed to start each sampling at a given time spacing, the surface computer needs only to request a data scan from 
each unit as it becomes available. The sampling interval is also dependent on the speed of the surface computer which 
must retrieve each scan of data from all instruments, combine the strings and write to a data file, as well as display selected 
parameters in a real-time graphic display. With a data rate of 3 scans per second, we use a lowering speed of about 25 m/s 
through the euphotic zone (1% PAR depth) to assure sufficient data for accurate determination of the diffuse attenuation 
coefficients. Winch speed can then be increased to roughly 35 m/s for the remainder of the cast. Although most casts 
have little detectable irradiance below 200 m, we continue to 500 m, or 10 m above the bottom, in order to obtain a fuller 
hydrographic data set with the CTD and other sensors on the BOPS-II. On a profile to 200 m, 1600 data frames are 
typically recorded on both the down- and up-casts. 

The BOPS-II is operated over a three conductor armored cable with power and data on separate conductors. Before 
transmission, each data frame is encoded with a start byte, instrument status and identification byte, and a checksum for 
verification of proper transmission. The readings of each optical sensor are then transmitted up the cable to the deck unit 
via asynchronous serial communications using an RS-232 interface. The system is limited to cable lengths less than 1000 
meters on a standard CTD cable. 
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The current shipboard components of the system include a constant current power supply for the underwater system, 
a 486 microprocessor with 6 MB RAM, a 2 GB disk drive, a high resolution graphics display system, printer and tape 
backup system. The system also makes use of a third MER-2040 mounted shipboard for reference recording of incident 
irradiance above the surface to correct for changing atmospheric conditions during a vertical profile. 

2.3  MER-2040 Series Instrument Evolution 

The MER-2040 has evolved significantly since it was originally deployed on the BOPS-II. The optics have been 
expanded and the MER is available with up to 13 channels of down welling irradiance, Ed(X), and 13 channels of either 
upwelling radiance, LU(X), or upwelling irradiance, EU(X). A special version of the MER called the MER-2048 is available 
featuring 13 channels of downwelling irradiance and seven channels each of both upwelling radiance and irradiance. 
Optimized for use into the ultraviolet region of the spectrum, the cosine collector on this 2040 series instrument has been 
redesigned to use a quartz-backed, vacuum-formed Teflon® diffuser. A modified version of the collector optimized for 
use in air is used on the MER-2041 Surface Reference Radiometer. Although the exterior dimensions have not changed, 
internally the newest MER features a low noise, 16 bit, bipolar analog-to-digital converter for data acquisition as well as 
eight digital I/O ports. Communications can be performed over a four conductor, 1000 m serial cable or using FSK over 
up to 10 km armored (single or multiple conductor) coax cable. In addition to those listed for the BOPS, the Remote Data 
Spooler (RDS) option for the MER-2040 affords operation with up to four additional serial-output instruments such as the 
WETLabs' AC-9, and the newest generation of intelligent rosette, such as those manufactured by General Oceanic or Sea- 
Bird Electronics. 

2.4. Biological components 

Chlorophyll and related pigments are the dominant absorbing constituents in the upper layers of productive ocean 
waters, and are therefore a key link in the bio-optical description of these waters 21-22. in addition, chlorophyll is used as 
a measure of phytoplankton biomass and is the pigment that has the primary influence on ocean color and hence CZCS 
imagery 23~26. BOPS-II uses a fluorometer for the continuous measure of chlorophyll and a rosette sampler to obtain 
discrete water samples from depth. The discrete water samples are used to obtain an extracted chlorophyll concentration, 
which is used to calibrate the fluorometer profile as well as provide samples for analysis such as nutrients, primary 
production, dissolved gases, and microbiological parameters. 

A fluorometer excites chlorophyll fluorescence in the blue and senses the output in the red region of the spectrum, 
providing a continuous measure of chlorophyll fluorescence as BOPS-II is lowered through the water column. After 
viewing vertical structure of chlorophyll fluorescence, beam transmittance, temperature and a selected irradiance channel 
in real time on the "down cast", the 12 bottle rosette is used to sample at representative depths on the "up cast" both for 
calibration of the fluorometer and to sample specific features and/or optical depths for use by other disciplines. A 
molecular oxygen probe 28 provides a profile of the dissolved oxygen. 

2.5. Physical components 

The BOPS-II contains temperature, conductivity and depth sensors in order to provide an accurate physical 
description of the water column. The Sea Bird temperature probe sensing element is a glass coated thermistor bead with 
an absolute accuracy of ±0.01°C and a useable resolution of better than 0.0001. The conductivity sensing element29 is a 
two-terminal platinum electrode flow through cell with an absolute accuracy of 0.001 Siemens/meter and a usable 
resolution of better than 0.0001. The frequency output from these sensors is measured using the period averaging inputs 
of the MER-2040. Period averaging preserves the inherent accuracy of the sensors while permitting sampling rates of 
several per second. 

Each of the MER-2040s compromising BOPS-II is equipped with a pressure transducer. One uses a quartz 
frequency output transducer (Paroscientific) with a 6.21MPa full scale with a typical accuracy of 0.01%. The output from 
this is digitized using the MER period averaging interface. The second unit is equipped with a strain gauge transducer 
with a similar full scale. Angle sensors on 2 axes are included to measure the package orientation during profiles. 
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2.6. Data Processing, Instrument Calibration and Error Analysis 

BOPS data processing, calibration and binning have been discussed elsewhere 30~33. Specific consideration has 
been given over the years to particular topics to be considered for the processing of in-water spectral irradiance data such 
as the influence of: the air-water interface34, ship shadow effects18'35'36 and surface albedo37"39. For BOPS-II, 
calibrations have been supplied by Biospherical Instruments Inc. upon delivery of the MERs while subsequent calibrations 
have been performed at the UCSB Ocean Optics Calibration Facility. 

Each of the sensors on the BOPS (Table 2) has its own calibration procedure which is used to achieve and maintain 
the performance specifications as listed in Table 3. For example, the spectral irradiance arrays are calibrated using an FEL 
1000 watt standard of spectral irradiance 40. The radiance calibrations have used both a 20 inch integrating sphere and, 
more recently, 24 inch Spectralon® diffuse reflectance plaque. Our normal procedure, when logistics permit, is to 
calibrate both before and after each cruise. An eight year calibration history of the spectral downwelling irradiance 
channels on the BOPS-II is shown in Figures 3. These figures illustrate several points regarding calibration maintenance 
of an optical field instrument over time. (1) Wavelength channels which 'degrade' become obvious outliers (Fig. 3a), can 
be 'flagged' as problem channels and subsequently replaced (e.g. channels 410 nm and 520 nm were replaced prior to our 
1992 field work). Identifying and replacing degrading components is a critical reason to maintain a protocol of periodic 
calibration. (2) Even though subjected to periodic transportation (by air and ship) between Santa Barbara and Palmer 
Station, Antarctica and to intense usage in often extreme environmental conditions, the mean drift of the calibration (stable 
channels) over time is negligible and the scatter is less than a few percent (Fig. 3b). (3) A calibration in the field was 
made in 1993 by transporting calibrated lamps and an optical bench to Palmer Station. The result of this effort was 
inconclusive because of the potential that the calibration lamps themselves may be more susceptible to change with 
shipment across the ocean than the optical components to be calibrated. Also, quality space for optical calibration with 
appropriate light baffles, etc. is difficult to achieve in the field. (4) In early 1995 the sensor head was rebuilt, and some 
channels added or replaced. (5) The 'optical train' including cosine collector, filters, photodiode, amplifier and analog to 
digital conversion circuitry is a robust system that, with periodic calibration, can maintain stability within a percent or so 
over relatively long times and harsh working conditions. Finally, and this is a key point, repeated, periodic recalibration is 
an essential element of meeting the optical protocols for time-series observations and to support the calibration/validation 
of the next generation of ocean color satellite sensors. 

The cosine response and immersion coefficients, which allow transfer of an air calibration to an underwater 
calibration, were determined as described above (Sect. 2.2). We tested and found that there was no observed depth 
dependence, caused by temperature changes, for the irradiance sensors. Bandwidth and wavelength accuracy of the MER 
Spectroradiometer were determined by comparison with a double grating monochromator and are listed in Table 2. 

The transmissometer calibration is checked by first carefully cleaning the windows, and then comparing the output 
voltage in air with the "air calibration" provided by the manufacturer. This instrument calibration also can be checked 
occasionally, since the optical properties of ocean waters can be constant over large areas when below the euphotic zone. 
In the North Pacific, during a 6 week period with more than 40 casts into the same 200 meter water, the beam 
transmittance repeated to within ±0.02%. 

Fluorescence, as measured on the BOPS instrument, is a relative indicator of chlorophyll concentration. The rosette 
sampler is then used to obtain water samples from depths of interest, and the chlorophyll concentration of these discrete 
samples is determined fluorometrically in a laboratory calibrated fluorometer 27. These discrete values of chlorophyll, 
which can be determined to ± 15%, are then used to calibrate the continuous fluorescence trace. 

3. DISCUSSION 
An exciting aspect of oceanography is the capability to view, via satellites, large areas of the oceans synoptically. 

The perspective provided by aircraft and satellite data is giving insight into a wide range of research areas 41 including the 
study of physical and biological processes on space and time scales previously unattainable. The next generation of ocean 
color satellite sensors will carry this effort through the next decade. The new satellite technology has required a new 
approach to obtaining shipboard biological and optical data in order to provide both "synoptic" shipboard data as well as 
contemporaneous surface information for calibration/validation of aircraft and satellites. The versatility and flexibility of 
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the BOPS-like instrument has provided one successful approach as evidenced by its use in a variety ofprograms including 
Warm Core Rings42"45, the Optical Dynamics Experiment (ODEX)46, Watercolors47"51 Biowatt22,52", Icecolo^O58 , 
the Long-Term Ecological Research Program (Palmer LTER) 9-61"63, the Bermuda Atlantic Time Series (JGOFS/BATS) 
36,64 and the Tropical Ocean-Global Atmosphere/Coupled Ocean Atmosphere Response Experiment (TOGA/COARE) . 
Careful and periodic optical calibration is an essential element of an ocean optics field program. The Bio-Optical Profiling 
System II, including it's calibration history, is a robust interdisciplinary oceanographic instrument capable of providing 
accurate and precise optical data over long time periods. 
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Downwelling Irradiance Calibration 
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Figure 3. The eight year calibration history of the downwelling unit (MER8714) of the Bio-Optical Profil- 
ing System II in normalized units versus time. The top panel shows data on channels which prematurely 
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Table 1. Observation requirements for Calibration/Validation, Algorithm Development, and Supporting Science for 
SeaWiFS. The observations indicated under Calibration/Validation and Algorithm Development are considered 
Core measurements of the SeaWiFS Project. 

Observation Calibration 
Validation 

Algorithm 
Development 

Supporting 
Science 

Bopsn 

Optical Observations 
Incident Spectral Irradiance-Ed,(0,-) 
Downwelled Spectral Iiradiance-Ed,Z 
Upwelled Spectral Radiance-Lu,Z 
Spectral Solar Atmos. Trans (Ta) 
Sea State photograph 
Wind Velocity 
Drifting Buoy Optics 
Upwelled Spectral Irradiance-Eu,Z 
Spectral Beam Attenuation Coefficients 
Spectral Absorption coefficient 
Red beam attenuation 
In situ Fluorescence Profile 
Sky Radiance 
Submerged Up Radiance Distribution 
Spectral Backscattering coefficient bb 

Spectral Volume Scat. Function 
Biological/Chemical/Physical Observations 
Phyto. Pig (Fluor. Tech.) Chlor, and Phaeo. 
Phytoplankton Pigments (HPLC ') 
Total Suspended Matter (TSM) Cone. 
Dissolved Colored Organic Material 
Aerosol samples 
Primary Productivity (14C , 02) 
Temperature and Salinity Profiles 
Phycobilipigments {mglm?) 
Particle absorption coefficient 
Detritus absorption coefficient 
Phytoplankton absorption coefficient 
Organic Suspended Matter Cone. 
Inorganic Suspended Matter Cone. 
New Production (ISN ) 
Coccolith Concentration 
Humic and Fluvic Acids 
Microphotometric particle absorption 
Particle fluorescence spectra 
Sinking Flux/Sed. Traps 
Particle size spectra 
Total Dissolved Organic Carbon 
Airborne Fluorescences 
Airborne Radiances 
Phytoplankton species counts 
Grazing Losses 

1 High Performance Liquid Chromatography 
x = can be added 
+ = now 
a = from g... relate..; not accurate 
w = potential-using discrete water sample 
- = not applicable 

X X + 
X X + 
X X + 
X X - 
X X - 
X X - 

X - 
X + 
X X 
X a 
X + 
X + 
X - 
X - 
X X 
X X 

X w 
X w 
X w 
X w 

X - 
X w 
X + 
X w 
X w 
X w 
X w 
X w 
X w 
X w 
X w 
X w 
X w 
X w 
X - 
X w 
X w 
X - 
X - 
X w 
X w 
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Table 2. Instrument components of BOPS underwater unit 

Instrument Manufacturer Property Measured 

speciroradiomeler (MER-2040)       Biospherical Instruments, Inc. downwelling irradiance 
upwelling irradiance 
upwelling radiance 
chlorophyll fluorescence band 
scalar irradiance spectral 
PAR 

transmissometer SeaTech, Inc. beam transmittance at 660nm 
fluorometer SeaTech, Inc. chlorophyll fluorescence 
ocean thermometer (SBE 3) Sea-Bird Electronics, Inc. temperature 
conductivity meter (SBE 4) Sea-Bird Electronics, Inc. conductivity (salinity) 
oxygen probe (SBE 13-01) Sea-Bird Electronics, Inc. dissolved oxygen 
pressure gauges 

quartz 
strain 

ParoScientific 
SensoTec 

depth 

rosette (twelve 
5 or 12 liter) 

General Oceanics discrete water samples 

AccuStar electronic Schaevitz tilt and roll 
altimeter DataSonics distance from the bottom 

Table 3.  Performance Specifications for the Bio-Optical Profiling System (BOPS) 

Spectroradiometer (Spectral Irradiance): 
Downwelling Irradiance: 410,412,441,443,488,490,510, 

520,555,565,589,625,665nm 
Upwelling Irradiance: 410,441,488 520 565 589,625nm 
Upwelling Radiance: 410,441,488,520,565,625,chl fluorescence 
Bandwidth: 50% points +5nm, -5nm; 1% points +15nm, -20nm 
Wavelength Accuracy: ±2nm 
Radiometrie Accuracy: 5% 
Stray light: <0.01%40nm from peak; <0.0001% lOOnm from peak 

Scalar Irradiance: 
Downwelling Scalar Irradinace: 410, 441, 488,520, 565nm 
Equal Quantum Response (PAR): 400-700nm 

Data Acquisition Systems: 
Analog Channels per MER-2040: 56 
A/D Conversion: float (12 bit mantisa, 4 bit exponent); integer (16 bit) 
Frequency Channels per MER-2040: 3 
Frequency Conversion: integer (24 bit) 

Data Transmission: 
RS-232: 9600 baud (up to 38,400 baud) 
Maximum Cable Length: 1000 meters 3 conductor armored cable 
Acquisition, Process, Transmit Time: 2.5 msec/channel 

at 9600baud 

Temperature Sensor 
Accuracy: ±0.01°C 
Long term stability: ±0.003 °C per 6 month 
Resolution: .0001°C 

Conductivity Sensor: 
Accuracy: 0.001 Siemens/m 
Long term stability: 0.0003 Siemens/m per month 
Resolution: .000001 S/M 

Tilt/Roll: 
Range: ±45° 
Accuracy: ±1 ° 

Transmissometer: 
Wavelength: 660nm 
Pathlength: 25cm 
Accuracy: ±0.5% 

Oxygen Sensor 
Range: 0 - 15ml/l 
Resolution: 0.01 ml/1 
Time Response: 10 seconds 

Depth Sensor (ParoScientific): 
Range: 0-600m 
Pressure Accuracy: ±0.04% at 250m 
Depth resolution: 0. lm 
Other: includes internal temperature sensor 

Data Recording & Control Computer: 
Processor: 486 
Storage: 2GB disks; 650 MB optical disk 
Memory: 6MB RAM 
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LASER LINE SCAN FLUORESCENCE AND MULTI-SPECTRAL IMAGING OF 
CORAL REEF ENVIRONMENTS 

Strand, M.P., NSWC Coastal Systems Station, Panama CHy, FL 32407; Coles, B.W., Raytheon Co., Tewksbury, 
MA 01876; Nevis, A.J., NSWC Coastal Systems Station, Panama City, FL 32407; Regan.R., Raytheon Co., 
Tewksbury, MA 01876 

During the summer of 1996 a series of field trials were conducted in the Florida Keys and Bahama Islands to 
evaluate the ability of a unique laser line scan system to measure and map the fluorescent characteristics of 
coral reef environments. Typical fluorescence maps that were obtained are presented and compared with 
monochrome and RGB color images of the same reefs. The monochrome images were obtained with the laser 
line scan system simultaneously with the fluorescent maps. The RGB images, which were also obtained with the 
laser line scan system, were recorded in the same location on a subsequent trial. 

The data used to create the images that are presented in this extended abstract were collected with a specially 
configured laser line scan system, a simplified optical schematic of which is presented in Figure 1. The 
fundamental difference between the sensor used on this program and the sensor used in more conventional laser 
line scan systems, such as the CSS/Raytheon EOID Sensor or the Raytheon LS-4096, is the fact that the sensor 
used in this program has four separate receivers. Each receiver consists of a rotating optical assembly, a 
controllable aperture assembly, a photo-multiplier tube (PMT), a preamplifier and signal conditioning electronics, 
and an analog-to-digital converter (ADC). As shown in Figure 1, all four of the rotating optical assemblies, plus 
the rotating mirror that is used to deflect the outgoing laser beam, are attached to a single drive shaft which 
assures their mechanical synchronization. 

Rotating 
Input Mirrors 

Channel 2    Channel 4 

Rotating 
Input Mirrors 

Channel 3    Channel 1 

PMT 
Channel 2 
(No Filter) 

Figur« 1 
Simplified Optical Schematic of Multi-Receiver 

Laser Line Scan System. 647nm, 515nm, and488nm 
filters were used to create RGB color images. 680nm, 

515nm, and 570nm filters were used ID investigate 
biological fluorescence phenomena. 

PMT 
Channel 1 
(680nm or 

647nm Filter) 

Each of the receivers' rotating op- 
tical assemblies can be fitted with 
optical interference filters and 
other optical elements, such as 
polarization analyzers, which allow 
various aspects of the reflected 
light field to be evaluated. In a 
conventional laser line scan sys- 
tem, the receiver is used to meas- 
ure the magnitude of the reflected 
light field and the receiver is there- 
fore fitted with no filter or with a 
filter whose center wavelength 
matches the wavelength of the 
outgoing laser light. The use of an 
optical filter in this case helps re- 
duce the undesirable energy due to 
ambient sunlight or auxiliary lumi- 
naires that may be mounted on the 
deployment platform. 

During the CoBOP Program the multi-receiver laser line scan system was used to investigate biological fluo- 
rescence by using a short wavelength laser and fitting the receivers with optical filters whose center wavelengths 
correspond to known fluorescence wavelengths. An Argon Ion laser whose output was tuned to 488nm was used 
as the stimulating light source and three of the receivers were fitted with interference filters. A 680nm (20nm 
FWHM) filter was installed in channel #1, a 570nm (40nm FWHM) filter was installed in channel #3, a 515 nm 
(20nm FWHM) filter was installed in channel #4, and channel #2 was left open without any filter. 

When the system is used to create color images the Argon Ion laser Is replaced with an Argon/Krypton mixed 
gas laser which provides simultaneous outputs at 647nm (red), 515nm (green), and 488nm (blue). Matching 
filters, with 6nm FWHM bandwidths, are then added to three of the four receivers and the data required to 
produce RGB color images can be collected. 
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Figure 2a. Monochrome Imai 
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Figure 2e. Pseudocolor fluorescence image 
created by combining figures 2b, 2c, and 2d. 

CN Colpophyllia natans 
ML Mycetophyllia lamarckiana 
MC Montastrea cavernosa 
MA Montastrea annularis 
MiA Millipora alcicornis 
Sc Scolymiasp. 
SS Siderastrea siderea 
LC Leptoseris cucullata 
AA Agaricia agaricites 
PA Porites asteroides 
MF Mycetophyllia ferox 

Figure 2. Fluorescence Imaging Laser Line 
Scan (FILLS) imagery of a coral reef near 
Logger Head Key in the Dry Tortugas, 
showing (a) monochrome image from the 
unfiltered channel, (b) red fluorescence 
image (680 nm filter, 20 nm FWHM), (c) 
green fluorescence image (515 nm filter, 20 
nm FWHM), (d) yellow fluorescence image 
(570 nm, 40 nm FWHM), and (e) 
pseudocolor fluorescence image, with coral 
species identification. The species 
identification was by divers (Dr. Charles 
Mazel of MIT and Dr. Michael Lesser of 
UNH) guided by the FILLS pseudocolor 
image. The pseudocolor image was formed 
by mapping the red, green, and yellow 
fluorescence signals to red, green, and blue, 
respectively. 
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Figure 3 a. Monochrome Ima; 

Figure 3. LLS imagery of a coral reef near 
Loggerhead key in the Dry Tortugas. Coral 
heads 1,2, and 3 appear similar in the mono 
chrome image, but appear very different in 
the pseudocolor image. 

Figure 3b. Pseudocolor Fluorescence Imag 
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Figure 4a. Fluorescence Image 

Figure 4. Comparison of (a) fluor- 
escence (FILLS), (b) RGB Color, 
and (c) monochrome images of 
coral reef off Grand Bahama Island. 
The FILLS and monochrome 
images were captured 06/27/96 
while the color image was captured 
10/03/96. 

■w 

Figure 4b. RGB Color Image 
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4c. Monochrome Image 

3 

Previous programs, the results of which have been reported and discussed in other forums, have demonstrated 
the capability of laser line scan systems to produce images of submerged objects with greater resolution and 
dynamic range, and at longer physical ranges than is possible with competing techniques. These standard laser 
line scan systems produce visual representations of the desired target by measuring the magnitude of the 
monochromatic light reflected from various closely spaced points on the target. 

But elastic, or linear, reflectance is only one aspect of the light field produced by the interaction of the incident 
laser light and the submerged target. The images presented in this abstract demonstrate that the quantity and 
quality of target related information produced by a laser line scan system can be increased dramatically by 
evaluating other linear and non-linear, or elastic and inelastic, characteristics of the light field. Colorful RGB 
images, for example, can be produced by illuminating the object with a multi-colored laser and simultaneously 
monitoring the magnitude of the reflected light at three coordinated wavelengths. The color images produced in 
this manner have been shown to be very realistic and could be produced at a range that was 8-10 times greater 
that the range at which a three chip color CCD television camera was able to produce useful color information. 

These images also demonstrate conclusively that inelastic, or trans-spectral, phenomena such as fluorescence 
can also be used to great benefit. Fluorescence maps can be produced that describe, on a point-by-point basis, 
the fluorescent characteristics of large and small individuals within a relatively large, panoramic field of view. 
While the importance and application of these fluorescence maps is just beginning to be explored, the intimate 
connection of fluorescence with key biological processes makes the potential utility of FILLS imagery appear to 
be particularly tantalizing. Possible applications of these new image forms include wide area evaluation and 
assessment of specie diversity and distribution, the study of inter-relationships between species and individuals, 
evaluation and mapping of the health and biological vigor of coral reef communities, and the possible localization 
and identification of pollutants and other negative stress factors. 

The authors would like to thank all who provided financial, material, moral, intellectual, and physical support for 
these field trials, including the Office of Naval Research, the Coastal Benthic Optical Properties (CoBOP) 
participants, Harbor Branch Oceanographic Institution, Raytheon Electronic Systems, NSWC Coastal Systems 
Station, and others. 
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Long Time-Series of Turbid Coastal Water using AVHRR: an 
Example from Florida Bay, USA 

R. P. Stumpf and M. L. Frayer 
U.S. Geological Survey 

Center for Coastal Geology 
600 Fourth Street South 

St. Petersburg, Florida 33701 USA 

ABSTRACT 

The AVHRR can provide information on the reflectance of turbid case II water, permitting examination of large 
estuaries and plumes from major rivers. The AVHRR has been onboard several NOAA satellites, with afternoon 
overpasses since 1981, offering a long time-series to examine changes in coastal water. We are using AVHRR 
data starting in December 1989 (with plans to extend the record backward), to examine water clarity in Florida 
Bay, which has undergone a decline since the late 1980's. The processing involves obtaining a nominal 
reflectance for red light (AVHRR channel 1 at 580-680 nm) with standard corrections including those for 
Rayleigh and aerosol path radiances. Established relationships between reflectance and the water properties being 
measured in the Bay provide estimates of diffuse attenuation and light limitation for phytoplankton and seagrass 
productivity studies. Processing also includes monthly averages of reflectance and attenuation. The AVHRR data 
set describes spatial and temporal patterns, including resuspension of bottom sediments in the winter, and changes 
in water clarity. The AVHRR also indicates that Florida Bay has much higher reflectivity relative to attenuation 
than other southeastern US estuaries. 

Keywords: AVHRR, attenuation, turbidity, time series, case II water, Florida Bay 

1. INTRODUCTION 

The Advanced Very High Resolution Radiometer (AVHRR) on the NOAA polar-orbiting meteorological satellites 
has provided almost daily imagery at a 1 km pixel size for over 15 years. In oceanography, the sensor has had 
primary importance for looking at sea surface temperature. While the visible bands on the instrument were 
designed for cloud and land studies, they have shown utility in documenting bright features in the ocean. 
Examples include coccolithophore blooms', cyanobacteria blooms2, and sediment-laden river plumes and 
estuaries.3"5 

Coastal estuaries are under extreme stress due to changes in runoff and nutrient loads that result from increasing 
population and changing landuse. Florida Bay, at the southern tip of Florida, USA (Figure 1), has seen dramatic 
environmental changes in the last decade; these changes follow years of water management of the Everglades, the 
dominant source of fresh water for the Bay.   A major dieoff of seagrass started in the late 1980's, which was 
closely followed by a decline in water clarity because of increased sediment resuspension (of sediments formerly 
stablized by seagrasses) and from algal blooms6"8. Turbid water reduces light levels, causing stress on seagrasses, 
which may result in a self-reinforcing cycle where additional dieoffs occur resulting in further resuspension. 
Documentation of change over the last several years, and conditions prior to new management of water flow 
through the Everglades, will help significantly in documenting future change. 

With the launch of new ocean color instruments, such as OCTS (ocean color temperature sensor) and SeaWiFS 
(sea wide field-of-view sensor), the coastal oceanographic community will have powerful tools for documenting 
water quality in the future. However, many management and scientific studies require information on existing 
and past conditions as well as on the variability of the system. The AVHRR provides a tool for documenting 
turbid conditions over a long record with morning passes since 1979 and afternoon passes starting in 1981. The 
AVHRR also provides information on case II waters, where the coastal zone color scanner (CZCS) was least 
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effective. However, overlap between early AVHRR and late CZCS imagery (through 1986) may provide some 
comparative analyses in less turbid case II waters. 

This paper shows example information on water clarity collected by the AVHRR for Florida Bay over a seven- 
year time period. Relationships between the satellite reflectance and variables measured by field programs, in 
particular the diffuse attenuation coefficient, provide a means of expanding measurement programs by providing 
additional spatial and temporal resolution and by permitting extrapolation of current field efforts backwards in 
time. 

2. PROCESSING 

2.1 Satellite Imagery 

The AVHRR collects data in two reflected-light bands, channel 1 in the red at 580-680 nm and channel 2 in the 
near-infrared at 720-1000 nm. Thermal bands provide data used to extract sea surface temperature. Because the 
instrument was designed for observation of land and clouds it is relatively insensitive; 1 count corresponds to a 
radiance of 0.5 W m"2 sr"1 urn"1 in channel 1 and 0.3 W m2 sr"1 urn"1 in channel 2. In the red band, this is about an 
order of magnitude less sensitive than CZCS. As a result, the AVHRR is a "brown water" instrument- effective 
for water color only in case II waters. 

The data set used here extends from December 1989 to the present. Sources include the NOAA National 
Climatic Data Center, the Louisiana State University Earth Scan Lab, and the University of South Florida/Florida 
Department of Environmental Protection Joint-Use Facility. Over 600 mostly cloud-free scenes are used from 
some 1500 scenes processed. At the present, the analysis uses only the afternoon satellites, NOAA-11 from 1989 
to 1994 and NOAA-14 starting in January 1995. NOAA-12 provided morning passes during this time, but these 
were not used because of present uncertainties in sensor calibration. 

While each AVHRR sensor is calibrated before launch, the lack of onboard calibration for reflected light raises 
concerns for post-launch calibration and sensor deterioration. Post-launch calibration has been examined through 
determination of the absolute calibration at a particular time against aircraft9 and through determination of relative 
calibration using fixed desert targets that would have minimal change.1011 The calibration uses the equation: 

L*a) = G(X)(N(X)-Noa)) (1) 

where L* is the radiance at the satellite, X is the spectral band, N is the count value, NQ is the offset (count value 
for zero radiance), and G is the calibration slope. We have used N0 of 40 for both channels of NOAA-11, and 41 
for both channels of NOAA-14. The values of G used herein units of Wm"2sr"' urn"1 are 0.5496 and 0.3364 for 
NOAA-11 bands 1 and 2, respectively, and 0.5778 and 0.4007 for NOAA-14 bands 1 and 2. NOAA-11 was a 
nearly stable sensor after launch, while NOAA-14 has shown deterioration. NOAA-14 degradation is not yet 
incorporated into our processing (this will require reprocessing of data with a degradation term in G). A gradual 
deterioration results in the "true" December 1996 values being 1.077 times those reported here". 

The reflectance of the water RK (which includes the bottom where the water is optically shallow) is 

KLW(X) 
Rw  — 

Eä(k) (2) 

where L„ is the water-leaving radiance, Ed is the downwelling irradiance entering the water, and X is the spectral 
band. L„ and RK refer to values above the water surface. Rw is approximated by Rd, which is the Rayleigh and 
aerosol corrected channel 1 reflectance: 

Ru  =  Rc(h) - YRC(X2) (3) 
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with subscripts 1 and 2 denoting channels 1 and 2 and: 

R (X) = itL<(X)/EoCK) - KLr(k)/EoCk) 

(l/r2)To(k)Tl(k)cosQ0 (4) 

where L* is the radiance measured at the satellite, Lr is the Rayleigh radiance, E0 is the solar constant, and r is the 
normalized earth-sun distance, 90 is the solar zenith angle, and T0 and T, are the transmission coefficients for sun- 
to-earth and earth-to-satellite respectively. This model follows the one used for CZCS12 and is described in more 
detail in Stumpf13. 

Most of Florida Bay is shallow with depths of < 2 m. Because of the shallow and highly variable bathymetry 
that has not been resurveyed in over 100 years, corrections for bottom reflectance have been problematic and have 
not been implemented yet. This is a minimal problem in winter as the high sediment load tends to result in an 
optically deep water column. During the summer, contamination by bottom reflectance is a problem and 
reflectances tend to be brighter than is appropriate. 

2.2 Field Methods 

Field ecologists in the area document light attenuation using scalar radiometers measuring photosynthetically 
active radiation (PAR). For comparisons, we have taken profiles of scalar irradiance (Eo) at 0.25 m increments 
from 0.25 m depth to the bottom (typically 2 m). The diffuse attenuation (K) is determined from regression ln{Eo) 
against depth. Stations also include Secchi disk depth, which in the winter is often shallower than the bottom, to 
tie in with a comprehensive volunteer monitoring program as well as early measurements. Reflectance values to 
match K are determined by finding the median of the 3x3 block of pixels around the sampling station within 4 
hours of overpass. The range of reflectances in the 3x3 block provides a crude approximation of the spatial 
variance. The range of K values is modest, so linear regression is best for the relationship between Rd and K 
(Figure 2), rather than the semi-analytic logistic equation Rd ~ F/(]+G/K)u. 

3.0 RESULTS 

Reflectance and K show a strong relationship in Florida Bay. The positive relationship corresponds to a system 
that is dominanted by scattering. The amount of reflectance in Florida Bay is far greater for a given attenuation 
than that determined for MobileBay14, which is more typical of southeast river- dominated estuaries. This 
suggests minimal absorption in Florida Bay by either dissolved pigments (CDOM) or by particulate-based 
pigments such as iron. Florida Bay also has carbonate sediments rather than the siliceous sediments found 
throughout the eastern US. 

The type of patterns in the Bay can be represented by several sites (Figure 3). Twin Key basin and Butternut 
Key represent endpoints of water clarity in the Bay. Butternut Key, in the northeastern Bay, is in a region that has 
sparse seagrass and fine sediment. During the winter, high winds associated with the passage of cold fronts result 
in extensive resuspension. (For reference, these reflectances are typically higher than those observed in the 
Mississippi River plume.)   Twin Key is a sheltered basin in the central bay with dense seagrass beds and more 
rocky material. This area has shown only a slight indication of higher reflectance in 1995-1996. In the early 
1990's, Rankin Lake more closely resembled Twin Key in the presence of seagrass. With dieoffs, the water 
showed a significant increase in brightness and a deterioration in water clarity recognized and documented by the 
entire Florida Bay community. 

Several research and monitoring programs have been operational in the Bay for a number of years. Everglades 
National Park and Florida International University have operated a monthly monitoring program of the Bay since 
about 1991, and the Florida Department of Environmental Protection and The Nature Conservancy began an 
additional comprehensive program in 1994. Measurement systems have varied considerably, making integration 
of the different data sets problematic. While the local community describes the Bay as having exceptionally clear 
water before the seagrass dieoffs, only limited data sets are available for documentation. The AVHRR can 
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provide a standard record over the last decade and permit extrapolation of existing data on water clarity into the 
past in order to describe the entire bay prior to the seagrass dieoffs. This effort at expanding the AVHRR time 
series will be conducted jointly with the NOAA Coastal Services Center (J. Brock and K.Waters). Ultimately, 
intercomparison of AVHRR with OCTS and SeaWiFS will permit a continuous record of water clarity from the 
past well into the future. 
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Figure 1. Location of Florida Bay with sample stations marked. 
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Figure 2. Data and Relationship between AVHRR reflectance and diffuse attenuation (K) for PAR in Florida 
Bay. The relationship for Mobile Bay is shown for reference. 
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Figure 3. Monthly means of reflectance for Butternut Key, Twin Key, and Rankin Lake stations (Figure 1). In a 
typical month about 5-8 images were available. During 1994, afternoon satellites were not operational. The low 
reflectance in January 1991 may result from anomalously low winds during that month. 
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ABSTRACT. 

The materials ol" settlement valuations and experimental data about structures oil product's discharging and depth 
its finding can be used for valuation of opportunity and conditions of application of air laser methods to detection and 
classification ofoil pollution at operations of deposits of oil in shelf zone. The theoretical estimations of opportunity realiza- 
tion of air LIDAR systems in view of oil distribution features in sea are adduced. Its shown, that in processes of decompo- 
sition its space structure changes, and the floating drops can be formed the optical contrast layers in waters near to the "sea - 
atmosphere" interface. The estimations of optical systems permits to generalize about reality of development two-frequent 
LIDAR system, containing two channels, one of which measures the fluorescence of organic substances located in thicker 
water, and second - combinational scattering of light by molecules of water. 

KEY WORDS: lidar methods, oil pollution, index of color, sea monitoring. 

I   FLUORIMETRY OF OIL OR OIL PRODUCTS IN SEA. 

It is well-known, that the most the effective method of crude oil or oil production (OP) detection from underwater 
source is the fluorescent method. Optical properties of emulsion and solution, contained oil products in sea water, depends 
not only on concentration or composition, but also on temperature of water, sea and weater conditions, flows and others 
Some researches stress the additional dcpcndancc upon lime of spill existance. structure and particle size, which arc 
dispersion system1"-'. The problem of underwater spills detection in sea by means of airborn lidar system incomparable 
complicated. The principle disturbance of to detection OP spills in sea arc dissolved organic matter (DOM), which optical 
properties arc coincide. 

It is very difficult problem or the optical distant control of the crude oil (or oil products) discharges from the 
underwater oil pipelines or wells in the oil mining regions on depth 50 - 100 m and it is impossible to solve it at present. 
Nevertheless it is possible to offer the means or this problem solving. In this study on base of the theoretical and 
experimental investigations'1 it was showed that after discharge the OP -cloud" came to the surface and divided into separate 
clastcrs in accordance with oil drops sizes. These OP drops clasters are being transfered by sea currents and dispersed bv 
turbulent movements. Under certain conditions the OP drops clasters are able to emerge near by sea surface and its 
concentration arc able to be sufficiently large and its arc able to form the surface slicks which are accessible for discovery bv 
various optical instruments. As it was showed in'" the maximum of OP drop sizes distribution corresponded to the drops 
with 0.4...0.5 nun diameter. 

The condition of slick with minimum sizes formation on the sea surface as result of impulsive discharge is formed 
b\ formula " : 

Q>2n-r,y6rK7"'-ti *■*—. 

where: Q - volume of OP discharge. 

h -depth ol'OP discharge. 

w - vclocil) ol'OP drop emerging, which is depended upon its sizes. 

K. - turbulent diffusixil\ coefficient in vertical direction. 

y - specific wcigt of sea water. 

i: - horizontal and vertical turbulent dillusivity cocfilcicnls ratio. 

r>, - minimum OP slick thickness which defines its arise conditions. 
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This formula shows the OP drops si/.cs increase accompanied by its emerging. Velocitie w increase makes easier the 
slick formation. Namely for the slick with minimum sizes arise it is necessary the lesser OP discharge volume. It is necessary 
to take into consideration, that another important circumstance is the slick existence time. Because of the air and water 
temperature the intensity of the crude oil light fractions evaporation and heavy fractions oxidation decreases. That is wav the 
natural self-liquidation processes of OP slick are dclaied to a marked degree and stoped in general. 

The research of fluorescent characteristics dissolved organic matter and OP in marine water were conducted beside 
of authors and have allowed to determine the characteristic properties of fluorescent fields of these substances and attributes 
of them distingtion. The reviews of these data arc adduced in '•5. The fluorescence of these substances are stacked in spectral 
band AX « 1()() mit. At use of such method the summary fluorometer signal is determined by sum of light flows P„ =p„lD"Ml + 
P„ The problem consists of in division or these components, even if the requirements of quantitative determinations of 
concentration OP or DOM arc not included. The main problems, which arise at determination by air lidar systems 
(irrespective of principles their work) OP in arctic seas, are common for such systems and found out processes such, as: 

- Multifoldncss of objects in real conditions and their status. On data of laboratory researches6 the fluorescent bands 
of dissolved and emulsified OP arc considerably distinguished. 

- Form or solution OP fluorescence band poorly depends on as initial sample and is stable on time". 

- For emulsified samples of OP the dependence of intensity and forms of fluorescence bands from state initial OP 
and its "age" is observed. 

- Experimental research data about the behaviour of OP spills in sea conditions are absent. 

- Influence some conditions, for example, of ice thickness and morphology on structure of OP spills, is not 
investigated. 

The optical methods of fluorescent signals OP and DOM division are based on distinction of optical properties of 
these two kinds of substances, including various spectral bands of excitation and fluorescence. Obviously, that the most the 
effective method or division of signals in such fields is multifrequently laser fluorimetry. The application of this method were 
suggested some authors, for example '. On our opinion, application as source laser on copper vapour is optimum, since it 
provides the wide set of generated lines (17 waves lengths) in interval UV and visible range: from 262 nm (average power 
270 mW) to 510.6 and 578.2 nm (about 2000 mW) . Duration of impulse 10-15 ns. frequency 10 kHz. The application one 
of scanning method allows to adapt the system to sea condition observing. 

The valuation of molecular spectroscopy fluorescent method sensitivity to concentration OP in laboratory conditions 
' gives the significances in interval 0.0001 ...0.1 mg/1. However presence in marine environment DOM. distribution of 
which on depth non-uniformly. gives that the real sensitivity of method (on results of our experiments 2) is defined just by 
these effects and in conditions of our experiments (Black sea) and made 18...60 mg/1 in nearsurface layers to depth 15m and 
0./S...0.5 mg/1 on depth more M)...40 in. 

The simplified kind of air lidar equation is possible to be presented in following form: 

where: P,|,,, - power of accepted fluorescent pulsing signal. 

P„'""i" - power of exiting light. 

/ - depth of strobing layer. 

A - area of receiver. 

S,|,, - fluorescent section. S,,,, = s,h,«C«V. with sd,;, - specific section. C - concentration and V - volume of fluorescent 
substance ). 

H -. hight of flight. 

c - speed of light. 

F(...) - integrated lunciion. dependent from "cloud" size and optical properties of environment, (is tabulated in "). 
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aO - angular size of object (in our case aO -> ac. F -> 1). 

rr - scattering coefficient. 

X, - absorption coefficient 

T - optical density of layers of marine water, atmosphere at distribution exitation or fluorescent light. 

n - refractive index. 

At - duration of light pulse 

To take into account real conditions the formula is simplified and in final kind, as is shown in f'. the lidar system is 
permitcd not only to find out fluorescent layers by impurity, but also to evaluate the size of concentration. Really, at use of 
two-frequent lidar in consideration are introduced 4 signals, wich are determined by fluorescence of organic substances and 
combinational scattering on two waves lengths is entered. 

The substance of reliability problem is reduced to following phenomena. Except for discussed kind of basic 
handicapes. connected with nature of processes in nature, on character and level of signals can influence by handicapes. 
connected with other effects of natural processes. For example, the influence of cloudness. low transparency of all site, on 
which light stretched. In such situation it is possible the fluorescent object omission, large flight hight and series other ones 
happens. The program for board computer complex, ensuring control of operating modes of instruments and choosing by 
operator optimum (from point of sight of maximum of reliability of results) flight regimes and work of instruments '' is 
developed. 

2. LASER SPECTROZONAL SYSTEM. 

The principles of spcctro/.onal systems on passive principle are in detail considered in series of work, for 
example ' '. The "Index of Colour" as the characteristics of marine environments condition receives the recognition in 
physical oceanography. A long time "Index of colour", arc carried out supervision for conditions of seas and lakes'. In 
two-flow approximation theoretically this quantity presents the characteristics of pigment concentration in sea water ". 
The application of active laser systems for ecological sea monitoring is of interest from point of sight of operative local 
analysis of situation (relatively the small dependence on weather conditions, accuracy of coordinat. operational receiving 
data. etc.). However, use of one-frequent laser as source of illumination limits the opportunities of monitoring only by 
fixing of phenomenon of change of optical properties of environment. 

The multispcctral illumination, which by certain image chooses the lengths of waves, permits to identify the 
kind of impurity - "painted" throwing off. area of distribution pigments of natural organic origin, or terrigenic 
substances. In majority of tasks the decision of this problem is determining process. 

At use of two-frequent laser '' with radiation waves /., and X2 attitudes of capacities accepted radiation, 
normalized on capacity radiatin of each length of wave ". the index of colour equation take a view: 

/ r()X2 

To similar kind of dependence present the valuations on data l2in view of features of water radiance distribution. 
Given " for valuation of errors, arising at using of this formula, it is possible to show, that in (1) the attitude 

Ffciyz. a())/F(aX2z. a()) 

little depends on the length of wave I and is possible to be thought of constant value near to 1. 

The consideration of features of work active spcctrozonal system, in which as the source of illumination is 
applied the two-frequent laser, permits to generalize that such system provides the identification not only of "painted" 
areas, but hydroinccanicnl disturbance of marine environment. Obviously, that the conclusion about properties of system 
with two-frequent illumination and its technical opportunities is possible to be made on results of its tests in marine 
conditions. The experimental installation was designed for placing on board of flying laboratory ". 

Photometer on active principle: 
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- The source of radial ion The pulsed Cu-laser. 

- Wave length of radiation 510.6 and 578.2 nm. 

- The average capacity, accordingly. W. 3.2 and 1.8 

- The radiation instability 3.. 4 %. 

- Angle of beam 6 mrad. 

- The pulsed frequency 7.. 10 kHz. 

- The duration of pulses 20 ns. 

- The receiver Objective on Cassaigren scheme. 

- The objetive diameter (working) 200 mm. 

- The angle of field of sight 2.5 °. 

Optical axis of active system is tilted under angle of 7° ahead, on direction of flight, with the purpose of 
reduction of influence by radiation components, which reflected from sea surface. With this purpose the strobing of 
receiver were entered. 

The optical systems and recording instruments were placed on board of flying laboratory and permitcd to 
conduct the synchronous supervision of variability of signals in conditions of minimum influence from radiation, which 
arc scattered by underlying layers of atmosphere. The chosen region of researches - coastal zone by extent about 15 miles 
- began on distance of 1 mile from coastlc-linc and included the sites, where the significant gradients of optical properties 
were observed. The flight highl of laboratory were 200 m. speed - 100 m/s. Whole flying by extent 25 km is broken on 
sections by extent or 4 km. Each readout is removed through 100 m of flight (Is). The first sections relates to 
aquatorium with relatively uniform properties. The next section is the frontal zone with sharp gradients of optical 
properties, and on subsequent sections the variability of signals determined geterogenity of optical properties of 
environment, is marked 

At stable sea surface irradiant during the experiment the variability of signals is determined by random character 
of distribution of optical characteristics or environment. Therefore at analysis of data the statistical methods of signals 
processing were applied. Each sample of signals during post-processing is considered as the quasistationary realization of 
random process. The trend of signals is remote. Then improved records were used for account of cross-correlation 
functions (CCF) of signals and their direct comparison. Form CCF of signals of active system in this experience testifies 
about insignificant degree of correlation. The results of account CCF of signals, relating to various flying sections are 
adduced on drawings I -5 On first section the characteristic scale geterogenity. significance CCF in maximum more 
than 0.85 -0.9 On next sections it is possible to note the characteristic phenomenon - more "high-frequency" character of 
process, less on scale and less the significance CCF in maximum. In series of cases may be seen absence of expressed 
maximum, that is characteristic of uncorrclated processes. The opportunities of optical methods can be extended not only 
at the expense of round-the-clock application optical monitoring, but also opportunities of identification of impurity or 
kind of processes, description of their space-temporary variability. 

Obviously, that the adduced results of our supervision can not apply for on completeness, their purposes was the 
desire to draw attention on expansion of remote monitoring's marine environment by optical methods. 

3. ACKNOWLEDGEMENTS 

Special thinks to ONREUR Visiting Scientists Program for assistance and support in participation in the Conference. 

4. REFERENCES 

1   "ZhiCTaHUHOHHbic MCTojbi Hcc.icjOBaHHJi OKcaHa". C6. ennea. HuaTcibCTBO Hno> AH CCCP r TophKHn 
l9S7r 

2. B.K FoH-iapoB. B.T. JIMCKOB. Mcc.icjoBaHnc OCO6CHHOCTCH pacnpocrpaHCHiui Hefjrrn B MopcKon epeje H VC- 
.IOBHH ec Bcn.ibiTHM Ha noBcpxHocn. OKcaHo.ioruJi. T. 33. K« 6. 1993 r.. c. 856- 862. 

805 



3. OKc;)Horpa<j>nMccK;iH 3HunK.noncjH>i. TaapoMeTCOHuaT*". JL. 1974 r. 

4. B R. TaHUNOKH. Tc.io pacnpcac.iCHH« HPKOCTH B Mope noao .ibaoM. C6. "OnTHKa Mops H aTMOCtfoepbi". CO 
AH CCCP. r. KpacHoapcK. I 990 r. 

5. r.C. KapaoaiucB. ct>.iyopccucHun>i B OKeaHc. "TuapoMeTeoH'uaT". Jl.. 1987 r. 

6. A6pocKHH   AT..   Ho.ibjc   C.E..   OaaeeB   B.B.   H  jp.   OnpeaejieHHe   KOHuempauHH   3\ryjibrHpoBaHHo- 
paCTBOpCHHbl.X B BOJC HCl|)TCÜ MCTOJOM -laiCpHOH (|).l\'OpHMeTpHH. flAH CCCP. 1987 r. 

7 H.J1. JIOBMHH. "ynpaB.icHMC xapaicrcpHCTHKaMH irayMeHiui junepoB Ha napa.x MCIIH". ABTopeiJiepaT jHccep- 
TauHH Ha coHcwaHHC V'ICHOH CTcncHii K.(J).-M. HayK. TOM. 1995 r. 

8. "CnckTpocKonnMCCKHc MCTCUM onpcic.acHHJi cjicaoB SJICMCHTOB". C6. noa pea. ,H>K. BaHH(|)opaHepa. "Mnp". 
M.. 1979 r 

9 B.H Ociirc.ibc. ABTopc(|>cpaT ziHcccpTauHH Ha coHCKaHne vieHoii creneHH KanaHaaTa TexHHnecKHx HavK. 
JIMTMO. 1989 r. 

10 Goncharov V K... Lyskov V.G. Investigation of the oil spreading in the deep sea and search for method of 
discover the oil pollution under sea surface. Proceeding of SPIE. Ocean Optics XII. 1994. vol.2258, pp.797-803. 

11. JJ,O;IHH Jl.C. U.M. JICBHH. CnpaBOMHHK no TcopHH noaBOAHoro BHJCHHM ("The references book on theory 
underwater vision") Jl  rnapoMCTConuaT. 1991.229 c. 

12. Remote sensing in meteorology, oceanography and hydrology. Ed. A.P.Cracknel. ELLIS HORWOOD 
LIMITED. New York. 1981 

13. H.B   A.icuiHH. B.r.JlbicKOB. BHTlncapeB. E.A.U,BeTKOB. <t>0T0MeTpH« onTHMecKHX nojieii noBepxHOcmbix 
c.iocB \iop>i. (Photometry of optical fields of surface layers of sea.) " The Optical Journal " (Russia). 1993. NA2. 

14. John F Potter Two-frequency lidar inversion technique. Appl.Opt. V26. b7.1987, p!25()-1256. 

806 



0    10  20   30  40 
ijFlÜ|A\Jl4   d_ 

.J-i<2pJx*   Z 

0,3 
°-? 0,1 
0,0 

-0,2 
-0,3 

L   |    '    I    '    l    '    I    '    I' 

M   i   I   i   I   ■   I   '   I"» 
0    10   20   30   40 

<?.. 
.uifywie j? 

807 



808 

The generation of high resolution ocean colour information from 5 particular bands 
(a case 2 water approach) 

Marcel R. Wernand, Susan J. Shimwell*, Jan C. de Munck 

Department of Physical Oceanography, Netherlands Institute for Sea Research (NIOZ), PO Box 59, 1790AB Den Burg, 
Texel, The Netherlands 

* Department of Oceanography, University of Southampton, Southampton Oceanography Centre, Waterfront Campus, 
European Way, Southampton, SO 14 3 HZ, England, UK 

ABSTRACT 

Ground truth measurements are necessary for the validation of remotely sensed data. Rapid ship or aircraft spectral 
measurements of the upwelling and downwelling (ir)radiance are needed to determine the reflectance of the water 
column as well as to intercalibrate with satellite sensors. Inter calibrations are hindered by the application of different 
instruments with varying spectral bands. 
It has been found that high resolution ocean colour data (case2) do not contain more information on water quality than 

data from a limited amount of spectral bands. However the positioning of these spectral bands over the visible spectrum 
should be correctly chosen. The present work uses a reconstruction technique which would enable simple optical 
instruments with 5 specific bands to be used to determine water quality parameters and to validate satellite data even if 
the sensors differ in central wavelengths. It is shown that when an optical data bank (ODB) of high resolution spectra 
(400-720 nm) of a specific sea area is available it is possible to reconstruct complete reflectance spectra, accurate to 
within 1 %, out of the reflectance measured in 5 bands. Such an ODB could contain subsurface or airborne reflectance 
(or normalised radiance) data. The reconstruction technique used is based upon a multiple regression analysis (MRA) of 
the ODB. To validate this full reflectance spectrum reconstruction method spectral data collected with different 
radiometers in different locations were successfully regenerated from 5 specific bands (412, 492, 556, 620 and 672 nm). 
Another advantage of the reconstruction technique is the storage of high resolution spectral data by means of only 5 
bands. It is proposed that airborne spectral reflectance measurements could stay limited to only 5 specific spectral 
bands. 

Keywords: ocean colour, remote sensing, reflectance, spectral bands, reconstruction of spectra, multiple regression 
analysis, optical databank 

1. INTRODUCTION 

New ocean colour sensors can differ in number of wavebands as well as in wavelength with both previous and future 
sensors. At present only those instruments with a high number of spectral bands could overlap the spectral bands of the 
different airborne and space borne sensors. It has been shown by various authors using principal components analysis 
(PCA) that 3 components explain most of the variation observed in the spectral signature of the visible reflectance 
spectrum in natural waters (Gower et al 1984, Fischer 1985, Sathyendranath et al 1989, Hinton 1991, Marees and 
Wernand 1991, Gitelson et al 1993). A linear transformation technique for the complete retrieval of solar irradiance 
spectra (400 - 720 nm) by means of 3 bands was used by Spitzer and Wernand (1986) and was found to be accurate to 
within 10 %. The optimum number of wavebands required to show most of the information contained in a full spectrum 
was found to be 9 for an airborne sensor monitoring inland waters (Dekker et al 1991, 1992). Sathyendranath et al 
(1987) also showed in their 3-component model of ocean colour that with only 5 selected channels there was no 
significant loss in the information that could be retrieved from their modelled spectra. The 5 key-wavelengths they used 
were 400, 440, 520, 565, 640 nm. It should be possible to reconstruct a complete spectrum from a few specific 
wavebands. This has been attempted previously by Mayo et al (1993) by using a different technique to the one that is 
presented here. They reconstructed a complete normalised radiance spectrum derived from the CZCS bands by using a 
kriging interpolation method . It is shown here that if an ODB of high resolution reflectance spectra (400 - 720 nm) of a 
specific sea area exists it is possible to fully reconstruct these and new spectra by a 5-band approach. The technique 
used here is based upon multiple regression analysis (MRA). A minimum of 5 key bands were chosen as independent 
variables in the MRA technique; 412, 492, 556, 620 and 672 nm (incl. 4 SeaWiFS bands). These were found to give 
good results. 
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2.    INSTRUMENTS AND DATA COLLECTION 

Data collection was performed in Dutch and Belgian coastal waters and in the Dover Strait (Area A, Fig. 1) during 
four seasons in 1993. The total suspended matter concentration ranged between 1 mg/1 and 66 mg/1 and chlorophyll-a 
concentrations were observed to vary from 0.3ug/l to 30ug/l. 

Fig. 1. The North Sea and English Channel. The spectral data were collected in the area marked 
with an A. Spectra that were used for reconstruction were collected with a different radiometer in 
the area marked B. 

Two PR-650 SpectraColorimeters (Photo Research) were employed for the spectral downwelling irradiance and 
upwelling radiance measurements. This instrument has a spectral range from 380 - 780 nm with a FWHM of 8 nm and a 
spectral accuracy of 2 nm. The wavelength resolution is less than 3.5 nm / pixel. The detector is a self-scanned 128- 
element diode array. 

Ship borne spectral data were collected at 119 stations from a height of 4 metres above sea level. For the downwelling 
irradiance (Ed+) a cosine head was mounted on the instrument. The radiance (Lu+) was measured through an objective 
lens with a 1° field of view. To minimise direct surface reflectance the instrument was tilted 20° off nadir away from 
the sun during measurements. Both Ed+ and Lu+ were measured simultaneously. All measurements were performed 
between 9.30 h and 16.30 h local time. Weather conditions varied from full overcast to bright skies. Variation in wave 
height was in the order of 0 to 2 metres. 

A single measurement was accumulated 4 times and 3 measurements were taken at each station. The measurements 
were then averaged. The diffuse spectral reflectance R was calculated from the ratio of the upwelling radiance and 
downwelling irradiance using: 

R(X) = Q.Lu (X) I Ed (X) (1) 

where R (X) is the diffuse spectral reflectance, Lu (X) is the upwelling spectral radiance, Ed (X) the downwelling 
spectral irradiance and Q could vary between n and 2it where in this case Q was chosen to be 5 as was suggested for 
nadir and near-nadir viewing angles (see Austin 1980 and Kirk 1994). In Fig. 2 the reflectance is shown for all the 
stations. 
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Fig. 2. The reflectance spectra for the ODB which were measured at 119 stations in area A (Fig. I). 

3.    METHODS 

The idea underlying the proposed reconstruction technique is to express the full reconstructed spectrum R(X) as a linear 
combination of a constant and the reflectance at points where the spectrum is known: 

R(X) = b0(X)   +    £   bß)R(^) (2) 
i=i,/ 

Here, the functions bß) are derived from the optical data bank (ODB) and u.,, u.2> ..„u^are the wavelengths where the 
spectrum is known. 
When it is attempted to reconstruct a spectrum Rk(k) of the ODB itself using Equation (2), an error ek(X) will remain: 

Rk(X) = b0(X) +   £    bß.) Ät(n,-)        +      £k(X)     ,    *=1 A:. (3) 
i=i./ 

In our application the number of points / equals 5 and the number of spectra in the ODB is K and equals 119. The 

functions bß.) are determined by a multiple regression analysis. It is required that the sum of squared errors X ek
2(X) 

is as small as possible, for each wavelength X. For this purpose Eq. (3) is expressed in matrix form, as follows. With 

1 *,(!!,)... Ä,(n;) b0(X) R] (X) 
A= IÄ2(fi,)...Ä2(ji/)       ,    b(X)=    &,(*,) and r(X) =    R2(X) (4) 

i RK(mi) ...RKUi,) bß.) 

equation (2) can be expressed as r(X) = A b(X) + E(X) and for b(X) it is found 

b(X) = (A AT)inv A r(X)   . 

R^X) 

(5) 

With this equation for b(k) and with jx, =412 nm , \i2 = 492 nm, n3 = 556 nm , u.4 = 620 nm and \i5 = 672 nm, we 
computed the numbers of table (1) which are shown graphically in Fig. 3. Using this table and equation (2) any 
spectrum can be reconstructed of which only /?(u.,) , R(^5) have to be measured. 
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bO bl (412 nm) b2 (492 nm) b3 (556 nm) b4 (620 nm) b5 (672 nm) 

400 nm 0.092644 1.099933 -0.09268 -0.00922 0.083177 -0.09766 

420 nm -0.05271 0.916038 0.075304 -0.01018 -0.00302 0.00975 

440 nm -0.10173 0.646618 0.392782 -0.0997 0.082318 -0.03549 

460 nm -0.08723 0.372728 0.700702 -0.12042 0.101425 -0.04832 

480 nm -0.03489 0.119206 0.927145 -0.07259 0.063668 -0.04069 

500 nm 0.018229 -0.06039 0.987759 0.084353 -0.05687 0.052795 

520 nm 0.04237 -0.1117 0.770187 0.307217 0.018604 0.01552 

540 nm 0.039403 -0.12478 0.47735 0.636132 -0.03178 0.039934 

560 nm 0.000061 0.034573 -0.11905 1.091447 0.014107 -0.01919 

580 nm 0.026719 0.057311 -0.36937 1.070214 0.4088 -0.1812 

600 nm -0.00216 0.065534 -0.13299 0.21947 1.16801 -0.31556 

620 nm 0 0 0 0 1 0 

640 nm -0.00023 -0.03936 0.033377 -0.05112 0.848697 0.2088 

660 nm -0.02983 -0.04617 0.104507 -0.11788 0.410075 0.64614 

680 nm -0.02112 0.117242 -0.19487 0.120563 -0.05369 1.021293 

700 nm -0.22263 0.240766 -0.22374 0.023645 0.030069 0.948429 

720 nm -0.48275 0.415441 -0.33785 0.221446 -1.00017 1.690322 

Table 1. The regression coefficients at a 20 nm wavelength interval to be used for the reconstruction of 
unknown spectra with given wavelengths. This table can be used in combination with equation (2). 
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Fig. 3. Spectral behaviour of the regression coefficients bg to b$ of table 1 between 400 and 720 
nm. 

4. RESULTS OF RECONSTRUCTION OF SPECTRA 

The reconstruction technique was first applied to a set of reflectance spectra collected in the same area and with the 
same instrument as those spectra contained within the ODB. However to ensure independence this set of test spectra 
was not included in the ODB. The measured spectra (solid lines) and reconstructed spectra (symbols) are shown 
together in Fig. 4. 
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Fig. 4. Measured (solid lines) and reconstructed (symbols) reflectance spectra from area A (Fig. 1). 
The bars represent the wavebands (412, 492, 556, 620 and 672 nm) used to derive the regression 
coefficients. 

The technique reconstructs spectra to within   1% for the majority of the wavelength range 400 - 720 nm. Around 450 
nm and at the end of the spectrum reconstruction is within 4% . In order to investigate the capabilities of this technique 
further, sets of spectra collected in different areas and with a different radiometer were reconstructed. Data were 
available from the coast of Northern France which were collected with a Spectron Engineering SE-590 multispectral 
radiometer in March and May 1992. The SE-590 measures in 252 bands over a spectral range of 360 nm to 1110 nm 
with a FWHM of 10 nm and a spectral accuracy of 3 nm. The first set of data was collected in March from coastal 
waters 15 miles south-west of the Baie de Somme. The dissolved and paniculate constituents of the water here were 
substantially different from those in the area where the spectra for the ODB were collected. Exceptionally high 
reflectances of up to 30% were observed, (Fig. 5), because the inorganic component of the suspended material consisted 
mainly of fine chalk particles (less than .4 um). The chlorophyll-a concentration measured from water samples taken at 
the same time was 8 ug/1 at spectrum 1 and decreased to 1 ug/1 at spectrum 4. The actual total suspended particulate 
matter concentration determined gravimetrically from water samples only varied from 3 mg/1 at spectrum 1 to 5 mg/1 at 
spectrum 4.   Fig. 5 also shows the reconstructed spectra of region B using the ODB of reflectance data collected in 
region A. The reconstruction is again accurate to within 1 %  for all wavelengths and for spectra of varying magnitude 
except for the region around 580 nm where the accuracy is within 4 %. 

A further set of reflectance spectra was available from the French coast within 5 miles of the Baie de Somme estuary 
which was collected in May 1992.   Here the water quality was again different with higher levels of organic material. 
The concentrations of chlorophyll-a ranged from 3 to 14 ug/1, and the total suspended matter concentrations ranged 
from 3 mg/1 to 9 mg/1. The measured and reconstructed spectra are shown in Fig. 6. 
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Fig. 5. Measured (solid lines) and reconstructed (symbols) reflectance spectra from coastal waters 
15 miles south-west of the Baie de Somme (Area B , Fig. 1). The bars represent the wavebands 
(412, 492, 556, 620 and 672 nm) of the ODB of reflectance data, collected in area A, used to 
derive the regression coefficients. 
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Fig. 6. Measured (solid lines) and reconstructed (symbols) reflectance spectra from coastal waters 
within 5 miles of the Bale de Somme (Area B, Fig. 1). The bars represent the wavebands (412, 
492, 556, 620 and 672 nm) used to derive the regression coefficients. 

The reconstructions are accurate in all wavelengths apart from above 700 nm where there is a decline in accuracy. This 
effect was emphasised when a set of spectra from inside the Somme estuary (May 1992) was reconstructed (Fig. 7). 

i 500 600 700 
Wavelength (nm) 

Fig. 7. Measured (solid lines) and reconstructed (symbols) reflectance spectra from the Somme 
Estuary (Area B, Fig. 1). The bars represent the wavebands (412, 492, 556, 620 and 672 nm) used 
to derive the regression coefficients. 

It can be seen that there is a large reflectance peak at around 700 nm in the measured spectra, caused by a shift in the 
685 nm fluorescent signal, and this peak is not reproduced in the reconstructed spectra. The reason for this is that there 
were no spectra having such optical signatures in the ODB of spectra. 

5. CONCLUSION 

This 5-band reconstruction method of full spectra by means of multiple regression techniques seems to be an accurate 
and promising method to aid the validation of remotely sensed data. This implies that ground truth radiometers 
developed nowadays do not need constant adjustment of their spectral performance if new satellite sensors are 
introduced. However one should take notice that the reconstruction does not add any extra value to the 5-band spectral 
signature of the investigated water type. In other words this means that the composition of the particulate and dissolved 
matter is embedded in the reflectance behaviour within the 5 used spectral bands. Furthermore this implies that the 
information derived from case 2 water reflectance spectra is limited. 
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Those waters with exceptionally high chlorophyll concentrations, showing a shift in the fluorescence peak, will be hard 
to reconstruct, at that particular waveband, if there are no representative spectra in the ODB. The ODB in this study 
contains only spectra from case 2 waters and it is essential that it is enlarged to include data from waters with a different 
composition. Care should be taken that all spectral signatures are equally represented. 

Notice the use of the 620 nm band in the MRA which was necessary for accurate reconstruction. In the design of future 
airborne band (imaging-) radiometers one should consider this extra band. 

It is proposed that future work should concentrate on the optimum position for the bands within the visible spectrum 
and to what extent the FWHM of the key-wavelengths can be enlarged in order to encompass any variation at a discrete 
waveband and if one should incorporate an extra waveband beyond 700 nm. Another aspect of the described MRA 
method should involve airborne high resolution spectra and under water spectra. 
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A System for Maritime Surveillance Aid 
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ABSTRACT 

A .system to aid maritime surveillance is being studied to search for small floating objects like a life raft or 
to detect oil spill more reliably and efficiently. The system consists of sensors, an image processor and a display 
so as to reject unnecessary noise in the sea surface images, and then to detect and identify the objects to be 
searched. This paper describes the optical sensor system with an infrared camera and a TV camera. The infrared 
camera detects 3 - 5 /«» waveband by 512 x 512 solid state sensing elements. The system was used to gather 
images on different sea areas in summer and winter by aircraft, and on the ground. Typical images arc presented 
to demonstrate the validity of the sensor system to search for small floating objects. The influences of air and 
water temperature, weather and observation altitude upon the images are discussed. Image processing techniques 
like filtering or image superposition are also described to suppress noise. 

keywords:   Maritime surveillance, Search and rescue, Infrared camera, Noise suppression, Image processing 

1.    Introduction 

Search and rescue or environmental surveillance on the sea is performed visually and by radar in Japan. 
However, visual surveillance is deteriorated by inclement weather and sea condition. Present radar surveillance 
is greatly influenced by undesired echo (clutter) from precipitation or sea. SAR (Synthetic Aperture Radar) 
was introduced to enhance the detection performance of conventional radars1. Several sophisticated surveillance 
systems with multiple sensors were presented to deal with these problems". However, most of these systems are 
heavy and expensive. We are in the process of exploring the framework of a system for maritime surveillance 
aid. In this system, we place emphasis on a function to reject unnecessary noise included in the surveyed images, 
detect searching objects, identify, map and display the objects. 

In this paper, the outline of the maritime surveillance aid is presented. The optical sensor system which 
consists of an infrared (IR) camera and a high resolution TV camera was constructed. Ground measurement and 
flight measurement were conducted using the system. Small boats were mainly surveyed to evaluate the detection 
performance of these cameras. 

Typical images are presented to describe the performance of these cameras and to examine a proper altitude 
for the measurement. The influence of air and water, temperature, weather condition and sunlight reflection 
upon the images is discussed. Several image processing techniques are also presented to develop a procedure to 
suppress unnecessary noise. 
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2.     The outline of the surveillance aid 

The primary goal of this study is to develop a procedure to suppress unnecessary noise included in the images 
and to detect objects, and then to identify, map and display them. The surveillance aid must satisfy the following 
requirements: 

1. The sensor can detect small and non-conductive objects like a life raft with the diameter of 3m. 

2. The system can reject or suppress noise in the image like whitecaps or sunlight reflection from the sea. 

3. The system can identify the searching object automatically. 

4. The system can give alarm and display a clear image of the object so that the personnel can make final 

identification. 

The principle of the surveillance aid is illustrated in Fig.l The system consists of image sensors, a data recording 
equipment, a data processing equipment and a display. The image sensors consist of an infrared (IR) camera and 
a visible ray camera (TV camera). The data recording equipment stores video (NTSO) information and digital 
images. The data processing equipment, suppress the noise and identifies the object to be searched. 

As a first, step in developing the total system, we constructed an optical sensor system. The system consists of 
an IR. camera, a visible ray camera (TV camera), video recorders and an A/D converter (a video capture board). 
The IR camera (MITSUBISHI 1R-M5ÜU) can detect 3 - 5 //m infrared by 512 x 512 I'tSi Schottky-Barrier 
elements. This element is reported to have a wide dynamic range3, which is important for our application. The 
field time is 1/60 second. The IR camera (FLIR 2000HP SAFIRE) which can detect 8 - 12 /mi infrared, was 
also used to compare the images from these cameras. A high resolution 3CCD TV camera (SONY XC-003) was 
introduced to obtain reference images. Fig.2 shows these cameras, where 8 - 12 //.m IR. camera is packaged in 
a 15-inch spherical enclosure (turret). Images from these cameras are recorded by two Hi-8 video recorders and 
are converted into the digital information to store in a disk. The sensor system is installed on a twin turbo-prop 
aircraft (Beechcraft B-99) to look down the sea. 

Measurement 

3.1.     Ground Measurement 

The optical sensor system was placed on the cape Kan-non-zaki. which is about 60 meter high above sea level 
and is 12 miles south to Yokohama. From Kan-non-zaki. the Uraga channel which is the entrance of the Tokyo 
bay can be surveyed. The width of the channel is about 6 nautical miles. The vessels were observed there in 
summer and winter. 

Fig.3(a) shows the image of vessels measured by 3 - 5 /mi IR camera (IR-M5ÜÜ : IR camera 1). Fig.3(b) is 
the image from 8 - 12 //m IR, camera (2UUÜHP : IR camera 2). Both images were gathered in June. The held 
of vision is about 14° by 11" for IR camera 1 and 28 by 16.8 for IR camera 2. Although the vision of each 
camera is different, the visibility of each camera can be compared by these figures. A fishing boat, displayed in 
the center of the figure is about 7 to 8 meters in length. The contour of the boat in Fig.3(a) is clearer than that 
in Fig.3(b) because the sensing device of IR camera 1 has a higher resolution than that of IR camera 2. The 
figure also demonstrates, that IR. information can penetrate thin smoky or foggy atmosphere, since buildings and 
chimneys at the opposite shore are displayed clearly on IR images, although they were unable to be soon visually. 

Fig.4 is the IR image recorded in November evening by IR camera 1. Vessels looked vague in the figure. 
The image from IR camera 2 on the other hand, remained clear in the same environment although the image is 
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not, presented here. Generally, it is known that the solar energy is dominant in 3 - 5 ;mi waveband. This fact 
and above phenomenon suggest that the image from IR camera 1 may be easily affected by sunlight reflection. 
However, this problem can be avoided to some extent by using a low pass IR lens filter and will be described in 
the next section. 

3.2.     Flight Measurement 

Fig.5 is the image measured by the COD camera. This image was collected in July by the west coast of 
Kyusyu. the southern main island of Japan at the altitude of 6500 ft. Flight speed at the measurement was 
about 130 knots. The temperature was about 35C°, and the water temperature was about, 25C°. The field of 
view with the standard 5ümm lens at that altitude was about 530 x 410 m. 4 fishing boats, the size of which 
is about 8x3 m, were displayed. There were glittering spots on the upper right, portion by sunlight reflection. 
Measurement was made in different altitude to examine a proper altitude for surveillance. Higher altitude flight 
makes the image recognition difficult. Lower altitude flight, makes the surveillance area narrower. We noted the 
number of pixels constituting an object, to decide surveillance altitude. The number of pixels of a fishing boat 
was counted on Fig.5. Approximately 170 pixels were used to represent, the 8x3 m boat in the whole image 
including 428000 pixels, which means that about 50 pixels will be used in a life raft with the diameter of 3 m. 
It has been shown that the contour of the boat could fairly be drawn by 50 pixels. Thus, we can say that this 
sensor system will detect the life raft by 6500ft flight, although of course, further work is necessary to decide a 
most, suitable altitude to identify an object. 

Fig.6 shows the IR image measured by IR camera 1 by the coast of Hokkaido, the northern main island 
of Japan at the altitude of 6500ft in January. Flight, speed at the measurement was about 130 knots. The 
temperature was about -150°, while the water temperature was about, 50°. It was expected that the IR image 
observed in winter was clearer than that in summer because the high temperature and humidity in Japan will 
altenuate IK. energy. However, the image in winter tended to be degraded. This is because the sensing device of 
IR camera 1 has a temperature dependency and must be calibrated often in cold environment. 

Fig.6 shows that boats were displayed dark on brighter background because the water was warmer than the air 
in this measurement. This figure implies that the contrast between the object, and sea may be reversed, or in the 
worst case, the object, will not be detected in the image depending on the water and atmospheric temperatures. 
We have to take this fact into account, in the process of identifying an object. 

4.    Introduction of image processing techniques to suppress noise 

Several filtering techniques were examined to construct, a proper procedure for noise suppression. Fig.7 is the 
IR image measured by the coast, of Kyusyu in summer. (The CCD image corresponding to Fig.7 was depicted 
in Fig.5.) The altitude of the measurement, was 6500ft. There are 4 fishing boats in lower right portion on the 
figure. White spots caused by sunlight reflection did not appear in the IR image because the 3.8 //m IR filter was 
added on the IK lens.  But 4 boats looked vague because the filter attenuated the IR. energy. 

The threshold method, which is one of the simple filtering techniques to reject darker portions in an image, 
was imposed on Fig.5 to yield Fig.8. 4 boats were extracted by this process. However, there were several while 
spots on the upper right portion on the figure- due to sunlight, reflection. So. another process must be added to 
enhance the contrast between the objects and noise. 

We tried to superpose two images from different sensors. A portion including 4 boats shown by a dotted 
rectangle in fig.7 was cut. and underwent 50 percent transparent process. The portion was then superposed on 
the image from ('CD camera. Fig.5.  Fig.9 is the combined image where the superposed image is shown inside the 
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dotted rectangle, while original OCD image remains outside the rectangle. The glittering by sunlight reflection 
has been suppressed in the rectangle, since this process averages two images. The brightness of 4 boats became 
dark, while the background was darker than the boats, which facilitates a boat identification. Superposition of 
the several images, taken successively by one sensor may also suppress clutter just like the synthetic aperture 
technique if a proper period for data acquisition is established4. However the information like a precise aircraft 
location and the attitude is essential for the successful image superposition. (Mose study is being done to obtain 
the information simply. 

5.     Conclusion 

A system for maritime surveillance aid is now under study. The outline of the system is presented. The optical 
sensor system, which is a part of the total system was constructed. The system consists of a OCD camera and an 
infrared (IR) camera to gather sea surface images. Measurement was made both on the ground and by air. The 
analysis of the measured images showed that the optical sensor system can penetrate foggy atmosphere and that 
it can detect a life raft with the diameter of 3 m at the altitude of 6500ft. The influence of sunlight reflection on 
the IR image was also discussed. 

Several image processing techniques were introduced and examined to find out a proper procedure to suppress 
unnecessary noise in the image. Then, several filtering techniques have demonstrated to serve for noise reduction, 
although they were not always valid in all noise in the images. Another methods, such as the aperture synthesis 
and the histogram analysis are now being studied to avoid these difficulties. 
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Fig.4     IR image at the Uraga Channel 
(Ground measiu'ement in November) 

Fig.5     C'CD image in Kyushu 
(Flight measurement in July) 

Fig.6     IR. image in Hokkaido 
(Flight measurement in January) 

Fig.iS     The threshold method 
(Fig.5 was processed to suppress noise) 

Fig.7     IR. image in Kyusyu 
(Flight measurement, corresponding to Fig.5) 

Fig.9      Superposed Image 
(Fig.4 + Fig.7 : in the dotted rectangle) 
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VARIATION OF AEROSOL OPTICAL THICKNESS AND MOISTURE CONTENT OF THE ATMOSPHERE IN 
THE AREA OF CANARY ISLANDS 

Zuev, V.E., Kabanov, D.M., and Sakerin, S.M. 
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1 Akademicheskii avenue, Tomsk, Russia, 634055 
E-mail: zuev@jao.tomsk.su 

The aerosol optical thickness (AOT) and the columnar water vapor (CWV) of the atmosphere are the most important 
characteristics determining the radiation flux transformation. 

This paper summarized the results of investigations of the short-period variability of spectral AOT (0.37-1.06 urn) and 
CWV obtained during the four marine expeditions in the region of Canary Islands. 

From the geophysical standpoint this subtropical area of the Atlantic Ocean is of our main interest because it is located 
in an outlying area of dust emission from Western Sahara. Practical significance of this area is conditioned by active 
anthropogenic pollution, namely, a large number of health resort, an area of intensive fishery, navigation and so on. 

Instruments, operating instructions for measurement, calibration as well as separate results were published in the 
previous papers [1-3 et al.]. 

Main parameters of a sun-photometer (in a variant of 1995): 
Field of view angle, deg. 
Number of spectral channels 
Maxima   (and    half   widths)    of   light    filters 
transformation, nm 

0.75 
12 

370 (22) 409 (30) 425 (13) 
439 (6) 485 (7) 514(22) 
553 (8) 638 (5) 673 (10) 
870(11) 940 (10) 

1 
1-2 

1061 (19) 
Error of photometric measurements, % 
Time of single measurement series, min 

The areas of investigations in various expeditions are illustrated in Fig.l, and the parameters of the data obtained are 
given in Table 1. 

Table 1 

N Expedition Period of 
investigation 

Quantity of 
spectral 

channels of 
AOT 

Quantity of 
measurement 

sdays 

Quantity of 
measurement 

s series 

Quantity of 
hourly 

average 
significances 

of AOT 
1. 40-th cruise of the R/V 

"Akademie Vernadsky" 
12/05/89- 
12/14/89 

4 9 52 30 

2. 43-th cruise of the R/V 
"Akademik Vernadsky" 

07/04/91- 
08/03/91 

6 29 347 162 

3. The B/H "Esperanza del Mar" 05/01/94- 
05/22/94 

11 19 2750 151 

4. 35-th cruise of the R/V 
"Akademik Mstislav Keldysh" 

01/29/95- 
02/01/95 

04/0/95-04/12/95 

11 7 1638 57 

The atmospheric transmission was measured in different synoptic situations, seasons, and after the Mt. Pinatubo 
eruption (July 1991). A direct consequence of the above research is a relatively large range of variability of atmospheric 
optical thickness (AOT). 
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Fig. 1. Map of investigation regions. 

From the statistical data (Table 2 and Figure 2) it follows that the most transparent atmosphere was during 40-th cruise 
of R/V in December 1989. During this period of investigations the mean values of AOT (about 0.06) were consistent with 
the conditions of the open ocean [1-3]. Frequent transfers of cold air from the northwest of the Atlantic ocean during winter 
period contributed to clearing the atmosphere from the influence of continental dust escapes. During spring and summer 
expeditions of 1994 and 1995 the nearness to the northwestern shore of Africa shows itself constantly as the increased 
values of AOT. Minimal values of aerosol turbidity did not go below the mean values of n\ for December 1989. The effect 

of the dust escapes from the West Africa on the sea atmosphere can be followed, for example, from the 1994 data. Table 2 
shows a separate data array for the conditions of the increased dust turbidity during several days at the beginning of the 
cruise (designed by 1994*). 
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Fig. 2. Spectral dependenses T\ for different expeditions. 

822 



Table 2 

A 1989 1991 1994 1994* 1995 Total 
(without 1991) 

Mean 0.169 0.354 0.249 

370 Min-Max 0.06-0.74 0.24-0.74 0.09-0.43 

V 0.98 0.55 0.56 

0.193 0.378 0.244 

409 0.07-0.77 0.21-0.77 0.09-0.43 

0.88 0.53 0.54 

0.181 0.361 0.226 

425 0.07-0.75 
0.90 

0.25-0.75 
0.53 

0.08-0.41 
0.54 

0.262 0.183 0.361 0.228 

439 0.09-0.835 0.07-0.75 0.25-0.74 0.09-0.41 

0.65 0.89 0.53 0.53 

0.059 0.257 0.192 0.368 0.209 0.171 

485 0.03-0.1 0.08-0.83 0.08-0.77 0.25-0.77 0.08-0.38 0.03-0.77 

0.45 0.66 0.85 0.54 0.52 0.85 

0.183 0.354 0.189 

514 0.08-0.75 
0.87 

0.23-0.75 
0.56 

0.08-0.35 
0.52 

0.06 0.250 0.183 0.353 0.178 0.159 

553 0.04-0.11 0.09-0.81 0.07-0.76 0.23-0.76 0.07-0.32 0.04-0.78 

0.44 0.66 0.88 0.56 0.51 0.87 

0.147 0.311 0.173 

638 0.04-0.7 
1.05 

0.19-0.70 
0.62 

0.06-0.32 
0.54 

0.046 0.195 0.141 0.298 0.170 0.127 

673 0.02-0.09 0.04-0.74 0.04-0.69 0.17-0.69 0.06-0.32 0.02-0.69 

0.62 0.82 1.07 0.65 0.55 1.01 

0.143 0.121 0.265 0.153 

870 0-0.66 0.03-0.64 0.15-0.64 0.04-0.29 

1.06 1.17 0.71 0.60 

0.064 0.171 0.102 0.225 0.168 0.109 

1061 0.02-0.11 0.03-0.68 0.01-0.55 0.14-0.55 0.04-0.31 0.01-0.55 

0.48 0.84 1.20 0.71 0.63 1.01 

a 0.64 0.91 0.84 0.57 0.51 0.73 

1.233 1.150 1.211 

W 0.93-1.83 
0.17 

0.90-1.63 
0.22 

0.90-1.83 
0.19 

In contrast to the AOT values, the relative spectral behavior during the dust escapes varies slightly. The mean values of 

the Angström coefficient a, characterizing the spectral behavior ^ ^ ~'l-° ^ , in all the cases were within 0.5 to 0.7. 
Such a behavior of a is caused by the fact that both under the conditions of transparent sea atmosphere and during the dust 
escapes the large particles (salt or dust) play a decisive role, which resulted in neutralization of the AOT spectral behavior. 

The measurements of 1991 began within three weeks after the Mt. Pinatubo eruption. The influence of volcanic aerosol 
manifested itself mainly in the short-wave spectral range. The mean values of a increased up to 0.9, characterizing the 
increase (manifestation) of the contribution of finely divided stratospheric aerosol. 
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A qualitative analysis of time dependencies of t\ has shown that the main variations occur during several days under 

the influence of large-scale circulation processes. The coefficient of AOT variations V (the ratio of root-mean-square 
deviations to mean values) are within the limit of 40-70%. Intrusion of high-power dust escapes results in the increase of 
variation coefficients up to 80-120%. 

The histograms of repetitions of the values of T3
Q 55 and a (without designations of 1991) are given in Fig. 3. The 

common property of histograms is an asymmetric form with a more delayed decrease to the field of large values. 
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The estimates of diurnal variability of normalized values of AOT (Fig. 4a) illustrated the increase of turbidity form the 
morning to the noon (by 10%) and then the decrease by the evening (to 30%). 
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The measurements of atmospheric transmission in the range of water vapor absorption band 0.94 um have made it 
possible to analyze the variation of the columnar water vapor of the atmosphere W. Although the area being studied refers 
to the subtropics, the measured CWV during the warm period turned out to be rather low and with small variations (the 
mean value is 1.21 g/cm3, the variations coefficient is 19%). Analysis of the radiosounding data in the 1994 expedition has 
shown that a characteristic property of vertical distribution of water vapor in this region is the extreme decay of CWV up to 
the altitudes of 1-1.5 km. Figure 5 shows a typical humidity profile during the research period. 

E 

0     3     6 

a,   g/m3 T, °C 

Fig. 5. Typical vertical profiles of meteorological parameters in the troposphere 

100     200     300 
Dir. vind, deg. 

A regular component in the diurnal variability is not manifested practically. From the data of Fig. 4b one can follow 
the availability of two weak maxima. At about 8:00 AM and 4:00 PM and the minimum at noon. However, the total 
amplitude of the average diurnal variations W does not exceed 5%. 

The calculations of the cross-correlation coefficients show the availability of a close relationship T
3
^ for different 

wavelengths (R«0.9-1.0) and the lack of dependence on meteorological parameters in the adjacent to water layer. Above the 
level of significance (0.277) there exists only the correlation with absolute humidity - 0.34. Weak negative correlation (up to 
-0.56) appears between x\ and the coefficient a (the increase of AOT is often accompanied by the decrease of a). 

Referents 
1. G. Korotaev, S. Sakerin, et al. J. Atm. Ocean Tech. 10, 5, 752-735, 1993. 
2. D.M. Kabanov, S.M. Sakerin. Atmos. Oceanic Opt. 8, No6, 442-446, 1995. 
3. S.M. Sakerin, D.M. Kabanov, V.V. Polkin. Atmos. Oceanic Opt. 8, Nol2, 1767-1777,1995. 
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Chlorophyll maximums controlled by under water current and solar irradiation 
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2-15, Natsushima,Yokosuka, Japan, 237 
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Halifax, Nova Scotia, B3H 4J1, Canada 

ABSTRACT 

Through the bio-optical measurement over the equatorial warm water pool, we could discuss the vertical structure 
of the chlorophyll maximum. The chlorophyll-a from the surface to the top of the chlorophyll maximum layer was 
expressed as the inverse function of photosynthetically available radiance (EdPAR). The chlorophyll-a from the 
bottom of chlorophyll maximum layer to 150 m was expressed as logarithm function of EdPAR. 

As we could observe the different current streams within the surface mixed layer by the ship-mounted ADCP, we 
could make a new hypothesis on the generation of chlorophyll maximum layer in the warm water pool. As the top 
portion of the chlorophyll maximum layer is in the east-north-east current and the nitrate in this layer is depleted, it is 
supposed the chlorophyll maximum to be maintained by the reproduction. As the deeper portion of the chlorophyll 
maximum layer was on the top of the north-west current and it was just above the nitracline, it is supposed the 
chlorophyll maximum to be maintained by the new productiou 

Keywords: phytoplankton, chlorophyll, chlorophyll maximum, warm water pool, nutrients, nitrate, current profile, 
photosynthetically available radiance. 

1. INTRODUCTION 

On the western equatorial Pacific, there is the warm water pool through the year from the north of Papua New 
Guina to Kiribati Islands, sometimes to the eastern side of the international date line. The warm water pool is a heat 
storage, where the upper mixed layer to 120 to 150 m keeps temperature 29 to 30 °C. Also the warm water pool is 
a heat source, which produces a train of Rossby waves disrupting the normal circulation patterns.1 In the warm 
water pool, the westward south equatorial current is observed in the surface layer, and the east-ward equatorial under 
current is observed under the south equatorial current.2 Pickard et al. pointed out that the thermocline in 150 to 200 
m inhibits a vertical transfer of water properties between the well-mixed and homogeneous surface layer and the deep 
water in the western equatorial Pacific.2 Lewis et al. reported a large fraction of the solar flux into the wann water 
pool because of a shallow mixed layer and optically clear.3 

In the western tropical Pacific, it is known as one of oligotrophic water and the water with a deep chlorophyll 
maximum. Pak et al. summarized the hypotheses for the chlorophyll maximum of (1) accumulation of cells at a 
density discontinuity due to decrease in sinking, (2) differential grazing pressure, and (3) a physiological adaptation of 
the cells to the light conditions.4 Siegel et al. demonstrated a clear coupling between upper ocean biogeochemical 
processes and upper ocean heating rates for the warm water pool.5 Pena et al. estimated the new production 
resulting from vertical turbulent fluxes of nitrate base on fluxes of heat at the sea surface in the oligotrophic water.6 

The mechanisms of the deep chlorophyll maximum related to the nutrients supplement are still in discussion. 
We have repeated the bio-optical cruise over the wann water pool since 1992.     There was a contrast in a 

vertical distribution of phytoplankton in the water column between the wann water pool and the equatorial upvvelling. 
Although the eastern end of the wann water pool varied to the Kiribati Island in the La Nina stage or to the eastern 
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side of the international date line in the El Ninos, the general vertical distribution of chlorophyll-a and nutrients were 
similar in the warm water pool. In this report, we discuss the mechanism of the deep chlorophyll maximum from 
our measurement including chlorophyl-al concentration, nutrients, optical properties, and currents in the water column. 
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Fig.l Cruise Track by R/V Kaiyo from Dec.24 of 1995 to Jan.3 of 1996. 

2. METHODS 

Fig.l shows the cruise track of our bio-optical cruise using the research vessel Kaiyo from December 24, 1995 to 
January 3, 1996. We have conducted measurement and sampling at each station from 10:00 to 12:00 in local time 
daily with assuming the synchronized observation with the ocean color sensors on the satellite, although which were 
not available at that time. 

2.1 Water sampling and chlorophyll-a concentration 
We sampled the water from the surface using a sampling bucket, from the water column using niskin bottles 

attached along the Kevlar rope. Samples were filtered by Nuclear pore filter, of which pore size is 0.4 urn, and 
soaked by Dimethil-form-amid (DMF) in the freezer for more than 24 hours. Pigment concentrations were 
determined by the fluorometric determination using Turner fluorometer, by the spectrophotometric determinationl7 

using Shimazu spectrophotometer, and by the high performance liquid chromatography (HPLC) determination using 
Waters HPLC system to keep consistency of pigment analysis among different methods, For all layers at all stations, 
the fluorometric determination was used to determine concentrations of chlorophyll-a and pheopigment. 

2.2 Photosynthetically available radiance measurement 
We deployed the SeaWiFS Profiling Multichannel Radiometer System (SPMR, Satlantic Inc.). It consists of 

two separate instrument packages, one that floats just below the sea-surface, and one that profiles in a free-fall mode 
through the water column. Each of two sensors has 13 downwelling irradiance channels (Ed), and upwelling 
radiance channels (Eu). The 13 wavelengths are 375, 412, 443, 490, 510, 520, 532, 555, 565, 590, 670, 683, and 
700 ran. The photosynthetically available radiance (EdPAR) was computed with integrating Ed(z,X) for all 
wavelength. 

2.3 Current profiling 
A ship mounted acoustic doppler current profiler (ADCP, RD instruments) was operated during the cruise. In 

this cruise, sampling depth was set from 16 m to 500 m with a sampling interval of 4 m along the depth. Data were 
sampled every one minute.    Moving average was applied to data to reduce a noise of measurement. 
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2.4 CTD profiling 
A CTD (SBE19 SEACAT profiler, Seabird Electronics, Inc.) with a fluorometer (Seatech Inc.) and a 

transmissometer (25cm at 650 nm, Seatech Inc.) was operated to get vertical profiles of temperature, salinity, 
fluorescence, transmittance at each station. The vertical profiles of fluorescence, which is almost corresponding to a 
vertical distribution of chlorophyll-a, were used to decide the sampling depth by Niskin bottles. The density profiles 
were computed from depth, temperature, and salinity after measurement. 

2.5 Nutrients analysis 
Nutrients analyses were conducted on Bran+Luebbe continuous flow analytical system (Model TRACCS 800, 4 

channels) to get concentrations of Nitrate (N03), Nitrite (N02), Phosphate (P04), Silicate (Si04). The water was 
drawn from the Niskin bottles and immediately put into the analysis on board. As the water in the warm water pool 
is a nutrient depleted one, we prepared two reference for analysis of Nitrate to get higher accuracy in a low 
concentration. One is in the lower concentration, less than 10 \tMA, and the other one is in the higher concentration, 
greater than 10 yM/l. 

3. RESULTS 

In the warm water pool, we had 6 stations at 4N & 147E, along the equator at 15 IE, 155E, 159E, and 162E. 
Fig.2 and Fig.3 are plots of vertical profiles at 151E (St.3, Dec.,27 1995, 10:00-12:00) and 155E (St.4, Dec.,28 1995, 
10:00-12:00), which are representing characteristics of the warm water pool in this cruise. 

Fig.2-1 and Fig.3-1 show concentration of chlorophyll-a, concentration of nutrients, N03, N02, P04 and Si04, 
and EdPAR%. A percentage of EdPAR (EdPAR%) at the depth relative to the EdPAR at the surface was plotted on 
the log scale, so as to show a big dynamic range where EdPAR decreases exponentially in the water. The nutrients 
were plotted also on the log scale, so as to express details of vertical distribution of N03, especially for a nutrient 
depleted water in the surface layer. 

Fig.2-2 and Fig.3-2 show vertical profiles of temperature and salinity, which are measured by CTD, and a vertical 
profile of density, which is computed from CTD measurement. 

Fig.2-3 and Fig.3-3 show vertical profiles of current, which is measured by a shipboard ADCP, in east-west 
component, north-south one, and vertical one. 

3.1 Chlorophyll maximum 
At St.3, Fig.2-1, a concentration of chlorophyll-a was 0.1 yg/l in the surface, increased to 0.3 (xg/1 from 30 m to 

60 m, decreased to 0.28 ^ig/1 at 70 m, increased to 0.3 ^g/1 to 90 m, and decreased gradually to 0.0 j^g/l at 190 m. 
At St.4, Fig.3-1, a concentration of chlorophyll-a was 0.12 pxg/1 in the surface, increased to 0.3 jig/1 from 15 m to 50 
m, decreased to 0.25 j^g/l at 70 m, increased to 0.3 jjg/1 at 95 m, and decreased gradually to 0.0 (tg/1 at 200 m. 
Although St.3 showed 10 m deeper chlorophyll maximum layer than St.4, both chlorophyll maximum layer were 
about 40 m in depth. 

3.2 Temperature and salinity 
At St.3, Fig.2-2, the surface temperature was 30 °C, was from surface to 80 m, and decreased to 28.5 °C from 80 

m to 115 m, which was the bottom of surface mixed layer. The thermocline was from 115 m to 350 m judging 
from CTD profile. At St.4, Fig.3-2, the surface temperature was 30 °C from surface to 80 m, and decreased to 28.5 
°C from 80 m to 125 m. The thermocline was also from 125 m to 350 m. There were a slightly difference in the 
depth of surface mixed layer between two stations. There were a difference in the salinity between two stations. 
St.3 showed a lower salinity from the surface to 20 m, and from 40 m to 80 m less than St.4. There was a 
difference in the density, where St.3 showed a lower density in the surface mixed layer, but the densities in both 
stations were almost same in the thermocline. 

3.3 Nutrients 
St.3, Fig.2-1, showed a clear nitracline, N03, from 95 m to 135 m, and the nitrate was equal or less than a 

detection limit of 0.02 \tM/\ in the surface mixed layer. St.4, Fig.3-1, showed a clear nitracline from 80 m to 110 m, 
and the nitrate was equal or less than detection limit in the surface mixed layer.     The phosphate and the silicate 
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increased from the surface to 120 m. The nitrite showed a peak just beneath the nitracline, where it is supposed that 
the activity of a bacterium showed a high consumption of oxygen from the nitrate. The nitrite was under the 
detection level from the surface to the top of the nitracline, and below 150 m where chlorophyll-a was almost missing. 
In this cruise, we did not have measurement of ammonia and bacterium. 

3.4 Photosynthetically available radiance 
On Fig.2-1 and Fig.3-1, EdPAR% showed a moderate slope on the log scale from the surface to 25 m, a little 

higher slope from 25 m to 110 m, and a higher slope from 110 m and deeper. The attenuation coefficients of 
EdPAR, which were computed as a ratio of EdPAR along the depth, was 0.2 to 0.3 nr1 from the surface to 25 m, 
0.05 to 0.09 m1 from 25 to 110 m, and less than 0.03 nv1 along the depth from 110 m and deeper. The three layers 
of the attenuation coefficients are corresponding to the surface water which shows a lower chlorophyll-a concentration, 
the water including chlorophyll maximum which shows a higher chlorophyll-a concentration, and the deep water 
which shows a lower chlorophyll-a concentration When we define the chlorophyll maximum layer as the half of 
concentration between surface and maximum, the chlorophyll maximum layer was observed from 10 to 0.3 % of 
EdPAR%. 

3.5 Current profile 
On Fig.2-3 and Fig.3-3, vertical profiles of components of current are plotted. The solid line shows the east (+) 

or west (-) component, the dashed line shows the north (+) or south (-) component, and the small dashed line shows 
the up (+) or down (-) component. Fig.2-3 and Fig.3-3 showed similar profiles. There was the east-north-east 
flow from the surface to 60 m with a speed of 1 kt. From 60 m to 90 m, the east component changed to the west 
component, although there remains the north component in constant along the depth. From 90 m to 140 m, there 
was north-west component with a speed of 1 kt. From 140 m to 160 m, the west component changed to the east 
component as much as the surface. For both stations, the vertical components were not clear, but there was a 
down ward component from surface to 60 m at St.3., and the upward component from 90 m to deeper at St.4. 

4. DISCUSSIONS 

The chlorophyll maximum layer at both stations were observed in the surface mixed layer. From the surface to 
the top of the chlorophyll maximum layer, the concentration of chlorophyll-a was gradually increased along the depth. 
A vertical distribution of chlorophyll-a, Chl-a(z), could be expressed as an inverse function of EdPAR%, EdPAR%(z), 
as follows; 

Chl-a(z) = Ci EdPAR%(z)-C2  (i), 

where Cl and C2 are constants for these stations.     At tiiis depth, phosphate and salinity increased with the increase 
of chlorophyll-a along the depth, but it was difficult to give concentrations of chlorophyll-a from both factors. 

From the top of chlorophyll maximum layer to the middle of the chlorophyll maximum layer, the concentration 
of chlorophyll-a decreased as a function of EdPAR% to 80 m. And the concentration of chlorophyll-a increased again 
from 80 m to 90 or 100 m. This deeper chlorophyll maximum was observed at the top of the nitracline. Then the 
concentration of chlorophyll-a decreased along the depth as a function of EdPAR.%, although there was a sufficient 
nitrate. The vertical profile of chlorophyll-a from the bottom of the chlorophyll maximum layer to 150 m, Chl-a(z), 
could be expressed by the next equation; 

Chl-a(z) = C3  log(EdPAR%(z))       (2), 

where C3 is the constant at these stations. 
The chlorophyll maximum from 50 to 100 m is the phenomenon, which could not be explained by equations (1) 

or (2). We could discuss this chlorophyll maximum layer from the vertical profile of current, because of the lower 
concentration within the chlorophyll maximum is corresponding to the depth where the east component changed to the 
west component.     It means that the top portion of the chlorophyll maximum layer and the bottom portion of the 
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Chlorophyll maximum layer was located between two different water mass. 
As the nitrate was not detected at the top portion of the chlorophyll maximum, we could suppose the chlorophyll 

maximum to be maintained by a reproduction, where nitrogen from ammonium may be a major source for the 
reproduction. 

In the lower portion of the chlorophyll maximum layer, the chlorophyll maximum is maintained by the new 
production with the sufficient supply of nitrate at the top of nitracline. 

5. CONCLUSION 

Through the bio-optical measurement over the equatorial wann water pool, we could discuss the vertical structure 
of the chlorophyll maximum layer. The chlorophyll-a from the surface to 50 or 60 m, which is corresponding to the 
water with a low chlorophyll-a concentration in the surface and to the top of the chlorophyll maximum layer, was 
expressed as the inverse function of EdPAR%. The chlorophyll-a from 100 or 110 to 150 m, which is 
corresponding to the water from the bottom of chlorophyll maximum layer to the water with a low chlorophyll-a 
concentration, was expressed as logarithm function of EdPAR%. 

As we could observe the different current streams within the surface mixed layer by the ship-mounted ADCP, we 
could make a new hypothesis on the generation of chlorophyll maximum layer in the warm water pool. The 
chlorophyll maximum layer is separated into two parts by the different current streams. The top portion of the 
chlorophyll maximum layer is in the east-north-east current. As the nitrate in this layer is depleted, it is supposed 
the chlorophyll maximum to be maintained by the reproduction, where nitrogen from the ammonium is the major 
source for the reproduction The deeper portion of the chlorophyll maximum layer was on the top of the north-west 
current. The peak of the north-west current is corresponding to the top of the thermocline and the nitracline. As 
the deeper portion of the chlorophyll maximum layer was observed just above the nitracline, it is supposed the 
chlorophyll maximum to be maintained by the new production. 
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ABSTRACT 

The Arabian Sea Process Study carried out on six cruises in 1995 provided observations that make possible the 
ground truthing of model estimates of kPAR and on deck productivity incubations with direct kPAR observations and in situ 
productivity incubations. The Morel 1988 optical model did a good job of reproducing the observed values (Obs. = 0.994 
Modeled + 0.004; r2 = 0.75). Comparison of on deck and in situ depth profiles suggested that on deck incubators 
received more irradiance across the entire light gradient. This subsidy in E0 apparently came from efficient absorption of 
reflected light and low angle sunlight by small (30 x 20 x 20 cm) incubators. When depths were recalculated taking into 
account the irradiance subsidy, profiles of productivity as a function of depth determined by on deck incubations were 
essentially identical to in situ profiles. 

Keywords: primary productivity, irradiance, kPAR , in situ incubation, Arabian Sea, areal productivity, productivity 
methods, modeled kPAR, extinction models, optical models 

1. INTRODUCTION 

In situ primary productivity incubations are less prone to several kinds of systematic errors than on deck 
incubations because in situ photosynthesis is driven by a real oceanic light gradient over a known depth gradient. 
However, in situ primary productivity determinations are costly in ship time because they require about 20 - 30 hours on 
station, and each station must start at 2 - 3 hours before dawn. The time on station and required phase lock with the light 
cycle make in situ incubations incompatible with most general purpose oceanographic cruises. 

Calculation of vertical profiles and areal productivity rates from on deck incubations requires an independent 
estimate of extinction, kPAR, to assign percent light depths. The on deck method measures carbon uptake in a series of 
incubators in which each incubator reduces light to a fixed percent of the incident light, or to a given "percent light 
level".1   To calculate areal productivity, it is necessary to assign a depth to each percent light level and integrate the 
carbon uptake profile. Assignment of depths to percent light levels is frequently problematic. 

2. BACKGROUND 

Analysis of on deck estimates of primary productivity in the equatorial Pacific made from a variety of ships in the 
1980's showed that the process of determining kPAR and assigning a depth to each percent light level was the largest 
source of variation in estimating primary productivity.2  This was true regardless of whether in situ radiometry or a 
Secchi disk was used. Secchi disk readings are known to vary systematically with sea state, wind speed and ship size,3 

but subsurface irradiance measurements (in the 1980's) were not standardized and, even now, reliable results require 
experienced personnel. Multi-purpose survey cruises on which primary productivity has been measured usually have not 
had a dedicated optics technician on board. 
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To eliminate individual, ship and cruise dependent sources of variability in the estimation of kPAR and assignment 
of light depths, Barber and Chavez2 used Andre" Morel's optical model4 that estimates the profile of light extinction based 
on a profile of extracted chlorophyll concentrations. An advantage of using the Morel model to estimate kPAR and assign 
light depths is that it is possible to reprocess productivity and chlorophyll data from a variety of sources and eliminate one 
major source of systematic error. This is useful for asking interannual and decadal questions about changes in 
productivity, but one particularly important application of this procedure is to reprocess productivity estimates from 
various ships and cruises for testing satellite algorithms of primary productivity. 

3. MODELED VERSUS OBSERVED kPAR 

There have been few opportunities to test model estimates against direct measurements of kPAR; the US JGOFS 
Arabian Sea Process Study provided such an opportunity. Two kinds of direct measurements of kPAR are available to 
ground truth the model estimates. The Lamont-Doherty Earth Observatory (LDEO) method measured subsurface 
irradiance with Biospherical Instruments QSP-200 PAR sensors and data loggers attached to the line of the in situ 
primary productivity array at 3 or 4 depths and deployed from before dawn to after dark. The Center for Hydro-Optics & 
Remote Sensing of San Diego State University (CHORS) method used a Biospherical Instruments MER-2040 deployed at 
local noon to determine the irradiance profile. Morel model estimates are made with the optical model program provided 
by Andre Morel (Laboratoire de Physique et Chimie Marines, Villefranche-sur-mer, France). The productivity procedures 
followed JGOFS protocols5; see also http://wwwl.whoi.edu/eqpac-docs/proto.html. 
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Fig. 1. Regression of LDEO observed kPARvs modeled kPAR for Arabian 
Sea Process Cruises 1, 2, 4, 5, 6 and 7. 
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How does modeled kPAR compare with observed kPAR? As shown in Fig. 1 the Morel model does a good job of 
reproducing the LDEO estimates of kPAR. The slope is about 1.0, the intercept about zero and the r2 is highly significant. 
For the CHORS estimates r2 was about the same (0.73), but the slope was somewhat higher (Obs. = 1.165 Modeled - 
0.0121). 

4. IN SITU VERSUS ON DECK PRODUCTIVITY 

On the Arabian Sea Process Study simultaneous on deck and in situ incubations were carried out on water drawn 
from the same sample bottle and treated identically except for the incubation procedure. When on deck carbon fixation 
values from the southern US JGOFS transect (See Marra et al., this volume for the location of the transect) were plotted as 
depth profiles using the depths determined by the Morel model and compared with in situ profiles, the on deck values had 
a consistent depth offset of about +9m (see Figs. 2-4, profiles on the left labeled 1" Iteration). In determining this offset, 
we assume that equal production levels are the result of equal light availability. The offset consistently occurs throughout 
the water column indicating a systematic error. Since we have independently verified that there is no systematic error 
with the Morel model determined attenuation coefficients (Fig. 1), the only remaining variable that influences the 
determined light depth is the incubator light percentage, 

EOD_ = g-kz (1) 

^-oiin situ) 

where EOD is the on deck incubator irradiance, E^(insiUl) is the in situ surface irradiance, —— is the nominal 
£--o(in situ) 

incubator light percentage, k is the Morel determined attenuation coefficient, and z is the corresponding light depth. 
On the left side of Figs. 2-4, we have used nominal incubator light percentages to determine light depths utilizing 
equation (1) by solving for z; that is, we used the transmittance of the incubator and assumed incoming irradiance was 
equal to the incoming in situ irradiance. Using these assumptions, we get a consistent depth offset of+9m. We can 
calculate the error of our nominal light percentages with the offset of+9m between the in situ and on deck production 
values using equation (2), 

EbD=EoDe~kpA*{z'~Z) (2) 

where EOD is the irradiance for a given on deck nominal incubator light percentage, E'OD is the irradiance estimated from 
the in situ production curve, kPAR is the mean attenuation coefficient for the water column, z is the apparent light depth 
calculated using equation (1), and z'is the depth of the corresponding in situ production value. Taking the depth of the 
same production value on the in situ production curve as indicative of the true light field, (z'-z) becomes -9m; that is, the 
on deck productivity values should be shifted 9m towards the surface. Note that depth is defined as decreasing towards 
the surface. Utilizing the mean cruise PAR attenuation coefficient kPAR of 0.08m"1, the ratio of E'OD (irradiance estimated 
from the in situ production curve) to nominal EOD reduces to, 

®QB_ = e-kPAR (z'-z) = e-om-9) = 2 05 (3) 
EOD 

This suggests that the on deck incubators are actually receiving 205% of the nominal light percentage values. Thus, the 
nominal light percentage values used to calculate the depth profiles given on the left hand side of Figs. 2-4 of: 

93, 75, 44, 27 ,14, 7, 4 and 1% of E^m5itu) (1st Iteration) 

are recalculated actually to be: 

191, 154, 90, 55, 29, 14, 8, 2% of EMwsiw) (Recalculated) 
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The Morel model was rerun using the original observed chlorophyll profile and the new light percent values to 
recalculate correct depths for the new light percent values. In Fig. 2 - 4 on deck profiles with recalculated depths are 
shown together with in situ profiles in the three pairs of profiles on the right. Obviously, the recalculated profiles agree 
more closely with observed in situ profiles of carbon uptake. 

The source of the irradiance subsidy for this particular design of on deck incubator is easily explained. In the 
Arabian Sea Process Study the on deck method was changed by the introduction of small incubators (that were each 
constructed of different materials to achieve proper spectral balance). The on deck incubators were small Plexiglas boxes 
(about 30x 20x20 cm) mounted approximately 25 cm apart on a table on the fantail of the ship. It appears that the small 
incubators were functioning to some degree like 4n collectors efficiently absorbing through the side panels both light 
reflected off the deck and low angle solar irradiance. Using small incubators each made of different color Plexiglas was a 
good way to achieve spectral accuracy, but the large surface to volume ratio made the small incubators into overly efficient 
light absorbers. 
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Fig. 2. Vertical profiles of on deck and in situ primary productivity. The pair of profiles on the left 
assumes that E0D and EMi„ sim) were equal. The pair of profiles on the right assumes that E'OD was 
2.05 times E^0„sihl); therefore, each on deck productivity value was plotted at a shallower depth. 
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Fig. 3. Vertical profiles of on deck and in situ primary productivity. The pair of profiles on the left 
assumes that E0D and E^(insitu) were equal. The pair of profiles on the right assumes that E'OD was 
2.05 times E^(insitu); therefore, each on deck productivity value was plotted at a shallower depth. 

5. CONCLUSIONS 

1. The Morel (1988) model is effective for estimating kPAR and assigning light depths using observed chlorophyll 
profiles. In particular, the model is an efficient and accurate way to reprocess historical on deck incubation data to 
make basinwide or global comparisons. 

2. The new design of small, spectrally adjusted on deck incubators used in the Arabian Sea Process Study were subject to 
systematic error because they efficiently absorbed reflected and low angle irradiance. When appropriate corrections 
were made for the additional irradiance, on deck profiles were essentially identical to in situ profiles. 

3. On deck incubation methods can provide accurate estimates of primary productivity, but ground truthing with in situ 
methods is necessary for each on deck incubation protocol. 

6. ACKNOWLEDGMENTS 

This is U. S. JGOFS Contribution 338. It was supported by NSF Grant OCE-9312355. 

838 



PrimProd (mg C m"3 d"1) 
0     20    40    60     80    100     0     20    40    60    80    100 

—i r 

80 

100 

120<H 

o    On Deck 
•    In Situ 

Station S07 
Process 4 
1st Iteration 

T 

Station S07 
Process 4 
Recalculated 

0 

20 

40 

60 

80 

100 

120 

Fig. 4. Vertical profiles of on deck and in situ primary productivity. The pair of profiles on the left 
assumes that EOD and E^(in sim) were equal. The pair of profiles on the right assumes that E'OD was 
2.05 times E^insihi); therefore, each on deck productivity value was plotted at a shallower depth. 

7. REFERENCES 

1. Ryther, J. H., J. R. Hall, A. K. Pease, A. Bakun and M. M. Jones (1966) Primary production in relation to the chemistry 
and hydrography of the western Indian Ocean. Limnol Oceanogr., 11:371-380. 

2. Barber, R. T. and F. P. Chavez (1991) Regulation of primary productivity rate in the equatorial Pacific Ocean. Limnol. 
Oceanogr., 36:1803-1815. 

3. Priesendorfer, R W. (1986) Secchi disk science: Visual optics of natural waters. Limnol. Oceanogr., 31:909-926. 
4. Morel, A. (1988) Optical modelling of the upper ocean in relation to its biogenous matter content (Case I waters). 

Journal of Biophysical Research, 93:10749-10768. 
5. Barber, R. T., M. P. Sanderson, S. T. Lindley, F. Chai, J. Newton, C. C. Trees, D. G. Foley and F. P. Chavez (in press) 

Primary productivity and its regulation in the equatorial Pacific during and following the 1991-92 El Nino. Deep-Sea 
Research 11. 

839 



PUMP-DURING-PROBE FLUOROMETRY OF PHYTOPLANKTON: GROUP-SPECIFIC 
PHOTOSYNTHETIC CHARACTERISTICS FROM INDIVIDUAL CELL ANALYSIS 

Chekalyuk, A.M., Olson, R.J., Sosik, H.M. 
Woods Hole Oceanographic Institution, Woods Hole, MA 02543, USA 

ABSTRACT 

Saturating-flash fluorescence techniques are used to monitor the state of the photosynthetic apparatus in phytoplankton 
under natural conditions.  At present these are bulk water measurements, which produce estimates of average properties of 
all the fluorescent particles present in a sample. Here we describe an improved approach for single-cell measurements of 
phytoplankton. 

We have combined individual-cell "pump-during-probe" (PDP) measurements of chlorophyll (Chi) fluorescence induction 
on the time scale of 30 to 100 microseconds [1,2] with flow cytometric (FC) characterization of each cell, to obtain 
population-specific photosynthetic characteristics. The results provide information about the potential quantum yield of 
photochemistry (Op), the fraction of functional reaction centers (f), and the functional absorption cross section for 
photosystem 2 (oPS2). 

Key words: phytoplankton, photosynthesis, fluorescence, technique, pump-during-probe, induction 

1. CHL FLUORESCENCE INDUCTION AND PHOTOSYNTHETIC CHARACTERISTICS 

The biophysical background of the PDP approach is discussed in [1, 2]. To a first approximation, fluorescence induction 
at the time scale of 30-100 us under supraoptimal light intensity I can be described as 

<I>f(t) = (Om-,-(<Dm-,-O0-,)e•a,)-, , (1) 

where O0 and 3>m are initial and maximum values of Chi fluorescence yield, and a is the rate constant of closing of PS2 
reaction centers (RCs, a = o>S21). The magnitudes of <t>m , O0 and a can be retrieved using nonlinear regression of a 
measured PDP induction curve to equation (1), and the photosynthetic characteristics can be estimated as 

<*>P = ($m- «\,V ** f =(d>, p max l)/(<t>P "'-I), °PS2 = «/1. (2) 

The maximum PS2 photochemistry efficiency for phytoplankton, O    ax, is known to be 0.65 [3]. 

2. THE EXPERIMENTAL TECHNIQUE 
We measure the time course of chlorophyll fluorescence yield during a 100 us excitation flash provided by a weak 488 nm 
argon ion laser whose beam passes through an electro-optical modulator, while a strong laser beam for measuring 
conventional FC parameters is blocked by an electromechanical shutter (Figs. 1,2). A cell detector based on an infrared 
diode laser triggers the PDP and subsequent FC measurements.  Since both analog and photon counting detection 
techniques are used, cells ranging in size from <0.7 urn (prochlorophytes) to >30 urn can be assayed. 

Fig 1.  Schema of the flow cell with the IR, PDP and 
FC laser beams. 

The optical setup (Fig. 2) includes an Ar ion laser (488 nm, 350 
mW), splitters SI and S2 (20% transmission), an electro-mechanical 
shutter (100 us opening time) which is normally closed to prevent 
distortions in PDP induction, an electro-optic modulator (1 us opening 
time) which produces a 100-us PDP pulse, and an infrared (785 nm, 50 
mW) laser. Spherical lenses (LI, L2, f = 80 and 100 mm) and 
cylindrical lenses (L3-L10, f = 50 mm) are used to shape the beams. 
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Fig. 2  Schema of the optical part of the PDP flow cytometer. 

The achromatic lens Ll 1 (f = 38 mm) provides focusing of the IR, PDP and conventional FC beams as presented in Fig. 1. 
Lenses L7 and L8 increase the vertical divergence of the PDP beam, resulting in vertical widening of the PDP laser spot in 
the flow cell and an almost rectangular PDP "pulse" with opening of the modulator. Translations of L3, L5 and L8 allow 
independent adjustment of the horizontal size of the PDP and FC laser spots. Dichroic filter Dl serves to direct the IR beam 
to the flow cell. Lens L12 (from a Becton-Dickinson FACScan) and spherical lens L13 (f =30 mm) are used for collection of 
side and forward optical signals from the the flow cell. Blue and IR forward scattered (FS) signals are split by dichroic filter 
D2 and detected by a photodiode (FSD) and an avalanche photodiode (IRD), respectively. Neutral density filters Fl and F2 
are used for adjustment of the PDP beam and FS signals to appropriate levels. Dichroic filters D3, D4, D5, and a mirror M5 
provide splitting of the side optical signals and, after filtering with F4, F5, F6 and F7 filters, direction to PMT detectors for 
PDP (PDPD), side scattering (SSD), red fluorescence (RFD), and orange fluorescence (OFD). 
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Fig. 3  Simplified schema of the PDP FC electronics. 
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A simplified schema of PDP FC electronics is presented in Fig. 3. It consists of the IR triggering channel, a conventional 
FC measuring part, and the PDP measuring channel. Since FC channels for measuring forward scattering, side 
scattaring, orange and red fluorescence are almost identical, we show just one "FC" channel in Fig. 3. 4.5-decade 
logarithmic amplifiers (Log Amp) are used to maximize the dynamic range in both IR and FC channels. Stretcher modules 
catch and hold the peak amplitudes of cell-produced pulses in IR and FC channels. An 8-channel 100-KHz ADC computer 
board (Slow DAB) measures these amplitudes on triggering from a timing pulse generator. This generator also provides 
resets of the stretchers after each measuring cycle, self-blocking to avoid triggering by new cells during event processing, 
blocking the IR laser to reduce background when measuring the PDP and FC response, pulsed opening of the PDP 
modulator (PDP Mod) and the FC beam shutter (FC shutter), and triggering of data acquisition in the PDP channel. This 
channel includes a PMT (PDP Det), a 60-Mhz analog ADC (Fast DAB) and time-resolved photon counting (PhC DAB, 2- 
us resolution) boards installed (along with the Slow DAB) in a 100-MHz Pentium personal computer (PC).  Fig. 4 shows a 
timing diagram of the system. 
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Fig. 4 Timing diagram of the PDP electronics. 
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A specially developed data acquisition software runs under Windows and allows real-time control of Fast DAB, Slow 
DAB, PhC DAB, and storage of both the PDP induction curve and FC data for each cell in the PC memory and on the 
hard drive. Due to substantial amount of information to be acquired (about 1.6 Kbyte per cell) , we use a CD recording 
system for permanent data storage after finishing the measurement. Typically we accumulate 1,000 to 25,000 events from 
each sample. An analysis of conventional FC data allows specification of cells or cell groups in the sample for retrieving 
individual or group-specific photosynthetic characteristics. In analog mode, either individual cell curves (for cells > 5 
um) or curves averaged over a group of cells can be reconstructed; in photon counting mode data from hundreds to 
thousands of cells are accumulated for each PDP induction curve. 

We measure the fluorescence time course of red-fluorescing latex microspheres, added to the sample, to monitor the shape of 
the excitation "pulse", i.e. the light intensity profile in the PDP area within the core of the flow cell. The PDP induction 
curves are then normalized to this profile to compensate for deviations from the "ideal" rectangular shape. The intensity of 
the PDP laser beam was adjusted with neutral-density filters (Fl in Fig. 2) to obtain cell fluorescence rise times of 

approximately 30-100 us, and the rate of sample introduction was adjusted to ensure that only one cell was in the PDP 
beam at any given time. 

3. LABORATORY TESTS OF THE PDP APPROACH 

The results of preliminary laboratory tests of the PDP approach were presented in (Olson et al. 1995, 1996). In particular, for 
six species of phytoplankton grown under different conditions of light intensity and nutrient depletion, estimates of the 
quantum yield of photochemistry in PS2 by PDP measurements made on individual cells were well correlated with estimates 
derived from DCMU-enhancement measurements of bulk samples (Fig. 5). Part of the measurements was made with a 
microscope-based PDP system (Olson et al. 1995, 1996). No obvious differences were observed between the two PDP 
instruments or among the six species tested. These results indicate that the microscope- and flow cytometer-based PDP 
techniques, applied to individual cells, provide reliable information about the photosynthetic characteristics of 
phytoplankton. 

We have recently tested the use of a compact solid-state green 
laser (100 mW, 532 nm) in the PDP FC system. Although we 
observed an apparent decrease in the efficiency of Chi 
fluorescence excitation (due to the lower absorption cross- 
section as compared to the blue region of the spectrum), the 
green laser appeared to be suitable for both FC and PDP 
measurement of relatively big (>1 urn) cells. In Fig. 6 we 
present results of a sample containing a mixture of Dunaliella 
tertiolecta (5-7 (im cells, DT) and Nannochloris sp. (2-3 urn 
cells, N). 1-um red beads (BD) were used for monitoring the 
PDP profile in the flow cell. This profile was used to 
normalize PDP intensity profiles for the two species (panel B 
in Fig. 6). Processing of the PDP induction curves (see Fig. 6- 
C) was done based on equations (2). Due to unfavorable 
nutrient conditions both species indicated moderate 
photosynthetic performance: 
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In fact, just one third of PS2 reaction centers were active in 
the case of Nannochloris sp., and about 50% for Dunaliella 
tertiolecta. 
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Fig. 6   PDP FC measurement of a mixture of Dunaliella 
tertiolecta (DT) and Nannochlohs sp. (N), and 1-nm red 
beads (BD). The solid-state green laser (100 mW, 532 
nm) was used. Panel A: FC red fluorescence vs. FC side 
scattering (5,000 events); B: PDP intensity profiles for 
different sample componetnts, reconstructed based on 
individual PDP curves; panel C: PDP induction curves 
for two species, obtained by normalizing corresponding 
PDP intensity profiles to BD PDP profile. 

Fig. 7 Analysis of group-specific PDP induction curves 
for a natural sample of sea water (279 Oceanus Cruise, 
June 1996, Gulf Stream, Chi maximum at 80 m). 
Panel A: prochlorophytes (Pr) and small eukaryotic 
phytoplankton (EC) are well defined along with 2-um 
Nile Red beads. Panel B: PDP intensity profiles for 
different sample components. Panel C: PDP induction 
curves for two phytoplankton groups (Pr and EC) and a 
curve averaged over these two groups (TS). 
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Prochlorophytes Eukaryotic cells Total sample 

0.52 0.31 0.42 
0.59 0.27 0.43 
0.16 0.11 0.14 

4. FIELD APPLICATION 

The operation of the PDP flow cytometer was tested at sea during R/V Oceanus cruise 279 (June 1996). An example of 
group-specific PDP induction curves for natural populations is presented in Fig. 7. Note the change in relative intensity of 
red fluorescence per particle between beads and phytoplankton cells in the FC (upper panel) and PDP (middle panel) modes. 
This can be explained by strong saturation of Chi phytoplankton fluorescence in the powerful FC laser beam. Normalization 
of the group-specific PDP induction profiles to the PDP profile for beads (middle panel) allows us to obtain the 
phytoplankton group-specific PDP induction curves (lower panel) and photosynthetic characteristics presented in the table: 

PS2 efficiency, Op 

Fraction of active RCs, f 
Abs. cross-section, a.u. 

The photosynthetic functional state of the smallest phytoplankton cells (Pr) appeared to be better than that of the larger 
eukaryotic group (59% vs. 27% of functional RCs) in the same sample, and the TS column indicates intermediate values, as 
would be obtained with techniques based on bulk measurements. This example illustrates how group-specific analysis of 
photosynthetic characteristics can improve evaluation of the "health" of the phytoplankton community. 

5. CONCLUSION 

By combining pump-during-probe measurements of individual phytoplankton cells with conventional flow cytometric 
measurements of light scattering and fluorescence, we can obtain information about the photosynthetic characteristics of 
different groups of cells in natural populations. This capability will be valuable in investigations of the regulation of 
phytoplankton growth and productivity; for example, it should help to elucidate the responses of phytoplankton of different 
size classes to nutrient limitation. 
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Variations in the water column photosynthetic cross section for Antarctic coastal waters 

Herve Claustre1,2, Mark Moline1 and Barbara Prezelin' 

Department of Ecology, Evolution and Marine Biology, University of California at Santa Barbara 
Laboratoire de Physique et Chimie Marines, B.P. 08 06230 Villefranche-sur-mer France. 

ABSTRACT 

Using a highly resolved LTER data base collected near Palmer Station, Antarctica, from 1991-1994, the variability 
in the column photosynthetic cross section (V*, m2 g Chi a1) was analyzed. For the whole dataset, V* had an average value 
of 0.0695 m g Chi a but extreme values extended over a 50-fold range (0.009-0.488 m2 g Chi a'1). A six-fold variation in 
V* was observed with time of year and was strongly associated with the high seasonality in incident irradiance characteristic 
of these polar sampling sites. Variability in daily incident irradiance as influenced by cloudiness and variation in chlorophyll 
content were responsible for an additional two-fold variation in v*. Finally, the taxonomic dependency of V* was 
demonstrated for the first time. For identical chlorophyll content and surfece irradiance, mean W* value of 0.114 ± 0 051 m2 g 
Chi a were recorded for diatom blooms and 0.053 ± 0.011 m2 g Chi a' for cryptophyte-dominated populations. Results 
illustrate the validity of M"*-based approaches for estimating primary production for the Southern Ocean but emphasize the 
need to address taxon-specific photophysiology to better estimate primary production on smaller spatio-temporal scales. 

Keywords: Antarctic, marine primary production, bioptical models 

1. INTRODUCTION 
The column photosynthetic cross section ¥*, (m2 g Chi a') is defined as12 : 

39 P 

ÖpAR(0+)(Chl) 

where the surface irradiance 0PAR(O+) is expressed into its energy equivalent (kj m~2 d'), P (gC m"2 d"') is the column 
integrated (down to 0.1% of CMP*)) primary production rates, <Chl> (g Chi a m2) is an estimate of areal chlorophyll a and 
the constant value of 39 corresponds to the kilojoules of chemical energy stored by the photosynthetic fixation of 1 g C. 

For various trophic situations in temperate and tropical oceans, it was observed1,3 that «P* varies by ± 50 % (at one 
standard deviation) around a central value of 0.07 m2 g Chla'. The relative stability of this biogeochemical index is of great 
hope in view of deriving primary production rates from synoptic measurements of chlorophyll (remote sensing) and estimates 
of surface irradiance. For the Southern Ocean, documentation of phytoplankton distribution, in situ rates of primary 
production and associated photophysiological efficiency have been generally lacking. Therefore, the accuracy of bio-optical 
algorithms for prediction of Antarctic primary production on different time and space scales remains uncertain and the problem 
of specific parametrization relevant to polar latitudes has to be addressed. 

As part of the Palmer Long Term Ecological Research (LTER) program4, a large data base of primary production, 
algal pigmentation, andincident irradiance was acquired over a three-year period (1991-1994) from late to early winter for a 
coastal Antarctic region. Even though the sampling stations were in shallow waters, analyses shows that Case I water 
predominated for most of the samples collected and enabled us to make comparisons relevant to the high nutrient, often low 
biomass waters of the Southern Ocean6. Using this highly-resolved data set, the column photosynthetic cross section has 
been derived for 151 sample dates and the sources of variability have been assessed as a function of season, cloudiness as 
well as phytoplankton biomass and taxonomic dominance. 

2. RESULTS AN DISCUSSION 

The frequency distribution of W * for the whole data set and using irradiance measurements (Figure 1 A) was found to 
be non-normally distributed, with a median of 0.088 m2 g Chi a' and an average of 0.109 m2 g Chi a> ± 0075 This 
average value corresponds to what is considered as an upper limit for «P *1J. The range of variation at one standard deviation 
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extend over a factor 5.4 (compared to 3-fold for temperate and tropical area) and the extreme values recorded in this studies 
extend over a 50-fold range (0.009-0.488 m2 g Chi a"1). 

If the data set is restricted to a period of two months centered around the summer solstice (removing seasonal effect) 
(November 21 - January 21), the frequency distribution of *P* (for clear sky condition, modeled using standard conditions2, 
in order to remove cloudiness effect) is normal (Figure IB): the median (0.060 m2 g Chi a1) nearly equals the average (0.064 
m2 g Chi a'1 ± 0.027). The range of variation at one standard variation is now 2.5 which is below the range reported for a 
compilation of data from various provinces3. But, even with the seasonally and cloudiness removed, significant variability 
still exists in V*. This variability is likely due to biology and to the possible variations in phytoplankton biomass and 
photo-physiology. 
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Figure 1 : Frequency distribution of V* at Palmer station, Antarctica. A For the whole data set. B For clear-sky conditions 
only (removing cloudiness effect) and for a two-months period around the summer solstice (removing seasonal effect). 
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Considering all profiles where a single taxon contribute to more than 50% of the chlorophyll biomass, W* 
(computed for clear sky conditions) for diatoms was greater than that for cryptophytes by 77 % (t-test, p < 0.001) and greater 
than that for nanoflagellates by 60 % (t-test, p < 0.02) (Table 1). But such comparisons suffer from the possible interference of 
seasonality in surface light or from some biomass effect. Therefore, the data set was restricted to the period around the 
summer solstice (November 21-January 21) and the samples were partitioned according to a mean chlorophyll content (Chi) 
threshold of 2 mg Chi a m \ In order to deal with quasi-monospecific populations, only those data where a single taxonomic 
group contribute to more than 70% of the chlorophyll biomass were considered. Using such restrictions, the data set is 
limited, however, it clearly shows two main results. (1) For diatom-dominated communities, when Chi increased by a factor 
7 (from 1.1 to 7.3 mg Chi am"3)>P* decreased by a factor 1.7 (testt, p < 0.02) (Table 1). Such a reduction in V* associated 
with increasing chlorophyll biomass is higher than expected from modeled results2, which predict a reduction in v* of only 
ca. 10 % for the same biomass range. For cryptophyte-dominated communities, the range of chlorophyll concentration 
investigated here is only 3 (from 1.3 to 3.9 mg Chi a m"3) and an associated reduction of a 1.5 factor (test t, p < 0.02) is also 
observed. (2) <P* for diatoms was 2.15 times higher than for cryptophytes (p < 0.001) when Chi was lower than 2 mg Chi a 
m", and 2 times higher when was greater than 2 mg Chi a m"3. Therefore we can conclude that, for the same amount of 
chlorophyll in the water column and for the same incident irradiance, daily integrated primary production is depressed by a 
factor two when cryptophytes replace diatoms. 

Table 1: Influence of chlorophyll concentration and phytoplankton community structure on ¥* (for clear-sky conditions) at 
Palmer station, Antarctica. 

TAXONOMIC GROUP f* n 

Taxonomic group contribution > 50% of <Chl> 

no Chi a threshold Diatoms 0.094 ± 0.041 51 
no Chi a threshold Cryptophytes 0,053 ±0.017 31 
no Chi a threshold Flagellates 0.059 ± 0.035 16 

Taxonomic group contribution > 70%of<Chl>[ 

< 2 mg Chi a m3 Diatoms 0.114 ± 0.051 6 
<2mgChlam'3 Cryptophytes 0.053 ±0.011 13 

> 2 mg Chi a m"3 Diatoms 0.068 ± 0.020 14 
> 2 mg Chi a m"3 Cryptophytes 0.034 ±0.013 3 

For the period November 21 to January 21, only (to remove the seasonal influence). 

3. CONCLUSIONS 

Analysis of the variability of V* has highlighted the importance of incident light variations, driven by seasonality 
and cloudiness. The remainder of the variability (more than a factor of 2) can be explained by changes in phytoplankton 
composition and associated photophysiology. It was indeed very clear from this study that the water column efficiency in 
trapping and converting solar energy into organic matter is greater when diatoms dominate the community as compared to 
cryptophytes or other flagellate species. This observation is restricted to the present data set but it nevertheless emphasizes 
the need to account for taxonomic differences in the development of future biooptical models, if the goal is improved accuracy 
in primary production estimates. 
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ABSTRACT 

The coherence between participate absorption spectra (measured with a spectrophotometer) and remote sensing 
reflectance spectra (Rrs — measured with a field spectroradiometer) is investigated for twelve stations from different water 
masses in the western Arabian Sea during the post-southwest monsoon time period (September/October 1995). The application 
of derivative analysis, which has been previously employed on absorption spectra, is extended to Rrs spectra to assess whether 
the pigment composition of a water mass can be remotely estimated. Preliminary analyses show promise, but comparisons with 
coincident HPLC data are required to validate the approach. In addition, reflectance from high concentrations of suspended 
sediments in turbid, coastal waters may overwhelm the pigment signals in the Rrs spectra, but additional measurements and 
analyses are required in Case II waters. 

Physical characterization of the stations using temperature and salinity compare favorably with an optical 
characterization using scattering and absorption. Multivariate clustering techniques were employed on the derivative spectra of 
Rrs, paniculate absorption, and AC9 total absorption to group the stations.   Results from the three different input data sets 
agree favorably as well, with low, moderate, and high chlorophyll stations clustering separately. Spectrophotometric and AC9 
measurements of absorption are compared with model absorption values from the SeaWiFS bio-optical model. At 440 nm, AC9 
values exceed the spectrophotometer values which exceed the model values. 

Keywords: remote sensing, reflectance, Arabian Sea, absorption, SeaWiFS, pigments 

1. INTRODUCTION 
Remote sensing reflectance (Rrs) can be used to estimate the bio-optical properties of a water column; when measured 

from a satellite we can obtain a rapid, synoptic assessment of the chlorophyll concentration , absorption (a), and scattering (b) 
coefficients over broad regions. We examine the variability of shipboard measurements of Rrs spectra, particulate absorption 
spectra, AC9 absorption spectra, and temperature/salinity at twelve stations in the Arabian Sea from cruise TN051 on the R/V 
Thomas Thompson in September/October 1995, during the post-southwest monsoon time period. The stations were selected to 
cover a wide variety of water masses where we had coincident data from all instruments (Figure 1). The Rrs spectra were 
incorporated into the proposed SeaWiFS bio-optical model1 to derive estimates of a and b for comparison with measured 
values. In addition, we employed derivative analysis to examine the coherence between the absorption and Rrs spectra, to 
assess whether we can derive an estimate of water column pigment composition remotely from hyperspectral reflectance 
measurements. 

2. METHODS 
An Analytical Spectral Devices dual-channel fiber optic field spectroradiometer was used to collect the Rrs spectra. 

The bio-optical model provides an estimate of backscattering (bb). These values were converted to total scattering (b) using a 
relationship derived from Petzold data2. A WetLabs AC9 meter operated in flow-through mode provided continuous 
measurements of beam attenuation and absorption at nine wavelengths; scattering was calculated from the difference. The AC9 
data presented here have not been post processed for scatter corrections. Particulate filter pad absorption was measured 
spectrophotometrically every two hours along the cruise track. Temperature and salinity were recorded by the ship's continuous 
flow-through system. 

orf\ 
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3. PHYSICAL/OPTICAL STATION 
CHARACTERIZATION 

A standard T/S plot of surface data defines the physical 
characterization of the twelve stations analyzed from cruise 
TN051 (Figure 2A). Station 1, located in the Persian Gulf, was 
warm and saline. At the other extreme were the cooler, less saline 
coastal upwelling stations 47 and 50, and station 6 from the 
nearshore radiator pattern. The remaining stations cluster 
together with similar temperatures and salinities, with stations 10 
and 18 somewhat more saline than the rest. Modeled scattering 
vs. absorption at 443 nm is shown in Figure 2B. Estimates of 
total scattering and absorption coefficients were modeled using 
Rrs spectra coupled with the proposed SeaWiFS bio-optical 
model. Stations 1,6,47, and 50 are again distinct, with higher 
absorptions than the other stations. Station 10 is characterized by 
the lowest modeled absorption and scattering values. The 
remaining stations cluster together with similar optical 
characteristics. The physical characterization and the modeled 
optical characterization yield fairly similar station groupings. 

Figure 1. Station locations. 
4. COMPARISON OF MEASURED AND MODELED 

BIO-OPTICAL DATA 
Measured and modeled chlorophyll values are shown in 

Figure 3. Measured chlorophyll was derived fluorometrically (chlorophyll + phaeopigments3); modeled chlorophyll was derived 
from the SeaWiFS bio-optical algorithm using the Rrs spectra collected with a field spectroradiometer. The modeled and 
measured values agree well at measured chlorophyll values less than about 1 ug/1, but for the two stations with higher 
concentrations (stations 47 and 50), the model results significantly underestimate the measured values. 

The magnitude of the 4th derivative of the particulate absorption spectrum at 675 nm can be also be used to estimate 
the chlorophyll a concentration4. Measured chlorophyll is plotted against the 4th derivative of the filter pad absorption spectra 
in Figure 4. An R2 value of 0.76 is obtained from linear regression; this compares with an R2 value of 0.79 reported previously4. 

B. 

0.04 0.05 0.06 0.07 0.08 0.09 0.10 

a443 (m1) 

Figure 2A. T/S distribution of surface data. Figure 2B. Modeled b vs. a at 443 nm. 
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Figure 3. Measured vs. modeled chlorophyll. Figure 4. Measured chlorophyll vs. absorption 4th 
derivative. 

The absorption coefficient was measured both spectrophotometrically and with an AC9 which employs a reflecting 
tube technique; it was also modeled using the SeaWiFS algorithm. Figure 5 is a comparison of the measured and modeled 
values at 440 nm. In Figure 5A, spectrophotometrically-measured paniculate absorption (phytoplankton and detrital 
components) is plotted against total absorption (phytoplankton, detrital, dissolved, water components) derived from the 
SeaWiFS bio-optical model. The dissolved absorption component should be relatively minor at these open-ocean stations; pure 
water absorption is also very low at 440 nm (0.0083 m'1). Even with dissolved and water components added in, modeled values 
underestimate measured values. Spectrophotometrically-measured paniculate absorption vs. total absorption measured with an 
AC9 meter is shown in Figure 5B. AC9 values do not have pure water absorption values added back in. They are about 2-5 
times larger than the spectrophotometric values. AC9 values also overestimate modeled values by about 4-8 times. In 
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summary, if we assume the spectrophotometric absorption measurements represent the "true" values, AC9 measurements at 
440 nm overestimate and model values underestimate the true values. 

5. CLUSTER ANALYSIS 
A cluster analysis was performed on three optical data sets to group stations and to determine whether the choice of 

input data affected the resulting station clusters. The 2nd derivatives of the Rrs, filter pad absorption, and AC9 absorption 
spectra were derived for each of the twelve stations. The derivative data were then incorporated into a K-means centroid 
cluster analysis. This method produces a grouping of stations (observations) with a minimized within-cluster sum-of-squares5. 
Three seed stations were selected based on low, moderate, and high chlorophyll values (stations 10,30, and 47 were used, 
respectively). The clustering procedure was performed three times with different input derivative spectra (either Rrs, 
absorption, or AC9 data), thereby producing three different cluster groupings. The clustering of the derivative data groups 
stations with similar curve shapes, i.e., stations with similar peaks and shoulders in absorption. Thus, subtle differences which 
might not be discernible in the raw spectra are enhanced by taking the derivative. The objective here is to determine whether the 
different data sets produce similar station groupings. Although there were some differences in the station groupings depending 
on which data set was used in the cluster analysis, the results were fairly similar. For the cluster results based on the 2nd 
derivative of the paniculate absorption spectra, the Persian Gulf station and the nearshore stations that were not in upwelled 
water grouped in cluster 1 (stations 1,10,18,44). In cluster 2 are the farthest offshore stations (22, 23,247,29,30), and in 
cluster 3 are station 6 and the high chlorophyll upwelling stations near the coast (47, 50). 

6. DERIVATIVE ANALYSIS 
Previous work by Bidigare et al.4 suggested that the 2nd derivative of the absorption spectrum can be used as a 

qualitative indicator of the pigments present in a sample, while the 4th derivative data might be a more quantitative measure of 
pigment concentrations. Here we extend the application of derivative analysis from absorption spectra to Rrs spectra, to assess 
whether we can derive an estimate of the presence/concentration of individual pigments in the water column from remote 
measurements of reflectance. In Figure 6A, the particulate filter pad absorption is shown overlaid with its 2nd derivative, for 
station 23.. Note that the minima in the derivative spectrum correspond to peaks and shoulders in the absorption spectrum, 
indicating higher absorption by individual pigments at those wavelengths. The strong absorption maximum and derivative 
minimum at 675 nm is due to chl a absorption. The Rrs spectrum from the same station is overlaid with its second derivative in 
Figure 6B. Although the curve is generally featureless, the derivative analysis enhances the subtle dips in the curve. Because 
absorption and reflectance are inversely related (low reflectance at a wavelength indicates enhanced absorption), we are 
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Figure 6A. Particulate absorption and 2nd 
derivative vs. wavelength. 

Figure 6B. Rrs and 2nd derivative vs. wavelength. 
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interested in the dips in the Rrs curve, rather than the peaks as 
with the absorption curve. Thus, maxima in the Rrs derivative 
spectrum should correspond to minima in the absorption 
derivative spectrum. However, the minimum in the Rrs derivative 
curve at 682 nm corresponds to chl a fluorescence rather than 
absorption. Rrs and absorption 2nd derivatives vs. wavelength 
are plotted together in Figure 6C. Note that the main absorption 
minima correspond to Rrs maxima, as expected, denoted by the 
black circles on the figure. Note the offset between chl a 
absorption at 675 nm (blue curve) and chl a fluorescence at 682 
nm (red curve). 

In Figure 7, one station from each of the three cluster 
groups above (stations 10,30, and 50) is plotted to determine 
whether the patterns observed in Figure 6 are consistent. 
Absorption derivatives are shown in Figure 7A. Note the 
similarities in the locations of the minima in the derivative spectra. 
Rrs derivatives are shown in Figure 7B. Note the consistency in 

the locations of the derivative maxima, but the variations in 
amplitude. The assignment of individual pigments to the 

Figure 6C. Rrs and absorption 2nd derivatives VS. absorption derivative minima and to the Rrs derivative maxima is 
wavelength tentative and based on pigment absorption maxima in Bidigare et 

al." and Hoepffner & Sathyendranath''. If the assignment of 
individual pigments to the Rrs derivative maxima is valid, we should be able to predict pigment variations at the stations. 
Coincident HPLC data are required to verify the predictions. 
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Figure 7A. Absorption 2nd derivative vs. 
wavelength, station comparison. 

Figure 7B. Rrs 2nd derivative vs. wavelength, 
station comparison. 

7. SUMMARY 

Physical characterization of Arabian Sea stations based on temperature and salinity compare favorably with 
an optical characterization based on scattering and absorption. 
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• At 440 nm, absorption measurements with an AC9 meter exceeded spectrophotometric measurements which 
in turn exceeded model estimates based on the proposed SeaWiFS bio-optical algorithm. 

• Multivariate cluster analyses of derivative spectra of Rrs, paniculate absorption, and AC9 absorption yield 
fairly consistent station groupings related to station location and chlorophyll concentration. 

• Derivative analysis of Rrs spectra shows promise as a tool to remotely estimate the pigment composition of 
water masses. 
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ABSTRACT 

Fresh water runoffinto the ocean from rivers amd estuaries contains colored dissolved organic 
matter (CDOM) that strongly affects optical absorption. If conservative mixing occurs between these 
fresh water plumes and the surrounding high salinity/low CDOM oceanic waters, then a linear 
relationship should exist between salinity and optical absorption, enabling remote mapping of the 
plume's dispersion. In this study we test this relationship in the near shore region with optical 
absorption and salinity time series taken during four different experiments in separate locations and 
separate seasons. Our conclusion is that in very near shore regions, away from the immediate river 
runoff, the conservative mixing relationship is easily violated. 

1. INTRODUCTION 

Because of the highly variable nature of near shore hydrodynamics, it is imperative that 
methods for synoptically mapping these areas using aircraft or satellite be developed. One method 
that has recently demonstrated high potential, at least with river plume tracing, involves the 
relationship between optical absorption and salinity1. The concept is fairly straight forward: fresh 
water outflow from rivers and estuaries contains high quantities of colored dissolved organic matter 
(CDOM), or gelbstoff, that affect optical absorption and hence the spectral radiance reaching remote 
sensing platforms. If this fresh water is conservatively (i.e., linearly) mixed with surrounding oceanic 
waters of high salinity and low CDOM, and if that inverse linear relationship can be determined, then 
sea surface salinity can be mapped using remotely sensed spectral radiance. Or , conversely, mapping 
salinity remotely via microwave radiometry2 can provide a means to estimate the optical character of 
the water. 

Naval oceanographic interests have recently tended to focus in the near shore region, where 
coastal buoyancy layers with alongshore jets are formed from river/estuary plumes, and are ubiquitous 
to coasts with moderate to high runoff. This low salinity water is found trapped against the coast 
(<10 km) by pressure gradients and the earth's rotation. Observations indicate that the associated 
jet can provide an effective means of transporting suspended material and CDOM long distances from 
their sources. We would expect that the linear relationship under these conditions would break down 
when a third water mass is intermittantly introduced. This could happen by upwelling or by vertical 
mixing of deeper waters to the surface, or by horizontal advection of another water mass with a 
different CDOM/salinity ratio. It can also happen by biological changes and by non-linear floculation 
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of CDOM as the water ages. In this study, we have sought to determine something of the limits of 
the salinity/optical absorption relationship in the near shore regions at moderate distances from fresh 
water sources. Four field experiments over the past two years (1994-1996) were the basis of our 
effort. These experiments involved a larger look at the relationships between environmental forcing 
(i.e., winds, currents, waves, water mass character) and the optical nature of the water column in 
shallow water. For the present study, however, we have chosen to focus specifically on the 
relationship between salinity and optical absorption. 

2. OBSERVATIONS AND METHOD 

Figure 1 shows the location of three sites where observations were made for 2-3 week periods 
during 1994-1996. At one of the sites (Hamlet's Cove), observations were made during a summer 
and a winter period. Table 1 provides a listing of some of the experimental conditions. In each 
experiment, time series of salinity were 
obtained from moored Seabird SEACAT 
thermosalinographs, and concommitant 
time series of optical absorption were 
obtained with moored WetLabs AC-9 
meters. The SEACATs sampled 
temperature and salinity at 1 minute 
intervals; the AC-9s sampled 9 channels 
of absorption and total attenuation at 10 
minute intervals (5 minute intervals 
during    COPE    96). Absorption 
measurements were corrected for 
scattering. After the first experiment 
(Hamlets-summer), it was found that the 
best salinity/optical absorption fit 
occured at the shortest wavelength 
absorption channel, 412 nanometers.   This, 

Experimental Sites 
i i I i i ■ * i ' y ' ' 

■120 -110 -100        -90 
LONGITUDE 

Figure 1 
then became the standard for comparison of the other experiments. 

Three of the experiments took place in the summer-fall season, from August to late October, 
while the fourth experiment took place in the late winter (February/March). The Hamlet's Cove 
summer and winter experiments were conducted at the same location. Although this location was 
approximately 25 km from a relatively minor estuary at Destin, Florida, there were still readily 
identifiable pulses of low salinity water which invaded the mooring site. In the COPE 96 experiment 
(Chesapeake Bay Outflow Plume Experiment), we moored the instruments approximately 25 km 
south of the bay's entrance, and near shore. Due to recent hurricane activity nearby, there was an 
unusually large outflow of river water during that experiment. In contrast the Oceanside experiment 
was conducted near a seasonally dry river during a relatively dry season. It also was the only 
experiment shown with the sensors situated near the bottom instead of near the surface. 
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Table 1 : Experimental Sites & Conditions 

Experiment Date Background Weather Water 
Depth 

Sensor 
Depth 

Hamlet- 
Summer 

6-14 Aug 94 sandy beach -25 
km from estuary 

very mild 7m 
outside bar 

near- 
surface 

Hamlet- 
Winter 

28Feb 
-17 Mar 95 

11 
stormy 5 m 

outside bar 
near- 
surface 

Oceanside 15-28 Oct 95 kelp beds ~15 km 
from dry estuary 

very mild 15 m near- 
bottom 

COPE 96 14-27 Sep 96 nearshore plume of 
Chesapeake Bay 

mild/stormy 9m near- 
surface 

In order to extract the linear relationship between salinity and optical absorption at 412 nm, 
a first order polynomial fit was made to predict salinity from the a412 time series. The rms difference 
between the observed salinity and the predicted salinity gives "rms error." The percent "rms variance 
explained" is the rms error divided by the rms variance of the observed salinity curve. 

3. RESULTS 

In order to provide a visual comparison of the salinity/optical absorption (a412) relationship, 
each of the time series was normalized between zero and one, with the salinity time series inverted, 
and the results presented in Figures 2a-2d. In the Hamlet's Cove-summer experiment (Fig. 2a), the 
visual relationship is remarkably good. Sharp pulses of high and low salinity waters lasting one or 
two hours passed by the mooring, and were picked up in the a412 optics. In contrast, however, 
during the winter experiment at the same location, equally large pulses in salinity were not matched 
by a412. Referring to Fig. 2b, it seems clear that the general low frequency trend in salinity and a412 
were similar during the winter experiment but the strong high frequency pulses did not match. Part 
of the reason may be provided by an examination of the mixing conditions during the two 
experiments. In Fig. 3, a comparison of the significant wave height (SWH) during each of the above 
experiments is given. Clearly the summer experiment took place during very mild conditions, 
contrasting with two large storm events that took place during the winter experiment. In this shallow 
water, with little vertical density difference during winter, it seems clear that bottom water, with its 
detrital and sediment content, probably mixed into the surface layer, changing the salinity/a412 ratio. 
Curiously, however, pulses of estuarine water "fronts" were seen passing through, but with the wrong 
relationship (not inverse). In Fig. 4, a time-expanded version of salinity, alongshore currents, a412 
and b412 (scattering) is presented for two of these fronts. In the salinity/alongshore current time 
series (upper-Fig.4) two fronts are clearly visible, corresponding closely to the semi-daily tidal events. 
In the corresponding a412 time series (middle-Fig. 4), the first of these pulses is visible, but not with 
the inverse relationship to salinity. The second of the pulses is absent, but replaced with "noisy" 
events. In the b412 scattering time series (bottom-Fig.4), there is little variation during the first frontal 
passage, but large variation during the second passage. This would imply that the strong mixing 
event (beginning at "day" 10 in Fig. 3) brought up water with a different salinity/a412 ratio - 
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sediment/detrital suspension, not CDOM, was an important component of this ratio. 

Haslets Cove - Sumaei Hamlet» Cove - Winter 

218     219     220     221     222     223     224     225 
Julian Dav 1994 

Figure 2a 

65 70 75 
Julian Day 1995 

Figure 2b 

80 

Oceanalde 

'288     290     292     294     296    298     300     302 
Julian Day 1995 

Figure 2c 

260 262 
Julian Dav 1996 

Figure 2d 

The only one of the four experiments were we show near-bottom observations is presented 
in Fig. 2c (Oceanside, California). This experiment was done in approximately 15 m of water at a 
distance approximately 5 km from shore in comparison to the Hamlet's Cove experiments at about 
0.2 km from shore. Except for the sudden decrease in salinity and increase of a412 near day 298, 
there is little relationship between the two curves. This might be expected since there is probably 
considerable elapse of time between generation of low salinity water in the near shore region and its 
arrival at the mooring site. In addition, there was a strong nepheloid layer of detritus in closer to 
shore (not shown) which advected past the mooring site in response to tidal currents and alongshore 
wind events. This would indicate that there is little conservative mixing relationships between salinity 
and optics at this location. 
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Figure 3: Significant WaveHeight 
comparison for the summer and 
winter at Hamlet's Cove. 
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Figure 4: alongshore currents/salinity 
optical aborption and scattering during 
winter at Hamlet's Cove. 

Figure 2d shows the salinity/a412 relationship in the Chesapeake Bay outflow plume. It was 
anticipated that this experiment would show the strongest relationship since it involves fresh waters 
dispersing directly into continental shelf waters. However, in Fig. 2d, the inverse salinity/a412 
relationship is only seen in the first half of the record (to day 261). After that the relationship is 

258 259   260   261   262 
Julian Day 96 

01 
258 

COPE Mooring C 

a412-bottom 

a412-surface 

260 262 
Julian Day 96 

264 

Figure 5: Time series of a412 and 
offshore currents (positive) showing 
influence of bottom water on a412. 

Figure 6: Bottom (upper curve) and 
surface (lower curve) a412 during 
COPE 96. 

inverted. This site was about 2 km from shore and responded quickly to wind events. On day 261, 
an upwelling (northward) wind event occured which pushed surface water offshore. In Fig. 5, the 
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a412 time series is shown together with the offshore surface current time series. The clear 
coincidence between the upwelling event (positive offshore surface current) and the increase in a412 
is evident.   Fig. 6 indeed shows significantly larger a412 deeper in the water column. 

Table 2 summarizes the attempt to predict salinity from optical absorption (a412) using a 
linear relationship: 

Table 2 

Hamlet- 
Summer 

Hamlet-Winter Oceanside COPE 96 

rms error +/- 0.4 ppt +/- 1.29 ppt +/- 0.4 ppt +/- 2.63 ppt 

% rms variance 
explained 

87% 4% 41% 32% 

4. CONCLUSIONS 

Our goal in this study was to examine the simple relationship between optical absorption in 
the channel most sensitive to CDOM, and salinity, using time series from moored instruments. It was 
reasonable from the outset that this relationship would only hold when conservative mixing of fresh 
water outflow with oceanic waters occurred. We have found that, in well defined situations where 
linear horizontal mixing is appropriate, this is indeed the case. But when a third water mass enters, 
it is also quite clear that the ratio between salinity and optical absorption is disturbed. In shallow 
water, this third water mass is easily obtained by storm events which mix bottom water upward or 
by upwelling events which advect it upward. Other water masses which advect horizontally into the 
area must also be considered. It is indeed possible that other optical channels may have sensitivity 
to detritus which will enable the distinction, but at present the methodology is not clear. We expect 
that the ability to determine salinity from optics (or optics fro salinity) will be possible, but there 
needs to be much effort placed in the distinction of detritus from CDOM. 
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Phytoplankton: Implications for Deep Phytoplankton Size Class Distributions 
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ABTRACT 

Small phytoplankton (<2um), ubiquitous throughout the world's oceans, numerically dominate many open ocean 
ecosystems with increasing importance towards the base of the euphotic zone. As an example, light-limited deep secondary 
chlorophyll maxima are usually dominated by small phytoplankton species. Theoretical models describing light-particle 
interactions predict that small particles scatter light less efficiently than their larger counterparts. To investigate a possible 
relationship between the dominance of small phytoplankton in light-limited situations and efficiency predictions, a light 
scattering efficiency model based on Mie theory as approximated by Van de Hülst is used to determine scattering efficiency 
as a function of size. This scattering efficiency model, which approximates light-phytoplankton interactions by considering 
phytoplankton as homogeneous spheres, is driven by the spectral light field from an observed deep (~135m) phytoplankton 
population dominated by small phytoplankton. This deep secondary chlorophyll maximum is discussed as an example of a 
highly efficient small phytoplankton population at the threshold of the euphotic zone which could benefit as a result of its size 
distribution. 

Keywords: phytoplankton, Mie scattering, light limitation, secondary chlorophyll maximum, scattering efficiency 
1. INTRODUCTION 

Small phytoplankton, dominant in the upper layers of nutrient-limited open ocean areas" in part due to advantages in 
nutrient uptake kinetics afforded by large surface area to volume ratios2 may be increasingly important in terms of community 
structure towards the base of the euphotic zone.3 Given a typical tropical structure of increased nutrients towards the base of 
the euphotic zone coincident with the thermocline / pycnocline (ex. figure 5), the surface area / volume ratio - diffusion 
argument4 advantage for small phytoplankton would suggest that other factors besides nutrient limitation could become 
important at depth. Various suggestions have been offered to account for small phytoplankton dominating these light-limited 
regimes including increased absorption ability due to reduced package effect of pigment^ and pigment complementations that 
are optimized for the spectral distribution of light at deep depths6 While these possibilities may be important in determining 
the size distribution of organisms in open ocean areas with depth, other factors such as light-phytoplankton interactions 
(absorption + scattering) may also be at work. 

Here I describe simulated deep ocean light field interactions with ideal spheres as models of small spherical 
phytoplankton as a framework for understanding picoplankton-light interactions in the deep ocean. This is performed by 
coupling a Van de Hülst7 scattering model as an approximation of theoretical Mie scattering8 to a spectral distribution of the 
underwater light field as measured at deep small phytoplankton dominant stations. The scattering model then calculates 
spectrally weighted scattering efficiencies as a function of diameter (size). These scattering properties are discussed in terms 
of ecological implications for the size distribution of phytoplankton at depths where light limitation is extreme. 

2. MODEL 

The actual spectral distribution - Van de Hülst scattering coupled model is a C language program which is available 
upon request from ZI Johnson. 
2.1 Radiation Transfer 

The radiation transfer input to the Van de Hülst scattering model is a simple spectral characterization of the light 
field based on direct measurement of the light field. Specifically, transmission,rover depth interval a to b for wavelength X 
was calculated as, 

* Other author information: Email: zij@acpub.duke.edu; Telephone: 1-919-504-7641; Fax: 1-919-504-7648 
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where OxX is the photon flux density at depth* for wavelengthX. Total PAR (photosynthetic active radiation, 400-700nm) 
transmission at depth, z, was calculated as the integrated photon flux density at depth divided by the integrated surface photon 
flux density. <&xX were directly measured using a Bio-spherical Instruments, Inc. Multichannel Environmental Radiometer 
with an on-deck correction for changes in the surface light field during the measurement process! Seven wavelengths were 
measured corresponding to SeaWiFS absorptions bands, namely, 405,410,442,489, 508, 555, and 666nm. Wavelength 
inputs for the scattering model not directly measured were extrapolated from measured data using linear interpolation. 
2.2 Van de Hülst Scattering Model 

The Van de Hülst scattering model is used to determine the scattering efficiency, the ratio of scattered light to light 
impinging on a projected area of particle, of a homogeneous spherical particle. The Van de Hülst model is based on the Van 
de Hülst7 approximation as applied to Mie theory.8 This is chosen over the more rigorous exact Mie solution because it is less 
complex and consequently less computationally intensive. Further, it has been shown that for the range of optical properties 
covered by phytoplankton, the Van de Hülst approximation is adequate.10 

The Van de Hülst scattering model has as its raw inputs p (eq 2) and tan \ (eq 3). 
p = 2a(n-\) (2) 

'   = tan£ (3) 
M-l 

The first parameter is a dimensionless phase lag term which is composed ofa, a dimensionless length scale term (composed 
of A and sphere diameter, d,) and w, the real portion of the refractive index. The second term is the ratio between the 
imaginary and real minus one portions of the refractive index. Equations one and two are the parameters, which are simple 
functions of m {m = n-iri), A, and d (the diameter of the sphere), which comprise the true inputs for the Van de Hüls? 
efficiency equations for absorption (eq 4), attenuation (eq 5), and scattering (eq 6). 

g-2ptan£       e-2/>tan£ , 

*aKH' plant      2p2tan2£    2p2 tan2 £ 

Qc(p)=2-4e~fitant ^)sin(p-*) + (^)  cos(p-2£)) +4(^)  cos2£ (5) 

Qb(P) = Qc<J>)-Qa(P) (6> 
Since the spectroradiometry data has light as a function of wavelength and the refractive index is assumed to stay 

constant and independent of d and Ä, the absorption efficiency equation can be re-termed to be a sole function of diameter for 
a particular wavelength by substituting the right hand side of equation 7 for allp in equation 4 (eq 8). A similar re-terming is 
performed on equation 5 and 6 (not shown). 

p = 2y(«-l) (7) 

QaA (<0 = ] +    2nd(n - 1) tan £   + 8(^(« - l))2 tan2 £ + 8(*tf(w -1))2 tan2 <f (8) 

It is the absorption and attenuation efficiency equations that have been retermed ford that are used to calculate the 
scattering efficiency as with equation 6. 
2.3 Combined Model 

The Van de Hülst model, with appropriate constants, is driven by spectral availability of light. For each wavelength 
a scattering efficiency is calculated for each particle size of interest, typically 0-30,im in diameter with 0. lum steps. 
Scattering efficiencies for each diameter are then combined using a weighted mean based on relative availability of each 
wavelength at the depth of interest (eq 9). The final output is a weighted mean scattering efficiency for each diameter step 
and depth, Qbdz 
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Qb,d,z = 

f7UU 

).nQZ,Xiib,d,z,X 

•700 (9) 

Spectroradiometry data was selected based on the occurrence of a deep (~135meters) secondary peak in the 
fluorescence profile (see section 4), indicative of increased phytoplankton biomass in extremely low light levels. Values for 
the refractive index, were taken from Bricaud et al." and Morel et al.6. n values used ranged from 1.038-1.05. «'values used 
range from 0.002-0.02. These values were chosen because they correspond to theSynechococcus and Prochlorococcus that 
are common in deep waters. While it has it has been shown that the refractive index values are spectrally dependent, here I 
use a mean constant value for the model because spectral values were not available, and the model is focused on determining 
the relative changes in scattering efficiency in terms of the diameter of particle. 

Modeled Scattering Efficiency, Q.for tan^=0.03 
J — A 

e 
e 
o o 

> es 

Im 

£ 
o 
c 
2 

■5 es 
fc 

3 

Light Field at 132m 

0.25 - it 
0.20 - /   \    2 = 0.05% Surface PAR 

0.15 - /      \ 

0.10 - /           \ 

0.05 - 

0.00 - F       i         i         Pi         I * 

J3 

400       450       500       550       600       650      700 
Wavelength (nm) 

Figure 1: Measured spectral quality of light field at 132m. 
Data courtesy of C Trees (CHORS). 
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tan!;=0.03 as a function of length scale, p 

3. MODEL OUTPUT 

Model output was generated for several scenarios with varying refractive indices, spectroradiometry profiles, and 
depths of interest. Here I have chosen m = 1.05 - 0.01/ and z = 132 , with spectroradiometry data from the Arabian Sea (see 
section 4) as a representative example for discussion. 

The spectroradiometry input data atz=132 shows a clear peak in transmission around 490nm (figure 1). All longer 
wavelengths have been absorbed due to high attenuation coefficients of water at longer wavelengths!2 Wavelengths shorter 
than 490nm are also depleted in part due to water absorption, but also due to inelastic scattering processes and phytoplankton 
absorption corresponding to the Soret chlorophyll absorption band. The resultant transmission peak at 490nm represents a 
minimum in attenuation for combined water and phytoplankton, which dominate the optical properties in this type of region1.3 

The Van de Hülst scattering model was evaluated in terms of wavelength specific output and spectrally weighted 
values. Comparisons of the scattering efficiency function with previously reported values are in agreement (data not 
shown).1410 The generalized function shape of the scattering efficiency vs. diameter is a rapid initial increase to a peak 
followed by a decreasing oscillatory motion around the asymptotic value (figure 2). The location of the scattering efficiency 
peak is wavelength and refractive index dependent, hence each will modify the exact magnitude and position of peaks in the 
generalized curve. The spectral nature of the scattering efficiency can be seen for a constant diameter and refractive index 
(figure 3). This curve agrees with previous spectral scattering efficiency determinations with diameter and refractive index 
held constant." 
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Using the spectral availability of light, the spectrally weighted mean scattering efficiency can be determined for a 
particle size range at a particular depth for a refractive index. Using the depth of a deep secondary chlorophyll maximum as 
an indicator of an area where small phytoplankton are dominant, scattering efficiency vs. diameter was determined for a 
unique refractive index. The refractive index of m = 1.05 - 0.01/ was taken from Morel et al.6 as a representative value for the 
Prochlorophytes that dominate this deep fluorescence peak (see below). The spectrally weighted mean scattering efficiency 
vs. diameter (figure 4) is similarly shaped to a non-spectrally weighted curve (figure 2) except that the secondary peaks have 
been dampened giving an initial rapid increase to a peak followed by a decay to a steady state value. Also, the steady state 
value of Qj, for large diameters is not constant across the model runs (figure 2, 4), because it is highly dependent on the 

absorption portion of the refractive index, n'. For no absorption, (Qc = Qb ), the Qb value oscillations dampen and approach 

the value of two as the diameter increases. 

Scattering Efficiency for rf=5um, m=\ .05-0.01 i 
0.08 

i 1 1 1 1 r 
350    400    450    500    550    600    650    700    750 

Wavelength (nm) 

Figure 3: Modeled spectral scattering efficiency for 
rf=5umeters and m-1.05-0.01/. Note the strong spectral 
nature of the curve. 
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Figure 4: Spectrally weighted mean scattering efficiency as a 
function of particle diameter at 132m and m= 1.05-0.01/. 

4. CASE STUDY 

During the US JGOFS Arabian Sea process cruises (1994-1996), a deep secondary fluorescence maximum was 
observed at several station locations found in the oligotrophic portion of the central Arabian Sea. This secondary chlorophyll 
maximum was most pronounced during the NE monsoon period around January, but was found throughout the year. 
Subsequent examination revealed that this deep secondary chlorophyll maximum was dominated almost exclusively by 
Prochlorococcus spp. as elucidated by the dominance of di-vinyl chlorophylls through HPLC and by flow cytometric 
signatures.15 This paper is not focused on the description of the phenomenon. However, several useful parallels between the 
presence of the deep picoplankton population and the above-described model are apparent. I have selected one station as 
representative of the phenomenon to detail these analogies. 

The station, located at N° 10.0896 E°64.9829 was sampled for chlorophyll and irradiance at approximately noon on 
11 November 1995. As was typical throughout the region for this time of year, the station was characterized by a strong 
chlorophyll maximum at the base of the euphotic zone where nutrients started to increase and oxygen decreased rapidly 
(figure 5). Also typical of the secondary chlorophyll maximum stations was a secondary peak in the fluorescence coincident 
with the transition layer between the oxic/anoxic regions. Percent total surface irradiance at the depth of the secondary 
fluorescence maximum (132m) was -0.05%, well below the classically defined euphotic zone depth £1%) of 84meters. 
Hence, while nutrients are high, light levels are extremely low suggesting light-limitation. If light is limiting and there are 
adequate nutrients immediately above the deep population maximum, there must be an additional advantage such as predator 
avoidance due to anoxic conditions at that water column location. Regardless, the deep peak must be extremely efficient if 
photosynthetically active. 
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These deep phytoplankton, presumed to be light-limited because their photosynthetic response is exclusively on the 
linear portion of a PvsE curve, must be well adapted to survive in an extremely low light level environment. In fact, for a 
similar station the initial slope of a PvsE curve is 0.26mgCmgChr'hr"' with Ik at 17ueinm"2sec"\ What adaptations enable 
these phytoplankton to survive with orders of magnitude less light than chlorophyll maximum populations? One line of 
evidence centers around the size of the dominant phytoplankton in these deep secondary fluorescence peaks. Because the 
phytoplankton at the secondary peak are small, they are afforded certain inherent advantages with phytoplankton-light 
interactions. In addition to small phytoplankton exhibiting minimal package effect! and optimized pigment 
complementation6, inherent physical interactions between light and phytoplankton may be important. 
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Figure 5: Biological and physical characteristics of the secondary chlorophyll 
maximum station in the Arabian Sea at N310.09 E°64.98. Fluorometry data 
courtesy of C Trees (CHORS). 

From the model derived above, size is shown to profoundly influence the behavior of light-particle interactions. 
With the spectral input of light, the Van de Hülst scattering model suggests a sharp increase in scattering efficiency from 0 to 
5.5umeters in diameter where a peak in scattering efficiency occurs (figure 4). Subsequently, scattering efficiency drops-off 
and reaches a stable value of-1.1 at approximately lOumeters. From an anthropocentric point of view, a phytoplankter trying 
to optimize it's light capturing ability by minimizing the scattering efficiency should be to the left of the value of 1.1 on the 
ascending portion of the scattering efficiency curve. For a phytoplankter, this translates into a size range that is less than 
2.6umeters in diameter. Further, since the slope of this portion of the curve is quite steep, small decreases in diameter will 
result in relatively large decreases in scattering efficiency; a decrease in scattering efficiency from a typical dimeters 
diameter dinoflagellate to a typical 1.2nmeters diameter Synechococcus cell to a typical 0.6umeter diameter Prochlorococcus 
cell is 57% and 73%, respectively. To a phytoplankter under extreme light limitation, such differences represent a huge 
influence in the amount of light that is scattered; at the secondary chlorophyll peak dominated exclusively by 
Prochlorophytes, cell density was <26,000cellmr', and assuming a completely non-columnar light-field and a typical diameter 
for Prochlorococcus the average distance between particles over all angles is greater than the expanse of the secondary peak. 

Thus, a scattered photon is a lost photon. 
The model assumes that the refractive index remains constant over different size ranges. In fact, the refractive index 

has been shown to vary substantially, both spectrally and with different types of cells from different size classes. The 
imaginary portion of the refractive index which corresponds to absorption properties is particularly variable between taxa. A 
comparison of scattering efficiency curves for m = 1.05 - 0.01/, a typical value for Prochlorococcus and m = 1.05 - 0.003/, a 
typical value for Synechococcus6 reveals that the peak height and location is variable because of the large changes in the 

refractive index due to absorptive property differences. For the larger Synechococcus cells with the smaller«', the scattering 
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efficiency peak is moved to the right by 0.4umeters (data not shown). This may be another evolutionary mechanism whereby 
larger light-limited phytoplankton alter their refractive index through cellular composition changes to compensate for their 
larger size. 

Several problems exist in the derived model describing scattering efficiency as a function of diameter. Refractive 
indices are assumed to remain constant over a wide size range, when definite differences exist. Refractive indices are also 
assumed to be spectrally independent, when clearly phytoplankton pigments can markedly influence the absorptive and 
scattering properties of the cell. Finally, the derivation of the scattering model uses the Van de Hülst approximation which 
can lead to errors in determining attenuation, scattering, and absorption efficiencies.16 

5. CONCLUSIONS 

Despite some shortcomings, the simple scattering efficiency model has some interesting implications: (1) Size is an 
important factor in influencing scattering efficiency. In very low light regimes selective pressure could favor smaller 
phytoplankton due to reduced scattering efficiency. (2) To overcome scattering efficiency selective pressure due to size 
considerations, refractive indices may be selected for which minimize scattering efficiency for a given size. (3) 
Phytoplankton may have inherent physical characteristics beyond pigment complementation that optimize the phytoplankton- 
light interactions in an extremely light limited situation. 
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Phytoplankton quantum yield measured on minute time scales in situ 
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ABSTRACT 
We measure simultaneously, on sub-minute time scales, the downwelling irradiance spectra and the vertical attenuation 
spectra for downwelling irradiance of a contained phytoplankton culture while the culture is exposed to the full spectrum of 
an in situ light treatment. This technique incorporates miniature, fiber optic spectrometers (Ocean Optics, Inc.) and twin 
Self-contained, Underwater Photosynthesis Apparatus (SUPA). One SUPA serves as the reference, with filtered culture 
media in the exposure chamber. The other SUPA contains the phytoplankton sample in the exposure chamber. Using the 
assumptions that irradiance reflectance is small (<5%) in the SUPA and that upwelling vertical attenuation equals 
downwelling vertical attenuation in the culture, it is possible to approximate the flux absorbed by the phytoplankton by the 
product of downwelling irradiance and downwelling vertical attenuation. The concurrent measurements of net carbon uptake 
and net oxygen production in SUPA, each minute, support calculations of net quantum yield of the phytoplankton in situ. 
Results from a field study using the red tide organism Gymnodinium breve illustrate the ability to quantify the effects high, 
fluctuating irradiance exposure near the surface. 

Keywords: in situ quantum yield, attenuation spectra, phytoplankton, fiber-optic spectrometer, Gymnodinium breve, SUPA 

1. INTRODUCTION 
Bio-optical models of primary production require knowledge of the operational quantum yield of photosynthesis.1 Quantum 
yield is highly variable,2"6 dependent upon species and history of exposure to environmental conditions. Absorbed quanta 
(AQ) and photosynthetic yield (P) are needed to compute quantum yield directly. Presently the AQ must be estimated using 
irradiance spectra calculated or measured at the depth of interest, and using absorption spectra determined in the laboratory 
after samples of phytoplankton have been removed from the environment of interest and prepared for analysis. Additionally, 
the absorption spectra are measured using scanning monochrometers that expose the sample to sequential, narrow wavebands 
of light. The presumption that absorption spectra measured in laboratory spectrophotometers accurately represent absorption 
characteristics in situ is not well founded at present. Cullen and Lewis7 suggest that the application of remote sensing to 
productivity measurements lacks an understanding of the response of phytoplankton to high and fluctuating irradiance 
experienced in the surface layer, a particularly problematic issue since this is where the strongest impacts occur on remote 
sensing reflectance. Many bio-optical models estimate gross production and therefore do not account for the concurrent 
energy costs of cellular metabolism and behavior.8 Eventually, net production will be required for modeling carbon flux on a 
global scale. 

Kuhl and Jorgensen9 demonstrated the feasibility of using fiber-optic spectrometers to measure spectral irradiance in the 
aquatic environment. Recently, two miniature, fiber optic, CCD spectrometers (Ocean Optics, Inc.) have been fitted, in a 
trial configuration, to the Self-contained Underwater Photosynthesis Apparatus (SUPA).10 Tests have demonstrated a unique 
ability to measure vertical attenuation spectra, of phytoplankton culture contained within one of the SUPA exposure 
chambers relative to filtered medium in the other chamber under full-spectrum irradiance exposure, that complement SUPA's 
proven ability to measure photosynthetic carbon uptake and oxygen production of the contained culture on minute time 
scales in situ 

2. METHODS 
2.1 Instrument 
For this study, the SUPA consisted of twin one-liter, quartz-dome chambers (Fig. 1), each with a set of sensors including 
temperature, pH, dissolved oxygen and spectral irradiance, and a single data acquisition and control computer. A slow-speed 
stirring paddle maintained a homogeneous distribution of the phytoplankton sample. The pH and reference electrode were a 
unique design (Innovative Sensor, Inc.) that allowed them to operate pointing upward; the dissolved oxygen electrode 
operated in the pulsed mode to reduce stirring requirements.   The spectral irradiance sensors were based on dual Ocean 
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Optics,        Inc.,        miniature,        fiber-optic 
spectrometers.    Teflon disks, 0.8 mm thick, 
positioned in the center and just above the 
surface of the each exposure chamber baseplate, 
served as the downwelling irradiance collectors. 
These collector disks were viewed from below 

by 200 um diameter, silica (HOH) optical fibers 
(0.22 NA).    The optical configuration of the 
fiber-optic spectrometer included a grating with 
600 lines mm-1 and an 1100 element CCD. This 
configuration provided a spectral range from 
350 to 890 nm with an optical resolution of 
approximately 10 nm and a pixel resolution of 
approximately 0.5 nm.    The serial stream of 
1100 analog output signals were digitized to 12 
bits and averaged with either 35 or 8 other 
spectra depending on the shutter period of either 
66    msec    or    264    msec    respectively. 
Approximately 6 averaged spectra were stored to 
disk  each  minute.     The  spectral   irradiance 
sensors was calibrated against a calibrated fiber optic spectrometer (Analog Spectral Devices, Inc., LabSpec) under solar 
irradiance. 

Figure 1. Arrangement of SUPA exposure chambers (sun cartoon 
emphasizes the in situ nature of these measurements) 

2.2 Field experiment 
A batch culture of the red tide dinoflagellate Gymnodinium breve was grown in f/2 media", at 25 °C, under approximately 60 
umol m"2 sec"1 scalar irradiance (PAR). One SUPA exposure chamber was filled with the culture which had reached a 
chlorophyll a concentration of approximately 50 ug l'1. The other SUPA chamber was filled with the filtrate from filtration 
of an aliquot of the culture through glass-fiber filters (Whatman, GF/F) using < 75 mmHg vacuum. Additionally, a 20 1 
collapsible polyethylene bag with a quartz window on the top side was attached to the SUPA at the same level as the SUPA 
exposure chamber. This bag was also filled with the red tide culture and samples were withdrawn periodically through 
tubing connected from the bag to the SUPA exposure chamber and from the exposure chamber to the dock. Aliquots of 
these periodic samples were filtered using GF/F filters and the phytoplankton absorption spectrum determined using the 
quantitative filter technique (QFT).1213 The apparatus was suspended at a depth that ranged from 0.5 m and 1 m, depending 
on the tide. Measurements began at approximately 2200 hrs and continued for 36 hours. Data from the daylight period of 
the first day are considered in this paper. The sky was nearly cloudless on the morning of the first day resulting in irradiance 
exposure well above the desired levels. The exposure level was reduced by suspending a layer of neutral density screening 
above the SUPA at approximately 0925 hrs. 

2.3 Calculations 
The spectral irradiance data were binned into one minute intervals to match the data period of the SUPA productivity 
measurements (recorded once per minute). The vertical attenuation coefficient for downwelling irradiance within the sample 
exposure chamber attributable to the phytoplankton cells (Kdph(A,t)) was calculated from: 

v dln&QU)    \nEjr(Ä,t)-\nEäs(Ä,t) 
Kdph{A,t) = - =  (1) 

az r 
where E<t(k,t) is the spectral (X) downwelling irradiance at time / in the SUPA exposure chamber with filtered media 
(reference), Ejs(X,t) is the spectral downwelling irradiance at time / in the SUPA exposure chamber with phytoplankton 
(sample) and r is the radius of the SUPA dome.  With the assumption that irradiance reflectance was small (<5%) and the 
vertical attenuation coefficient for upwelling irradiance equaled that for downwelling irradiance within the SUPA exposure 
chambers, Kirk14 provided an approach for calculating quanta absorbed by the phytoplankton within the SUPA sample 
exposure chamber (AQph) such that: 
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It should be emphasized that the configuration of the twin SUPA chambers with filtered culture media in the reference 
chamber made it possible to assume that the difference in downwelling irradiance between to two chambers was due to 
phytoplankton, the absorption by water being approximately the same in both chambers. The operational quantum yield of 

photosynthesis (<po2(t)) was calculated using the relationship: 

where Po2(t) is the SUPA-measured rate of oxygen evolution at time t 
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Figure 2. SUPA-measured net oxygen productivity. Gaps in the dataset 
correspond to the times when discrete culture samples were removed from the 
SUPA exposure chamber, interfering with the productivity measurements. 

3.    RESULTS 
Net oxygen evolution increased rapidly in the early morning, reaching maximal rates by 0900 hrs (fig. 2).   A period of 
rapidly increasing irradiance between 
0900    and    0925    did    not    yield 
commensurately higher productivity. 
After the neutral density screen was 
placed over the instrument the oxygen 
evolution rates were maintained until 
approximately   1100  hrs.  when the 
turbidity of the water surrounding the 
SUPA increased (data not shown). 
This turbidity increase was apparent 
in a shift to more green irradiance 
spectra and a sharp decline in AQph. 
Additionally, the irradiance exposure 
throughout the  morning  and  early 
afternoon   was   a   least   twice   the 
preparatory,       laboratory      growth 
irradiance level even with the neutral 
density    screen. The    culture 
apparently   was   stressed   by   these 
irradiance levels as the cells in the polyethylene reservoir bag gradually settled or swam to the bottom of the bag, resulting in 

reduced cell counts (from 9 x 
106 to 5 x 106 cells I"1) and 
chlorophyll content (from 50 
to 30 ug l'1) in the SUPA as 
the day progressed. By mid- 
afternoon the oxygen 
evolution rate had reached 
zero and continued to decrease 
to a basal respiration rate in 
the dark that was stable 
through the night. 

The irradiance exposure 
fluctuated widely due to the 
passage of thunderstorms, the 
change in water turbidity and 
the application of the neutral 
density screen (fig 3).   A few 

0900 
1101 

3   i3oa 
%     1500' 

woo: 
550 

Wavelength (nm) 

Figure 3. Every tenth downwelling irradiance spectra recorded within the reference 
SUPA exposure chamber between 0910 and 1730 hrs. Note the rapid drop in irradiance 
when neutral density screen was placed over the apparatus at 0925 hrs. 
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irradiance spectra were 
considered outliers resulting 
from shading due to dock 
pilings (early and late in the 
day) and personnel on the 
dock. These outliers were 
easy to detect, often in groups 
over several minutes, from the 
significant (>10%) difference 
between the reference and 
sample chamber readings. 
Discounting the outliers, the 
shape of the vertical 
attenuation spectra (fig. 4) 
were consistent through the 
day and the variation in 
magnitude correlated well 
with the variation of 
chlorophyll a concentration in 
the exposure chamber. 

0900 - 
1100" 

*     1300- 
sj  1500- 

1700- 

400 450 500 550   600   650 

Wavelength (ran) 

700 750 

Figure 4. Every tenth vertical attenuation coefficient spectrum, due to phytoplankton, for 
downwelling irradiance within the SUPA exposure chamber containing the phytoplankton 
culture. 
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Shoulders in the attenuation spectra matched the shoulders in the absorption spectra obtained by the QFT (Fig. 5).  The 
shoulder at 466 nm is less pronounced in the SUPA attenuation spectra than in the QFT absorption spectra, and the shoulders 

and peaks at 495, 590, and 639 nm are 
more pronounced in the attenuation 
spectra. Generally, the magnitudes of 
the attenuation spectra and absorption 
spectra match well, but there is more 
variability in the attenuation spectra 
throughout the day. The attenuation 
spectra are considerably different than 
the absorption spectra at the 678 nm 
absorption peak. Some of this 
variability is due to the decreasing 
signal-to-noise ratio resulting from the 
rapid decrease of irradiance reaching 
the instrument with increasing 
wavelength in this part of the spectrum. 
However, this variability is not simply 

noise due to low signal strength. There 
are consistent trends, for extended 
periods, where the 678 nm peaks in the 
attenuation spectra match the 

absorption spectra peaks and other extended periods when the attenuation spectra peaks are significantly lower than the 
absorption spectra peaks. These long-period trends suggest processes within the culture are responsible for some of the 
variability. Negative attenuation is also apparent in the spectra of figure 4 between approximately 700 nm and 740 nm. This 
has been tentatively identified as fluorescence. 

400       450       500       550       600       650       700       750 
Wavelength (nm) 

Figure 5. Comparisons, at the indicated times, of SUPA-measured vertical 
attenuation coefficient for downwelling irradiance versus absorption spectra 
obtained using the quantitative filter method on discrete samples. Thick lines, 
Kdph; thin lines, ap. 

The net quantum yield of oxygen evolution measured for this in situ culture was within the expected range of values and was 
related to the AQph (Fig. 6). The relationship to AQph was consistent through the morning, but net quantum yield began 
decreasing in the early afternoon and continued downward through the rest of the day. The magnitude of in situ irradiance 
during the middle of the day was higher than growth irradiance in the laboratory. This in situ light stress may have inhibited 
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or damaged the photosynthetic system thus reducing oxygen production, and requiring enhance metabolic use of oxygen to 
counteract the effects of the stress. The decrease of cell count in the reservoir bag from the late morning through the rest of 
the day suggests that the cells were avoiding the high irradiance by moving to deeper water (bottom of the reservoir). 
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Figure 6. Operational net quantum yield of oxygen versus absorbed quanta for various segments of the daylight 

period. Fitted curves are of the form of Bidigare et al.1 equation 14, <|) max = 0.06. 

4.    DISCUSSION 
Several improvements are planned to reduce some of the variability in the attenuation spectra. These include frosted domes 
to increase the similarity of the light field diffuseness in the exposure chambers, more extensive calibration measurements, 
more care in the selection of deployment site to avoid interference from surrounding structures and increased sample 
averaging with outlier removal. With these improvements, the time course of attenuation spectra variation and quantum 
yield will readily be measured over multi-day deployments. This is a particularly useful capability for investigations of the 
photophysiology and migration behavior of the surface-dwelling red tide organism, Gymnodinium breve. Spectral 
attenuation and fluorescence emission measurements will permit estimates of the light energy budget in an investigation of 
the partitioning of energy by bloom-forming dinoflagellates with different vertical migration strategies. Kamykowski et al," 
describe a metabolism and photoacclimation biophysical model of dinoflagellate swimming behavior that incorporates a 
"metabolism-influenced" response. 

Millie et al.I6 applied fourth derivative analysis to optical density spectra from laboratory, light treatment experiments to 
identify regions of the spectra that responded significantly to different light exposures. Changes were related to HPLC 
derived photosynthetic and photo-protective pigments. The combination of our ability to subsample the SUPA culture for 
HPLC pigment analysis with the ability to measure attenuation spectra in situ will extend this experiment to short time scales 
in the natural water column. 

The variability of quantum yields must be described to verify and refine bio-optical production models. Operational 
quantum yields in natural populations and in cultures vary with light exposure, nutrient availability, temperature exposure 
and growth phase.2"6 SUPA now provides a capability to directly measure quantum yield allowing manipulative studies on 
populations with a known history in situ to develop a submodel for quantum yield. 

5. CONCLUSION 
The good resemblance between the SUPA-derived vertical attenuation spectra and the particulate absorption spectra obtained 
using the quantitative filter method suggest the SUPA approach is providing spectra that are useful for computing absorbed 
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quanta. The operational quantum yield values determined with this method compared favorably to results from other 
accepted methods. The approach is seen as a means to extend laboratory techniques to in situ studies. Doing so will establish 
the links between processes elucidated in the laboratory and how those processes behave in situ to produce the observed 
results in natural populations. 
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Measurements of photo-physiological parameters and primary production 
in the Central North Pacific Ocean 

Michael E. Ondrusek and Robert R. Bidigare 

University of Hawai'i, Department of Oceanography, Honolulu, HI 96822 

ABSTRACT 

The North Pacific Central Gyre is one of the largest homogenous bodies of water on Earth. 
Phytoplankton distributions appear to remain relatively constant for thousands of kilometers throughout 
the year. However, recent studies conducted at Station ALOHA as part of the Hawaii Ocean Time-series 
(HOT) program reveal significant seasonal and interannual variability in phytoplankton biomass and 
production rates. Despite the high resolution sampling performed at the HOT site, spatial and temporal 
variations in phytoplankton pigment biomass are difficult to resolve. This will require remote sensing 
platforms such as moorings and satellites. In situ measurements of the photo-physiological parameters 
necessary to bio-optically model primary production rates are an essential element for the interpretation of 
data that will result from the HOT and MOBY moorings and the SeaWiFS and OCTS satellite sensors. 
We participated in a transect cruise in the North Pacific Ocean from Station ALOHA to the CLIMAX site to 
document the spatial variability of photo-physiological parameters and to determine if the conditions at the 
HOT site are representative of the central gyre and, in particular, are comparable to the CLIMAX site. We 
measured the light limited rate of photosynthesis (a), the irradiance at which photosynthesis becomes light 
saturated (EjJ^the maximum rate of photosynthesis (Pmax), the phytoplankton spectral absorption 
coefficient ( aph *), and the maximum quantum yield of photosynthesis (3>max). The photosynthetic 
parameters were similar at the HOT and CLIMAX locations, however a diatom bloom at intermediate 
stations resulted in a doubling of Pmax, a, and 3>max. If these variations in photosynthetic parameter 
estimates are not accounted for when modeling production rates for the diatom-dominated stations, then 
carbon uptake estimates would be underestimated by 2-fold. This study demonstrates the need for 
temporally dynamic algorithms that account for variations in phytoplankon composition and physiology. 

Keywords: P vs. E, North Pacific Central Gyre, phytoplankton, quantum yield, absorption coefficient 

1. INTRODUCTION 

There are numerous versions of absorption- and photosynthesis vs. irradiance (P vs. E)-based 
models to bio-optically estimate primary production rates and all require some knowledge of the 
photosynthetic parameters Pmax, a, and Ek-1 For P vs. E models, Ek can be use to predict the light level 
at which photosynthesis rates drop below Pmax. For absorption-based models, it is necessary to know the 
efficiency at which absorbed quanta are converted into carbon (<£>) under various light regimes.2 

Photosynthetrons provide a means of rapidly measuring quasi-instantaneous photosynthetic rates and how 
they vary as a function of growth irradiance. From these data, the photosynthetic parameters described 
above can be estimated as long as care is taken in relating the spectral light field in the photosynthetron to 
that in the field. In this report we describe variations in photosynthetic parameters measured on a cruise in 
the North Pacific Central Gyre. Knowledge of the magnitude and variability of these parameters is 
essential for developing robust light-pigment models for use in estimating production rates with data 
acquired via remote sensing. 

2. METHODS 

2.1  Sample collection 
We participated in an ALOHA-CLIMAX transect cruise between 8-16 July 1996 aboard the R/V 

Moana Wave. Four evenly spaced stations were occupied beginning at Station ALOHA (22.75°N, 
158.37°W) and ending at Station CLIMAX (28.00°N, 155.41°N).  Experiments were performed using 
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clean techniques as described in the U.S. JGOFS protocols. Water was collected using 10 liter Go-Flo 
bottles on a kevlar line with Teflon messengers. Samples were collected daily from depths of 0 m, 45 m, 
75 m, and 100 m, at 1330 hr (local time). 

2.2 P vs. E measurements 
From each depth, twenty-eight 20 ml-borosilicate scintillation vials were filled with seawater and 

spiked with approximately 11.5 (iCi of 14C sodium bicarbonate. Duplicate sub-samples of the tracer 
solution were collected daily to determine the activity of tracer added. Two vials were processed for T0 
counts and two vials were incubated in the dark. The tracer uptake in the dark controls were subtracted 
from the P vs. E rates to correct for dark uptake. The twenty-four remaining samples were incubated 
under twenty-four different light levels in one of four identical photosynthetrons. Each photosynthetron 
was illuminated with two 250 watt ENH lamps (Vantage Lighting, CA). The beam passed through a heat 
shield gel (ROSCO thermashield) to remove infrared light and then through a 2.54 cm copper sulfate 
solution producing a blue spectral quality of light that resembles the in situ light field. After the copper 
sulfate solution, the beam of light passes through neutral density filters which produce twenty-four 
different levels of photosynthetically available radiation (EPAR, 0 - 1500 |iEin nr2 s_1). The light enters the 
samples through the bottom of the scintillation vials which are set in a black aluminum cooling block. The 
0 m and'45 m samples were cooled using pumped surface seawater. The two deeper samples were cooled 
with a refrigerated water bath. The samples were incubated for one hour. The spectral quality of the light 
was measured with a SpectraScope fiber optic probe attached to a S1000 spectrometer (Ocean Optics, 
Inc.). EPAR was measured in each sample before each experiment with a Biospherical Instruments QSL- 
100 PAR meter. The start time for the incubations was when the lamps were switched on and the stop 
time was when the lamps were switched off. 

2.3 Sample processing 
Each sample of known volume was filtered through a 25 mm GF/F filter, acidified with 1 ml 10% 

HC1 for 24 hrs and then fixed with 10 ml Aquasol II. The activities of the samples were counted initially 
and then recounted after 2 weeks. The counts after two weeks were used in the calculations (HOT 
protocols). The carbon uptake for each sample was calculated using the following equation: 

P = (g C g Chi"1 hr 1) = ([DIC] * 14Cpoc * 1-05) (14CDiC added * incubation time * g Chi)"1 (1) 

P vs. E curves are defined by the data points using a non-linear best fit solution to equation 2.3'4 

P = Pmax * tanh (EPAR Ek-') * exp(-ß * (EPAR - E,)) (2) 

Pmax is the Chl-specific maximum rate of photosynthesis (g C g Chi-1 hr1) measured in the 
photosynthetron and Ek (uEin nr2 s_1) is the saturation parameter for photosynthesis. The expression, 
exp(-ß * (EPAR - Et), is a photoinhibition term, where -ß is the negative slope of the P vs. E curve 
encountered under high light levels and Et is the light level at the onset of photoinhibition. 

2.4 Production rate calculations 
Photosynthesis rate, as computed using an absorption-based model,2 is dependent on the quantum 

efficiency (O, mol C Ein-1), Chi concentration, growth irradiance, and the spectrally-weighted Chl- 
specific absorption coefficient ( aph *): 

P = <J>*EPAR*Chl* aph* (3) 

where <J> is parameterized according to the equation given below.2 

* = <*>max * (Ek EpAR-1) * tanh (EPAR Ek"') (4) 
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In this study aph * was estimated using the spectral reconstruction technique5 and the spectral irradiance 
distribution measured in the photosynthetron. 

3.  RESULTS 

The photosynthetic parameters determined in this field study are summarized in Table 1. In the 
transect from Station ALOHA to Station CLIMAX, several trends are evident. Despite slightly higher 
values of Pmax and a for each depth at Station CLIMAX relative to that measured at Station ALOHA, most 
of the variability observed at each site is consistent with photoadaptation.6 Pmax and Ek decrease with 
increasing depth while a and Omax increase with increasing depth. At the intermediate stations, Pmax also 
decreases with depth, however the 5 and 45 m values are approximately twice those measured at Stations 
ALOHA and CLIMAX. The highest Pmax value (9.93 g C g ChH hr1) was measured at the 24.6°N 
station. At the intermediate stations, a does not show the same pattern with depth as observed at the outer 
stations. At the intermediate stations, a values are approximately twice those measured at Stations 
ALOHA and CLIMAX with a maximum value of 0.030 g C g Chi'1 hr1 (uEin nr2 s"1)'1 measured at 45 
m of the 24.6°N station. Ek values measured at a given depth do not vary appreciably with respect to 
latitude. Maximum quantum yield values generally increase with increasing depth with the exception of 
the maximum value of 0.046 mol C Ein"1 measured at 45 m of the 24.6°N station. 

Based on pigment profiles (data not shown), the conditions at Stations ALOHA and CLIMAX 
were consistent with and representative of typical oligotrophic conditions in the North Pacific Central 
Gyre.7'8 Chi concentrations were low in surface waters (<0.1 mg rrr3) and gradually increased to 
maximum concentrations at 100 m (0.2 - 0.3 mg nr3). At the intermediate stations, there is a second 
chlorophyll maximum at 45 m with concentrations twice those measured at 45 m at Station ALOHA and 
Station CLIMAX. Prokaryotic pigment marker concentrations (divinyl chlorophyll a and zeaxanthin) 
measured at a given depth did not vary with respect to latitude. By comparison, fucoxanthin 
concentrations (diatom marker) increased by up to 20-fold at depths of 5 and 45 m sampled at the 
intermediate stations; other eukaryotic phytoplankton pigment markers did not show latitude-dependent 
variations. The presence of a diatom bloom at the intermediate stations was confirmed by light microscopy 
(R. Scharek, per. comm). 

4.   DISCUSSION 

At present, we have not determined what caused the diatom bloom encountered along the transect. 
Most likely there was an increase in nutrient supply from below the mixed layer or an increase in iron from 
the deposition of atmospheric dust.9-10 The nitrate plus nitrite values are depleted (<0.01 uM) in the 
mixed layer of all stations. Concentrations start to increase at shallower depths at the 24.6°N station (80 
m) relative to that observed at the other stations (<110 m), possibly indicating a recent mixing event. 
Meteorological data may help clarify the physical processes that triggered the diatom bloom. We have also 
not been able to resolve the temporal and spatial extent of the bloom, but we can estimate some limits for 
these scales. We know that the latitudinal extent of the bloom was constrained between Station ALOHA 
and Station CLIMAX and extended at least the distance between the two intermediate stations. The bloom 
lasted at least one week since elevated fucoxanthin concentrations were encountered on the transect back to 
Hawai'i. The temporal and spatial scales of such a bloom could be resolved using ocean color imagery'. 
Even though the pigment concentrations were higher at the 26.4°N site than at the 24.6°N, the elevated a 
and 4>max values at 24.6°N suggest that this station may have had higher growth rates and was at the 
beginning or middle phase of bloom formation while the bloom at 26.4°N bloom may have already 
peaked. •' 

We modeled the production rates at Station ALOHA and the 24.6°N station using the absorption- 
based and P vs. E models described above. First we calculated production rates using the photosynthetic 
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Table 1. Photosynthetic parameters determined for natural populations of phytoplankton from the 
ALOHA-CLIMAX cruise (units: Pmax = g C g Chi"1 hr1; a = g C g Chi"1 hr1 (uEin nr2 s"1)-1; Ek = 
u.Ein nr2 s" '; aph * = = m2mgChl"1 Omax = molCEin-1) 

Date Depth 
(m) 

Latitude 

(°N) 
Longitude 

(°W) 

p a Ek aph * 

07/09/96 5 22.75 158.00 3.46 .007 484 .018 .009 
07/09/96 45 22.75 158.00 3.48 .011 325 .015 .017 
07/09/96 75 22.75 158.00 2.19 .014 157 .011 .030 
07/09/96 100 22.75 158.00 1.27 .012 106 .011 .026 
07/10/96 5 24.57 157.00 9.01 .021 424 .023 .021 
07/10/96 45 24.57 157.00 7.01 .030 234 .015 .046 
07/10/96 75 24.57 157.00 2.38 .021 113 .012 .042 
07/10/96 100 24.57 157.00 1.37 .013 106 .011 .026 
07/11/96 5 26.38 156.17 9.93 .015 662 .018 .019 
07/11/96 45 26.38 156.17 6.88 .025 272 .018 .032 
07/11/96 75 26.38 156.17 2.11 .021 101 .013 .039 
07/11/96 100 26.38 156.17 1.44 .018 80 .011 .038 
07/12/96 5 28.00 155.41 5.55 .011 513 .015 .016 
07/12/96 45 28.00 155.41 4.12 .016 250 .014 .027 
07/12/96 75 28.00 155.41 2.96 .015 199 .013 .026 
07/12/96 100 28.00 155.41 1.87 .019 98 .013 .034 

parameters measured at each station, then recalculated the production rate at the 24.6°N station using the 
photosynthetic parameters measured at Station ALOHA. This was done to assess the error produced when 
typical values for photosynthetic parameters are used as constants to model productivity over large 
temporal or spatial scales. When using the higher <E>max measured at the 24.6°N station, absorption-based 
model estimates were 2.6-fold higher then when 4>max values from Station ALOHA were used in the 
calculation. Use of the higher Pmax values measured at the 24.6°N station in the P vs. E model yielded 
daily production rates which were 2.7-fold higher than that obtained using the Pmax values measured at 
Station ALOHA. This may seem obvious, however, many studies have used <E>max and Pmax values 
measured at one location as values for computing production rates at different locations or at the same 
location at different times. 

A large number of P vs. E responses using photosynthetrons have been determined for the 
equatorial Pacific, California coastal waters, and the Atlantic.6-12'13. However, prior to this study, 
comparable measurements have not been published for Hawaiian waters or the North Pacific Central Gyre. 
Some efforts have been made to parameterize P vs. E relationships when modeling global rates of primary 
production. The most accurate estimates of primary production will probably come from local 
investigators using regional parameterizations over time and space. Each investigator can ground truth 
their estimates and work on scales small enough to modify, when necessary, the parameter inputs to 
accommodate local variations in the phytoplankton community (e.g., like the diatom bloom described 
here). From the small amount of data obtained in this study, a regression of surface Chi concentration vs. 
Pmax yielded a coefficient of determination of 0.85. Future production estimates may be confounded by 
the fact that other groups of phytoplankton with different physiological parameters (e.g., Trichodesmium ) 
also form blooms in the central gyre leading to increases in surface pigment biomass. Based on its unique 
optical properties, however, it should be possible to distinguish diatom and Trichodesmium blooms. 
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More effort is required for distinguishing phytoplankton community composition from space. 

5.  CONCLUSIONS 

The North Pacific Central Gyre is usually considered as a homogeneous, barren oceanic region 
with little temporal and spatial variability in phytoplankton biomass and production rates. Recently, we 
have seen in HOT deep sediment trap collections, increases in pigment flux which are associated with 
surface diatom blooms. In the future, such blooms should be resolved via the increased availability of 
satellite and mooring sensors. We made P vs. E measurements in the vicinity of the Hawaiian Islands in 
an effort to determine the variability of photosynthetic parameters and were very fortunate to have 
encountered a large diatom bloom. The values of the photosynthetic parameters remained fairly constant 
for the typical oligotrophic conditions which are normally encountered over most of the North Pacific 
Central Gyre. When bloom events occur the parameters must be scaled appropriately to ensure accurate 
estimates of primary production. The photosynthetic parameter estimates measured in this study will 
improve our ability to model phytoplankton production in the North Pacific, especially when diatom bloom 
events are observed via remote sensors. The importance of such events in the global carbon cycle will be 
improved with the increased availability of remote sensing data. 
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INTRODUCTION 
Laboratory experiments already showed that the most significant photoacclimation strategy deployed by 

Prochlorococcus sp. would consist of changing the number of photosynthetic units per cell1 and, thereby, the minimal 
turnover time for in vivo electron transport from water to C02 (T). AS a result, the saturation parameter E^, would tightly 
covary with growth irradiance. Also, because the zeaxanthin cellular content in Prochlorococcus sp. is quite stable, the 
ratio of zeaxanthin-to-dv-chl a would also covary with irradiance. A study in the Atlantic Ocean already showed that, to 
some extent (i.e. by a factor of 3), the maximum quantum yield of carbon fixation, fa max, is proportional to the ratio of non- 
photosynthetic pigments (mostly zeaxanthin) to all phytoplankton pigments (hereafter denoted the "non-photosynthetic 
pigment index; NPP index)2. In turn, the NNP index is linearly correlated with the mean irradiance in the mixed layer. 
The present study aims at documenting the above mentioned relationships in the equatorial and sub-equatorial Pacific, 
where prokaryotic photoautrotrophs dominate the phytoplankton community. 

2. MATERIAL AND METHODS 
Data were collected in the equatorial Pacific during the OLIPAC (JGOFS-France) cruise, in November 1994. Sampling 

was conducted along 150° W, from 16° S to 1° N. For each seawater sample, the following variables were measured: 
nanomolar concentration of N02 and N03, pigment composition using HPLC, in vivo light absorption by phytoplankton, 
photosystem 2 energy conversion efficiency (Fv/F0) measured by FRR fluoremetry, and physiological parameters derived 
from P vs.E experiments. The maximum quantum yield of carbon fixation was derived from the following expression: 

<f>cn™x=aB / (12000 a„*) 
where aB is the chl a-specific initial slope of the P vs. E curve, a„ * is the mean specific absorption coefficient weighted by 
spectral values of irradiance in incubators and 12 000 is the molar weight (mg) of carbon. The subscripts n = ph or ps and 
account for all phytoplankton pigments and photosynthetic pigments only, respectively. The satuaration parameter Ek is 
obtained from the ratio P3,^ / otB, where P^ is the maximum carbon fixation rate. Some data collected during the 
FLUPAC (JGOFS-France) cruise were also included in data interpretation. FLUPAC was conducted in October 1994 along 
two transects: 165°E, from 20°S to 6°N, and Equator from 167°E to 150°W. 

3. RESULTS AND DISCUSSION 
The thickness of the upper mixed layer (ZJ increased when going from 16°S to 1°N, while that the euphotic layer (Ze) 

decreased (Figs. 1 and 2). The total chl a concentration (dv-chl a + chl a) showed a maximum around 80 m at 11°S, which 
progressively broadened in the equatorial zone (Fig. 3). The NPP index had the highest values at 16°S where the mean 
irradiance in the mixed layer is also the highest (Fig. 4). Both «^max and «K^m« increased with depth along the transect 
(Fig. 5) but the latter showed higher values at the surface layer. The parameter Fy/F0 (Fig. 6) exhibit the same tendency as 
«k^max- The Fig. 7 shows variations in Efc. The highest value were recorded at 16°S near the surface. A tight relationship 
between Ek and the mean irradiance in the mixed layer is shown in Fig. 8. 

Ek variations may be predicted from Ze and Zn, when trying to estimate primary production from ocean color, at least in 
systems where prokaryotes dominate the phytoplankton community. 
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Figure 1. Vertical distribution of density excess. 

Figure 2. Vertical distribution of the photosynthetically available radiation 
(relatively to surface value). 
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Figure 3. Vertical distribution of Chla + DV-Chla concentration. 
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Figure 4. Vertical distribution of the non-photosynthetic 
pigment index, defined as the mass ratio of non-photosynthetic 
pigments (zeaxanthin, diadinoxanthin.diatoxanthin and B-carotene) 

to all phytoplankton pigments 
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Figure 6. Vertical distribution of variable fluorescence obtained 
from FRR Fluorometry (Fv/F0). 
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Figure 7. Vertical distribution of the saturation parameter 
(EK n-mol quanta m"2S"'). 
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A high throughput volume particle in-flow imaging system 
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ABSTRACT 

The Bigelow Lab in-flow particle imaging and analyzing system was designed with a 3 micrometer 
resolution and a maximum particle size of 1mm, making it useful for studying marine particles well 
beyond the useful range of conventional flow cytometers. This system allows the user to continu- 
ously monitor phytoplankton and paniculate matter in underway water or sampled water over long 
periods of time. When particle fluorescence is detected, the fluorescence and image data is 
acquired, stored, and presented to the user in scattergram and image form. While this system 
emulates conventional flow cytometers, it has a flow rate twenty times greater, making it useful for 
studies of sparse larger phytoplankton. It also provides images of each cell event, making it useful 
for particle classification. Because of these features, this system allows rapid analysis of particles 
which affect optical variability and photophysiological processes. The entire system is inexpensive, 
compact and PC-based and uses a novel binary optical element to increase the imaged volume. 
We present data from samples from cruises and from locally sampled water. 

KEYWORDS:Binary optics, imaging flow cytometer, phytoplankton 

SYSTEM DESCRIPTION 

Figure 1 is an illustration of the Bigelow In-Flow Particle Imaging and Analyzing System (BIF- 
PIAS). The fluid under investigation is drawn into the low fluorescence flow chamber where it is 
illuminated with 440 nm light from an Hg arc lamp. The system PMT monitors fluorescence emis- 
sions from 500 to 800 nm. The presence of any particle fluorescence emissions causes the sys- 
tem to strobe a light emitting diode which reduces the effects of motion and captures an image of 
the flow chamber on the video camera. The video camera signal is then captured by the PC 
framegrabber. The PC simultaneously measures the peak fluorescence emission associated with 
the passing particle. The computer software then studies the resulting image and extracts the sub- 
mimage of the particle in the main image. This subimage is stored as part of an image collage of 
all particles. The software also measures the cell size from the image. Cell size, fluorescence and 
area information is stored in Excel spreadsheets for later study. 

A binary optical element is used to increase the amount of fluid in the flow chamber that is in focus 
each instant1'. This is accomplished by stretching the objective lens' depth of focus by a factor of 
5. The result is that the system flow throughput is 1 ml/minute, 20 times that of a conventional flow 
cytometer. Figure 2 is a photograph of the binary optical element. Rings in the photo show where 
the glass of the element changes thickness. 
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FIGURE 2. Binary optical element used in the BIFPIAS to increase the imaged volume 
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METHODS 

Underway measurements were conducted on sea water from the sea chest on two separate 
cruises (R/V Edwin Link - Tropical waters or R/V Argo Maine-Gulf of Maine waters). In both cases, 
the sea chest was 2 meters below the waterline. The water was drawn through the imaging cham- 
ber with a peristaltic pump at 1 ml/minute. This rate was verified with periodic measurements of 
the flow. As particles were imaged, they were sized by computing the number of pixels that were 
above the threshold values set by the user. Pixel size was previously calibrated by imaging a cali- 
brated microscope reticle. Using this information, it was possible to compute the area of the parti- 
cle imaged. This same information was used to compute the particle's equivalent spherical 
diameter.Particle fluorescence was measured by measuring the peak voltage from the system 
PMT. Size, fluorescence and event time information was stored in Excel files for later analysis. 
Chamber fouling was observed while sampling in coastal regions. This problem was alleviated by 
hourly 5 minute chamber purges with chlorine bleach . 

When bottle cast or dock sample water was analyzed by the system, the water was placed into a 
beaker and drawn through the flow chamber at 1 ml/minute. Again, size, fluorescence and event 
time information was stored in Excel files for analysis. 

All data and images were later studied for the presence of air bubbles and chamber fouling that 
may have affected the total particle count and measured particle size. Erroneous data was 
removed prior to final analysis. 

RESULTS 

Normalized Particle Size Distributions for Different Marine 
Regions 
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Max. 
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Surface 

-Wilkinson Basin 
Surface 

-Tropical Surface 

19 29 39 
ESD (microns) 

49 59 

FIGURE 3. Large particle size distributions from various marine regions as measured by the 
BIFPIAS. 
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Particle size distributions from various marine regions were measured with the BIFPIAS and the 
results are shown in Figure 3. These results show size distributions up to 60 urn equivalent spher- 
ical diameter (ESD) for best comparison. The CoBOP '96 (tropical) plot shows a distribution 
skewed towards smaller particles with some larger particles also present. The sub-surface chloro- 
phyll maximum (SCM) Gulf of Maine plot also shows a distribution which is skewed towards 
smaller cells but with few larger particles. Both DEPSCoR '96 (Gulf of Maine) surface plots show 
the presence of larger particles (larger diatoms and Ceratium), however, the Gulf of Maine temper- 
ate coastal surface plot shows the highest presence of cells in the range of 10 to 30 micrometers. 
This is due to a high concentration of smaller diatom chains in the coastal region of the Penobscot 
Bay. 

Cell Size Distribution and Temperature vs. Location 
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FIGURE 4. Continuously measured biological data taken with the BIFPIAS along the transect 
from the Central Gulf of Maine to Castine, Maine. 
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Figure 4 demonstrates the ability of the BIFPIAS to continually monitor the cell size distribution for 
particles from 10 urn to 1000 urn. Both plots describe particle properties measured along the 
transect from the central Gulf of Maine to Castine, Maine. The top plot shows the percentage of 
cells which fall below a certain ESD for each location. Superimposed on this plot is the jagged tem- 
perature as read off of an AVHRR satellite image. The satellite image was taken within a week of 
the inbound cruise leg. There is a strong correlation between the cell size distribution and temper- 
ature.The biomass trace in the bottom plot shows the computed carbon per liter of underway water 
as measured by the BIFPIAS3. Again there is a strong correlation between biovolume and satel- 
lite-measured temperature. 
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FIGURE 5. The BIFPIAS interactive scattergram allows the user to select particle events from 
the flow cytometer scattergram and call up the corresponding particle images. In this image, 
four particle regions have been selected, as indicated by the arrows. 

The scattergram shown in Figure 5 illustrates two qualities of the BIFPIAS:1)the user may used 
the flow cytometer scattergrams and interactively click on dots on the scattergram to pull up 
images of those particles represented by those dots and 2) the system operates much like a con- 
ventional flow cytometer except for the fact that it operates over a different particle size range (up 
to 1000 \am). This scattergram was generated by sampling 60ml of dock water from the Depart- 
ment of Marine Resources (West Boothbay Harbor, Maine) with the BIFPIAS. It shows a general 
increase of fluorescence with particle size and also a decrease of cell counts with size. 
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SUMMARY 

• The BIFPIAS is able to continuously image particles and monitor particle Size Distributions 
while underway. 

• At station particle analysis is also possible 

• The Binary Optical Element increases the system flow throughput and still allows analysis of 
particles from 10 urn to "lOOOnrn. 

• BIFPIAS particle size range extends well beyond that of conventional flow cytometers. 

• The flow rate is also much greater that with conventional flow cytometers (1 ml/minute) 

• The interactive scattergram allows for taxonomic particle identification 
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ABSTRACT 

Advanced Very High Resolution Radiometer images before and after three hurricanes were processed to esti- 
mate the reflectance difference between visible and near-infrared bands. The reflectance difference provides a mea- 
sure of the turbidity in the water column. The images were compared to examine the influence of hurricanes on 
coastal waters. Hurricanes were found to increase turbidity in a large area, with the greatest impact to the right side 
of the hurricane track. 

1. INTRODUCTION 

Advanced Very High Resolution Radiometer (AVHRR) images acquired prior to and just after the landfall of 
hurricanes along the southeastern U.S. and Gulf of Mexico coasts have been processed to depict ocean turbidity due 
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to suspended particles. The images were processed using the algorithms of Stumpf and Pennock1'2 to depict the 
reflectance difference of the visible and near-infrared channels after correction for atmospheric Rayleigh scattering. 
The ratio of the reflectance difference after the hurricane and before the hurricane were calculated and could be used 
as a proxy measure of the relative impact of a hurricane on coastal waters. 

Three hurricanes are presented: Hugo in 1989 (Figure 1); Opal in 1995 (Figure 2); and Fran in 1996 (Figure 
3). Hugo and Fran made landfall in South and North Carolina respectivly. Both hurricanes impacted Long Bay and 
Onslow Bay. Opal made landfall along the Florida panhandle in the Gulf of Mexico. These three hurricanes illus- 
trate both the similarities and differences in impact that hurricanes have on coastal waters. 

2. REFLECTANCE DIFFERENCE ALGORITHM 

The reflectance difference was calculated from AVHRR bands 1 (visible, 580-680 nm) and 2 (near-infrared, 
725-1100 nm). The Rayleigh scattering is estimated based on the sun-earth-satellite viewing geometry and is sub- 
tracted from both bands. The remaining band 2 reflectance is assumed to represent the aerosol scattering contribu- 
tion and is subtracted from the Rayleigh corrected band 1. This assumption is involves both a very low water-leav- 
ing radiance in the near infrared and a maritime aerosol type with an angstrom coefficient of zero ■ . Thus, the water 
reflectance difference is: 

Rd = Rc{Xx)-YRMi) 

where RC{X) is the Rayleigh corrected reflectance for band x and Y is the aerosol color (=1.0). 

3. HURRICANE DESCRIPTIONS 

The following three hurricanes were selected for several reasons: 1) Hugo was a major hurricane in the area of 
the authors, 2) Opal had a dramatic effect on the turbidity, and 3) Fran was simply a very recent hurricane. In addi- 
tion, imagery was available showing relatively clear coastlines within 24 hours of hurricane landfall. All of the post 
hurricane images shown here are less than 24 hours from the time of hurricane landfall. 

3.1. Hurricane Hugo 

Hurricane Hugo made landfall on September 21, 1989 at near Charleston, SC as a category 4 hurricane with 
maximum sustained winds of 120 knots. The red line in Figure 1 indicates the track of the eye of the storm. Six 
days prior to the storm (Figure 1 a) the reflectance difference in the ocean was fairly low, indicating relatively clear 
water. After the passage of the Hugo (Figure la), the turbidity increased dramatically to the right of the eye (Figure 
lc). Relatively little impact is seen to the left. The highest ratio of reflectance after/before is seen in Long Bay. The 
ratio also has an interesting feature with respect to rivers. There is normally a river plume of turbid water from Cape 
Fear at the northern end of Long Bay. The ratio shows a decrease where the plume runs, suggesting that the river 
runoff did not have as large an increase in turbidity as the areas where bottom sediment resuspension had occurred. 

3.2. Hurricane Opal 

Hurricane Opal made landfall near Pensacola, FL on October 4, 1995 with category 4 hurricane with sustained 
winds of 130 knots. As with Hugo, the turbidity was relatively low prior to Opal (Figure 2a) followed by a large 
increase in turbidity after the Opal (Figure 2b). Again the highest relative increase (Figure 2c) is to the right of the 
hurricane eye track and is primarily in the bays. The ratio of turbidity for Opal is much higher than it was for Hugo, 
although the wind strengths were approximately the same. This may be a combination of slightly lower initial tur- 
bidity and perhaps a difference in the sediment type. The raised turbidity significantly decreased by October 9th. 
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3.3. Hurricane Fran 

Hurricane Fran made landfall near Wilmington, NC on September 5, 1996 with 100 knot winds as a category 
3 hurricane. As with Opal and Hugo, the turbidity prior to Fran (Figure 3a) is low and increases after Fran (Figure 
3b). The highest relative increases (Figure 3c) are seen in the bays near the hurricane track. In contrast to Hugo and 
Opal, there is a significant increase in the turbidity on both sides of the eye. With Hugo, there were no large bays to 
the left of the hurricane, but with Opal there was a large bay to the left. However, the bay to the left of Opal is feed 
directly by the Mississippi river and had a higher initial turbidity. While Fran had significant effect to the left of the 
hurricane, the majority of the change was still to the right side. 

4. DISCUSSION AND CONCLUSIONS 

These three hurricanes illustrate some expected effects of hurricanes on coastal waters. In all cases the water 
clarity has decreased due to resuspension of sediments from the shallow bottom. Since the strongest winds of a hur- 
ricane are in the northeast quadrant, the highest turbidity increase on the right hand side of the hurricane track is in 
good agreement. The high turbidity areas are the nearby bays, as we expect from wave focusing effects and the gen- 
eral expectation of higher erosion rates. 

While the basic expectations of hurricane effects hold true, there are differences that are revealed by the satel- 
lite data. Although Hugo and Opal had similar wind speeds, the turbidity due to Opal was much higher, both in a 
relative and absolute sense. It is difficult to know the exact reasons for this, though the differences in geomorphol- 
ogy, sediment type, and hurricane track are likely candidates. Opal meandered within the gulf before making land- 
fall, thus stirring the water off the coast for longer. Although Fran was a slightly weaker hurricane than Hugo, its 
impact on the relative turbidity was slightly higher. Where they made landfall is probably the largest factor in this 
difference, since Fran passed over two bays, one on either side of the eye. 

Examining the turbidity in this manner allows us a synoptic view of where sediment has been mobilized. 
There is a potential to combine estimates of mobilized sediment with models of current movement, providing esti- 
mates of sediment transport. This would be useful for many applications, including beach renourishment projects 
and determining areas where the bathymetry is likely to have changed dramatically, requiring new surveys for 
coastal navigation. The increased turbidity may impact seagrass beds by reducing the light available for photosyn- 
thesis or loss of bottom sediment and increased wave action may be simply uproot them. Shellfish and other filter 
feeders may also be affected by higher sediment loads. 
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Figure 1a. The relectance difference before hurricane 
Hugo, Sept. 15, 1989 is shown. 

Percent Reflectance Difference 
(Figures 1a and b) 

Figure 1b. The reflectance difference after hurricane 
Hugo, Sept. 22, 1989 is shown. 

Figure 1c. The Ratio of the reflectance difference before and after 
hurricane Hugo is shown (after/before). 
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Figure 2a, The reflectance difference before hurricane Opal, 
Sept. 29, 1995 is shown. 
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Figure 2b. The reflectance difference after hurricane Opai, 
Oct. 5, 1995 is shown. 

Figure 2c. The ratio of the reflectance difference before and 
after hurricane Opal is shown (after/before), Note that the 
grayscale for this figure has a greater dynamic range than 
figures 1 c and 3c. 
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Figure 3a. The relectance difference before hurricane 
Fran, Aug. 29, 1996 is shown:   ; 

Percent'Reflectance difference 
(Figure 3a and b) 

Figure 3b, The reflectarsce difference alter hurricane 
Fran, Sept. 6, 1996 is shown, 
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Figure 3c. The Ratio of the reflectance difference before and after 
hurricane Fran is shown (after/before). 
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ABSTRACT 

Alternating dark-bright patterns along the coast on Landsat MSS and the ERS-1 SAR images were 
recognized to be the image of a coastal lee wave. Such waves are called coastal lee waves because they 
occur along the lee side of the coast. The first case was noted in the offshore area of the Delaware Bay 
in the Middle Atlantic Bight shown as a wave-like cloud pattern on MSS images taken in December 14, 
1975. The second case was detected by the ERS-1 SAR shown on the image of the Taiwan Strait taken 
on December 8, 1994. The average wavelength is 2 km, ranging from 0.3 km to 4.2 km. The crest 
lines with length from 20 km to more than 100 km are generally parallel to the coastline. The 
horizontal distribution range is a band 20 km wide, 20-100 km offshore. The vertical extent of the 
disturbance reaches from the ocean surface to the top of cumulus. The waves manifest solitary 
characteristics. The seasonal land-breeze circulation is being proposed as a major generation mechanism 
for the observed lee waves. 

Keywords: coastal lee waves, satellite images, remote sensing, atmospheric waves, coastal ocean 

1. INTRODUCTION 

Lee waves are a type of atmospheric internal gravity waves, which occur in the lower layer of the 
atmosphere and are generated by an obstacle to air flow. Mountain lee waves generated by isolated 
mountain obstacles on the lee side of mountains are a typical example of atmospheric lee waves and 
have been intensively studied12. Lee waves analogous to mountain lee waves but caused by an isolated 
linear island have recently been observed using an ERS-1 (European Remote Sensing satellite) synthetic 
aperture radar (SAR) image3. From an ERS-1 SAR image of the North Sea, a nonlinear wave 
disturbance was identified in the marine atmosphere 30 km offshore in the German Bight4. 

The atmospheric lee waves under investigation is characterized by their occurrence being associated 
with the coastal environment, a transition region between marine and terrigenous air masses. In this 
case, the obstacle to air flow is no longer from a mountain nor from an island. The waves occur in the 
form of wave packets along the lee side of the coast, no matter whether it is a plain coast or hilly coast. 
The wave crest lines are nearly parallel to the coastline and over a hundred kilometers long. Satellite 
images also provide evidence that the vertical disturbance height caused by this kind of lee wave may 
reach to the top of cumulo-stratus clouds, about 3000 m above sea level. According to the close 
association of its occurrence with the coast, a unique feature, we define this kind of lee wave as a 
coastal lee wave. 
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2. COASTAL LEE WAVES IN THE MIDDLE ATLANTIC BIGHT 

A group of wavelike cloud patterns occurring in the offshore region of the Middle Atlantic Bight 
was imaged by the NASA ERTS-1 MSS on December 14, 1975. The center of the images was located 
at 38°58'N 74C1'W, about 100 km offshore from the Delaware Bay mouth. A partially enlarged false 
color composite image produced with bands MSS 7, 5, and 4 is shown as Figure 1. One can see that 
alternative dark-bright cloud patterns occurred in the offshore region of about 50 km from the Delaware 
Bay mouth. According to the definition given in the Introduction, we affirm that these cloud patterns 
represent the signature of coastal lee waves in the lower atmosphere. The waves occurred in the form 
of a packet with a total of 15 visible waves arrayed over a band of about 20 km wide. The average 
wavelength measured along profile B-B' is 0.94 ± 0.51 km, ranging from 0.30 to 2.05 km. The length 
of the wave crest lines, which appeared as bold bright lines generally parallel to the coastline, is as long 
as 80 km. The clouds are cumulo-strati, and the cloud top height was estimated at about 3 km above 
sea level (Moran, et al., 1991). 

Examining the traverse structures of wavelike patterns along four profiles A-A', B-B', C-C, and 
D-D' marked in Figure 1, we found that all the waves occurred in a packet, which occupied a limited 
space less than 20 km wide. More interesting is the fact that the amplitudes of the waves grew 
gradually from the rear to the front of the packet, but leading waves near the cloud front in the first 
three profiles had been broken. The wavelengths, i.e., the spatial separations between two solitary 
waves, also increased gradually from about 0.3 km in the rear to about 2 km in the front. This 
dependence of the wavelength on the amplitude, in fact, implies the amplitude-dependence of the phase 
speed, which is a unique feature of solitary waves. A comparison of the theoretical result with 
measurements taken from profile B-B' shows that the theoretical curves fit the measurements quite well. 
This good agreement of measurements with the theoretical predictions reveals a significant property of 
coastal lee waves, i.e., under certain conditions, coastal lee waves may exhibit pronounced solitary 
wave characteristics. 

In order to clarify the conditions for occurrence of the land breeze, monthly mean data of the land 
and ocean temperatures in the study area were collected in 1975 and early 1976. In December 1975 
and January 1976, the monthly mean ocean surface temperature was 8°C higher than that of the land 
indicating a favorable condition for generating strong seasonal land breezes. 

3. COASTAL LEE WAVES IN THE TAIWAN STRAIT 

The ERS-1 SAR image was taken on December 8, 1994, at 6:26:43 GMT. The coverage of the 
image is a square area with one side 100 km wide centered at 25°38'27" N, 119°38'41" E. A 
processed image is shown in Figure 2. The imaged area is a portion of the coastal and offshore region 
of Fujian Province, China, the northwest part of the Taiwan Strait. 

According to field observations, the land-sea temperature was 4° C at imaging time. It was a 
favorable condition for the establishment of the land breeze circulation (Simpson, 1994). In fact, an 
offshore wind of 1.5 - 3.5 m/s confirmed that the land breeze had occurred. Meanwhile, the coastal 
lee wave was generated together with the land breeze. 
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Figure 1. A false color composite ERST-1 MSS image of the Middle Atlantic Bight. Three bands 
used for the composite are MSS 7 as red, MSS 5 as green, and MSS 4 as blue. Original 
images coded E-2326-14542-7,-5, and -4 were acquired on December 14, 1975. The wave- 
like cloud patterns are the signature of coastal lee waves. 
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The alternative dark-bright patters also belong to three packets of solitary coastal lee waves. One 
can see that they are distributed in a band with an offshore width of 20 - 40 km. The first packet on 
the upper-right corner of Figure 5 contains 6 solitons with a spatially variable wavelength: the average 
wavelength of 1.7 km measured along the line marked by A-A', and 2.7 km along line B-B'. The 
second packet, which is close to center-right, contains 10 solitons with the average wavelength of 4.2 
km measured along line C-C. The third packet on the lower-left corner contains 17 solitons with the 
average wavelength of 2.0 km measured along line D-D'. The crest length of the solitons is about 
20 - 40 km. 

4. CONCLUSIONS 

The coastal lee waves exhibit the following general characteristics: 

1) The average wavelength is 2 km ranging from 0.3 km to 4.2 km. The crest lines, with lengths 
from 20 km to more than 100 km, are generally parallel to the coastline. The horizontal distribution 
range is a band 20 km wide, 20 - 100 km offshore. The vertical disturbance extent reaches from the 
sea surface to the top of cumulus clouds. 

2) Unlike the mountain lee waves, coastal lee waves are the travelling waves. Their behavior can 
be described by two layer model theory. The phase speed of the wave, therefore, depends on the lower 
layer depth. The lower layer depth decreases to zero at the cold front, so that the phase speed also 
gradually tends towards null. Thus, the coastal lee wave never propagates far from the coast, but 
appears to be "trapped" by the coast. 

3) Coastal lee waves exhibit some solitary features: they occur in the form of packets containing 
6-20 solitons. The leading solitons have larger wavelengths, implying that their phase speed depends 
on their amplitudes. This agrees with predictions by solitary wave theory. 

4) The land breeze circulation, which is driven by the land-sea temperature difference, is suggested 
to be a major mechanism for generating coastal lee waves. The offshore distribution and the modulated 
spatial structure of coastal lee waves in the three observed cases coincide with features of the land 
breeze described by Simpson5. All the three observed cases occurred in the mid-latitudes (25° - 40° 
latitude) during the local early winter. The land-sea temperature difference reaches the maximum value 
during that season and constitutes favorable conditions for generating the seasonal land breeze, providing 
further evidence for the proposed generation mechanism. 
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Figure 2. ERS-1 SAR image of the western side of Taiwan Strait acquired on December 8, 1994, 
at 6:26:43 GMT. The image covers an area of 100 km x 100 km, centered at 25°38'27" N, 
119°38'41" E with a scale 1 : 560,000. Alternative dark-bright patterns along the coast 
represent solitary coastal lee waves. 
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