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FINAL REPORT 

A. Statement of the Problem Studied 

The problem studied was mapping data into lower dimensional subspaces before application of 
signal processing algorithms. The purpose of such a mapping is to reduce the computational 
burden and increase the reliability of statistics estimated from data. Application of these concepts 
was studied in the areas of adaptive beamforming, adaptive detection, nonlinear filtering, and non- 
Gaussian signal processing problems. 

B. Summary of the Most Important Results 

We built upon our previous work in the areas of beamforming and adaptive detection. Our most 
important new result in beamforming was showing how to use dimension reduction, that is, 
partially adaptive beamforming, to reduce the signal cancellation effects that occur when correlated 
interfere« are present. The mean squared error at the beamformer output was expressed as the 
sum of an interference mean squared error term and a signal cancellation term due to correlated 
interference. Both of these terms depend on the adaptation space. Hence, we proposed choosing 
an adaptation space which results in very small signal cancellation while maintaining satisfactory 
interference cancellation. A design procedure was introduced for choosing an adaptation subspaa 
that provided good performance over a range of interference scenarios. 

In the area of adaptive detection we showed how a subspace mapping provides a mechanism for 
controlling the tradeoff between model bias and estimator variance for a class of generalized 
likelihood ratio detectors based on a generalized multivariate analysis of variance data model. Of 
particular note, we applied the subspace framework to study the detection performance of an array 
of vector sensors. Vector sensors measure all six electromagnetic field quantities at a point is 
space. The subspace framework was used to compare detection performance based on various 
subsets of the vector sensor output, such as various electrical field components or magnetic field 
components. We also examined optimum combinations of the vector sensor output. 

The major emphasis of the work in the second and third years of the project was on subspace 
methods for nonlinear filtering and non-Gaussian problems. Here we studied Volterra filters and 
estimation of third and higher order statistics, respectively. 

Our most important result in nonlinear filtering is the development of tensor product basis 
approximations (TPBA) for Volterra filters. Although the Volterra filter is relatively simple and 
general, its utility is limited because it is often highly overparameterized. This 
overparameterization creates difficulties for implementation of Volterra filters and using them in 
nonlinear system modeling. The TPBA greatly reduces the number of free parameters by mapping 
the input into a subspace before forming nonlinear combinations of the data. We have shown that 
the a large class of Volterra filters may be well approximated using the TPBA and developed 
several methods for designing the subspace, or approximation basis, that minimizes the 
approximated filter's mean square output error. These methods incorporate some prior knowledge 
concerning the filter or input to obtain a good subspace. In particular, we developed design 
methods based on knowledge of the filter's frequency support, knowledge of the desired filter 
parameters, or knowledge of the input statistics. We also demonstrated that the TPBA provides 
useful insight for understanding the nature of the Volterra filter response. 

We applied the TPBA to the important problem of nonlinear system equalization. In this work we 
used a contraction mapping approach to design the equalizer. Such an equalizer is implemented as 
a cascade of identical Volterra filter stages. The degree of equalization increases as the number of 
stages increase for input signals satisfying certain norm conditions. We have shown that the class 
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of allowable inputs is increased and that the bounds on the quality of equalization are tighter when 
a reduced degree of freedom TPBA Volterra filter is used as an equalizer. 

We recently developed a class of reduced degree of freedom Volterra filters for processing 
bandpass signals such as typically encountered in communication systems. We have shown how 
to implement the Volterra filter on baseband data, in such a way as to implement a desired Volterra 
filter on the bandpass or carrier based version of the data. In essence, this result indicates how to 
commute the order of carrier modulation and nonlinear filtering. This work has application to 
equalizing non linear communication channels. 

Our most significant work in higher order statistics is development of tensor product based reduced 
degree of freedom or "low rank" estimates of higher order moment matrices. We map the raw data 
into a subspace, estimate the higher order moments of the subspace data, and then relate these 
moments to the higher order moments of the original data. This introduces a "bias", defined as the 
difference between the expected value of the low rank estimate and the true moment. Note that 
there is always a "variance" representing the variability of the estimated moments caused by limited 
sample sizes. We have shown that the low rank estimates have a larger bias but smaller variance 
than the corresponding conventional estimates. The tradeoff between bias and variance was 
analyzed and we demonstrated that the low rank estimates can offer significant reductions in the 
mean-squared estimation error. This makes the low rank estimates extremely useful for signal 
processing algorithms that are based on sample estimates of the higher order statistics. The low 
rank estimates also offer considerable reductions in the computational complexity of such 
algorithms  We provided several methods for designing subspaces that optimize the tradeoff 
between bias, variance, and computation. The utility of this approach was demonstrated with a 
noisy input, noisy output system identification problem. 

A second important contribution of our work in higher order statistics was the development of a 
tensor product algebra for dealing with high order moments and cumulants. This algebra offers a 
powerful degree of analytic tractability. 
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