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1. Introduction 

This report summarizes work performed by McDonnell Douglas Aerospace on a contract under 
the ARPA University-Industry ATR Initiative. The focus is on a preliminary investigation into 
the use of wavelet coefficients for the extraction of local feature points ("tie points") to be used 
for matching 2-D and 3-D structure in multiple images. The ultimate objective of this effort is to 
develop techniques to automatically estimate 3-D scene structure from sensor image sequences or 
multi-look sensor imagery. The preliminary effort described here focuses on the extraction of 
local structural features computed as a function of wavelet coefficients and the matching of fea- 
ture points between images from FLIR image sequences. 

2. Approach 

The general approach to be investigated is depicted in Figure 1. The wavelet transforms of a pair 
of images are computed. Features which measure local discontinuity are computed as a function 
of the wavelet coefficients. The largest or dominant feature points are isolated to provide candi- 
date local features to be matched between the images. Ultimately, 2-D or 3-D scene structure is 
to be inferred based on the correspondence of match points. 

The research areas in this approach are: (1) determining appropriate linear or nonlinear functions 
of wavelet coefficients for extraction of local feature points, (2) developing methods for identi- 
fying correspondence between feature points, and (3) developing methods for inferring 2-D and 
3-D structure based on matched feature points. This paper focuses on preliminary investigations 
into the first two problems. 

3. Experiment - Using Wavelet Features to Match Features in FLIR Image Sequences 

Figure 2 depicts preliminary experiments investigating the extraction of wavelet-based feature 
points and simple local search methods for determining correspondence between feature points in 
successive images of forward-looking infrared (FLIR) video. First, a biorthogonal wavelet trans- 
form is applied to a pair of successive images from the FLIR sequence. Second, local feature 
values are thresholded to leave only dominant feature points. Next, centroids of feature groups 
are identified to eliminate spurious feature points in a cluster. Finally, a local search is per- 
formed to find correspondence between match points in the pair of images. 

Compute 
wavelet-based 
feature values 

Extract 
Dominant 

Feature Points 
Wavelet 

Transform Image 

Identify 
corresponding 

points + 
Infer 

2-D / 3-D 
Structure 

Compute 
wavelet-based 
feature values + 

Extract 
Dominant 

Feature Points 
Wavelet 

Transform Image 

Figure 1. General Approach for Use of Wavelets to Extract Structural Features from Images 
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Figure 2. Approach for Wavelet Feature Extraction Experiments 

3.1 Extraction of Wavelet Features 

Wavelets have proven to be well-suited for the extraction of localized image features such as 
edges and texture features.[1-3] Here our objective is to extract point features (such as corners 
and curvature discontinuities) as a function of the wavelet coefficients. These point features are 
then used as "tie points" for correlating scene structure between images. 

Four resolution levels of the wavelet transform of each image are computed using biorthogonal 
filters with 5 and 3 taps. [4] The coefficients of these filters are -1/8, +2/8, +6/8, +2/8, and -1/8 
for the scaling (lowpass) filter; and -1/4, +2/4, and -1/4 for the wavelet (highpass) filter. 

One of the drawbacks of the wavelet transform for image and signal analysis applications is that 
it lacks invariance to translation. It is clearly impossible for a subsampled transform to be invari- 
ant to translation (unless the translation occurs at a multiple of the subsampling factor). How- 
ever, if the sampling rate is sufficiently high, it is possible to achieve a weaker form of transla- 
tion invariance, in the sense that the energy in a particular band can be preserved as the signal or 
image is translated. [5] Thus, we sample the wavelet coefficients at twice the standard critically 
sampled rate (in each dimension). For an M x N image, this results in subbands having dimen- 
sions of M x N at the finest resolution level, M/2 x N/2 at the second finest level, M/4 x N/4 at 
the third level, and M/8 x N/8 at the coarsest level. The oversampled transform ends up with 2M 
x 2N transform coefficients, including the approximation coefficients at the coarsest scale. Fig- 
ure 3 depicts the structure of this oversampled wavelet decomposition, with the subband dimen- 
sions indicated. A notation which we will use for the coefficient variables in shown in the re- 
spective subband blocks, with a denoting an approximation coefficient and r denoting a detail 
(residual) coefficient. The subscripts v, d, and h represent the vertical, diagonal, and horizontal 
orientation preferences respectively. The superscripts denote the resolution levels. 

While the individual wavelet subbands are sensitive to certain oriented features (i.e., vertical 
edges, horizontal edges, diagonal edges), we want to extract not edges, but localized point fea- 
tures such as corners, which should produce a response at multiple resolutions and in multiple 
orientation bands. To do this, we compute at each pixel location a single feature value, which is 
a function of the wavelet coefficients (from all three orientations and from each resolution level) 
associated with that pixel location. Coefficients are associated to pixel locations by defining a 
square centered on the support of the corresponding basis function. (This association has some 
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Figure 3. Structure of Oversampled Wavelet Decomposition 

drawbacks which we will discuss below.) We currently use a linear combination of the absolute 
values of the wavelet coefficients. This is given by: 

4 

Among several linear combinations that were evaluated, this choice seemed to provide the best 
performance for use with the point correspondence process described below. Doubling the 
weight of the diagonal channels improved the selection of point features over linear features. We 
found no advantage to weighting of resolution levels. We believe that the feature values should 
ultimately be a nonlinear function of the coefficient absolute values, so that a high contrast edge, 
which is localized in only one dimension and which produces a strong response in one orienta- 
tion, can be suppressed in favor of corners and points which are localized in both dimensions and 
which produce a strong response in multiple orientation bands. 

Figures 4, 5, and 6 depict the feature extraction and matching process for three image pairs from 
FLIR image sequences of urban clutter, a hospital complex, and a power plant, respectively. 
Figures 4a, 5a, and 6a show the original image pairs. The white border line near the perimeter of 
the left image in each pair indicates the limits of the region within which feature values are com- 



puted. At points outside this border, the features are not computed due to boundary effects of the 
wavelet filters. 

Figures 4b, 5b, and 6b display the feature values for the image pairs. For the purposes of display, 
the feature values are normalized to a scale with 256 possible values, with black indicating the 
minimum feature value and white indicating the maximum feature value. Visual inspection of 
these feature images reveals an undesirable blocky character. This is attributable to the fact that 
even though the coarser resolution levels 2, 3, and 4 are oversampled in comparison to a standard 
wavelet decomposition, they are still subsampled with respect to the original pixel resolution. 
The association of these subsampled coarse resolution coefficients to locations at full pixel reso- 
lution leads to blocking of the feature values. In order to locate point features precisely, it would 
be preferable to eliminate this blocky characteristic in the feature values. Some potential strate- 
gies for accomplishing this are discussed in Section 4. 

An adaptive threshold is applied to the feature values to obtain a set of about 20 candidate domi- 
nant (large) feature points. The dominant feature points often occur in clusters of adjacent pixel 
locations. In such cases, the centroid of the cluster is computed, and is used as a single feature 
point. For the purposes of our experiment, an 8 pixel radius was used to establish such clusters. 
Figures 4c, 5c, and 6c depict the positions of the dominant feature points, as indicated by squares 
centered on the points. Visual inspection of the results will show that the feature locations corre- 
spond to point features and corners within the images. 

3.2 Determining Correspondence Between Feature Points 

• Because the image pairs used in this experiment were from successive frames of FLIR 
image sequences, the frame-to-frame motion was strongly constrained. As a simple 
method to establish correspondence between feature points, we searched for matched 
feature pairs occurring within 25 pixels of each other in the pair of FLIR images. The re- 
sulting matched feature pairs are depicted in Figures 4d, 5d, and 6d. While this matching 
process is admittedly simple, visual inspection shows that in most cases, the matched 
points identified corresponding structure in the image pairs. 

4. Conclusions and Future Work 

The results of these preliminary experiments indicate that wavelet-based features offer potential 
value for extraction of feature points for matching structure in multi-look images and image se- 
quences. Although the contract under which this work was performed has ended, we intend to 
extend this effort under Independent Research and Development (IRAD) funding. Future work is 
indicated in several areas: 

• The blocky character of the feature image should be eliminated. The strategy of over- 
sampling the wavelet transform by a factor of two preserves the energy in each band, but 
still does not match the pixel resolution. What we would like is to generate values at full 
resolution for each subband. Possible strategies are: 

-   An obvious strategy is to fully sample the transform, but this is computationally 
costly. 



• 

- Another strategy is to compute values at all pixel locations using bilinear interpolation 
from the nearest coefficients. 

- The strategy which we prefer is to invert each oversampled subband back into the 
pixel domain. This will produce an appropriately band-limited signal with full- 
resolution. 

The computation of feature values should be improved. As discussed above, a linear 
combination of coefficient absolute values will produce large feature values along high 
contrast edges, resulting in spurious point features which do not in fact correspond to any 
localized discontinuity. For the detection of point features, the feature value computation 
should include a nonlinearity to ensure that there is a significant response in multiple ori- 
entation bands. 

• The search for correspondence must be able to handle significant motion between feature 
points because the image pairs will not always come from successive frames of an image 
sequence, and also because the estimation of 3-D structure by stereopsis techniques can 
require significant disparity between match points. 

• The search for correspondence should be computationally efficient and should include 
considerations of consistency when sets of points may be the vertices of a rigid 2-D or 
3-D structure. Consider, for example, that when the transformation between a pair of im- 
ages consists of translation, scaling, and rotation within the image plane, then angles and 
log-distances from a given point feature to other point features provide an invariant sig- 
nature which may be used to register the images.[6] We will consider possible extensions 
of this property to find pairings of feature points which are consistent with the motion of 
the vertices of a larger structure. Sets of points which exhibit motion which is consistent 
in some fashion will provide a potential basis for inferring 2-D scene structure or for in- 
ferring 2-D facets within 3-D scene structure. 

• These efforts will be coordinated with future efforts by Summus, Ltd. on the use of partial 
differential equations (PDEs) for the extraction and minimal representation of 2-D and 
3-D image features. 
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(a) Sensed FLIR images (from sequence) 

(b) Feature values (Linear function of wavelet coefficients) 

(c) Extracted feature point locations (indicated by squares) 

*ä#s^**>H» . ;■* 

r7?  it 
■ * ,    f^ ; 'Him*"],...: ~ 
*     $0:   ■        '      j||| *::«w. 

^ %.„,„.#». ^ „ üti*.„ „*. 

-<*.   "      '                   ...     %                    -^,^4^,v.,!|;^|^,» 

""~"i°*:""*"i& ^*T"™c^^'"*"™"*H™|*r~'®! 

. u *-,   "\i 

(d) Matched features (indicated by dotted lines) 

Figure 4. Wavelet Feature Matching in Urban Clutter 



(a) Sensed FLIR images (from sequence) 

(b) Feature values (Linear function of wavelet coefficients) 
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(c) Extracted feature point locations (indicated by squares) 

(d) Matched features (indicated by dotted lines) 

Figure 5. Wavelet Feature Matching on Hospital Complex 
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(a) Sensed FLIR images (from sequence) 

(b) Feature values (Linear function of wavelet coefficients) 

(c) Extracted feature point locations (indicated by squares) 
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(d) Matched features (indicated by dotted lines) 

Figure 6. Wavelet Feature Matching on Power Plant 
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