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1. SEISMO-ACOUSTIC STUDIES AT TXAR

Eugene Herrin and G. G. Sorrells
with contributions from
Jessie Bonner, Valeriu Burlacu, Nancy Cunningham, Paul Golden, Chris Hayward, Jack Swanson, Karl Thomason and Ileana Tibuleac

1.1 INTRODUCTION

Data from the TXAR array showed that infrasonic signals from explosions caused ground motion that was detected on the seismic sensors (seismo-acoustic signals). Experiments recording acoustic and seismo-acoustic signals from quarry blasts in Central Texas confirmed a theoretical transfer function between the two types of signals in the band of interest (0.5 - 5.0 Hz). Four infrasonic stations were established at TXAR using porous hose arrays and inexpensive, low-frequency acoustic sensors collocated in boreholes with the seismometers. A number of different designs of the hose arrays were tested in order to maximize the acoustic signal-to-noise ratios. Acoustic and seismo-acoustic signals have been detected from a large number of mining explosions at regional distances from TXAR. As many as 75% of the regional signals detected at TXAR are now thought to result from commercial explosions, so that identification of these events is an essential part of routine analysis. Detection of acoustic and seismo-acoustic signals from both surface and underground explosions has been used as a positive discriminant that allows the construction of a ground-truth data base to be used in testing purely seismic discriminants.

---

1 Herrin, Eugene, G. G. Sorrells, et al., 1996, Seismo-acoustic studies at TXAR: Proceedings [poster], 18th Annual Seismic Research Symposium, 4-6 September 1996, Annapolis, MD, Sponsored by Phillips Laboratory, AFOSR, and AFTAC.
1.2. DISCUSSION

1.2.1 CTBT Monitoring Goals

CTBT monitoring goals are to detect, locate, and identify:
1. Evasively conducted nuclear tests, down to a few kilotons, worldwide, in all environments,
2. With enhanced coverage in regions of interest.

Meeting this challenge with high confidence will require enhancements in:
1. Monitoring sensors and network coverage,
2. Regional characterization and calibration,
3. Data processing,
4. On-site inspection.

1.2.2 Objective

The detection of seismic, acoustic and seismo-acoustic signals from both surface and underground mining explosions at regional distances from TXAR provides positive identification of the source. Using these observations we are building a ground-truth data base that can be used to test purely seismic discriminants. This same approach can be used at seismic arrays to be constructed in areas of particular interest for CTBT monitoring.

1.2.3 Research Accomplished

During GSETT2 a large number of teleseismic and regional signals were detected at the Lajitas, Texas, station (now TXAR) and reported to the National Data Center. Figure 1 shows the number of teleseisms detected during the test period sorted by day of week and hour of day. There is no clear pattern of occurrences. On the other hand, the number of regional events similarly sorted reveals a clear pattern of activity that peaks during the daylight hours of working days as shown in Figure 2. We estimate that up to 75% of the regional detections at TXAR are from commercial explosions up to mb 3.5. Under a CTBT, commercial explosions of larger than about mb 2.5 to
3.0 must be identified using data from arrays located in areas of particular interest.

Investigations at the Lajitas station and experiments carried out in Central Texas using quarry blasts have confirmed that low-frequency (0.5 to 5 Hz) acoustic signals can be detected at regional distances from commercial explosions on both acoustic and seismic arrays. The acoustic wave causes ground motion that is recorded by the seismic systems (seismo-acoustic signals). Detection of seismic, acoustic and seismo-acoustic signals at TXAR with appropriate arrival times, azimuths and phase velocities clearly identifies the source as an explosion. Figure 3 shows the location of the seismic elements in the TXAR array. Acoustic pipe arrays were collocated with seismic stations TX01, TX02, TX03 and TX09. Inexpensive acoustic sensors were placed in the boreholes that house the seismometers and electronic systems. One of these sensors is shown in Figure 4.

Figure 5 shows the acoustic signal recorded at TXAR for an mb 2.0 surface explosion in the Micare coal mining district of northern Mexico after band pass filtering (upper figure) and beamforming to the appropriate azimuth and velocity (lower figure). The amplitude is about 4 μbars. Figure 6 shows the seismo-acoustic signal from this explosion as recorded by the 9-element seismic array with the array beam (upper figure) and the result of application of an adaptive, pure-state filter to the signal (lower figure). These recordings clearly identify the event as an explosion.

Figure 7 shows the acoustic signal from an underground mb 3.0, explosion in the same mining district after band pass filtering (upper figure) and beamforming to the appropriate azimuth and velocity (lower figure). The amplitude is approximately 0.7 μbars 0-P. The presence of an acoustic signal indicates the event as an explosion. Figure 8 shows the seismo-acoustic signal from this underground explosion as recorded by the 9-element seismic array with the array beam (upper figure) and the result of application of an adaptive, pure-state filter to the signal (lower figure). This event is clearly identified as an explosion. Collateral information leads us to conclude that the event is a vented, underground explosion with
Figure 1. Number of teleseisms detected and sorted by day and hour.
Figure 2. Pattern of regional events during GSETT-2.
Figure 4. Validyne acoustical sensor.
Figure 5. TXAR Acoustical signal from mb 2.0 surface mining explosion.
Figure 6. Seismo-acoustic signals from the surface mining explosion as recorded by the seismic array.
Figure 7. TXAR Acoustical signal from a suspected underground explosion in the MICARE mining district.
Figure 8. Seismo-acoustic signal from the suspected underground explosion as recorded by the seismic array.
small, if any, delays in the firing sequence. A number of events from mining
districts in Mexico and the Western United States have been positively
identified by the detection of associated seismic, acoustic and seismo-acoustic
signals. These identified events then become, along with earthquake
aftershock sequences, part of a ground-truth data base that can be used to test
seismic discriminants.

In order to increase the detection capability of the 4-element acoustic array at
TXAR, we have been experimenting with changes in the geometry of the
porous-hose arrays connected to the infrasonic sensors. One simple change in
the hose array led to a 10 dB reduction in the acoustic background noise in the
0.5 to 5.0 Hz band. The collocation of the acoustic and seismic sensors makes
possible the estimation of the transfer function of the acoustic array for signals
of interest.

Figure 9 is a diagram showing as blocks the acoustic array and seismo-acoustic
response functions. The latter function depends upon the seismometer
response, which is well known, and the earth response to the acoustic signal
for which we have an experimentally verified theoretical model. Deconvolution of these two effects provides an estimate of the acoustic signal
that can be used, along with the acoustic sensor output, to calculate the array
transfer function. Figure 10 shows the amplitude and phase response of the
pipe array at TX09. The linear trend in the phase response corresponds to the
pure signal delay in the pipes.

Figure 11 shows the balanced zonal winds at 30 deg N. latitude. The darker
colors indicate that the zonal winds are blowing from east to west, and the
lighter colors indicate that the zonal winds are blowing from west to east.
Because the winds blow from east to west in the spring and summer, and
reverse from west to east in the fall and winter, this should result in a
seasonal bias on the detection of infrasonic signals at TXAR.

Figure 12 is a Landsat image of an area in northern Mexico showing the
MICARE mining district. Figure 13 is a map of northern Mexico and
Southern U. S. region showing the TXAR array site in southwest Texas and
locations of MICARE mining events.
Figure 9. Block diagrams of acoustic array and seismo-acoustic response functions.

Figure 10. Amplitude and phase response of one element of the pipe array.
Figure 11. Balanced zonal winds at N 30 degrees latitude.
Figure 12. Landsat image of MICARE mining district in Northern Mexico.
Figure 13. Map of northern Mexico and Texas showing TXAR and location of MICARE mining events.
Figure 14 shows the AR3 Spectral discriminant applied to an explosion from a coal mine in northern Mexico. The discriminant clearly indicates that the source is a “ripple fired” mining explosion. Figure 15 shows the AR3 spectral discriminant applied to an event in the vicinity of a coal mine in northern Mexico. The discriminant classifies this event as an outlier, neither explosion-like or earthquake-like.

1.3 CONCLUSIONS

The use of seismic, acoustic and seismo-acoustic detections has been clearly established as a means of positively identifying surface and vented underground explosions. These identified events then become part of a ground-truth data base. This procedure can be used at collocated seismic and acoustic arrays that detect explosions of mb 2.5 or larger from regional sources.

Detection of acoustic signals allows the identification of clusters of similar seismic signals from explosions.

Under light wind conditions the acoustic detection threshold is a few tenths of a microbar.

Under moderate wind conditions the seismo-acoustic detection threshold is about a microbar.

Acoustic signals from explosions in Coahuila, Mexico, with seismic magnitudes above about 2.5 are detectable during months with a favorable zonal stratospheric wind direction.

We expect to detect acoustic signals from explosions in New Mexico and Arizona this winter when the zonal stratospheric winds are from the west.

Work now in progress includes:
1. Pipe array design studies
2. Evolution of the use of the pure-state filter
3. Seismo-acoustic detector algorithms
4. Development of a ground-truth data base for TXAR.
Figure 14. AR3 discriminant applied to an explosion in the MICARE district.
Figure 15. AR3 discriminant applied to an event in the MICARE district.
2. INVERSION OF SURFACE WAVES FOR SHALLOW VELOCITY STRUCTURE IN THE FORT WORTH BASIN

Jessie L. Bonner

2.1 EXECUTIVE SUMMARY

Short-period Love and Rayleigh (Rg) waves are guided surface waves that are generated efficiently by chemical explosions at quarries. One such quarry, operated by Chemical Lime, 40 km west of Waco, Texas, was the source for an intensive surface wave study to determine the radiation patterns for Love and Rg waves generated by ripple-fired explosions (Bonner et al., 1996). This same quarry was also the source for a seismo-acoustic experiment conducted to determine the coupling of acoustic waves in the ground (The Thompson Hollow Experiment, see Section 3 of this report). As a result of these study, surface-wave dispersion curves were generated for eight different propagation paths inside the Fort Worth basin. The purpose of this research is to invert these group-velocity dispersion curves for both Love and Rayleigh waves in order to determine shallow, shear-wave, velocity structure (< 2 km) for the Fort Worth basin. Such velocity structure is important for successful application of seismic source discriminants.

2.2 INTRODUCTION

2.2.1 Fort Worth Basin

As the proto-continents of Africa and South America advanced further toward and eventually collided with the North American craton during the Carboniferous, major thrust faults developed and folding along the Appalachian-Ouachita trend began. Several deep, foreland basins formed in front of these advancing thrust sheets, and sediment that was shed off these thrust sheets filled the basins. Some of these Paleozoic foreland basins contain up to or in excess of 16 km of synorogenic sediment, and this entire thickness is predominantly composed of flysch deposited during the Mississippian and Pennsylvanian (Viele and Thomas, 1989). The Fort Worth basin, located in north-central Texas, is one of these foreland basins (Figure 16).

The Fort Worth basin was at one time one of the most active provinces for drilling in the United States, appearing consistently on the list of top 10 most
Figure 16. Approximate outline of the Fort Worth foreland basin, North-Central Texas (modified from Rinard, 1994).
active provinces up to 1980. In fact, for a six year period (1974-1980), 25% of all wells drilled as new field wildcats resulted in some sort of productive completion, a figure significantly higher than the average for the United States (see Rapaport and Grender, 1986). Obviously, falling petroleum prices have taken its toll on the basin, as production has dropped off substantially. Even so, any geophysical information obtained during this downtime could prove substantial for future plays within the basin. The stratigraphic columns for the Central Texas region and the Fort Worth basin are shown in Figure 17.

The basin is filled with poorly-consolidated, low-density sediment, as noted by the pronounced gravity anomaly seen on a Bouguer gravity map (Figure 18). The thousands of feet of basin fill are largely comprised of sands and shales in turbidite sequences which were deposited synorogenically. Gravity lows reach a minimum of -85 mGals in the northern sections of the Fort Worth basin.

2.2.2 Chemical Lime Quarry and Data Acquisition

Chemical Lime (Chemlime) operates a quarry 40 km west of Waco, Texas, that extracts lime from the Edwards formation, a Cretaceous rudistid reef complex, for road and agricultural purposes. Chemlime’s quarry, located within the southern confines of the Fort Worth basin, casts material into the pit by detonating 3-4 tons of ammonium nitrate explosives several times per week (Figure 19). These blasts were the source for a detailed study of the radiation patterns for Love and Rayleigh waves generated by surface explosions. Seismograms from blasts on June 28, July 12, and July 17, 1994, were recorded on eight Sprengnether 6000 three-component, 2-Hz geophones connected to Reflection Technologies (REFTEK) DAS 72-0A systems. A Teledyne Geotech PDAS 100 system, placed at the quarry, recorded the origin time of each event using GPS hardware. Ten sites were selected to surround the quarry at a distance of approximately 10 km. At this distance, higher modes have separated from fundamental mode surface waves enough to allow adequate processing. Each site was selected based upon geology and site accessibility, such that all sites have several feet of well-defined soil to allow seismometer burial of 1-2 m, with the exception of B1, which was located in the rocky soils.
Figure 17. Stratigraphic column for Central Texas and the Fort Worth basin (from Martin, 1982).
Figure 18. Bouguer gravity map of the Fort Worth basin and associated structural features of central Texas (Rinard, 1994).

Figure 19. The June 28, 1994, Chemlime quarry blast.
of the Edwards formation. Field logistics and accessibility resulted in a skewed network (Figure 20) with the seismograms ranging from 9.2 km (B7, B8, Figure 20) to 12.85 km (B10, Figure 20) from the quarry. At each site, the recorder was set to detect the quarry blast signals using a STA/LTA trigger. Disk failure at two sites (B6 and B4, Figure 20) reduced the active network to eight sites. Lack of triggering caused additional failures on the dates of the blasts, resulting in seven stations recording the June 28, and July 17, explosions, while only six recorded the July 12, blast. The data were transferred to a workstation and corrected for the instrument response.

2.2.3 Short-period Love and Rayleigh Wave Discussion

As a result of this study, eight different propagation paths for short-period Love and Rayleigh (Rg) waves were sampled. The group velocities of Love and Rg are controlled mainly by variations in the velocity structure of the upper few kilometers of the crust along their propagation paths. Rg waves on short-period seismograms are prominent at epicentral distances of 5 to 200 km along propagation paths characterized by smooth-terrain and by low-velocity surface sediments or weathered rock. The same is true for Love waves, except short-period, Love waves are usually observed out to 400 km (Delitsyne et al, 1996). The range of distances of propagation and depth of penetration make Rg waves appropriate for the study of facies changes in sedimentary basins (Kocaoglu and Long, 1993). Since, in general, velocity increases with depth, a situation arises known as dispersion in which the longer period surface waves penetrate deeper into the crust than short-period surface waves, thus having greater group velocities. The multiple filter technique (MFT) is shown to be a fast, efficient method of analyzing these dispersed signals. (Dziewonski et al, 1969). The MFT applies narrow band Gaussian filters to the dispersed wave train to determine group velocity as a function of period. When the MFT results are combined with the phase match filtering technique (Figures 21 and 22), a method for extracting a particular mode or arrival from a complex surface wave train (Herrin and Goforth, 1977), the dispersion curves for different propagation paths can be studied without interference from other parts of the waveform. The dispersion curves for the Love and Rg waves recorded from the June 28 blast
Figure 20. Portable network of seismometers monitoring blasting operations at Chemlime.

Figure 21. PMF extracted Love waves for the June 28, 1994, Chemlime explosion.
Figure 22. PMF extracted Rg for the June 28, 1994, Chemlime explosion aligned to the most prominent pulse.
are shown in Figure 23. Given these dispersion curves, the near term objectives of this study are:
1. Invert both short-period Rayleigh and Love waves from Central Texas quarry blasts to determine the upper-crustal, velocity structure.
2. Determine if the highly-fractured, loosely-consolidated rocks comprising the upper crust of Central Texas are transversely anisotropic.

2.2.3 Inversion Fundamentals

According to Panza (1981), two different approaches for surface wave inversions are used; the first is the "linearized inversion" of Backus and Gilbert, (1968, 1970) and second, trial-and-error techniques similar to the Monte Carlo random search (Keilis-Borok and Yanovskaya, 1967). Backus and Gilbert's method is essentially based on the iterative procedure of referring the Earth model by small disturbances of an initial a priori known Earth structure. This structure consists of physical properties that fall into two classes; properties that can be described as discrete parameters and those that are described by continuous functions. The research presented in this proposal considers the former, assuming numerical values for different parameters within the Earth. The earth will be assumed to consist of several discrete layers that can be represented by parameters such as density (ρ), P (α) and S (β) wave velocity, and attenuation (Q). The data used to determine these parameters will be the group velocity curves shown in Figure 23.

The method of inversion used in this proposal will be similar to the problem described below. Consider the linear equation:

\[ A x = b \]

where \( A \) is the data kernel, \( x \) is a vector that contains the parameters being estimated, and \( b \) is the vector of the data (group-velocity dispersion in this case). This equation applies not only to this research, but also to most discrete inverse theory. Inversion is generally an iterative technique where this equation can be worked backwards based on the estimated model parameters that yield predicted data. With this in mind, we must have some program to calculate the theoretical dispersion for the model parameters, thus we use
Figure 23. Group velocity data for Love and Rg waves recorded from the June 28, 1994, Chemlime explosion.
programs by Robert Herrman at St. Louis University. The frequently used least squares solution is a technique to pick model parameters that force the predicted data to be as close as possible to the observed data. The error $e$ for each observation can be defined as:

$$e = b_{\text{observed}} - b_{\text{theoretical}}.$$  

The line that has the smallest sum squared error is the best fit line, for this technique is commonly used to derive a best fit line to a series of points. For this proposal, a non-linear problem is solved by approximating it as a linear problem. Checking the observed data with the predicted can be achieved by slightly perturbing the model, and this perturbation is accomplished using a partial derivative approach to determine the relationship between parameters.

Determining these partial derivatives is not trivial, and will be discussed further. The numerical partial derivative computation used in this study is implemented by a set of computer programs written by Robert Herrmann and his associates at St. Louis University (1987). This program requires partial derivatives with respect to layer parameters, and computes the phase velocity values for a given mode, wave type, and frequency. When group velocities are computed, the phase velocities $c$ are computed at two periods $(1 \pm h) T$ rather than at the single period $T$ (the value of $h$ used for initial results presented in this study is 0.001). The partial of the group velocity $U$ with respect to a layer velocity $v$ is then:

$$\frac{\partial U}{\partial v} = \frac{U}{c} \frac{\partial c}{\partial v} + \frac{U^2}{c^2} \left[ \frac{\partial c}{\partial t} \frac{\partial c}{\partial t} - T \frac{\partial c}{\partial t} \right]$$

In this expression, the parameter $v$ can take on the values for P and/or S wave velocities and the subscript $o$ represents the value of the parameter in the purely elastic model.
2.3 RESULTS TO DATE

2.3.1 Obtaining A Priori Information

Borehole data for the study area was obtained at Geomap and includes electrical resistivity and spontaneous potential logs for numerous wells located within the study area. For the initial results of this proposal, only the Love and Rg dispersion curves for station B9's recording of the June 28, 1994, blast were considered. Further research will include all data in an attempt to determine facies changes and other depositional structures within the shallow crust. But, before this can be accomplished, more detailed a priori knowledge, including VSP profiles, will be compiled to limit the non-uniqueness in the models.

Due to the lateral variations in seismic velocity structure along the propagation path, the observed dispersion curve represents the weighted average of the dispersion properties along the path. Thus, determining which borehole information to use was done by considering the well closest to the middle of the propagation path. In the case of B9, this well is the Reichert #1 wildcat drilled in Bosque County, Texas, approximately 8 miles north of Valley Mills, Texas. A summary of the well is given in Figure 24. At this location, the Cretaceous cover consists of approximately 500 feet of sands, shales, and marls, underlain unconformably with the flysch deposits of the Pennsylvanian Cisco, Canyon, Strawn, and Atokan groups (Figure 17). At approximately 2 km depth, the first competent limestones are encountered, which include the Marble Falls and Ellenberger formations.

Since no velocity information is available for these wells presently, the initial model for the velocity inversion was estimated considering published compressional and shear wave velocities for similar rocks at equivalent pressures. This is by no means the correct procedure to approach this problem, and as soon as interval velocity information is obtained (assuming that it will be), the initial model will be constrained much more adequately for this problem. The starting model for the velocity inversion is shown in Table 1. The velocities presented are in accordance with published values compiled in Sheriff and Geldart (1995) for similar lithologies.
Figure 24. Interpretation of the Reichert #1 well.
Using well log information and borehole velocity data is similar to work completed by Herrmann (1969) in a study of the Cincinnati arch. Craven (1992) used shallow refraction data to determine the thickness of layers as well as compressional and shear wave velocities for each layer. On the other hand, some researchers do not consider any a priori knowledge of the geologic structure. Kocaoglu and Long (1993) used a trial model with layers of constant thickness that had shear velocity increasing at a constant rate with depth. No assumptions about the subsurface geology were made, but the inversion results agreed with the known geologic structure.

Table 1. Initial Starting Model for Inversion

<table>
<thead>
<tr>
<th>Z</th>
<th>α</th>
<th>β</th>
<th>ρ</th>
<th>Dominant Lithology</th>
</tr>
</thead>
<tbody>
<tr>
<td>.05</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>K-shales</td>
</tr>
<tr>
<td>.05</td>
<td>2.5</td>
<td>1.25</td>
<td>2</td>
<td>K-limestones</td>
</tr>
<tr>
<td>.05</td>
<td>2.5</td>
<td>1.25</td>
<td>2</td>
<td>K-sands</td>
</tr>
<tr>
<td>.1</td>
<td>3</td>
<td>1.5</td>
<td>2.2</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>.1</td>
<td>3</td>
<td>1.5</td>
<td>2.2</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>.1</td>
<td>3</td>
<td>1.5</td>
<td>2.2</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>.1</td>
<td>3</td>
<td>1.5</td>
<td>2.2</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>.4</td>
<td>4.0</td>
<td>2</td>
<td>2.5</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>.4</td>
<td>4.0</td>
<td>2</td>
<td>2.5</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>.4</td>
<td>4.0</td>
<td>2</td>
<td>2.5</td>
<td>P-sands, shales</td>
</tr>
<tr>
<td>Ha</td>
<td>5.5</td>
<td>3</td>
<td>2.5</td>
<td>O-Ellenberger limestone</td>
</tr>
</tbody>
</table>

2.3.2 Inversion Results

Surface wave dispersion is influenced by several material properties, some of which have greater influence than others. Shear-wave velocity and thickness of the layers seem to have the greatest effect on surface wave dispersion (especially in the case of Love waves), followed closely by compressional wave velocity and bulk density. All four of these properties are the input of an inversion program developed by Herrmann (1987) that inverts surface-wave dispersion curves for shear velocity structure.

The attenuation of seismic waves also affects surface wave dispersion. A quality factor (Q) is a measure of the attenuation of shear and compressional
waves for layers in which waves travel. Q values for Central Texas rocks are unknown; therefore, no Q was used in the inversion scheme making these results non-causal. The neglect of Q could make a substantial difference in how the actual shear wave velocities compare with those presented in these results. A recent survey in the region could shed some light on this problem. Data from a linear array of six seismometers recording a Chemlime blast could give Q information for the upper crust as well as phase velocity information-- both data are needed to provide additional constraints on the inversions.

To recap the inversion procedure, Herrmann's programs compute the theoretical dispersion for the starting model. These theoretical dispersion values are then compared to the observed dispersion values at each period, and the residuals are computed. A non-causal inversion then finds a model that reduces the sum of the squares of the residuals. The non-linear process is iterated until satisfactory results, as measured in rms error between predicted and observed values, are achieved.

Love and Rayleigh waves were inverted separately. The Love-wave inversion for the propagation path between Chemlime and B9 is shown in Figure 25. The starting model for this inversion is from Table 1 and consisted of 10 layers over an Ellenberger half space. Thirty iterations were needed to minimize the error between the predicted and observed dispersion, for a damping factor, which limits how fast parameters can change, was set very low for this inversion (.01).

The resolving kernels are a measure of the resolving power of the data within each layer. The kernels associated with the layered model are found to be quite narrow in the upper 0.50 km. At depths greater than 0.50 km, the resolution kernels increase in width (lose resolving power) with increasing depth, and the maximum depth at which shear velocity can be estimated is approximately 2 km. This is consistent with the depth of penetration of short-period Love waves. With an average group velocity of 2.0 km/sec and a period of 2.0 seconds, the depth of penetration should be approximately 60 percent of wavelength, or 2.2 km (Kocaoglu and Long, 1993).
Figure 25. Love wave inversion for the propagation path between Chemlme and B9. The initial model is shown here and in Table 1. Also shown are the resolving kernels (see text for discussion).
The dispersed signal is sampling rocks of both Paleozoic and Mesozoic ages. The velocity decrease at 0.10 km depth represents the transition between the Glen Rose limestone and the Cretaceous sands of the Trinity group. The shear wave velocities then increase slightly into the strata of the Pennsylvanian flysch deposits. A lithology change is probably not the reason for this increase, but rather, the change is most likely related to age differences between the two suites. On the other hand, the large velocity increase at 0.6 km depth cannot be explained, and the validity of the inversion is in question. A shear velocity increase to 3.0 km/sec in the half space is expected due to the dense, dolomitic nature of the Ordovician Ellenberger formation. Several different starting models that included different layer thickness and different shear wave velocities were used in the Love wave inversion at B9. All of these models converge to a similar model (Figure 26) suggesting the low-velocity zone between 1.10 and 1.75 km depth is real.

Results for the Rayleigh wave inversions are shown in Figures 27 - 29. For the three different Rg inversions compiled using different starting models (Figure 28), the same general structure is obtained. The Cretaceous rocks have low-velocities (1.0 - 1.2 km/sec), and in one of the models, the Glen Rose limestone/Trinity sandstone transition might be resolved. Velocities increase into the Paleozoic rocks, and the hint of a low velocity zone (LVZ) is suggested by the Rg inversions that is similar in size and depth to the LVZ found from Love wave results.

All the inversions presented thus far consider constant Poisson's ratio with depth— a value of 0.33 that corresponds to normal values found in sedimentary basins. Figure 29 shows the effect of changing this number (0.33; trial 5) to anomalously high values (> 0.45; trial 9) and low values (< 0.2; trial 8). The overall result is to vary the velocity structure produced by each model significantly. Obtaining interval velocities for the region will constrain the compressional velocities and somewhat alleviate this problem.

2.4 CONCLUDING REMARKS

The Love and Rayleigh wave inversions were treated as separate problems to determine if the upper crust in the Fort Worth basin is transversely
Figure 26. Combined results of four different Love wave inversions with different starting models.

Figure 27. Rayleigh wave inversion for velocity structure. The initial model is shown here and in Table 1.
Figure 28. Combined results for three different Rayleigh wave inversions with different starting models.

Figure 29. Rayleigh wave inversion that considers anomalous values for Poisson’s ratio (see text for discussion).
anisotropic. The initial results are quite conclusive (Figure 30). Two different velocity structures are obtained through the separate inversion of the Rayleigh (P-SV) and Love (SH) waves that have traveled along the same path. This is not unexpected considering the highly-fractured nature of the rocks in the upper crust of central Texas and the total percentage of clays in the stratigraphic column. But the magnitude of this phenomenon is unexpected and raises doubts about the validity of the results. Further research will work to alleviate these doubts, as methods for inverting Love and Rayleigh waves simultaneously using code that considers transversely anisotropic media are employed. Further geophysical data from the basin will be sought to constrain the models more efficiently, and as a means of testing the final answer.
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Figure 30. Combined results for all Love and Rayleigh (Rg) wave inversions for this research.
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3. A PRELIMINARY INVESTIGATION OF THE USE OF ACOUSTIC AND SEISMO-ACOUSTIC OBSERVATIONS TO IDENTIFY VENTED EXPLOSIVE SEISMIC SOURCES

G. G. Sorrells and Eugene Herrin

3.1 INTRODUCTION

Current plans for the verification of a Comprehensive Test Ban Treaty call for the collocation of infrasonic and seismic monitoring systems at future IMS sites. While the collocation strategy has been proposed primarily for logistical purposes it may yield technical benefits, as well. Vented explosions such as quarry blasts, mining shots and other types of industrial explosions can account for a significant fraction of the low magnitude, near regional seismic activity observed in many locations. Consequently, positive identification of these sources could eliminate a large number of events from further consideration as possible underground nuclear explosions. In contrast to earthquakes and fully contained explosions, vented explosions will generate acoustic as well as seismic signals. Therefore, by using data from both the seismic and infrasonic systems at the IMS sites it may be possible to distinguish vented explosions from other seismic source types. The success of this approach will be determined by the capabilities of the available monitoring systems to detect the associated acoustic signal. The pressure amplitudes of these signals are expected to peak at frequencies greater than 1 hertz and to be of the order of a few μbars or less at near regional distances from the source. Pressure transducers with system noise levels of a few tens of nanobars are commercially available at a reasonable price and have the potential to detect very weak infrasonic signals. However, this potential is rarely realizable without spatial filtering because the wind generated perturbations of the local atmospheric pressure field may be of the order of a few tens of μbars. Pipe arrays (Daniels, 1951; Grover, 1971) are usually coupled to the pressure transducers to provide the spatial filtering necessary to that partially suppresses the wind generated noise. A well designed pipe array may reduce wind noise by as much as 20-40 db. Nevertheless, a large fraction of the wind noise may still be passed by the pipe array during periods of moderate to high surface wind speeds because the pressure amplitudes of the
wind generated noise tend to scale as the cube of the mean wind speed (Bedard et al, 1992). This latter point is illustrated by the results shown in Figure 31. The data shown in this figure are power spectral density estimates of infrasonic noise observed at the output of a pressure transducer coupled to a conventional short period pipe array. They are representative of calm and windy intervals at the TX01 site in the TXAR seismic array. Notice that despite the use of a pipe array the infrasonic background noise levels increase by as much as 40 db as the local micrometeorological state changes from calm to windy conditions. Thus, there is a clear need to identify and investigate alternative short period infrasonic signal detection systems which may be used to supplement pressure transducer/pipe array systems during adverse wind conditions.

Donn et al (1971) proposed the use of shallow buried short period vertical seismographs to obtain improved acoustic signal to noise ratios relative to those provided by conventional infrasonic monitoring systems during periods of moderate to high surface wind speeds. Their proposal was motivated by the simultaneous observation of infrasonic signals and large acoustically coupled Rayleigh waves following the Apollo 13 and 14 launches at Cape Kennedy and by the fact that wind-generated seismic noise can be strongly attenuated by placing the seismic observation point at moderately shallow depths. Since the observation of acoustically coupled Rayleigh waves will be confined to media whose seismic wave velocities are comparable to the local sound speed (Press and Ewing, 1951), they are not likely to be observed at future IMS sites. However, Sorrells (1971) has shown that infrasonic signals also generate acoustically coupled near field earth movements which are common to all geologic environments. In this document and in future reports the acoustically coupled near field earth motion will be referred to as the "seismo-acoustic" signal. It may be deduced from equation 24 of this reference that for acoustic wavelengths which are much larger than the seismic observation depth but much less than the thickness of the formation containing the observation point, the amplitude of the vertical velocity component of the seismo-acoustic signal should scale linearly with the pressure amplitude of the acoustic wave and that the scaling factor should be proportional to the product of the local sound speed and the formation compressibility. The formation compressibilities at seismically
Figure 31. Power spectral density estimates of infrasonic background noise during calm and windy conditions.
"quiet" sites are expected to be of the order of $10^{-11}$ µbars while the local sound speed is expected to about 340-350 m/sec. Therefore, an acoustic signal with a one µbar pressure amplitude is predicted to generate a seismo-acoustic vertical velocity signal with an amplitude of about 3 nm/sec. at these types of sites. It is significant to note that the vertical component of the background noise levels at seismically "quiet" locations is typically of a similar magnitude or less at frequencies greater than about 1 hertz. For example, the rms noise threshold in the 1-4 hertz bandwidth at the TX01 site of the TXAR array during the calm and windy periods referenced above were found to be 1.5 and 2.9 nm/sec, respectively. Thus, on the basis of these arguments it may be inferred that acoustic signals with pressure amplitudes as low as one µbar at frequencies greater than 1 hertz will generate seismo-acoustic signals that may be detectable at seismically "quiet" sites during both calm and windy local atmospheric conditions. Therefore, it should be possible to use seismo-acoustic observations to supplement infrasonic observations during adverse wind conditions to aid in the detection of short-period acoustic waves at future IMS sites. Studies to investigate this possibility and to evaluate the use of acoustic data to identify near regional vented explosions were initiated in the spring of 1995. The preliminary results of these studies are briefly summarized in the following paragraphs.

3.2 SEISMIC DETECTION OF ACOUSTIC WAVES

3.2.1 Seismo-Acoustic Transfer Functions

Suppose that a vertical seismograph system is located at a depth, $z$, beneath the surface of the earth. Assume that an infrasonic sensor system is located at the surface directly above the seismic observation point. Let $P(f)$ be the pressure spectrum of a plane acoustic wave referenced to the input of the infrasonic system. Let $c$ be the horizontal phase velocity of the acoustic wave. Let $SA_3(f,z;c)$ be the spectrum of the vertical velocity component of the associated seismo-acoustic signal referenced to the input of the seismic system. It then follows from Sorrells and Goforth (1973) that,

$$SA_3(f,z;c) = \frac{1}{z} P(f)$$

(1)
where $T_3$ is defined to be the vertical velocity component of the seismo-acoustic transfer function.

3.2.1.1 The "Thompson Hollow" Experiment. A MATLAB code has been written to calculate the seismo-acoustic transfer function for a generic earth model consisting of multiple homogeneous, isotropic, perfectly elastic, horizontal layers. An initial test of the reliability of this model to accurately predict the seismo-acoustic transfer function observed in various geologic environments was undertaken at the "Thompson Hollow" site in central Texas. This site is located 9.75 km. west of the Chemical Lime Quarry in an area characterized by low topographic relief and "layer cake" stratigraphy. Blasts at the quarry typically occur on a semiweekly basis and thus it provides a convenient source of short period acoustic waves. An infrasonic sensor system and a short period vertical seismograph system were temporarily collocated at Thompson Hollow to record the acoustic and seismo-acoustic signals generated by blasts at the nearby quarry. The essential results of this experiment are summarized in Figures 32 and 33. The filtered waveform of an acoustic signal generated by a blast at the quarry is shown in the lower panel of Figure 32. The associated seismo-acoustic waveform is shown in the upper panel. It is important to observe that there is a phase difference of about 90° between the two waveforms. This difference can be fully explained by noting that the output of the seismograph system is proportional to particle velocity, while the output of the infrasonic system is proportional to pressure. It also implies that the "Thompson Hollow" seismo-acoustic response is to a first order, at least, perfectly elastic and that the acoustic pressures are acting on a surface that is approximately horizontal. The shallow seismic velocity structure beneath the site is approximated by the earth model shown in Figure 33a. The modulus of the associated seismo-acoustic transfer function for a zero observation depth and a nominal sound speed of 0.344 km/sec is shown in Figure 33b. The observed values of the transfer function in one octave bandwidths extending from one to eight hertz are also plotted as open circles in this figure. The relatively good agreement between the observed and predicted values of the seismo-acoustic transfer function indicates that a horizontally layered earth model with the properties shown in Figure 33a is a good approximation to the shallow seismic velocity
Figure 32. Filtered waveforms between 2 and 4 Hz. The lower panel shows the filtered waveform of an acoustic signal generated by a quarry blast. The upper panel shows the associated seismo-acoustic waveform.

Figure 33. A) Shallow velocity structure model for Thompson Hollow. B) Seismo-acoustic transfer functions.
and density structure beneath the observation point. In summary, the results of the "Thompson Hollow" experiment demonstrated that the existing model can be used with confidence to predict seismo-acoustic transfer functions in areas characterized by low topographic relief and "layer cake" stratigraphy.

3.2.1.2 The TXAR Experiments. In the fall of 1995, a short period infrasonic sensor system was collocated with the TX01 short period vertical seismograph system in the TXAR array. The purpose of this installation was to acquire acoustic data to aid in the confirmation of apparent seismo-acoustic detections that had been previously reported at TXAR. It also provided the opportunity to test the reliability of the existing model to accurately predict the seismo-acoustic transfer function observed in a geologic environment that is significantly different from the "Thompson Hollow" site.

An example of an acoustic signal and its associated seismo-acoustic signal as recorded by the TXAR array is shown in the upper panel of Figure 34. In this figure, the seismic channels are identified by the sz prefix while the infrasonic channel is identified by the aa prefix. These data were recorded during a period of light surface winds at TXAR. The seismo-acoustic signal is partially obscured by the coda of a prior near regional event but a prominent acoustic signal is observed on the infrasonic channel. The seismic records of the seismo-acoustic signal are time aligned in the lower panel of Figure 39. The time shifts required to achieve this alignment were determined by passing the seismic channels through a matched filter whose impulse response was the time reverse of the acoustic signal then noting the arrival time of the maximum filter output. Analysis of the time shift data indicated that the horizontal phase velocity of the signal is 0.352 km/sec and that its azimuth is 294°. The beam formed by summing the time aligned seismic channels is shown on the beam2 channel. Notice that simple beamforming has resulted in a significant improvement in the seismo-acoustic signal to noise ratio. This result is surprising since the TXAR sensor spacing is large compared to acoustic wavelengths at frequencies greater than 1 hertz. It is also important to observe that the beamed seismo-acoustic waveform essentially replicates the acoustic waveform for at least 5 seconds. This result implies the absence of significant acoustic multi-pathing effects over the dimensions of the array.
Figure 34. TXAR seismic traces. Upper panel shows acoustic signal (Channel aa01) and the seismo-acoustic signals on the other channels. Lower panel shows the aligned seismic records for the seismo-acoustic signal.
It also indicates that the TXAR seismo-acoustic transfer functions are sensibly constant in the 1-4 hertz band width. As shown in Figure 35, this result is consistent with predictions. The solid curve plotted in this figure is the modulus of the predicted TXAR seismo-acoustic transfer function for a sound speed of 0.352 km/sec and a nominal seismic observation depth of 0.007 km. Notice that at frequencies less than about 10 hertz, it asymptotically approaches a value of about 3 nm/sec/μbar. Therefore, at frequencies less than 10 hertz, the seismo-acoustic signal is expected to be a scaled replica of the acoustic signal with a scaling factor of about 3 nm/sec/μbar. While the experimental data validates the prediction of a shared common waveform, the experimental results shown in Figure 36 indicates that the model significantly overestimates the observed seismo-acoustic scaling factor. The acoustic and seismo-acoustic waveforms detected in the 1-4 hertz bandwidth at TX01 are shown individually in the upper and middle panels of Figure 37 and are overlain in the lower panel. To facilitate the estimation of the scaling factor, the acoustic signal waveform was filtered to match the nominal response of the short period seismograph system. It can be seen from this comparison that a generous estimate of the observed scale factor is about 0.7 nm/sec/μbar or about 10-12 dB less than the predicted value. The model of the shallow TXAR earth structure used for the calculation of the seismo-acoustic transfer function is shown in Figure 38. It is based upon the results of a shallow seismic refraction survey carried out in the immediate vicinity of TX01 and reported by Sandige-Bodoh (1989). In order to account for the discrepancy between the observed and predicted scaling factors the seismic velocities determined by this survey would have to been underestimated by as much as a factor of 2. The occurrence of a systematic error of this magnitude is extremely doubtful. It seems more likely that the discrepancy between the observed and predicted scaling factors indicates the existence of fundamental differences between the elastic properties of shallow TXAR earth structure and those characterizing the generic model currently used for the prediction of seismo-acoustic transfer functions. In this regard, it may be significant to note that the shallow structure at TXAR is characterized by pervasive vertical fracture sets that are dry to depths on the order of 1000 feet. This phenomenon may result in an anisotropic elastic response to surface applied pressure changes which is not accounted for by the existing model. Nevertheless, the results of the TXAR experiments have
Figure 35. Seismo-acoustic transfer functions for TXAR model.
Figure 36. Comparison of acoustic and seismo-acoustic signals at TXAR. The acoustic and seismo-acoustic signals are shown individually in the upper and middle panels. The two signals are overlain in the lower panel.
Figure 37. Model of shallow earth structure at TXAR.
Figure 38. Estimated coherence between infrasonic and seismic data during calm and windy periods.
thus far demonstrated that acoustic signals with amplitudes of a few µbars at frequencies greater than 1 hertz generate seismo-acoustic signals that are detectable at a "quiet" seismic site despite the discrepancy between observed and predicted scaling factors.

3.2.2 Seismo-Acoustic Correlation Detection of Short Period Acoustic Signals at TXAR

The results presented in the previous section demonstrate that short period acoustic and seismo-acoustic signals share a common waveform at TXAR. Furthermore, as indicated by the coherence estimates shown in Figure 38, short period seismic and infrasonic noise at frequencies greater than 1 hertz may be considered to be statistically independent processes under both calm and windy atmospheric conditions. Therefore, a running estimate of the normalized correlation coefficient for simultaneously acquired seismic and infrasonic data sets from collocated sensors should provide a simple and effective method for the detection of short period acoustic signals at TXAR.

A MATLAB code has been written to estimate the normalized correlation coefficient between two input data records. In its current configuration, the code accepts records of selectable lengths from the outputs of the collocated TX01 short-period vertical seismograph and pressure transducer. The records are filtered to account for differences in nominal sensor system responses and to pass data in the 2-8 hertz bandwidth. Estimates of the normalized correlation coefficient are currently made in a 5 second window which is sequentially shifted forward in one second intervals. The output of the code is a time series whose amplitudes are found in the interval [-1,1] and whose sample points are separated by 1 second in input record time. The values of this time series are expected to cluster near zero when both data records contain noise only and to be greater than zero when the records contain acoustic and seismo-acoustic signals plus noise. This configuration has been tested by using pairs of synthetically generated, statistically independent, normally distributed data records. The objective of the test was to estimate "false alarm" probability distribution characterizing this particular correlator code configuration. The histogram showing the frequency of occurrence distribution for the synthetic sample correlation coefficients is shown in
Figure 45a. Notice that the sample population is normally distributed with a near zero mean and a standard deviation of 0.112. An identical test was performed on real data acquired during intervals that were free of visible seismic signals. The resulting histogram showing the frequency of occurrence distribution for the real sample correlation coefficients is shown in Figure 39b. Observe that this sample population appears to be normally distributed with a slightly positive mean. It should also be noted that the standard deviation of the sample population drawn from the real data sets is somewhat larger than the standard deviation characterizing the synthetic population. These differences are believed to indicate that naturally occurring acoustic events make a minor but statistically significant contribution to the seismic and acoustic data recorded in the 2-8 hertz passband at TXAR.

3.2.3 Seismo-Acoustic Identification of Vented Near Regional Explosions

It was argued in the introduction to this text that the detection of an acoustic signal and its association with a prior seismic event unambiguously identifies the source of both as a vented explosion. A preliminary test was undertaken to determine if this approach could be successfully applied to the identification of vented explosions in a limited sample of the population of near regional seismic events detected at TXAR. The test was conducted during a 7 week interval extending from 7 November 1995 to 10 January 1996. During this time period, 25 work-day records of the seismic data acquired at TXAR during local daylight hours (1300-2300 GMT) were reviewed to identify the arrival times of all potentially locatable near regional seismic events. The seismo-acoustic correlator code, operating in the configuration referenced above, was used to detect acoustic events. It was applied to the outputs of the collocated seismic and infrasonic sensors at TX01 in a 45 minute time period which included the arrival time of the seismic event plus at least 25 minutes for each identified event. The correlator code detection threshold was set at 0.3. Based upon the test results identified in the previous section, the corresponding probability of a false alarm is expected to be less than 0.005. If the correlator code output was found to be equal to or in excess of 0.3 at any time in a 20 minute window starting 5 minutes after the p arrival time, a possible associated acoustic event detection was declared and the seismic array
data was analyzed to estimate the distance and azimuth to the epicenter of the seismic event and its approximate origin time. The apparent group velocity of each acoustic event detection, referenced to the epicenter and origin time of the seismic event was then determined. If the apparent group velocity of any one of the acoustic event detections was found to lie in the interval from 0.27 km/sec to 0.33 km/sec it was assumed to be associated with the seismic event and thus identifies the source of both as a probable vented explosion. During the 25 day test period the sources of 21 near regional seismic events were identified as probable vented explosions by the application of the procedures outlined above. A histogram of the occurrence times of these events is shown in Figure 40. Notice that their occurrence times tightly cluster near 1800 and 2100 hours (noon and 3 PM, local time). This observation strongly implies that the events are the result of industrial processes and is consistent with the identification of their sources as vented explosions. The approximate locations of their estimated epicenters are shown in Figure 41. These locations were derived from azimuth and distance estimates calculated from the array data for each event. The azimuth from TXAR to the epicenters were estimated from the P arrival time data. The following equation was used to estimate the approximate epicentral distance

$$D(\text{km}) = 6.22(dT + 6.5)$$

(2)

where \(dT\) is the observed difference in the P and Lg arrival times. This equation has been found to yield reliable estimates of distances to the known epicenters of selected near regional events north and northwest of TXAR. The hachured area in Figure 41 identifies a coal mining district in northern Mexico which is thought to be a likely source of the majority of near regional events located east southeast of TXAR. If it is, then the epicentral data indicate that equation 2 significantly overestimates epicentral distances for near regional sources east of the array. In this regard, it was also found that the acoustic arrivals detected by the correlator code were systematically early when referenced to the estimated epicenters east and south of the array. Thus, pending the results of calibration studies now underway at TXAR, it is tentatively concluded that:
Figure 39. A) Correlation code test results with synthetic data. B) Correlation code tests results with real data.

Figure 40. Histogram of occurrence times of seismic events.
Figure 41. Location map of acoustical events recorded at TXAR.
1. At least some of the events identified as vented explosions during this test were generated in the northern Mexico coal mining district identified in Figure 41 and,

2. The use of the correlator code provides a simple but effective method for the detection of the relatively weak acoustic signals generated by near regional vented explosions.

3.3 SUMMARY AND CONCLUSIONS

The results presented above demonstrate that short period acoustic signals with pressure amplitudes of a few μbars or less will generate seismo-acoustic signals that are detectable at a seismically "quiet" site. This observation implies that they will also be detectable at future IMS sites which are most likely to be located in quiet seismic environments. While the short period acoustic SNR will be higher at the outputs of the infrasonic monitoring system during periods of calm to light surface winds, it may be inferred from the results shown in Figures 36 and 39 that the seismo-acoustic SNR will be higher during periods of moderate to high surface winds. The results shown in Figure 39 also indicate that seismic beamforming may significantly enhance seismo-acoustic SNR's despite the fact that the seismic array is not optimally configured for short period acoustic observations. This result is attributed to the fact that unlike seismic signals, seismo-acoustic signals are not significantly affected by multi-pathing and remain spatially stable over the characteristic dimensions of a typical IMS seismic array. Thus, it may be inferred that the seismic monitoring systems installed at future IMS sites may be used as a backup infrasonic system during those periods when local atmospheric turbulence impairs the detection capability of the primary acoustic monitoring system.

The preliminary results of this study also demonstrate that the calculation of a running estimate of the normalized correlation coefficient between the outputs of collocated seismic and infrasonic sensors provides a simple but effective method for the detection of weak short period acoustic waves. The success of this approach at TXAR is attributed to the fact that while short period acoustic and seismo-acoustic signals share a common waveform, short period seismic and infrasonic noise are, for all practical purposes, statistically
uncorrelated under both calm and windy atmospheric conditions. Statistically uncorrelated short period seismic and infrasonic noise is expected to be a property of all "hard rock" geologic environments including those which are likely to be the sites of future IMS installations. However, while acoustic and seismo-acoustic signals are always linearly related, they will share a common waveform only in those environments where the seismic velocities of the formation containing the seismic observation point are uniform over a depth range that is large compared to the wavelengths of the acoustic signals. In other environments, it will be necessary to determine the frequency response characteristics of the seismo-acoustic transfer function in order to optimize the performance of the correlator code. In this regard, it has been shown that the existing model for the prediction of seismo-acoustic transfer functions suffered from serious defects when it was tested at TXAR. Until the discrepancies between the observed and predicted values of the seismo-acoustic scaling factors at TXAR can be explained, experimental measurements should be used to determine the frequency response characteristics of local seismo-acoustic transfer functions.

Finally, the results of this study infer that the detection of a short period acoustic signal and its association with an antecedent near regional seismic event is a promising method for the identification of vented explosive sources. If further research confirms this premise then it follows that the data that will be provided by the collocated seismic and infrasonic monitoring systems at future IMS sites may be used to significant advantage to eliminate the seismic signals generated by vented explosions from further consideration as possible indicators of a clandestine underground nuclear explosion.
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APPENDIX 1. PRELIMINARY REPORT:

CHARACTERISTICS OF THE BROADBAND ACOUSTICAL SENSORS INSTALLED IN THE SMU LAJITAS GSE PROTOTYPE ARRAY

Seismo-acoustic studies at TXAR are discussed in Section 1 of this report. Appendix 1 is a report by Chris Hayward describing the characteristics of the acoustical sensors that were installed at TXAR.
Preliminary Report:
Characteristics of the Broadband Acoustic Sensors
Installed in the SMU Lajitas GSE prototype array

Chris Hayward
Southern Methodist University

INTRODUCTION

The GSE Infrasound Expert Group\(^1\) has recommended the installation of 60 infrasound arrays as part of the planned UN CTBT monitoring system (GSE Infrasound Experts, 1995). The infrasound system will be used to supplement other monitoring technologies to detect a 1 kiloton atmospheric explosion at distances of 2000 to 2500 km. In their report, the Group recommended studies to develop a "more detailed specification of the instrument parameters, including temperature variations, length of the noise reducing hoses, element spacing, and similar technical details." They also stated:

It would be extremely useful to begin to deploy a small number of stations in the near future, so that we could begin to gain experience with deploying and operating this type of system.

Accordingly, SMU began tests of an experimental infrasonic system at the Lajitas, Texas seismic array (TXAR) on 6-Feb-1996 recording a simple laboratory microphone connected to a pipe array of porous hoses. Results were disappointing. The microphone response (5 Hz low frequency corner) limited low frequency signals and the required power supply and signal conditioning introduced noise into both acoustic and seismic channels.

Previous work (Stachura, Siskind, and Engler, 1981) in recording quarry blast acoustic signatures near the source used a sensor based on a Validyne low pressure differential recording gauge. Rienke (1985) used a slightly different model, added a backing volume and bleed valve and then verified the calibration and response using the method of Hunt and Schomer (1979). The results reported in these documents and conversations with workers in the field suggested that a reconfigured Validyne gauge had the potential to successfully measure weak infrasonic signals in the GSE bandwidth.

Exploratory laboratory experiments were undertaken to evaluate this potential. These experiments included estimation of the self noise and response characteristics of field configured Validyne gauges as well as a preliminary investigation of the spatial response characteristics of selected porous hoses. A brief description of the Validyne gauge as configured for the TXAR field tests is found in Appendix 1. The principal results of the exploratory laboratory experiments are summarized in the following pages.

\(^1\) Infrasound Expert Group to the Ad Hoc Committee on a Nuclear Test Ban Working Group on Verification
EXPERIMENTAL RESULTS

Self Noise Estimates
Sensor self noise levels are important for two reasons. First it is necessary to meet the GSE requirements on sensitivity. Second, it is used to determine the digitizer least significant bit (LSB) levels. There is little advantage to operating the digitizer such that more than a few bits are registering the sensor self noise.

Typically two types of noise are important, the sensor self noise under quiet conditions and that which is observed in normal signal conditions. The quiet self noise is used to determine the digitizer LSB. Non-linearities in the instrument increase the self-noise during acoustically noisy conditions. Characteristics of the signal induced noise will help determine the characteristics of any required acoustic filtering and the maximum resolution required in the digitizer.

Two experiments were done to estimate the sensor self noise. The first was a direct measurement of the system noise in a quiet environment, the second a coherence derived noise measurement in ambient laboratory noise.

Experiment 1: Direct Sensor Noise Level Measurements
To estimate sensor self-noise levels, three systems were plumbed to a common acoustic input which was then plugged. The needle valves were fully opened. The system was not completely balanced since there was still some restriction at the valve and the acoustic path to each side of the sensor was slightly different. It did however move the high frequency response corner well above the band of interest and resulted in a conservative estimate of the self-noise. In this configuration there were four obvious sources of noise; noise introduced from the electronics, ambient acoustic noise coupled through the compliant Tygon tubing, seismic vibrations that directly couple to the diaphragm, and noise that was introduced in the digital recorder.

The preamplifier gain was set high (x32) to minimize digitizer noise. There were no obvious correlations among the three sensors which were plumbed together as might be expected from ambient acoustic noise coupled through the common tubing. All sensors were run with the diaphragm vertical to minimize the effect of vertical vibration.

The results of these (Figure 1) tests indicate that the instrument self-noise is less than 0.01 μbars rms for all sensors over any two octave band from 0.1 to 10 Hz. If the one high noise sensor is discarded as damaged then noise levels are less than 3 x 10⁻³ μbars rms per two octave band.

Experiment 2: Coherence Derived Noise Estimates
To aid in the evaluation of the self-noise test results, a coherence-derived noise estimate was calculated using ambient laboratory pressure variations as the input signal. The three sensors were plumbed together into a common input which was left open to the lab. Three different 1000 second samples were recorded. Problems in the setup and sensors resulted in only one pair being usable for each sample. However, all sensors were able to be paired and tested.

The resultant spectral estimates (Figure 2, solid lines) imply a flat response from 1 to 5 Hz, and a rapid fall off at higher frequencies. Below 1 Hz the power increases at 30 dB/decade. Some of the low frequency noise may be the result of temperature fluctuations or step changes in air pressure as the air conditioning cycled. The steep fall off beyond 5 Hz is believed to be the result of the acoustic filtering effect in the sensor plumbing. The coherence for these tests was adequate for self-noise calculations for frequencies up to 6-8 Hz. Self-noise spectra derived from the coherence estimates (shown as dashed lines in Figure 2) is below that of the prior closed tube especially at the high frequencies. The self-noise has
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a slope of about 30 dB/decade as might be expected considering the strong low-frequency component of the input signal. Noise at the low-frequency end above the noise of the previous closed tube experiment is believed to be caused by nonlinearity in the gauge responses or by differences in their temperature responses.

Microbarograph Calibration and Response Estimates

Three experiments were done to investigate the microbarograph response, two direct calibrations using generated pulse and sine pressure signals and one indirect calibration comparing the responses of two different gauges. During the initial tests there was no method of measuring or generating absolute pressures at the required low working pressures. Volumes in the system were unknown and thus indirect methods could not be used. However, one sensor (SN76772) had been previously calibrated by others using a step function generated by bursting a diaphragm (Hunt and Schomer, 1979) at a calibrated pressure. This unit was used as a reference in calibrating the other gauges.

Experiment 3: Step Function Calibration

A simple step function calibration test was used to initially adjust the sensors and needle valves and then to approximate the response of the system, assuming that it can be described as a simple 1 pole filter.

To compare sensitivity of each system the needle valves were completely closed. Verifying that the needle was closed was done by observing that the backing volume maintained pressure when heated slightly (by a finger tip) over a period of 10 minutes. A common 3 Hz signal from a sine wave bellows calibrator was used to drive all three systems. The amplitude of the signal was observed to be equal (within the measurement accuracy of an analog oscilloscope) at the outputs of all three gauges.

Having demonstrated that the sensors had about the same sensitivity, the needle valve on one system was then adjusted such that a step pressure pulse would fall to half its initial value in 6.7 seconds, equivalent to an RC filter with a 60 second corner. Pressure pulses were generated by alternately squeezing and releasing a small Tygon tube. Using this one system as a reference, the bellows calibrator was adjusted for a period of 10 seconds and needle valves on the other two systems adjusted such that the observed amplitude matched the reference system. Effectively, this matches the $R_{\text{in}}$ of the gauges. It will result in matched responses if the gauge backing volumes are also the same. The backing volumes were approximately the same for these units. When the gauge responses were matched, their needle valves were cemented in place to prevent accidental movement.

Positive and negative step pulses generated by covering and uncovering a Tygon tube with a thumb were then recorded for analysis. The step response for a simple RC filter with unknown gain and time constant was fit to each recorded curve. The results (Figure 3) indicate that the high pass corner of the gauge responses varies from 1/58 to 1/66 Hz. This is more dispersion than one would prefer in matching responses, but with the small backing volumes and great sensitivity to needle valve adjustments closer response matches are difficult to achieve.

Experiment 4: Sine Wave Bellows Calibration

Following the pulse test, a calibration using a bellows calibrator salvaged from an old NBS microbarograph system was attempted. The bellows calibrator produced about a 1000 μbar peak at its maximum frequency of 1/3 Hz. The frequency of the calibrator could be crudely adjusted by adjusting the drive voltage on the DC gear-head motor. Unfortunately at frequencies lower than 1/10 Hz, friction led to small distortions in the signal and the frequency sometimes never stabilized. Calibration data were recorded at 6 different drive voltages. Each recorded segment was fitted with a tapered sine wave of arbitrary gain, phase, and frequency.
The calculated rms amplitudes derived from these tests are plotted as discrete points in Figure 4. The solid curves shown in this figure are the frequency responses derived from the step function tests. The sine and step function calibrations are clearly inconsistent. The causes for this discrepancy are currently under investigation.

**Experiment 5: Open Sensor Comparison**

Later experiments and observations with a spectrum analyzer suggested that either the laboratory noise spectrum or the sensor response cuts off at frequencies between 5 and 20 Hz. It is also possible that the experimental microbarograph configurations included a low-pass acoustic filter. This phenomenon was suspected to be due to the acoustic impedance of the narrow diameter bypass tube that connected the backing volume to the main input port.

To investigate this possibility, a comparison was made between the outputs of a normally configured Validyne and one with all plumbing removed from the input port.

The spectra of the two outputs (figures 5 and 6) indicates that the normal plumbing begins to affect the response at 3-4 Hz suppressing the high frequencies. The strong spike at 60 Hz in the open plumbing is assumed to be electrical rather than acoustic in this case. The transfer function between the two outputs (Figure 6) demonstrates that the low pass corner frequency caused by the tubing is about 5 Hz. This is a fortuitous result since it matches the GSE design specifications. However, for the purposes of observing industrial explosions it is preferable to increase the passband. This may be done by reconfiguring the gauges.

**Porous Hose Effects**

The use of porous garden hoses to do acoustic summing is widespread but poorly documented. For example, porous garden soaker hoses come in a variety of compositions, but researchers rarely remark on the type or brand of hose in use. A trip to the local hardware store procured three different types of hoses. These are:

1. a 1/4” ID laser punched soaker hose designed for low pressure drip irrigation systems (LP),
2. a high pressure low-volume woven hose designed to run in gardens (HPLV), and
3. a high-pressure high-volume hose for lawns and gardens (HPHV). This was the type installed at TXAR.

All hoses were 15.2 m (50 feet) long.

**Experiment 6: Effect of an Attached Hose and Comparison of Hose Types**

As a first test, the microbarograph (sensor plus backing volume) response was compared with and without a hose attached. The connected hose was coiled into a tight (50-cm diameter) circle to avoid additional spatial filtering.

The test consisted of two stages. During the first stage, the output of a microbarograph connected to a high-pressure, low-volume (HPLV) hose was compared to the outputs of open and sealed microbarographs. During the second stage the outputs of microbarographs connected to HPLV and a laser punched drip line (LP) were compared. Spectra from the results of the stage 1 test (Figure 7) illustrate that all systems converge to a common power below 10 seconds, but diverge at higher frequencies. These data indicate that the porous hose is a high cut acoustic filter. Since the hose may be regarded as a leaky transmission line, this effect should occur regardless of the number of hoses connected in parallel and should be accentuated slightly as hoses are lengthened. The low frequency noise seen in the closed system spectrum is assumed to be acoustic energy coupled through compliant tubing and thermal variations in the backing volume. If this assumption is correct, then the closed system is not fully isolated and locked at low frequencies but simply a system with a different response. Both the closed and hose system spectra have about the same noise power above 10
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Hz. This is believed to represent their system noise levels. Notice, however, that the open system noise power falls below this level and continues to roll off at 30 dB/decade. This behavior suggests that the hoses and plumbing themselves may introduce additional system noise to the observed outputs. Spikes in the spectra of the open system at 20 and 30 Hz are thought to be caused by background noise from fluorescent light ballasts operating in the laboratory. Temperature fluctuations also seem to cause noise problems, perhaps as a result of unequal stresses across the diaphragm chamber.

Transfer function calculations between the hose and open system outputs (Figure 8) indicate that the porous hose introduces a low pass corner at 0.4 Hz. Coherence between the open and closed systems is essentially zero even at low frequencies suggesting that the low frequency noise is probably not directly coupled acoustically but must be related to electronic noise, seismic disturbances, or temperature fluctuations.

The stage 2 test results are shown in figures 9 and 10. Notice that the spectrum of the laser punch system (Figure 9) resembles the open system (Figure 5). In addition to a high frequency roll off seen in the stage 1 tests, the soaker hose spectrum observed during this test also includes resonance peaks at 9 and 18 Hz. These are visible although smaller in the previous test. The transfer function between the two system outputs (Figure 10) also demonstrates that the LP hose is almost equivalent to an open system in its frequency response characteristics.

Experiment 7: Effect of 5 Arm Array

In the configuration currently being evaluated at TXAR, 5 hoses are acoustically summed in a small chamber which is connected to a sensor in a borehole by a short 6 m (20 foot) hose. The sensors are operated in boreholes to stabilize temperature effect thus reducing some of the long-period noise. The radial hoses are 15.2-m (50 feet) long and connected with normal garden hose fittings.

The frequency characteristics of this configuration was investigated in the laboratory by comparing its output with hoses coiled to that of a single sensor open to the atmosphere. Ambient background noise was used as a source for one phase of the test, whereas pulses generated by closing doors and by directing a distant air jet towards the sensor for the second phase. Both of these methods may be useful as a test calibration source if it can be demonstrated that the primary energy is a propagating acoustic wave and not a turbulence cell.

Spectra of the two system outputs (Figure 11) indicate that the frequency responses of the two systems are similar from about 0.2 to 8 Hz. Differences at high frequencies are assumed to be due to the slight spatial filtering provided by the coiled hoses and a modified system response due to the effect of the greater volume and higher resistance of the hoses. As shown in Figure 12, the coherence between the two system outputs is high enough to estimate a reliable transfer function from 0.1 to 20 Hz. The transfer function indicates two corners; one at 5-6 Hz and one close to 20 Hz. After correcting for the constant delay of the 6 m hose, the phase response shown in Figure 15 seen to be nearly flat out to 20 Hz.

Hose Spatial Characteristics

The results of previously described tests have illustrated that a hose connected to the input of a microbarograph affects the overall system frequency response. The spatial filtering characteristics of porous hoses were investigated in the experiments described below.

Experiment 8: Coiled vs. Spread Hoses

A test comparing two garden soaker hoses to each other and to the LP drip line hose was done for both coiled and uncoiled configurations. The objective of this experiment was to verify that the uncoiled hose had a spatial effect as would be expected if the acoustic properties were uniform. If the response is due primarily to a leak at the connection or to a single low resistance hole, spreading the hose out should not change the response. If the
acoustic properties of the hose are nonuniform, then the coherence between two hoses laid side-by-side is reduced.

The experiment was conducted outdoors on a cold windy evening, about 4.5 m from the front of Heroy Hall (a 4 story building), with the lines laid out parallel to the face of the building. It was performed in four stages with three channels collected during each stage. During the first stage, one garden HPLV soaker was uncoiled and laid out while the other was left coiled along with the LP drip line. Fifteen minutes of ambient noise data was collected. During the second stage hose connections were to different gauges to eliminate the possibility of observed differences in outputs being attributed to a miscalibrated gauge. Another 15 minutes of data was collected. During the third stage, the LP drip line was uncoiled and laid about 8 cm from the soaker hose for 15 minutes of data acquisition. During the final stage, all hoses were uncoiled and data were acquired for an additional 15 minutes.

Spectra of the three different hoses are compared in Figure 14. It can be seen from these data that the two HPLV soaker hoses have similar responses, although the noise level is higher on one system, while the LP drip line has a significantly different response. This may be due in part to the slightly different size of the coiled LP (20 cm coil) as compared to the 50 cm coiled soaker hose. Spectra of all three hose outputs show resonance peaks at different frequencies. The drip line has one at 30 Hz. The two HPLV soaker hoses have common peaks at slightly different frequencies. In addition, the coiled hose has a peak at 8.5 Hz. It is assumed that this peak is due to the coiling. Transfer function and coherence calculations shown in Figure 15 demonstrate the expected low pass filter characteristics of the HPLV soaker hose compared to the drip irrigation hose and little coherence between the spread hose and coiled hose at even the low frequencies (0.1 Hz).

**Experiment 9: Parallel Hose Coherence**

Following the coiled tests, all three hoses were spread out in parallel. Maximum distance between the parallel hoses was about 30 cm, with the average about 7 cm. The stiffness and set in the hoses prevented them from laying perfectly side by side. Spectra of the three outputs are compared in Figure 16. Notice that all three spectra show resonance peaks. Comparison of the drip line hose in both the spread and coiled configuration demonstrates that it too is an effective spatial filter. Transfer functions and coherence between the three outputs as shown in Figure 17 are disturbing. The coherence is low for all pairs of hoses except at the lowest frequencies where the effects of spatial filtering are different anyway. This result suggests that either the hoses are not uniform along their length and hence each has a slightly different spatial filtering function, that the hoses were not close enough together in the experiment to sample the same space, or that there is some more complex system response that varies from hose to hose.

**Experiment 10: Parallel Hose Test under Low Wind Conditions**

The results of the previous parallel hose test were so puzzling that the test was rerun with the more porous LPHV hoses pegged down at 3 m intervals and positioned within 15 cm of each other along their whole length. The hoses were oriented at 90 degrees to the prevailing light wind. Wind conditions were calmer than the previous test, with breezes just stirring the leaves on occasion. It was felt that the change in hose material may have an appreciable affect on the response.

Spectra for the two outputs are compared in Figure 18. They are similar in shape but separate slightly above 0.5 Hz and have slightly different resonance response characteristics above 10 Hz. These differences are also reflected in the coherence estimates shown in Figure 19 and which is disappointingly low above 0.5 Hz.
Experiment 11: Outdoor Array Tests

As a final test, the proposed TXAR array, a five arm star with each arm 15.2 m (50 feet) in length was compared against an open microbarograph. Winds were calm (under 3 mph) during most of the test. At the center of the array an open microbarograph recorded the background noise without a pipe array. During the test a number of jet and prop planes overflights the area (we were in a takeoff and landing pattern for Love Field that day). Two data streams were recorded, one at 100 SPS and one at 500 SPS on the open system. The high frequency recording was to be used to correlate audible events with surrounding pressure pulses (such as over-flights). This turned out to be difficult to do because the bandwidth of the open system was insufficient to produce identifiable signals. If this test is repeated, a microphone should be included on one channel.

Spectra of the two outputs are compared in Figure 20. The comparison clearly illustrates the effects of spatial filtering provided by the pipe array. It should also be noted that the pipe array has introduced a strong resonance peak at about 15 Hz. The 10-dB difference in power seen at the low end is attributed to differences in sensor sensitivity. One of the sensors had been transported from the field and had not been recalibrated prior to this test. While quick checks of the system response indicated that the response had not changed appreciably, the sensitivity appears to differ. This could have been due to an overpressure event that partly damaged one of the systems. Coherence calculations between the two system outputs are not useful. Except at the lowest frequencies, 0.1 Hz, the coherence is too low to derive a useful transfer function between the two systems.

CONCLUSION

In this study a preliminary examination of the characteristics of the broadband acoustic sensors deployed at TXAR demonstrates the complexity of even a simple system and the need for careful calibration and laboratory measurements in designing such systems (as well as the large number of unknowns). The following conclusions are made based on this study:

1. Some Validyne model P305D sensors may have a low enough self-noise levels to be used as acoustic sensors although this exceeds the manufacture's specifications by nearly 2 orders of magnitude. Conservative estimates of sensor noise levels using direct measurements suggest that sensor noise is below 0.50 μbar rms over a 0-50 Hz band. Other models are available that have greater sensitivity.

2. The small backing volume in the configured sensor system leads to a large response sensitivity to minor changes in the needle valve setting. This is difficult to set in the laboratory and susceptible to changes during transport and field installation.

3. Sensors with responses down to DC will have a DC offset that may vary with temperature. This must be included in the calculations of required system dynamic range. Sixteen bit systems are inadequate for laboratory testing.

4. Sensor calibration using simple step functions may be adequate to adjust a set of sensors to a rough match and to develop a response function assuming a simple RC system. However, results from the bellows calibrator are not consistent with those of the step function calibration. This difference has not been unexplained.

5. Coherence derived noise measurements suggest that the sensor dynamic range is limited by a nonlinear system response or by the resolution of the procedure caused by the use of a non-white signal source.

6. The acoustic characteristics of commercial soaker hoses and drip lines vary considerably with the type and manufacturer and must be considered as part of the system response. Such hoses can impose and additional
high-cut filter on the system. The use of ambient laboratory background noise is not adequate to develop response of the full bandwidth of the system.

7. Spread porous hoses form a spatial filter for high frequencies but at the lengths tested are ineffective at low frequencies. Hoses have resonances that are not entirely consistent in frequency or bandwidth even with hoses of the same make. Coherence between parallel hoses is lower than expected.

8. A five arm star may reduce noise levels by as much 20 dB for frequencies above 0.3 Hz but is less effective at lower frequencies. Above 7 Hz the spectra suggest that the system response for the fielded system is different from that tested in a coiled configuration or that the system in ineffective at reducing noise.

9. Background noise during the field test falls off at 20 dB per decade frequency.

10. No theoretical design calculations were made during the present investigation. Few characteristics were available for components. The use of off-the-shelf commercial fittings with complex internal shapes makes it difficult to simplify the system to the extent that simple lumped term calculations and tables require. The current sensor/backing volume construction has an expected high cut filtering effect.

RECOMMENDATIONS

Based on this study and experience with the sensors deployed at TXAR, the following recommendations are made for additional study:

1. Other pressure sensors that might be applicable should be examined including more sensitive models from Validyne and less expensive models from Kavlico. Each sensor should be characterized by the following electrical requirements:
   - frequency response,
   - self-noise characteristics,
   - linearity,
   - temperature response,
   - signal conditioning requirements, including output levels, output impedance
   - out-of-band noise including RFI,
   - RFI susceptibility,
   - power supply requirements

2. If Validyne sensors are to be used in a field installation, the use of RFI filtering, shielding, and isolation and either a separate power supply or additional signal conditioning to permit balanced output should be investigated.

3. A different configuration for backing volume and bleed port (needle valve) should be used on future sensors. It is unknown how temperature changes may affect the current needle valve settings, or how much instruments may drift with shipping and field installation.

4. Laboratory data acquisition systems need to, at least, have the dynamic range of the anticipated field systems. Ideally the laboratory recording system should use a system similar to that required by the field installation such that signal conditioning and front end noise characteristics are the same.
5. Future studies of sensor characteristics should include either a full description of the analysis procedure or should include copies of the code and data used to produce the analysis.

6. More careful study of sensor noise levels should be done. Coherence derived noise figures may be the most useful. Because of the short wavelengths associated with some turbulence derived signals and the sensitivity of most acoustic sensors to seismic disturbances, such measurements need a great deal of planning and care.

7. Careful laboratory calibration of the sensor frequency and phase response should be done. Because measurement techniques are still being developed while sensors are being deployed, it is also essential to have a laboratory standard instrument with a known response and a standard field configured instrument with which newly assembled instruments may be matched. A standard laboratory acoustic calibration source capable of producing signals over the required bandwidth and amplitudes is also needed.

8. Coherence derived noise measurements should be done with a white or bandlimited acoustic signal source. If low frequency nonlinearities introduce additional noise and the expected noise spectrum is enriched in low frequencies (as it will be for small hose arrays), it may be advantageous to reduce the system low frequency response producing a system response that is not flat across the signal band.

9. Formal measurements of the acoustic characteristics of proposed types and models of porous hoses should be made so that it is possible to calculate the theoretical response of systems of such hoses. A calibration signal source may be needed to produce sufficient signal levels to allow measurements over the full band of interest.

10. The design of a spatial filter should consider the spatial characteristics of the noise and signal bands of interest and the spatial characteristics of the filter. Former microbarograph studies have described the characteristics of noise below 1 Hz and acoustics studies have described outdoor noise characteristics in the audible band. It is not obvious that porous hoses have a uniform consistent spatial response. More work is needed to characterize the noise.

11. The humps in the spectra of the field system should be explained. Measurement of the noise reducing capability of arrays should be made at various wind and weather conditions. This will require a semipermanent installation capable of making noise and weather measurements.

12. The affects of sensor frequency response on system dynamic range and linearity should be investigated. If background noise follows the 20 dB/decade response, then a 0.01-10 Hz system would require 60 dB of instantaneous dynamic range and linearity for a system with a flat frequency response. This may be difficult and it may be desirable to modify the system response.

13. Acoustic characteristics of sensors and sensors when coupled to backing volumes should be measured. This includes acoustic impedance and admittance for each type of sensor considered. Plumbing near the sensor needs to be carefully designed so as not to unduly affect the sensor response.
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Figure 1. RMS noise levels for 2 octave bands. Points are plotted for the center frequency (bands span one octave above and below each point on the curve). Points were calculated by applying a 3 pole 2 octave Butterworth filter to each trace and then calculating the rms over a 100 second window.

Figure 2. Coherence derived noise spectra for 3 realizations. Solid lines are the observed normalized spectra. Dotted lines are the results from the previous closed tube experiment (figure 1), and dashed lines are the coherence derived noise. The line spectra at 3.8 Hz in the coherence noise is unexplained. Lines at higher frequencies are assumed to be from transformer and lamp ballasts.
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Sensor Step Functions

Figure 3. Sensor step functions with theoretical response overlay. Theoretical response assumes a simple RC filter where the period and gain are fitted jointly. The RC corner frequency is 57.91 seconds for SN97559, 63.17 seconds for SN76772, and 66.39 seconds for SN97558. At 25 seconds there is a small kink in the curves. This is assumed to be an external signal rather than a sudden change in the RC constant. Note that pressures are 1000 times higher than expected signals.

Response Graphs

Figure 4. Results of the sine wave and pulse calibration tests. Solid lines are the frequency response derived from the pulse test. Points are the result of the sine wave test. The inset shows the response plotted as period rather than frequency. Note that -3 dB is about 60 second period. The slight divergence in the 3 responses at low frequencies is more than one would prefer in matched systems.
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Figure 5. Spectra comparison of a normally configured and open sensor. The strong 60 Hz spike in the open system is believed to be electrical noise due to a poor ground and not acoustic. For this test, data was sampled at 500 SPS.

Figure 6. Transfer function and coherence between normal and open systems. The systems as installed at TXAR include this high cut response.
Figure 7. Spectra of the open sensor, closed tube and HPLV soaker hose. Note the high frequency roll-off of the open system compared to the other two.

Figure 8. Transfer function and coherence between open and soaker hose and between open and closed systems. Solid lines are the transfer functions, dotted are coherence. The closed system shows little coherence (dotted red line) even at low frequencies. The HPLV hose adds a low pass filter at 0.4 Hz.
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Soaker vs Laser Punch

Figure 9. Spectra for the high pressure low volume soaker hose and laser punched drip line. Note the resonance peaks in the soaker hose and the 30 Hz noise peak in the drip line. Labels on this plot are reversed. Red is actually the soaker hose.

Soaker vs Laser Punch

Figure 10. Transfer function between the soaker hose and laser punched system. This function is nearly identical to that between the open system and soaker hose.
Figure 11. Spectra of coiled array and open sensor. The two are nearly identical from 0.2 to 8 Hz.

Figure 12. Transfer function/coherence between coiled array and open sensor. Dotted line is coherence.
Figure 13. Phase response between coiled array and open sensor. Removed 0.027 second delay. Vertical scale is phase in degrees. Horizontal scale is frequency in Hz.

Figure 14. Spectra of coiled soaker, spread soaker, and drip line. Note the resonance peaks. Width of the peaks is about the same although the frequency is slightly different. The -10 dB difference at 1 Hz between coiled and spread hoses is due to spatial filtering.
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Figure 15. Transfer function and coherence plot for coiled vs. Spread soaker and coiled soaker vs. Coiled drip line. Dotted lines are coherence.

Figure 16. Spectra of the three hoses. Note that now the resonance peaks in the two spread hoses are aligned but one system has much broader peaks and more energy than the other.
Figure 17. Transfer function and coherence among the three spread hoses. Note that the coherence is low for all paired measurements.

Figure 18. Spectra for the parallel hose test. Differences in the slope suggest that one hose may be non-uniform along its length.
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Figure 19. Coherence from parallel hose test. Coherence above 1/2 Hz is disappointingly low and similar to the previous test.

Figure 20. Spectra of the array and of a single point system. Differences at the low end are attributed to differences in sensitivity.
APPENDIX 1: DESCRIPTION OF INSTRUMENTATION

The TXAR infrasonic array is an experiment in piggy-backing an inexpensive infrasonic system onto an existing GSE Alpha array. By using existing sites and communication facilities, off-the-shelf sensors, and inexpensive pipe arrays, each acoustic channel was added for an incremental cost of $9,000. Since all three sites had multi-channel digitizers, this experimental cost was reduced to less than $2,000 per site. This was done without compromising the GSE specifications (see Table 1).

The GSE requirements for a wideband microbarograph response of 1/50 to 5 Hz are significantly broader band than previous designs used during the last experimental period (McDonald, Douze, and Herrin, 1971). The requirement for a short period response requires smaller pipe arrays (8-16 m rather than 60-120 m). Even with shortened arrays, the phase response of the array may be significant and must considered part of the instrument correction. This shortened array though may be less effective at low frequencies and historical S/N improvements may not be attainable without new technology or methods.

The system currently operating at TXAR (Figures 1-1, 1-2, and 1-3) includes a Validyne model P305D differential pressure transducer (see Table 2). It has the advantage of being relatively inexpensive (less than $1000), includes all signal conditioning and power supply conditioning, and is small and rugged enough for field installations. Models with greater sensitivity are available at additional cost and with some additional signal conditioning and power supplies.

Validyne gauges are variable reluctance devices. A coil is positioned on each side of a magnetically permeable diaphragm. These coils form two arms of an impedance bridge which is excited by a several KHz signal. Small movements of the diaphragm unbalance the bridge and produce a signal which is then demodulated, filtered, and output. The P305D includes the demodulator as part of the device.

Construction of a microbarograph from a differential gauge has been described by Burridge (1971) (Figures I-2 and I-3). Assuming that the volume of the gauge is essentially zero, the capsule equivalent capacitance can be neglected. The fore volume and backing volume in this sensor system are small relative to the volumes in older systems and hence require a high leak resistance. This is accomplished with an adjustable needle valve. A formal analysis of this system has not been done yet.

Two minor problems were encountered in interfacing the sensor to the digitizer electronics. First, the sensor produces a single ended output while the digitizer expects a balanced signal. This precludes common mode rejection and results in coupling power supply noise into the input. Second, the demodulator in the gauges also acts as an RF detector. Radio telemetry noise is easily induced on the acoustic channel. Both of these problems have been suppressed by field practices, but may need to be solved in an operational system.

Besides the sensor, the only other component of significant cost is the precision needle valve, a Whitey SS-2RF2 micrometer adjusted valve. Because the backing volume is so small (a few cm³ compared to the 3600 cm³ of older systems), adjustment of the valve is

---

2 All cost figure here reflect the current configuration which may have to be modified for operational and maintenance purposes and cannot be used to project future costs.
3 The Validyne DP103 has roughly 30 times the sensitivity of the P305D gauge in use at TXAR.
4 The needle valve is shipped with a heavily greased spring loaded needle. If used without cleaning and degreasing, the needle has a tendency to creep closed over periods of a day. Disassembly and careful cleaning is essential to a reliable operation. This must be done with care since the needle is delicate and easily bent.
critical to obtaining the correct frequency response. Since even small turns of shaft a few degrees may substantially change the response and the valve has considerable mechanical hysteresis, it is essential to lock the position of the valve once the system has been calibrated. This is done by cementing the valve in place.

The entire system (see Figure I-1), minus the pipes, is small enough to fit inside the TXAR postholes and thus the sensor and backing volume are protected from rapid temperature changes. This also secures the expensive portion of the system from damage and tampering.

For this set of calibration experiments, data from three gauges was recorded on a Refraction Technology model 72 16-bit data acquisition system with programmable gain preamplifiers. The 16-bit range was a limitation because the DC offset of the system varies slightly with temperature. This was addressed during experimentation by adjusting the offset to zero prior to each experiment. However, overnight temperature changes were enough to clip the digitizer during several tests. It was not possible to record data in the lab with the same resolution as is possible with the 24 bit systems at TXAR.

Lab experiments (see Table 3) examined the sensor self noise, sensitivity, system frequency response (for the sensor and backing volume system), and system response when coupled to a porous hose. Field tests at Dallas were used to verify that a stretched hose acted as linear spatial filter, compared the system response for repeatability, and compared the response of different types of hoses. Of necessity, tests were brief, and therefore they may be regarded as pilot tests demonstrating the procedures and some of the expected problems rather than formal tests of the equipment.

---

3 Reinke (personal communication) has also observed this.
Figure 1-21. Photo of the microbarograph ready to be connected to a pipe or hose. The left port of the differential gauge is connected directly to the backing volume while the right port is connected to the input through a small bypass tube. A precision needle valve bleeds the backing volume and connects the two sides. The low frequency response may be controlled by adjusting the needle valve.
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Figure 1-22. Plumbing schematic of transducer assembly

Figure 1-23. Electrical analogue of the transducer assembly.
Characteristics of the TXAR equipment are preliminary estimates based on manufacturer's specifications, simple laboratory tests, and theoretical calculations.

### Table 1. Table of equipment specifications comparing GSE requirements with the TXAR equipment.

<table>
<thead>
<tr>
<th>Item</th>
<th>GSE</th>
<th>TXAR (Lajitas)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Rate</td>
<td>10 SPS</td>
<td>40 SPS</td>
<td>Previous GSE report recommended 20 SPS. Current report has reduced that to 10 SPS. For TXAR 40 SPS is easier than a reduced rate and also simplifies seismo-acoustic processing. At the field site 40 SPS imposes little additional bandwidth requirement since data compression is effective in reducing the bandwidth at this high rate.</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>0.02-5 Hz</td>
<td>1/60 - 16 Hz</td>
<td>Bandwidth has to be slightly below the nyquist. At 10 SPS a corner of 4 Hz is easily attainable with FIR antialias filters. The TXAR system low frequency starts to roll-off at 60 seconds but is usable beyond 4 minutes as has been confirmed by observing 4 minute infrasonic signals. High frequency is limited by the response of the pipe array.</td>
</tr>
<tr>
<td>Sensitivity and Noise</td>
<td>0.01 Pa (0.1 µbar)</td>
<td>&lt; 0.01 µbar in a two octave band 3.4 nbar/count</td>
<td>Sensitivity implies an upper limit on the noise level. The level quoted is for the sensor itself. Field systems will usually be dominated by environmental and pipe array noise. TXAR systems currently drive the digitizers at a gain of 1. Higher gains (x3) could be used without clipping. The strongest observed signals at TXAR from xx-May-96 to xx-May-96 would not be clipped at gains of xx</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>80 dB</td>
<td>&gt; 120 dB</td>
<td>Required dynamic range is likely to be quite high because of the extremely wide bandwidth required (8 octaves). The 80 dB range is insufficient for the sensor system used here.</td>
</tr>
<tr>
<td>Linearity</td>
<td>Unspecified</td>
<td>0.3%</td>
<td>Limited by the sensor. This will likely control the observed total harmonic distortion (THD). Linearity is from the manufacturer's specifications and has not been measured.</td>
</tr>
<tr>
<td>Cost</td>
<td>$180,000/4 element station</td>
<td>$36,000/4 element station</td>
<td>The possibility of using more than 4 elements is mentioned. These would have a small incremental cost. For the TXAR system additional elements are $9,000 each. At any one site though, two acoustic channels rather than one would only be an additional $2,000.</td>
</tr>
</tbody>
</table>

Table 2. Validyne P305D manufacturer's specifications as applied to the model configured for TXAR. Specification have been taken from manufacturer's datasets but converted to input pressure units.

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* GSE requirements adapted from report xxx
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure Range</td>
<td>±860 Pa</td>
<td>Maximum observed range at TXAR from xx-May-96 to xx-May-96 was xx Pa</td>
</tr>
<tr>
<td>Accuracy</td>
<td>±2.1 Pa (0.25%) full scale including linearity, hysteresis, and repeatability</td>
<td>Refers to full scale accuracy and repeatability. For smaller than full scale signals this would be reduced.</td>
</tr>
<tr>
<td>Overpressure</td>
<td>1720 Pa with less than 0.5% zero shift</td>
<td>Easily exceeded during assembly if care is not used. Once installed in the field this is less likely to occur unless the backing volume is subjected to a rapid extreme temperature change. More sensitive units are also more rugged.</td>
</tr>
<tr>
<td>Pressure Cavity Volume</td>
<td>244 x 10^-6 cm³</td>
<td>Essentially zero.</td>
</tr>
<tr>
<td>Volumetric Displacement</td>
<td>18 x 10^-6 cm³ at full scale</td>
<td>Essentially zero.</td>
</tr>
<tr>
<td>Power</td>
<td>10.8 to 32 V DC @ 8 mA</td>
<td>Measured 8.7 mA @ 13.2 volts</td>
</tr>
<tr>
<td>Signal Output</td>
<td>± 5 V DC full scale @ 0.5 mA</td>
<td>Zero balance seems to be temperature dependent. Unable to tell how much of it is electronic and how much is due to diaphragm displacement.</td>
</tr>
<tr>
<td>Zero Balance</td>
<td>±0.1 V DC adjustable equivalent to ±87 Pa</td>
<td>Zero balance seems to be temperature dependent. Unable to tell how much of it is electronic and how much is due to diaphragm displacement.</td>
</tr>
<tr>
<td>Output Impedance</td>
<td>100 ohms in parallel with 2.4 ufd</td>
<td></td>
</tr>
<tr>
<td>Frequency Response</td>
<td>0-200 Hz flat ± 1 dB for electronics</td>
<td>Unable to verify at this time.</td>
</tr>
<tr>
<td>output noise</td>
<td>less than 0.85 Pa RMS</td>
<td>This appears to be over the whole 0-200 Hz bandwidth.</td>
</tr>
<tr>
<td>Input/Output Isolation</td>
<td>Common input/output return</td>
<td></td>
</tr>
<tr>
<td>Operating Temperature Range</td>
<td>-65 to +250 °F</td>
<td></td>
</tr>
<tr>
<td>Temperature error</td>
<td>less than 170 µbar /100°F</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. Table of Laboratory and Field tests of the TXAR infrasonic sensors. Dataset names are UNIX style. Datasets are SEGY converted from RefTek recorders by PASCAL programs.**

<table>
<thead>
<tr>
<th>Test</th>
<th>Conditions</th>
<th>Data Set</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct measurement of System Noise</td>
<td>Needle valve completely open. Input port closed to atmosphere, but all</td>
<td>R027.01/ open, closed</td>
<td>Sensors showed between 0.58, 0.36, and 1.9 ubar RMS noise over the full 0-50 Hz band as</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Step function calibrations</th>
<th>Valves adjusted to give approximate response. All systems plumbed to a common input created by squeezing and releasing Tygon tube.</th>
<th>Recorded at 100 SPS, preamp gain x32, 0.006 µbar/count</th>
<th>R028.01/cal*</th>
<th>Sensors were matched to within a few percent by using a simple multimeter or storage oscilloscope. Corner frequency was adjusted to 1/60 Hz by observing the decay time of a step function. A 50% decay in 6.62 seconds is equivalent to a 60 second corner.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sine calibrations</td>
<td>Sine wave bellows calibrator connected to systems.</td>
<td>Recorded at 100 SPS, preamp gain x1, 0.19 Pa/count.</td>
<td>R029.01/cal*</td>
<td>Sensors were equally matched but calibration results do not match those of step calibration. The sine wave calibrator was salvaged from an old NBS type microbarograph.</td>
</tr>
<tr>
<td>Coherence derived self noise</td>
<td>Systems plumbed together with end left open to the air.</td>
<td>Recorded at 100 SPS, preamp gain x 8, 0.024 µbar/count</td>
<td>R028.01/open_tube, R029.01/open_tube</td>
<td>Several attempts were required. One needle valve crept closed during the night. Temperature fluctuations prevented higher gains.</td>
</tr>
<tr>
<td>Hose responses</td>
<td>Coiled porous and punched hoses run in comparison with open system to determine transfer function.</td>
<td>Recorded at 100 SPS, preamp gain x 1, 0.19 µbar/count</td>
<td>R030.01/noise, R054.01/shop, R055.01/opencmp</td>
<td>Porous hoses acted as a high cut filter. Punched hose had substantially different response. Little usable energy above 10 Hz.</td>
</tr>
<tr>
<td>Spatial Response</td>
<td>Coiled hose run against spread hose</td>
<td>Recorded at 100 SPS, preamp gain x 8, 0.024 µbar/count</td>
<td>R030.01/outdoor</td>
<td>Spatial response demonstrated</td>
</tr>
<tr>
<td>Summing tests</td>
<td>One system with 5 arm star array, one with open port</td>
<td>Recorded at 100 SPS, preamp gain x 32, 0.006 µbar/count</td>
<td>R056.01/star*, R056.02/star*</td>
<td>Improvement to wind noise at frequencies above 1/5 Hz noted. Difficult to match audible observations with infrasonic events</td>
</tr>
</tbody>
</table>
### CHARACTERISTICS OF ACOUSTIC SENSORS

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Test Description</th>
<th>Recorded at 500 SPS.</th>
<th>Coherence Test Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherence hose tests</td>
<td>Two hosts side by side 15.2 m (50 feet) long less than 7 cm apart generally 90 degrees to predominant wind. Wind was very gentle. Recorded at 100 SPS preamp gain x 32, 0.006 μbar /count</td>
<td>R056.01/parallel</td>
<td>Coherence less than expected. Similar tests need to be performed over a variety of weather conditions and with multiple hoses and orientations.</td>
</tr>
<tr>
<td>V configuration test</td>
<td>Two hoses as two legs of a triangle. Base is about 4.5 m. Recorded at 100 SPS, preamp gain x 32, 0.006 μbar /count.</td>
<td>R056.01/diverge</td>
<td>No useful conclusions. It was hypothesized that if the parallel host test showed strong coherence, an analysis of the spectra of divergent hoses would suggest the spatial characteristics of noise and signals.</td>
</tr>
<tr>
<td>Gradient recorded</td>
<td>One soaker hose 15.2 m (50 feet) long connected to standard sensor. Second hose of 1/4&quot; laser punch soaker connected in differential mode. Recorded at 100 SPS preamp gain x 32, 0.006 μbar /count.</td>
<td>R76.01/gradient</td>
<td>Unable to explain results. Still under consideration</td>
</tr>
</tbody>
</table>
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