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## Preface

This document does not pretend to be an exhausive account of quaternions and where they reside in the abstract algebraic landscape. In fact, for those interested in these more sophisticated matters, read no further. There is the book by

## S.L.Altmann, Rotations, Quaternions, and Double

 Groups, Clarendon Press, Oxford 1986which may be more appropriate for you. Moreover, Altmanns' book has a very large bibliography which surely will have what you want.

This document on-the-other-hand presents an elementary introduction to the quaternion, its algebra and its applications, which is hopefully accessible to anyone with a modest background in early undergraduate college mathematics. Even the applications should be within the reach of most readers of that ilk.

The quaternion operator has long been regarded as an efficient rotation operator but one that is not well known in the practicing aerospace engineering community. So, we first present an engaging and readable account of the origin and history of the quaternion. This we follow with an elementary introduction to quaternion algebra which is presented in a rigorous yet an easily accessible do-it-yourself fashion.

The problem of computing multiple coordinate transformations for rigid body motions (rotations), especially for groundbased flight simulation and terrain portrayal displays, is encountered time and again in Aerospace applications and operations. These processes are usually performed using rotation matrices based upon Euler angle or direction cosine formulations. Quaternions are 4-tuples whereas the $3 \times 3$ rotation matrices, of course, have nine elements. Moreover, the singularity problem encountered in composite rotation matrices is avoided when us-, ing the quaternion rotation operator.

This document, which could serve as a reference text, contains a variety of interesting applications and ideas. Among these are the various possible Euler angle sequences and alternative tracking transformations. Specific strategies for the computation of great-circle courses and for determining an Orbit Ephemeris are presented. Finally, an in-depth presentation of some processing strategies similar to those currently employed in a variety of military and non-military visually-coupled control system applications, e.g. the USAF Helmet-mounted Sight ${ }^{1}$, are presented using both rotation matrices and quaternion rotation operators.
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## Chapter 1

## HISTORICAL MATTERS

### 1.1 Introduction

Mathematics, as with most subjects in science and engineering, has a long and varied history. Although it is an over simplification of a complex subject, it is safe to say that in general the practice of mathematical techniques preceded the development of firm theoretical foundations for the subject. These tended to come later.

Historians of mathematics are generally agreed that in this connection three highly significant developments occurred during the nineteenth century. These were the development of nonEuclidean geometry, of a non-commutative algebra, and of a precise theoretical foundation for calculus.

Early on it was thought that geometry was limited to what was known as Euclidean Geometry, and it was only through extensive researches into the parallel line postulate as formulated by Euclid that other geometries were developed and found to be consistent. For calculus, and analysis in general, the formulation
of a precise theory of limits was a significant step.
For many years algebra was thought simply to be generalized arithmetic, in the sense that although letters were used to represent the objects under study, all of the ordinary rules of operation for arithmetic were valid in the algebraic manipulations as well. Consistent with the spirit of the times, in which the search for more precise theoretical foundations in mathematical thinking received more emphasis, mathematicians working in the area of algebra began to focus more sharply on such matters of algebraic structure as closure, commutativity, and associativity for algebraic operations.

It was in this context that William Rowan Hamilton introduced his algebra of quaternions which, to the total surprise of the mathematical community, violated the law of commutativity for multiplication. What seemed to mathematicians of the day to be impossible was to have an otherwise consistent algebra for which this fundamental property of the algebra of real numbers did not hold.

According to Howard Eves [1], it was work such as that done by Hamilton which
"opened the floodgates of modern abstract algebra. By weakening or deleting various postulates of common algebra, or by replacing one or more of the postulates by others, which are consistent with the remaining postulates, an enormous variety of systems can be studied. As some of these systems we have groupoids, quasigroups, loops, semi-groups, monoids, groups, rings, integral domains, lattices, division rings, Boolean rings, Boolean algebras, fields, vector spaces, Jordan algebras, and Lie algebras, the last two being examples of non-associative algebras. It is probably correct to say that mathematicians have, to date, studied well over 200 such algebraic structures."

Our intent in these pages is to explore the use of Hamilton's quaternions in studying certain transformations in ordinary space of three dimensions. It must be said that it was not long after the publication of Hamilton's results that Josiah Willard Gibbs and others began to work out the details of what we know today as the algebra of vector spaces, and Hamilton's work seemed quickly to be eclipsed. Recently, however, interest in the use of quaternions has revived, and we want to consider ways in which quaternion algebra may still be more effective than the use of ordinary vector algebra.

### 1.2 Mathematical Systems

By the set of real numbers we shall mean all numbers which may be represented in decimal form. These include the natural numbers, the integers, and the rational numbers.

The set of natural numbers is the set of numbers whose arithmetic is studied in the elementary school, namely, the set

$$
N=\{1,2,3,4, \cdots\}
$$

We mention that this set is closed under addition and multiplication, that is the sum of any two natural numbers is again a natural number, and the product of any two natural numbers is also a natural number. However, the set of natural numbers is not closed under subtraction or division, since there are natural numbers, say 3 and 5 , whose difference

$$
3-5=-2
$$

is not a natural number. Clearly, the same is true for the quotient of natural numbers.

The set of integers is the set

$$
Z=\{\cdots-3,-2,-1,0,1,2,3, \cdots\}
$$

which includes the natural numbers as a subset. This set has the advantage that it is closed under addition, multiplication, and also subtration. Notice that the difference between any two integers is always another integer. However, the integers are not closed under division.

To obtain this fourth property we need the set of rational numbers, namely, the set of all possible quotients of the integers, except that division by zero is excluded. Thus the rational numbers is

$$
Q=\{p / q \mid \mathrm{p}, \mathrm{q} \text { integers with } q \neq 0\}
$$

This set includes both the natural numbers and the integers as subsets and is closed under all four of the ordinary operations of arithmetic. It exhibits the mathematical structure which earlier mathematicians began to recognize what in abstract algebra today is called a field. The set R of real numbers, with the two ordinary operations of addition and multiplication, is another example of a field.

This mathematical system is one that is familiar to all of us, and exhibits the following field properties:

1. Closure under the operations, that is if $a$ and $b$ are real numbers so are $a+b$ and $a \cdot b$
2. Both of the operations are associative, that is, if $a, b$, and $c$ are real numbers,

$$
\begin{aligned}
& (a+b)+c
\end{aligned}=a+(b+c), ~=a \cdot(b \cdot c)
$$

3. Both of the operations are commutative, that is,
and
ana

$$
\begin{aligned}
a+b & =b+a \\
a \cdot b & =b \cdot a
\end{aligned}
$$

4. There is an identity for addition, say, 0 , with the property that

$$
a+0=0+a=a
$$

for every real number $a$
5. There are inverses for addition, that is, for every real number $a$ there is a real number, say, $-a$, such that

$$
a+(-a)=(-a)+a=0
$$

6. There is an identity for multiplication, say 1 , such that

$$
a \cdot 1=1 \cdot a=a
$$

for every real number $a$. Further, $1 \neq 0$.
7. There are inverses for multiplication, that is, for every real number $a$, not equal to 0 , there is a real number, say $a^{-1}$, such that

$$
a^{-1} \cdot a=a \cdot a^{-1}=1
$$

8. Multiplication is distributive over addition, that is for any real numbers $a, b$, and $c$ we have

$$
a \cdot(b+c)=a \cdot b+a \cdot c
$$

These properties for ordinary arithmetic of real numbers were thought to hold for all algebraic structures; hence it was so surprising that Hamilton's quaternions were a consistent algebraic system, yet violated property 3 , the commutativity of multiplication.

### 1.3 Complex Numbers

Another example of a mathematical system which has the field properties is that of the complex numbers. It was in the 16th century that the Italian algebraist Bombelli, after Cardan and Tartaglia, had what he called a "wild thought." This wild thought seems to have been the precursor of the notion of complex numbers, including the idea of the complex conjugate. However it was not until the work of Gauss in the early 19th century that the algebra of complex numbers was given a firm mathematical basis. Since the square of a real number is always non-negative, there is, of course, no solution in the set of real numbers for the equation

$$
x^{2}+b^{2}=0
$$

or perhaps more generally for quadratic equations of the form

$$
x^{2}-2 a x+a^{2}+b^{2}=0
$$

for any non-zero real numbers $a$ and $b$. But today the numbers which satisfy these two equations are well-known even to most high school students as

$$
\begin{aligned}
x & = \pm \mathbf{i} b \\
\text { and } & =a \pm \mathbf{i} b
\end{aligned}
$$

respectively. Here $i$ is the now familiar square root of -1 , having the property that $\mathrm{i}^{2}=-1$. In the complex number, $a+\mathrm{i} b$, we often identify $a$ as the real part and the $b$ as the imaginary part.

We must be clear, however, what we mean when we write $a+\mathbf{i} b$, since the symbol i does not represent a real number. More specifically, what does it mean to write the product $i b$ when we know that $\mathbf{i}$ is not a real number. A mathematically acceptable way to answer this question is to identify our representation of the complex number

$$
a+\mathbf{i} b
$$

with the pair ( $a, b$ ) of real numbers $a$ and $b$. In this format, however, we must first define equality for complex numbers by stating

$$
(a, b)=(c, d)
$$

if and only if

$$
a=c \quad \text { and } \quad b=d
$$

That is to say, two complex numbers are equal if and only if their real parts are equal and their imaginary parts are equal.

Next, in this format, we define the sum and the product of two complex numbers by the equations

$$
\begin{align*}
(a, b)+(c, d) & =(a+c, b+d)  \tag{1.1}\\
\text { and } \quad(a, b)(c, d) & =(a c-b d, a d+b c) \tag{1.2}
\end{align*}
$$

We now relate this ordered pair format to

$$
\text { the usual } a+\mathrm{i} b \text { notation by }
$$

making the following associations

$$
\begin{aligned}
& \quad(a, 0) \leftrightarrow a \\
& \text { and } \quad(0,1) \leftrightarrow i
\end{aligned}
$$

Using Equations 1.1 and 1.2 we may now compute

$$
\begin{align*}
\mathbf{i}^{2}=(0,1)(0,1) & =(-1,0)=-1  \tag{1.3}\\
\text { so that }(0,1) & =\mathbf{i}=\sqrt{-1} \\
\text { We may then write }(a, b) & =(a, 0)+(0,1)(b, 0)  \tag{1.4}\\
& =a+\mathbf{i} b
\end{align*}
$$

It is not difficult to show that the difference and quotient of complex numbers are given by the equations

$$
\begin{aligned}
(a, b)-(c, d) & =(a-c, b-d) \\
\frac{(a, b)}{(c, d)} & =\left(\frac{a c+b d}{c^{2}+d^{2}}, \frac{b c-a d}{c^{2}+d^{2}}\right)
\end{aligned}
$$

This foregoing development may be used to define the arithmetic operations on complex numbers, and to verify that with these

This rigorously establishes and justifies the notation

$$
z=(a, b)=a+\mathbf{i} b
$$

[^1]definitions the set of complex numbers does indeed satisfy all of the field properties. We wish, however, to use an approach which may be more familiar to the reader.

The algebra of complex numbers is usually defined by assuming that the algebra of real numbers holds for complex numbers as well, except that $\mathbf{i}^{2}=-1$. This means that for addition and subtraction we have

$$
\text { and } \begin{align*}
(a+\mathbf{i} b)+(c+\mathbf{i} d) & =(a+c)+\mathbf{i}(b+d)  \tag{1.5}\\
(a+\mathbf{i} b)-(c+\mathbf{i} d) & =(a-c)+\mathbf{i}(b-d) \tag{1.6}
\end{align*}
$$

In like fashion, multiplication is defined as

$$
\begin{align*}
(a+\mathrm{i} b) \times(c+\mathrm{i} d) & =a c+\mathbf{i} b c+\mathbf{i} a d+\mathbf{i}^{2} b d \\
& =(a c-b d)+\mathbf{i}(b c+a d) \tag{1.7}
\end{align*}
$$

It should be mentioned that in the context of complex numbers, vector spaces, or even quaternions, a real number is often called a scalar. If in the above definition of the product of two complex numbers we set $b=0$, then we get a product of the scalar $a$ and the complex number $c+\mathbf{i} d$ as

$$
a(c+\mathbf{i} d)=a c+\mathbf{i} a d
$$

To compute the quotient of two complex numbers, we first note that the product

$$
(c+\mathrm{i} d)(c-\mathrm{i} d)=c^{2}+d^{2}
$$

is always a real number. We then write

$$
\begin{align*}
\frac{a+\mathbf{i} b}{c+\mathbf{i} d} & =\frac{(a+\mathbf{i} b)(c-\mathbf{i} d)}{(c+\mathbf{i} d)(c-\mathbf{i} d)} \\
& =\frac{a c+b d}{c^{2}+d^{2}}+\mathbf{i} \frac{b c-a d}{c^{2}+d^{2}} \tag{1.8}
\end{align*}
$$

In particular, we may now compute the reciprocal of $c+\mathrm{i} d$ as

$$
\begin{equation*}
\frac{1}{c+\mathrm{i} d}=(c+\mathrm{i} d)^{-1}=\frac{c}{c^{2}+d^{2}}-\mathbf{i} \frac{d}{c^{2}+d^{2}} \tag{1.9}
\end{equation*}
$$

### 1.4 Polar Representation

In order to make a connection with Hamilton's quaternions, we next mention the geometric interpretation of complex numbers. This interpretation results from identifying the complex number $(a, b)$, that is $a+\mathrm{i} b$, with the corresponding point $(a, b)$ in a coordinatized plane, as in the figure in the margin.

For each complex number $z=(a, b)$ we can define a magnitude by

$$
|z|=\sqrt{a^{2}+b^{2}}
$$

and an angle (often called the argument) by

$$
\arg (z)=\theta
$$


where $\theta$ is an angle defined by

$$
\tan \theta=b / a
$$

Thus, for example, the magnitude of the complex number

$$
z=(1,1)
$$

is

$$
|z|=\sqrt{2}
$$

while the corresponding angle is

$$
\theta=\arctan (1)=45 \text { degrees }
$$

or in radian measure, $\pi / 4$.
Often a geometric interpretation of a complex number $z=$ $(a, b)$ is made by identifying the number with the two dimensional vector $(a, b)$, which we may think of as a vector from the origin to the point $(a, b)$ in the plane. In that case the magnitude of the complex number is simply the length of the vector
and the angle of the complex number is the angle between the vector and the positive X-axis. Geometrically, then, how are the addition and multiplication of complex numbers to be interpreted?

It is easy to see that addition of complex numbers corresponds exactly to the ordinary parallelogram law for adding vectors. In fact, if we think of a vector in two dimensions as the ordered pair $(a, b)$ the rule for adding vectors is exactly the
 same as that for adding complex numbers, as shown by the example in the figure in the margin.

In the case of multiplication for complex numbers, it turns out that the magnitude of the product is equal to the product of the magnitudes of the factors, and the angle of the product is the sum of the angles of the two factors. This fact is apparent if we represent the complex number in trigonometric form. If $z=(a, b),|z|=r$, and $\arg (z)=\theta$, we learn from highschool trigonometry of a right triangle that

$$
a=r \cos \theta \quad \text { and } \quad b=r \sin \theta
$$

Thus we may write

$$
\begin{aligned}
z & =(a, b)=a+\mathbf{i} b \\
& =r \cos \theta+\mathbf{i} r \sin \theta \\
& =r(\cos \theta+\mathbf{i} \sin \theta)
\end{aligned}
$$

Since by definition $e^{i \theta}=\cos \theta+\mathbf{i} \sin \theta$

$$
\begin{equation*}
\text { we may write } \quad z=r e^{\mathbf{i} \theta} \tag{1.10}
\end{equation*}
$$

where $r$ is the magnitude or amplitude and $\theta$ is the angle or argument of $z$. Thus if we have

$$
\begin{align*}
& z_{1}=r_{1}(\cos \alpha+\mathbf{i} \sin \alpha)=r_{1} e^{\mathbf{i} \alpha}  \tag{1.11}\\
& z_{2}=r_{2}(\cos \beta+\mathbf{i} \sin \beta)=r_{2} e^{\mathbf{i} \beta} \tag{1.12}
\end{align*}
$$

then

$$
\begin{align*}
z_{1} z_{2}= & r_{1} r_{2}(\cos \alpha+\mathbf{i} \sin \alpha)(\cos \beta+\mathbf{i} \sin \beta)  \tag{1.13}\\
= & r_{1} r_{2}\left(\cos \alpha \cos \beta+\mathbf{i}^{2} \sin \alpha \sin \beta\right. \\
& +\mathbf{i} \sin \alpha \cos \beta+\mathbf{i} \cos \alpha \sin \beta) \\
= & r_{1} r_{2}[(\cos \alpha \cos \beta-\sin \alpha \sin \beta) \\
& +\mathbf{i}(\sin \alpha \cos \beta+\cos \alpha \sin \beta)] \\
= & r_{1} r_{2}[\cos (\alpha+\beta)+\mathbf{i} \sin (\alpha+\beta)] \\
= & r_{1} r_{2} e^{\mathbf{i}(\alpha+\beta)} \tag{1.14}
\end{align*}
$$

Hence it appears that magnitudes are multiplied while the angles are added. Were we to limit ourselves to complex numbers of magnitudes 1 , then multiplication by a complex number amounts to a rotation in the plane. For example, suppose we multiply the vector $(1,1)$ by the vector $\mathbf{i}=(0,1)$. Note that

$$
|\mathbf{i}|=|(0,1)|=\sqrt{0^{2}+1^{2}}=1
$$

and $\quad \arg (i)=\pi / 2$ radians
The result is the vector $(-1,1)$, which is the original vector $(1,1)$ rotated through an angle $\pi / 2$, as in the figure in the margin.


Perhaps at this point it is worth noting that summing two complex numbers, say, $z_{1}$ and $z_{2}$, in polar form quite obviously is not the preferred way to merely get the desired sum. However, working through this summing process anyway does provide a proof of the well-known cosine law for triangles. We have

$$
\begin{aligned}
z_{1}+z_{2} & =\left(r_{1} e^{\mathbf{i} \alpha}\right)+\left(r_{2} e^{\mathbf{i} \beta}\right) \\
& =\left(r_{1} \cos \alpha+r_{2} \cos \beta\right)+\mathbf{i}\left(r_{1} \sin \alpha+r_{2} \sin \beta\right)
\end{aligned}
$$

and we can write

$$
\begin{align*}
R & =\sqrt{\left(r_{1} \cos \alpha+r_{2} \cos \beta\right)^{2}+\left(r_{1} \sin \alpha+r_{2} \sin \beta\right)^{2}} \\
& =\sqrt{r_{1}^{2}+r_{2}^{2}+2 r_{1} r_{2} \cos (\alpha-\beta)} \\
\text { or } \quad R^{2} & =r_{1}^{2}+r_{2}^{2}+2 r_{1} r_{2} \cos (\alpha-\beta) \tag{1.15}
\end{align*}
$$

where $R$ is the magnitude of the vector sum of $z_{1}$ and $z_{2}$.

### 1.5 Hyper-complex Numbers

Although we have just interpreted the product of complex numbers geometrically as the rotation of vectors in a plane we might just as well have thought of it as a transformation of points in the plane. In our example above, multiplication by $\mathbf{i}=(0,1)$ rotates the initial point $(1,1)$ into its image point $(-1,1)$, where the rotation is through the angle $\pi / 2$ and has the origin as its center. It was this connection between the algebra of complex numbers, or "double algebra" as it was then called, and rotations in the plane that intrigued Hamilton for years.

His problem was to discover an analogous relationship in three dimensional space, using triplets of real numbers. This he was unable to accomplish, for what later turned out to be very good reasons. The story goes that one morning, while walking with his wife along the Royal Canal, he had a flash of inspiration. Of an instant he saw that triples were not enough, but rather that four-tuples were required. He saw that he needed not just the complex number component $i$, but rather three such components $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$, satisfying the relationship:

$$
\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i} \mathbf{j} \mathbf{k}=-1
$$

So struck was he by this discovery that supposedly he stopped and carved this equation into the stone of a nearby bridge. And so it was that the quaternion was born.

There are good reasons, buried somewhat deeply in the theory of abstract algebra, for Hamilton having such difficulty in coming up with this new idea. Some years later the mathematician Frobenius proved that what Hamilton was trying to do using triplets was not possible. It was actually the mathematics of the situation which finally forced him to turn to quaternions, sometimes called complex numbers of rank 4. We shall see later
that these are particularly well suited for use as rotation operators in three dimensional space.

The set of all quaternions, along with the two operations of addition and multiplication (which we shall define shortly), form a mathematical system called a ring, more particularly a noncommutative division ring. This longer title merely emphasizes the fact that the product of quaternions is not commutative, and that multiplicative inverses do exist for every non-zero element in the set.

In summary, the set of quaternions under the operations of addition and multiplication satisfies all of the field properties which we discussed earlier, except for the commutative law for multiplication.

## Chapter 2

## Algebraic Preliminaries

### 2.1 Introduction

In Chapter 1 we have already introduced the set of complex numbers as an example of a set of numbers for which the field properties hold. Early on (in the 16th and 17th centuries) there was considerable suspicion, mystique and even ridicule directed at those who believed in the existence of these so-called "imaginary" numbers. The curious term imaginary number actually dates back to those times. And although today we know there is nothing 'imaginary' about these numbers - they do indeed exist - the name stuck.

It was not until early in the 19th century, however, that mathematicians (particularly Gauss) had formally devised the complex number system in order to solve at least quadratic equations. Specifically, equations of the form

$$
\begin{gathered}
x^{2}+b^{2}=0 \\
x^{2}-2 a x+a^{2}+b^{2}=0
\end{gathered}
$$

for any non-zero real numbers, $a$ and $b$, were no longer declared as having no solution!

Today, the numbers which satisfy these two equations are well known even to most high school students as being

$$
\begin{array}{ll} 
& x=\mathbf{i} b \\
\text { and } & x=a \pm \mathbf{i} b
\end{array}
$$

respectively, where $\mathrm{i}^{2}=-1$ or $\mathrm{i}=\sqrt{-1}=(-1)^{1 / 2}$.
In summary, numbers of the form

$$
z=a+\mathbf{i} b=a+b \mathbf{i}
$$

where $a$ and $b$ are real numbers and $\mathbf{i}^{2}=-1$, have come to be known as complex numbers or sometimes imaginary numbers. The letter z , by common convention, is used to denote a complex number, and $z=a+\mathrm{i} b$ is read as "the complex number $a$ plus ib." In this so-called Cartesian representation for a complex number, the real number $a$ is called the real part, while the product $\mathbf{i} b$ is called the imaginary part. The polar representation of this complex number is illustrated here in the margin. The notion of uniqueness of the polar representation of a complex number is presented in a margin note across the page.

The real numbers are a subset of the complex numbers obtained by setting $b=0$; likewise, the set of all purely imaginary numbers is a subset of the complex numbers obtained by setting $a=0$. In this context, the real numbers are said to be of rank 1 , the complex numbers are of rank 2 , and the quaternions are said to be hyper-complex numbers of rank 4.

In Chapter 1 we mentioned that the set of rational numbers, the set of real numbers, and the set of complex numbers are all examples of a field, and we listed there the field properties that these numbers satisfy. The set of real numbers, that is, those numbers which may be written in decimal form and are the subject of study in elementary school arithmetic, is perhaps
the most common and familiar to all of us - mathematicians and non-mathematicians alike. While we may not realize it, all of those operations which may legitimately be performed in our day-to-day housekeeping computations are in fact based on the field properties for those numbers.

We now show, in some detail, that the less-familiar set of complex numbers also satisfies these same field properties. In doing so we shall use, in general, the $a+\mathbf{i} b$ notation rather than the ordered pair $(a, b)$ notation for a complex number. Our purpose in doing so is first, to gain some appreciation for the algebraic structure which these numbers exhibit and second, to provide important background for developing the properties and the algebra of quaternions.

### 2.2 Complex Number Operations

We now verify that the complex numbers, under addition and multiplication, satisfy all of the field properties. We begin by noting that (by definition) two complex numbers are equal if and only if both real parts and imaginary parts are the same. That is to say

$$
a+\mathbf{i} b=c+\mathbf{i} d
$$

if and only if

$$
a=c \quad \text { and } \quad b=d
$$

Note that here we have used the Cartesian representation for complex numbers. For equality of complex numbers in the Polar form, somewhat more restrictive conditions are required, as noted in the margin.

Polar Form Equality

$$
\begin{aligned}
\text { For } r_{1}, r_{2} & \geq 0 \\
\text { and } \alpha, \beta & \in(-\pi, \pi] \\
\text { Then } r_{1} e^{\mathbf{i} \alpha} & =r_{2} e^{\mathbf{i} \beta} \\
\text { iff } r_{1} & =r_{2} \\
\text { and } \alpha & =\beta
\end{aligned}
$$

Proof:

$$
\begin{aligned}
r_{1} e^{\mathbf{i} \alpha} e^{-\mathbf{i} \alpha} & =r_{2} e^{\mathbf{i} \beta} e^{-\mathbf{i} \alpha} \\
r_{1} e^{\mathbf{i}(\alpha-\alpha)} & =r_{2} e^{\mathbf{i}(\beta-\alpha)} \\
r_{1} e^{\mathbf{i} 0}= & r_{2} e^{\mathbf{i}(\beta-\alpha)} \\
r_{1}= & r_{2} e^{\mathbf{i}(\beta-\alpha)} \\
\Rightarrow \beta-\alpha= & 0 \\
\text { or } \alpha= & \beta \\
\text { and } r_{1}= & r_{2} \\
& \text { QED }
\end{aligned}
$$

### 2.2.1 Addition and Multiplication

For every $a, b, c, d \in R$ (the set of real numbers), we defined in Equation 1.2 addition for complex numbers by

$$
(a+\mathbf{i} b)+(c+\mathbf{i} d)=(a+c)+\mathbf{i}(b+d)
$$

Multiplication was defined in Equation 1.6 as

$$
(a+\mathrm{i} b) \times(c+\mathrm{i} d)=(a c-b d)+\mathrm{i}(b c+a d)
$$

We mention here that in the context of complex numbers, vector spaces, or even quaternions, a real number is often called a scalar. If in the above definition of the product of two complex numbers we set $b=0$, then we get a product of the scalar $a$ and the complex number $c+\mathrm{i} d$ as

$$
a(c+\mathbf{i} d)=a c+\mathbf{i} a d
$$

Since $a, b, c$, and $d$ are all real numbers, and since the set of real numbers has the field properties, it follows that $a+c, b+d$, $a c-b d$, and $b c+a d$ are also real numbers. It then follows from our definitions for addition and multiplication that the sum and product of two complex numbers are also complex numbers; that is, we have the closure property for addition and multiplication of complex numbers.

In almost the same way it is clear that addition and multiplication for complex numbers are both associative and commutative. By way of example, the details for commutativity of addition go this way. We have

$$
(a+\mathbf{i} b)+(c+\mathbf{i} d)=(a+c)+\mathbf{i}(b+d)
$$

while

$$
(c+\mathbf{i} d)+(a+\mathbf{i} b)=(c+a)+\mathbf{i}(d+b)
$$

Because addition for real numbers is commutative we know that

$$
a+c=c+a
$$

and that

$$
b+d=d+b
$$

It follows that

$$
(c+a)+\mathbf{i}(d+b)=(c+\mathbf{i} d)+(a+\mathbf{i} b)
$$

and so addition for complex numbers is commutative.

The identity for addition clearly is

$$
0=0+\mathbf{i} 0
$$

because for any complex number $a+\mathrm{i} b$ we have, according to the rule for addition

$$
\begin{aligned}
(a+\mathbf{i} b)+(0+\mathbf{i} 0) & =(a+0)+\mathbf{i}(b+0) \\
& =a+\mathbf{i} b
\end{aligned}
$$

as required.
Similarly, the identity for multiplication is $1=1+i 0$, because for any complex number $a+i b$ we have

$$
\begin{aligned}
(a+\mathbf{i} b)(1+\mathbf{i} 0) & =(a \cdot 1-b \cdot 0+\mathbf{i}(a \cdot 0+b \cdot 1) \\
& =(a-0)+\mathbf{i}(0+b) \\
& =a+\mathbf{i} b
\end{aligned}
$$

as should be the case.
The additive inverse for the complex number $a+i b$ is clearly $-a+\mathbf{i}(-b)$, since

$$
\begin{aligned}
(a+\mathbf{i} b)+(-a+\mathbf{i}(-b)) & =(a+(-a))+\mathbf{i}(b+(-b)) \\
& =0+\mathbf{i} 0 \\
& =0
\end{aligned}
$$

## Ordered Pairs <br> Commute Under Addition

In this somewhat more rigorous proof we define

$$
\begin{aligned}
&(a, b)=\text { complex number } \\
& \text { Let } z_{1}=(a, b) \leftrightarrow a+i b \\
& \text { and } z_{2}=(c, d) \leftrightarrow c+i d \\
& \text { then we may write } \\
& \begin{aligned}
& z_{1}+z_{2}=(a, b)+(c, d) \\
&=(a+c, b+d) \\
& \text { and bec ause reals commute } \\
&=(c+a, d+b) \\
&=(c, d)+(a, b) \\
&=z_{2}+z_{1} \\
& \text { QED }
\end{aligned}
\end{aligned}
$$

In Equation 1.9 we have already shown that every non-zero complex number has a multiplicative inverse. More specifically, using Equation 1.7 we may show that the product of the complex number $a+\mathrm{i} b$ and the number

$$
\frac{a}{a^{2}+b^{2}}-\mathbf{i} \frac{b}{a^{2}+b^{2}}
$$

is equal to 1 , as required.
Finally, it is easy to show that multiplication is distributive over addition, that is:

$$
z_{1}\left(z_{2}+z_{3}\right)=z_{1} z_{2}+z_{1} z_{3}
$$

For, if we let $z_{1}=a_{1}+\mathrm{i} b_{1}$

$$
\text { and } z_{2}=a_{2}+\mathrm{i} b_{2}
$$

$$
\text { and } z_{3}=a_{3}+\mathbf{i} b_{3}
$$

then

$$
\begin{aligned}
z_{1}\left(z_{2}+z_{3}\right)= & \left(a_{1}+\mathbf{i} b_{1}\right)\left[\left(a_{2}+\mathbf{i} b_{2}\right)+\left(a_{3}+\mathbf{i} b_{3}\right)\right] \\
= & a_{1}\left[\left(a_{2}+\mathbf{i} b_{2}\right)+\left(a_{3}+\mathbf{i} b_{3}\right)\right] \\
& +\mathbf{i} b_{1}\left[\left(a_{2}+\mathbf{i} b_{2}\right)+\left(a_{3}+\mathbf{i} b_{3}\right)\right] \\
= & a_{1}\left(a_{2}+\mathbf{i} b_{2}\right)+\mathbf{i} b_{1}\left(a_{2}+\mathbf{i} b_{2}\right) \\
& +a_{1}\left(a_{3}+\mathbf{i} b_{3}\right)+\mathbf{i} b_{1}\left(a_{3}+\mathbf{i} b_{3}\right) \\
= & \left(a_{1}+\mathbf{i} b_{1}\right)\left(a_{2}+\mathbf{i} b_{2}\right) \\
& +\left(a_{1}+\mathbf{i} b_{1}\right)\left(a_{3}+\mathbf{i} b_{3}\right) \\
= & z_{1} z_{2}+z_{1} z_{3}
\end{aligned}
$$

With this last step we have verified that, with our definition of addition and multiplication, all of the field properties hold for the set of complex numbers. However, as is the case for any set of numbers which satisfy the field properties, we can also define the operations of substraction and division. We do this in the next section.

### 2.2.2 Subtraction and Division

In a field, subtraction is usually defined in terms of addition of the additive inverse. This means that if we have numbers $z_{1}$ and $z_{2}$ we define the difference in this way:

$$
\begin{equation*}
z_{1}-z_{2}=z_{1}+\left(-z_{2}\right) \tag{2.1}
\end{equation*}
$$

where $-z_{2}$ is the additive inverse of $z_{2}$. For complex numbers this works out this way:

$$
\begin{aligned}
(a+\mathbf{i} b)-(c+\mathbf{i} d) & =(a+\mathbf{i} b)+(-c+\mathbf{i}(-d)) \\
& =(a+(-c))+\mathbf{i}(b+(-d)) \\
& =(a-c)+\mathbf{i}(b-d)
\end{aligned}
$$

Thus subtraction for complex numbers proceeds much as does addition. For example,

$$
\begin{aligned}
(5+6 \mathbf{i})-(3-2 \mathbf{i}) & =(5-3)+(6-(-2)) \mathbf{i} \\
& =2+8 \mathbf{i}
\end{aligned}
$$

Division in a field is usually defined in terms of multiplication by the multiplicative inverse. This means that if we have numbers $z_{1}$ and $z_{2}$ we define the quotient of these numbers in this way:

$$
\frac{z_{1}}{z_{2}}=z_{1} z_{2}^{-1}
$$

where $z_{2}^{-1}$ is the multiplicative inverse of $z_{2}$. For complex numbers, if we use the multiplicative inverse as given in Equation 1.9, division works out this way:

$$
\begin{align*}
\frac{a+\mathbf{i} b}{c+\mathbf{i} d} & =(a+\mathbf{i} b)(c+\mathbf{i} d)^{-1} \\
& =(a+\mathbf{i} b)\left(\frac{c}{c^{2}+d^{2}}-\mathbf{i} \frac{d}{c^{2}+d^{2}}\right) \\
& =\frac{a c+b d}{c^{2}+d^{2}}+\mathbf{i} \frac{b c-a d}{c^{2}+d^{2}} \tag{2.2}
\end{align*}
$$

A numerical example will be useful here. Suppose

$$
\begin{aligned}
& z_{1}=2+3 \mathbf{i} \\
& \text { and } \\
& z_{2}=1+2 \mathbf{i}
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\frac{2+3 \mathbf{i}}{1+2 \mathbf{i}} & =(2+3 \mathbf{i})(1+2 \mathbf{i})^{-1} \\
& =(2+3 \mathbf{i})\left(\frac{1}{1^{2}+2^{2}}-\mathbf{i} \frac{2}{1^{2}+2^{2}}\right) \\
& =(2+3 \mathbf{i})\left(\frac{1}{5}-\mathbf{i} \frac{2}{5}\right) \\
& =\frac{8}{5}-\mathbf{i} \frac{1}{5}
\end{aligned}
$$

Up to this point we have defined the four ordinary operations for complex numbers and have confirmed that over the complex numbers we have a field. In the next section we introduce the idea of the conjugate of a complex number.

### 2.3 The Complex Conjugate

Associated with each complex number

$$
\begin{equation*}
z=a+\mathbf{i} b \tag{2.3}
\end{equation*}
$$

is a number called its complex conjugate which is designated

$$
\begin{equation*}
\bar{z}=a-\mathbf{i} b \tag{2.4}
\end{equation*}
$$

Using Equations (2.3) and (2.4) it is easy to show by direct substitution that the following properties hold:

$$
\begin{aligned}
z+\bar{z} & =2 a \\
z \bar{z} & =a^{2}+b^{2} \\
\overline{z_{1}+z_{2}} & =\overline{z_{1}}+\overline{z_{2}} \\
\overline{z_{1} z_{2}} & =\overline{z_{1}} \overline{z_{2}}
\end{aligned}
$$

That is,

$$
\begin{aligned}
z+\bar{z} & =(a+\mathbf{i} b)+(a-\mathbf{i} b) \\
& =(a+a)+\mathbf{i}(b+(-b)) \\
& =2 a
\end{aligned}
$$

and,

$$
\begin{aligned}
z \bar{z} & =(a+\mathbf{i} b)(a-\mathbf{i} b) \\
& =(a a-b(-b))+\mathbf{i}(a(-b)+b a) \\
& =a^{2}+b^{2}
\end{aligned}
$$

The other two properties mentioned follow in similar fashion.
Earlier, we called the number $\sqrt{a^{2}+b^{2}}$ the absolute value or magnitude of the complex number $z=a+i b$ and denoted it by

$$
|z|=\sqrt{a^{2}+b^{2}}
$$

Now from the above results we have

$$
\begin{aligned}
z \bar{z} & =a^{2}+b^{2} \\
& =|z|^{2} \\
\text { or } \quad|z| & =\sqrt{z \bar{z}}
\end{aligned}
$$

a very convenient formula for computing the absolute value of any complex number $z$. From this an important identity for the absolute value of a product of complex numbers follows.

Thm: For any two complex numbers, $z_{1}$ and $z_{2}$

$$
\left|z_{1} z_{2}\right|=\left|z_{1}\right|\left|z_{2}\right|
$$

Pf:

$$
\begin{aligned}
\left|z_{1} z_{2}\right|^{2} & =\left(z_{1} z_{2}\right) \overline{\left(z_{1} z_{2}\right)} \\
& =z_{1} z_{2} \bar{z}_{1} \bar{z}_{2} \\
& =z_{1} \bar{z}_{1} z_{2} \bar{z}_{2} \\
& =\left|z_{1}\right|^{2}\left|z_{2}\right|^{2}
\end{aligned}
$$

From which it follows that

$$
\left|z_{1} z_{2}\right|=\left|z_{1}\right|\left|z_{2}\right| \quad \text { QED }
$$

It is also convenient to use the conjugate of a complex number in calculating the inverse of a complex number, and in the division of complex numbers. Earlier we showed that every nonzero complex number does have an inverse, and we showed how division may be accomplished in terms of this inverse. Suppose once again that we wish to compute the quotient

$$
z=\frac{z_{1}}{z_{2}}
$$

If we multiply both sides of this equation by $z_{2}$, finding this quotient amounts to finding a complex number $z$ such that

$$
z z_{2}=z_{1}
$$

And now if we multiply both sides of this equation by the complex conjugate $\overline{z_{2}}$ we get

$$
z z_{2} \overline{z_{2}}=z_{1} \overline{z_{2}}
$$

that is,

$$
z\left(\left|z_{2}\right|\right)^{2}=z_{1} \overline{z_{2}}
$$

Hence the quotient we want is given by

$$
z=z_{1} \frac{\overline{z_{2}}}{\left|z_{2}\right|^{2}}
$$

If we compare this result with accomplishing division by $z_{2}$ by multiplying by $\left(z_{2}\right)^{-1}$ we notice that we have found the following formula for the inverse of a non-zero complex number:

$$
\begin{equation*}
z^{-1}=\frac{\bar{z}}{(|z|)^{2}} \tag{2.5}
\end{equation*}
$$

To this point we have reviewed only a few of the basic properties of complex numbers. We remark, however, that it was this successful extension of the real number system which led mathematicians to ask

Can one construct a mathematical system which uses 'higher' complex numbers represented, say, by triplets, 4 -tuples, etc., of real numbers in the same way we now commonly represent a complex number as an ordered 'pair' of real numbers, $(a, b)$ ?

We now know, of course, that the answer is Yes! - at least for those 4 -tuples we call quaternions. It is generally acknowledged that the primary application of the quaternion is as a rotation operator on objects in $R^{3}$. So before we discuss the properties and attributes of the quaternion and its related rotation operators we must first finish the algebraic preliminaries that relate to coordinatization of $R^{2}$ and rotations in the plane.

### 2.4 Coordinates

Consider an object (or set of points) in a plane. The relative location of each point is defined with respect to a coordinate frame fixed in the plane.

What this means is that in the plane an arbitrary but fixed point which we call the origin is specified. Two straight lines are drawn which intersect (perpendicularly, for our purposes) at this origin: one axis we call the $x$-axis (usually horizontal) the other the $y$-axis (usually vertical). These axes are actually real number lines, whose positive numbers lie to the right of and above the origin, respectively, for the usual orientation.

Note, these two axes are ordered in the plane such that a 90 degree counter-clockwise rotation about the origin takes the positive x -axis into the positive y -axis.

The origin represents the zero point on each coordinate axis and is designated by the ordered pair of real numbers $(0,0)$. On both the positive x -axis and the positive y -axis points are

It is now known that a mathematical system (with division) over a set of n-tuples of real numbers does not exist for $n=3$ or $n>4$.
chosen which are a unit distance from the origin, labelled ( 1,0 )


Figure 2.1: The Coordinatized Plane

For rotations in the plane it is helpful to imagine a $z$-axis which is directed out of the plane toward the viewer and perpendicular to the $x$-axis and $y$-axis at the origin. Then, using the 'right-hand' rule, with the thumb in the direction of the positive z-axis the fingers wrap in the direction for a positive rotation about this z-axis. A positive rotation rotates the positive $x$-axis toward the positive y -axis.
and $(0,1)$, respectively. Every distinct point, $P$, in the plane can now be uniquely specified by an ordered pair of real numbers, $\left(x_{1}, y_{1}\right)$ as shown in Figure 2.1. This gives us a coordinatized plane, denoted $R^{2}$.

The ideas underlying this coordinatization of the plane can be extended, of course, to the coordinatization of 3-dimensional space, denoted $R^{3}$. This requires a third axis which, in context, we call the z-axis; this third coordinate axis is assumed to be perpendicular to the xy plane and directed positively out of the paper toward the reader. See the comment in the margin.

Our ultimate objective is to understand the use of quaternions for rotations in $R^{3}$. In order to do this we will need a coordinatization of $R^{3}$. But before we define coordinates in $R^{3}$ we first state what we mean by rotations in the plane.

### 2.5 Rotations in the Plane

We shall distinguish between two perspectives on rotations in the plane, and shall determine the effect which each has on coordinates of points in the plane. The first is rotation of the coordinate frame with respect to fixed points (vectors) in the plane; the second is rotation of points (vectors) with respect to a fixed coordinate frame.

### 2.5.1 Frame Rotation - Points Fixed

In considering rotations in the plane we first determine what effect a rotation of a coordinate frame has on the coordinates of


Figure 2.2: Rotation of Coordinates
a point P fixed in the plane. In Figure 2.2 the fixed point P has coordinates $\left(x_{1}, y_{1}\right)$ in the coordinate frame $\mathbf{X}, \mathbf{Y}$. We obtain a new coordinate frame $\mathbf{x}, \mathbf{y}$ by rotating the $\mathbf{X}, \mathbf{Y}$ frame about the origin, through a positive angle $\theta$, as shown. We let the coordinates in the new frame be ( $x_{2}, y_{2}$ ) and now determine a
relationship between the new coordinates, $\left(x_{2}, y_{2}\right)$, and the original coordinates, ( $x_{1}, y_{1}$ ).

First we identify the point $P$ with a vector $r$ directed from the origin to the point P. Let $r$ be the length of the vector $r$ and $\alpha$ the angle between the vector and the positive $X$ axis. Then, using ordinary right triangle trigonometry, we see that in triangle $O P R$ we have

$$
\begin{aligned}
& \quad x_{1}=r \cos \alpha \\
& \text { and } \quad y_{1}=r \sin \alpha
\end{aligned}
$$

Next, from Figure 2.2 we notice that the angle between the vector $\mathbf{r}$ and the rotated $\mathbf{x}$-axis is $\alpha-\theta$. In triangle OPQ we note

$$
\begin{aligned}
& \quad x_{2}=r \cos (\alpha-\theta) \\
& \text { and } \quad y_{2}=r \sin (\alpha-\theta)
\end{aligned}
$$

Expanding these expressions gives

$$
\begin{aligned}
x_{2} & =r \cos (\alpha-\theta) \\
& =r \cos \alpha \cos \theta+r \sin \alpha \sin \theta \\
\text { and } \quad y_{2} & =r \sin (\alpha-\theta) \\
& =r \sin \alpha \cos \theta-r \cos \alpha \sin \theta
\end{aligned}
$$

Thus the desired relationship is

$$
\begin{align*}
& x_{2}=x_{1} \cos \theta+y_{1} \sin \theta  \tag{2.6}\\
& \text { and } \quad y_{2}=y_{1} \cos \theta-x_{1} \sin \theta
\end{align*}
$$

### 2.5.2 Point Rotation - Frame Fixed

In the preceeding derivation we thought of the point $P$ (or vector $\mathbf{r}$ ) as being fixed while the coordinate frame rotates about the origin through an angle $\theta$. However, we may also think of the coordinate frame as being fixed while the point $P$ or vector $r$
rotates about the origin through an angle $\theta$ from $\mathbf{r}_{1}$ to $\mathbf{r}_{2}$, as shown in Figure 2.3. Since the length of a vector is invariant under rotations, $\left|\mathbf{r}_{1}\right|=\left|\mathbf{r}_{2}\right|=r$. In this case, for triangle $O P_{1} Q$,


Figure 2.3: Rotation of Vector
we have

$$
\text { and } \quad \begin{aligned}
x_{1} & =r \cos \alpha \\
y_{1} & =r \sin \alpha
\end{aligned}
$$

while in triangle $O P_{2} R$ we have

$$
\begin{align*}
x_{2} & =r \cos (\alpha+\theta) \\
& =r \cos \alpha \cos \theta-r \sin \alpha \sin \theta \\
& =x_{1} \cos \theta-y_{1} \sin \theta  \tag{2.8}\\
\text { and } \quad y_{2} & =r \sin (\alpha+\theta) \\
& =r \sin \alpha \cos \theta+r \cos \alpha \sin \theta \\
& =y_{1} \cos \theta+x_{1} \sin \theta \tag{2.9}
\end{align*}
$$

The reader should notice how Equations 2.8 and 2.9 differ from Equations 2.6 and 2.7, in that the sine terms in these pairs of
equations differ in sign. The following example will illustrate and emphasize the significance of this difference.

Consider the point $P$ with coordinates (1,1), as in Figure 2.4 If we rotate the coordinate frame positively (that is, counterclockwise) through an angle $\theta=\pi / 4$, the resulting coordinates


Figure 2.4: Frame Rotation
of the point $P$ in the new frame, using Equation 2.6 and 2.7, are

$$
\begin{aligned}
& x_{2}=1 \cos (\pi / 4)+1 \sin (\pi / 4) \\
&=\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2}=\sqrt{2} \\
& \text { and } \quad \begin{aligned}
y_{2} & =1 \cos (\pi / 4)-1 \sin (\pi / 4) \\
& =\frac{\sqrt{2}}{2}-\frac{\sqrt{2}}{2}=0
\end{aligned},=\frac{1}{2}=1
\end{aligned}
$$

Thus, in the rotated coordinate frame $\mathbf{x}, \mathbf{y}$ the point $P$ lies on the $\mathbf{x}$-axis with coordinates $(\sqrt{2}, 0)$. If, however, we rotate the
point $P$ through an angle $\theta=\pi / 4$, the resulting coordinates of $P$, using Equations 2.8 and 2.9 , are $(0, \sqrt{2})$. The rotated point $P$ now lies on the $\mathbf{Y}$-axis! The perspective in the first case is that of an observer standing on the fixed point; in the second case the observer is seated in the fixed coordinate frame.

### 2.5.3 Equivalent Rotations

We have just discussed two rotations in the plane, one in which the points are fixed and the other in which the coordinate frame is fixed. In general these rotations produce quite different results. A moments reflection, however, will convince one that a rotation of a coordinate frame through an angle $\theta$ results in exactly the same vector-frame relationship as a rotation of the vector through an angle $-\theta$. If $\theta$ is positive in Equations 2.8 and 2.9 the rotation is counter-clockwise, while the opposite is true when $\theta$ is negative. We illustrate the point by returning to our preceding example.


Figure 2.5: Rotation Perspectives
If the coordinate frame is rotated through a positive angle $\theta=\pi / 4$, the fixed vector $(1,1)$ is transformed into the vector $(\sqrt{2}, 0)$ which lies along the new x -axis. If, however, the vector $(1,1)$ is rotated clockwise through the angle $-\pi / 4$, relative to the fixed coordinate frame $\mathbf{X}, \mathbf{Y}$, the resulting vector is again $(\sqrt{2}, 0)$
along the $\mathbf{X}$-axis. This situation is illustrated more generally in Figure 2.5. It is easy to show that this is always so. Earlier we showed that if we rotate the coordinate frame through an angle $\theta$, the new coordinates are given by

$$
\begin{align*}
& x_{2}=x_{1} \cos \theta+y_{1} \sin \theta  \tag{2.10}\\
& y_{2}=y_{1} \cos \theta-x_{1} \sin \theta \tag{2.11}
\end{align*}
$$

Suppose now the coordinate frame is fixed and we rotate the point (or vector) through an angle, $-\theta$. According to Equations 2.8 and 2.9 the new coordinates are given by

$$
\begin{aligned}
& x_{2}=x_{1} \cos (-\theta)-y_{1} \sin (-\theta) \\
& y_{2}=y_{1} \cos (-\theta)+x_{1} \sin (-\theta)
\end{aligned}
$$

Since $\cos (-\theta)=\cos \theta$ and $\sin (-\theta)=-\sin \theta$ these become

$$
\begin{aligned}
x_{2} & =x_{1} \cos \theta+y_{1} \sin \theta \\
y_{2} & =y_{1} \cos \theta-x_{1} \sin \theta
\end{aligned}
$$

which correspond exactly to Equations 2.10 and 2.11 . Hence, these two rotations result in exactly the same vector-frame relationship.

### 2.5.4 Matrix Notation

Each of the two rotations discussed above is represented by a pair of equations. We remark here that each of these pairs may be written more concisely by using matrix notation. Those readers familiar with the product of matrices will recognize that Equations 2.6 and 2.7 may be written in the matrix form

$$
\left[\begin{array}{l}
x_{2}  \tag{2.12}\\
y_{2}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right]
$$

If we define vectors $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ by

$$
\mathbf{r}_{1}=\operatorname{col}\left[x_{1}, y_{1}\right] \quad \text { and } \quad \mathbf{r}_{2}=\operatorname{col}\left[x_{2}, y_{2}\right]
$$

and a matrix $A$ by

$$
A=\left[\begin{array}{cc}
\cos \theta & \sin \theta  \tag{2.13}\\
-\sin \theta & \cos \theta
\end{array}\right]
$$

then the above matrix equation takes the simple form

$$
\begin{equation*}
\mathbf{r}_{2}=A \mathbf{r}_{1} \tag{2.14}
\end{equation*}
$$

If the vector $\mathbf{r}$ has coordinates $\left(x_{1}, y_{1}\right)$ with respect to an initial coordinate frame, this equation gives the pair $\left(x_{2}, y_{2}\right)$ as the coordinates of $\mathbf{r}$ with respect to a new coordinate frame obtained from the initial frame by a rotation through an angle $\theta$. In this context the matrix $A$ is called the rotation matrix or sometimes the rotation operator. Such matrices will play an important role in our analysis of rotations, and we shall soon be making extensive use of both matrix notation and the algebra of matrices. Thus we turn next to an elementary review of that notation and of the algebra of matrices.

### 2.6 Review of Matrix Algebra

By an $m \times n$ matrix we shall mean any rectangular array of elements arranged in $m$ rows and $n$ columns, for suitable positive integers $m$ and $n$. Such a matrix is said to have order $m \times n$. These elements may be scalars or functions or whatever is meaningful in the context of its use.

If $m=1$ we have a row matrix. If $n=1$ we have a column matrix. If $m=n$ we have a square matrix. We define matrices to be equal if they are of the same order and their corresponding elements are exactly the same.

In general, we shall represent a matrix $A$ as

$$
A=[a(i, j)]
$$

It will be the case that for any rotation matrix, its transpose is the matrix which results if the signs of all the angles are changed. Alternatively, 'flipping' any rotation matrix about its principal diagonal produces its transpose.

In this notation " $i$ " indicates the row, and " $j$ " indicates the column in which the matrix element $[a(i, j)$ is found. Therefore, in summary, when we say the matrix $A$ is an $m \times n$ matrix sometimes written $A(m, n)$ - we mean the matrix A has $m$ rows and $n$ columns, where $m \geq 1$ and $n \geq 1$. For appropriate values for $m$ and $n$ the matrix may be a row matrix, a column matrix, or a square matrix.

### 2.6.1 The Transpose

For any matrix $A=[a(i, j)]$, the transpose is defined

$$
A^{t}=[a(i, j)]^{t}=[a(j, i)]
$$

Notice that finding the transpose of a matrix amounts to interchanging its rows and columns. Thus, for the matrix $A$ in Equation 2.13 the transpose is

$$
A^{t}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

For the reader acquainted with matrix multiplication it is easy to see that the matrix associated with the rotation described by Equations 2.8 and 2.9 (in which the coordinate frame is fixed while the vector is rotated through an angle $\theta$ ) is given by

$$
B=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{2.15}\\
\sin \theta & \cos \theta
\end{array}\right]
$$

We note that this matrix is exactly the transpose of the matrix which represents the rotation described by Equations 2.6 and 2.7, in which the vector is fixed and the coordinate frame rotates through the angle $\theta$; that is, we have $B=A^{t}$. It turns out that this will always be the case.

### 2.6.2 Addition and Subtraction

If two matrices, $A$ and $B$, have the same order, that is, the same number of rows and columns, then their sum $A+B$ is computed simply by adding corresponding elements. In our matrix notation we write

$$
A+B=[a(i, j)+b(i, j)]
$$

An elementary example clearly illustrates the definition. If

$$
\begin{aligned}
& A=\left[\begin{array}{cc}
1 & 2 \\
4 & -1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ll}
3 & 1 \\
2 & 3
\end{array}\right] \\
& \text { then } \quad A+B=\left[\begin{array}{ll}
4 & 3 \\
6 & 2
\end{array}\right]
\end{aligned}
$$

A matrix all of whose elements are 0 is called a zero matrix. Note that for any matrix $A$ and a zero matrix, denoted $O$, of the same order we have

$$
A+O=A
$$

Further, the negative of a matrix A is defined by

$$
-A=[-a(i, j)]
$$

that is, $-A$ is a matrix whose elements are the negatives of the elements of the matrix $A$. Notice that for any matrix $A$ we have

$$
A+(-A)=O
$$

Subtraction for matrices of the same order is usually defined as addition of the negative, that is

$$
A-B=A+(-B)
$$

### 2.6.3 Multiplication by a Scalar

If $\lambda$ is a scalar and $A$ is a matrix, the product of the scalar and the matrix is given by

$$
\lambda A=[\lambda a(i, j)]
$$

that is, we simply multiply each element of $A$ by the scalar $\lambda$. For example, if

$$
A=\left[\begin{array}{ll}
1 & 3 \\
1 & 4
\end{array}\right]
$$

then

$$
2 A=\left[\begin{array}{ll}
2 & 6 \\
2 & 8
\end{array}\right]
$$

Notice that we may now, for example, write $A+A=2 A$ and $-A=(-1) A$.

### 2.6.4 Product of Matrices

The product of two matrices is a bit more complicated to define. We begin by reviewing the dot product of two vectors. If we have two vectors in $R^{2}$, say,

$$
\begin{aligned}
\mathbf{a} & =\left(a_{1}, a_{2}\right) \\
\text { and } \quad \mathbf{b} & =\left(b_{1}, b_{2}\right)
\end{aligned}
$$

$$
\text { the dot product is } \mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}
$$

Thus if

$$
\mathbf{a}=(1,3)
$$

and
we have

$$
\mathbf{b}=(-4,2)
$$

$$
\begin{aligned}
\mathbf{a} \cdot \mathbf{b} & =(1,3) \cdot(-4,2)=1(-4)+3(2) \\
& =-4+6=2
\end{aligned}
$$

Note that the result is a scalar.

If we have vectors in $R^{3}$ the definition is analogous. For example, if

$$
\begin{aligned}
& \mathbf{a}=(1,3,2) \\
& \mathbf{b}=(2,-1,7)
\end{aligned}
$$

we have

$$
\mathbf{a} \cdot \mathbf{b}=1(2)+3(-1)+2(7)=13
$$

The definition extends to vectors considered as $n$-tuples in $R^{n}$, for if

$$
\mathbf{a}=\left(a_{1}, a_{2}, \cdots a_{n}\right)
$$

and

$$
\mathbf{b}=\left(b_{1}, b_{2}, \cdots b_{n}\right)
$$

then $\quad \mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}$
Using ordinary summation notation, we may nicely write this dot product as

$$
\mathbf{a} \cdot \mathbf{b}=\sum_{k=1}^{n} a_{k} b_{k}
$$

Now consider an $m \times p$ matrix $A(m, p)$ and a $p \times n$ matrix $B(p, n)$. Note that the number of columns, $p$, in $A$ is the same as the number of rows in the matrix $B$. This must be the case if we are to be able to compute the matrix product $A B$. The result will be an $m \times n$ matrix $C$.

Here we finally define the product of two matrices

The element in the $i^{\text {th }}$ row and the $j^{\text {th }}$ column of the product $A B$ is the dot product of the $i^{\text {th }}$ row vector of the matrix $A$ and the $j^{\text {th }}$ column vector of the matrix $B$.

Thus if the $i^{\text {th }}$ row of $A$ is ( $a_{i 1}, a_{i 2}, \cdots a_{i n}$ ) and the $j^{\text {th }}$ column of $B$ is $\left(b_{1 j}, b_{2 j}, \cdots b_{n j}\right)$ then the element common to the $i^{\text {th }}$ row and the $j^{\text {th }}$ column of $C=A B$ is

$$
c(i, j)=\sum_{k=1}^{p} a_{i k} \dot{b}_{k j}
$$

Notice that here we have used double subscript notation for the elements of a matrix. We give one numerical example. Suppose

$$
A=\left[\begin{array}{cc}
1 & 3 \\
-2 & 7
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cc}
0 & 2 \\
4 & 3
\end{array}\right]
$$

The element in the $1^{s t}$ row and $1^{s t}$ column of the product, $A B$, is the dot product of the $1^{\text {st }}$ row of the matrix $A$ and the $1^{s t}$ column of the matrix $B$, that is,

$$
(1,3) \cdot(0,4)=1 \cdot 0+3 \cdot 4=12
$$

Proceeding in exactly the same way with the remaining elements in the product, we obtain

$$
A B=\left[\begin{array}{cc}
1 & 3 \\
-2 & 7
\end{array}\right]\left[\begin{array}{ll}
0 & 2 \\
4 & 3
\end{array}\right]=\left[\begin{array}{cc}
12 & 11 \\
28 & 17
\end{array}\right]
$$

However, we also compute the matrix product commuted, that is

$$
B A=\left[\begin{array}{ll}
0 & 2 \\
4 & 3
\end{array}\right]\left[\begin{array}{cc}
1 & 3 \\
-2 & 7
\end{array}\right]=\left[\begin{array}{ll}
-4 & 14 \\
-2 & 33
\end{array}\right]
$$

and note that the results are not the same. From this we may conclude that

Matrices do not commute under multiplication and therefore the mathematical system which consists of the set of all $2 \times 2$ matrices is not a field.

Notwithstanding what has just been said about commutivity under multiplication, for any $2 \times 2$ rotation matrix $A$ we can always write

$$
A^{t} A=A A^{t}=I
$$

$$
A I=I A=A
$$

### 2.6.5 Rotation Matrices

We return now to the rotation in the plane in which the coordinate frame rotates while the points (or vectors) remain fixed. The transformed coordinates were given by

$$
\begin{aligned}
x_{2} & =x_{1} \cos \theta+y_{1} \sin \theta \\
y_{2} & =y_{1} \cos \theta-x_{1} \sin \theta
\end{aligned}
$$

If we write these equations in the slightly altered form

$$
\begin{aligned}
x_{2} & =(\cos \theta) x_{1}+(\sin \theta) y_{1} \\
y_{2} & =(-\sin \theta) x_{1}+(\cos \theta) y_{1}
\end{aligned}
$$

we may recognize that both equations are contained in the single matrix equation

$$
\left[\begin{array}{l}
x_{2} \\
y_{2}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right]
$$

If in terms of vectors we write $\mathbf{r}_{1}=\operatorname{col}\left[x_{1}, y_{1}\right]$ and $\mathbf{r}_{2}=\operatorname{col}\left[x_{2}, y_{2}\right]$ and define the matrix $A$ by

$$
A=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
$$

then the above matrix equation has the simple form

$$
\mathbf{r}_{2}=A \mathbf{r}_{1}
$$

In this equation, $A$ is called the rotation matrix or equivalently a rotation operator which takes $\mathbf{r}_{1}$ into $\mathbf{r}_{2}$.

In this same fashion we may verify that for the second type of rotation in the plane, in which the coordinate frame is fixed and the point (or vector) rotates, the appropriate rotation matrix is

$$
B=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{2.16}\\
\sin \theta & \cos \theta
\end{array}\right]
$$

Note that this matrix $B$ is the transpose of the matrix $A$, that is

$$
B=A^{t}
$$

Consider once again the rotation matrix $A$ associated with the rotation of the coordinate frame through an angle $\theta$ while the point (or vector) remains fixed. We will have occasion to consider how such a rotation can be "undone", that is, how the effect of the rotation can be negated. If we think about it for a moment, it seems clear that there are two ways to do this. First, we may simply rotate the coordinate frame through an angle $-\theta$. Surely this will return things to their original position. Second, perhaps not quite so clearly, we may rotate the point (or vector) through an angle $\theta$ while the coordinate frame remains fixed. Now an interesting thing happens. The matrix which represents the first of these possibilities may be obtained by replacing $\theta$ by $-\theta$ in the matrix $A$. We get

$$
B=\left[\begin{array}{cc}
\cos (-\theta) & \sin (-\theta)  \tag{2.17}\\
-\sin (-\theta) & \cos (-\theta)
\end{array}\right]
$$

Since we know, $\cos (-\theta)=\cos \theta$ and $\sin (-\theta)=-\sin \theta$, the matrix $B$ may be written

$$
B=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{2.18}\\
\sin \theta & \cos \theta
\end{array}\right]
$$

Rotation Matrix Inverse The inverse of a rotation matrix $A$ is its transpose, $A^{t}$, that is

$$
A^{t} A=A A^{t}=I
$$

where $I$ is an Identity matrix

But this is exactly the matrix $B$ of Equation 2.16, namely, the transpose $A^{t}$. From this we learn that the rotation matrix needed to "undo", that is, to invert the rotation represented by the matrix $A$ is exactly the matrix $A^{t}$. Or we may say that the inverse of a rotation matrix is its transpose. The inverse of a matrix $A$ in general we consider in following sections.

We indicated that there was a second way to invert the rotation we are considering, and that was to follow it by a rotation of the point (or vector) through an angle $\theta$ while the coordinate
frame remains fixed. As we noted above, the matrix associated with this rotation is exactly the matrix $B$ of Equation 2.14, which in fact is $A^{t}$. Thus we obtain exactly the same result as before, so the two possibilities are in fact equivalent.

We note finally that these results hold whether the angle $\theta$ is positive or negative, that is, the result does not depend on the direction of the rotation. We turn now to the procedure for finding the inverse of a matrix in general.

### 2.7 The Determinant

In our discussion so far we have considered the sum, difference, transpose, and product of two matrices. We must yet consider the quotient of two matrices, that is, how division by a matrix is accomplished. As with complex numbers, we shall define division by a matrix in terms of multiplication by the inverse of the matrix.

By the inverse of a square matrix $A$ we mean a matrix $B$, of the same order as $A$, such that $A B=B A=I$, where $I$ is an identity matrix. As an example of the use of the inverse of a matrix, consider the following system of two equations in two unknowns

$$
\begin{aligned}
x+3 y & =7 \\
2 x+7 y & =16
\end{aligned}
$$

Almost by inspection we see the solution to the system to be $x=1$ and $y=2$. However, if we use the product of matrices we may write this system in the matrix form

$$
A X=B
$$

where

$$
A=\left[\begin{array}{ll}
1 & 3 \\
2 & 7
\end{array}\right] \quad B=\left[\begin{array}{c}
7 \\
16
\end{array}\right] \quad X=\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

If we have the inverse of $A$ available, say $A^{-1}$, we may multiply the equation $A X=B$ on the left by this inverse to obtain

$$
A^{-1} A X=A^{-1} B
$$

that is

$$
X=A^{-1} B
$$

which gives us the solution to the system. It turns out in our case that the solution is

$$
X=\left[\begin{array}{cc}
7 & -3 \\
-2 & 1
\end{array}\right]\left[\begin{array}{c}
7 \\
16
\end{array}\right]=\left[\begin{array}{l}
1 \\
2
\end{array}\right]
$$

We consider now ways in which the inverse of a matrix may be found, beginning with the idea of the determinant of a matrix.

Associated with every square matrix, $A$, is a scalar called its determinant, denoted $\operatorname{det}(A)$ or $|A|$.

The determinant of a $1 \times 1$ matrix, say $B=[b]$, is equal to the single element $b$.

The determinant of the $2 \times 2$ matrix

$$
A=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

The determinant of every rotation matrix is equal to one. As an example, note that for Equation 2.16 the $\operatorname{det}(B)$ is equal to 1 .
is the scalar defined by

$$
\operatorname{det}(A)=|A|=a d-b c
$$

In order to compute the value of the determinant for an $n \times n$ matrix where $n>2$ we first introduce and define, by example, some preliminary matters relating to $n \times n$ matrices.

### 2.7.1 Minors

Consider the square matrix

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{2.19}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 1 \\
2 & 1 & -1 \\
0 & 1 & 2
\end{array}\right]
$$

Associated with each element $a_{i j}$ of the matrix $A$ is a minor denoted $A_{i j}$. Minor $A_{i j}$ is a number which is equal to the value of the determinant of the submatrix obtained by deleting row $i$ and column $j$ of the matrix $A$. For example, in the matrix of Equation 2.19, the minor of the element $a_{32}$ is

$$
A_{32}=\left|\begin{array}{ll}
a_{11} & a_{13} \\
a_{21} & a_{23}
\end{array}\right|=\left|\begin{array}{cc}
1 & 1 \\
2 & -1
\end{array}\right|=-3
$$

### 2.7.2 Cofactors

The cofactor associated with the element $a_{i j}$ is denoted and defined by

$$
A_{i j}^{c}=(-1)^{i+j} A_{i j}
$$

that is, it is a signed minor. For the above example, then, the cofactor is,

$$
A_{32}^{c}=(-1)^{3+2} A_{32}=(-1)(-3)=3
$$

### 2.7.3 Determinant of an $n \times n$ Matrix

We now can calculate the determinant of any $n \times n$ matrix in terms of any selected row (or column) and the associated cofactors of this selected row (or column).

For example, let $B=n \times n$ matrix. Then expanding over any selected row, say the $i^{\text {th }}$ row, we have

$$
\operatorname{det}(B)=\sum_{k=1}^{n} b_{i k} B_{i k}^{c}
$$

The Minor and its related Cofactor are both determinants and therefore they are both numbers. Cofactor $= \pm$ Minor

The scalar value of a Minor (a determinant), of course, may be positive or negative. In any event, the related Cofactor has a sign which is opposite that of the Minor, if $i+j$ is odd. The Cofactor is equal to the Minor if $i+j$ is even.

Or again, if we expand over, say some $j^{\text {th }}$ column, we have

$$
\operatorname{det}(B)=\sum_{k=1}^{n} b_{k j} B_{k j}^{c}
$$

Choosing a row (column) with some elements equal to zero obviously simplifies the required computations in the indicated sums. There are methods for generating the desired zeroes in order to simplify the computation of a determinant, but we shall not review these here.

Using Equation 2.19 and expanding about the third column we can write

$$
\operatorname{det}(A)=a_{13}\left|\begin{array}{cc}
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right|-a_{23}\left|\begin{array}{cc}
a_{11} & a_{12} \\
a_{31} & a_{32}
\end{array}\right|+a_{33}\left|\begin{array}{cc}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|
$$

or if we expand about the second row

$$
\operatorname{det}(A)=-a_{21}\left|\begin{array}{ll}
a_{12} & a_{13} \\
a_{32} & a_{33}
\end{array}\right|+a_{22}\left|\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right|-a_{23}\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{31} & a_{32}
\end{array}\right|
$$

In either case we get the expected result we were taught in secondary school,

$$
\begin{align*}
\operatorname{det}(A)= & a_{11} a_{22} a_{33}+a_{12} a_{23} a_{31}+a_{13} a_{21} a_{32} \\
& -a_{13} a_{22} a_{31}-a_{11} a_{23} a_{32}-a_{12} a_{21} a_{33} \tag{2.20}
\end{align*}
$$

In fact, the determinant can be found by expanding about any row or column.

If we replace these elements by their numerical values in Equation 2.19 we get $\operatorname{det}(A)=5$.

If $\operatorname{det}(A)=0$ we say $A$ is singular. Otherwise, $A$ is said to be non-singular. It is only a non-singular matrix that is invertible, that is, it has an inverse.

In summary, the value of the determinant of any $n \times n$ square matrix, $B$, can be found by the following procedure:

1. Choose any row (column).
2. Compute cofactors for elements in chosen row (column).
3. $\operatorname{det}(B)=\sum_{i=1}^{n} a_{i j} \times B_{i j}^{c}$ for chosen column $j$, or
4. $\operatorname{det}(B)=\sum_{j=1}^{n} a_{i j} \times B_{i j}^{c}$ for chosen row $i$

### 2.8 The Cofactor Matrix

The cofactor matrix, denoted $A^{c}(i, j)$ or simply as $A^{c}$, for the matrix $A=[a(i, j)]$ is

$$
A^{c}(i, j)=\left[A_{i j}^{c}\right]
$$

where each of the elements of $A_{i j}^{c}$ are the corresponding cofactors of the matrix $A$. That is, the cofactor matrix $A^{c}$ is constructed from the matrix $A$ by replacing each of its elements by its cofactor.

NOTATION SUMMARY
As an example, consider the $3 \times 3$ matrix $A$ given by

$$
A=\left[\begin{array}{ccc}
1 & 0 & 1 \\
2 & 1 & -1 \\
0 & 1 & 2
\end{array}\right]
$$

Earlier we calculated the cofactor of the element $a_{32}=1$ to be $A_{32}^{c}=3$, so in the cofactor matrix the element 1 is replaced by its cofactor 3. The reader should check that if this is done for each of the elements in the matrix $A$ the result is the cofactor matrix

$$
A^{c}=\left[\begin{array}{ccc}
3 & -4 & 2 \\
1 & 2 & -1 \\
-1 & 3 & 1
\end{array}\right]
$$

- Matrix: $A=\{a(i, j)]$
- Minor: $A_{i j}$
- Cofactor:
$A_{i j}^{c}=(-1)^{i+j} A_{i j}$
- Cofactor Matrix:

$$
A^{c}(i j)=\left[(-1)^{i+j} A_{i j}\right]
$$

- Adjoint: $A^{a}=\left(A^{c}\right)^{t}$


### 2.9 Adjoint Matrix

The adjoint matrix, denoted $A^{a}$, of the matrix $A$ is simply the transpose of the cofactor matrix of $A$. That is

$$
A^{a}=\left(A^{c}\right)^{t}
$$

Thus the adjoint of our matrix $A$ above is the matrix

$$
A^{a}=\left[\begin{array}{ccc}
3 & 1 & -1 \\
-4 & 2 & 3 \\
2 & -1 & 1
\end{array}\right]
$$

We next review two ways in which the inverse of any square non-singular matrix may be computed.

### 2.10 The Inverse Matrix - Method 1

The first method is based on the ideas we have just presented. If $\operatorname{det}(\mathrm{A})$ is not zero, that is $A$ is non-singular, we may compute the inverse, $A^{-1}$, simply by dividing the adjoint matrix $A^{a}$ by the determinant of $A$. That is

$$
A^{-1}=\frac{A^{a}}{\operatorname{det}(A)} \quad \operatorname{det}(A) \neq 0
$$

In our example the result is

$$
A^{-1}=\frac{1}{5}\left[\begin{array}{ccc}
3 & 1 & -1 \\
-4 & 2 & 3 \\
2 & -1 & 1
\end{array}\right]
$$

The reader should now verify that the product $A^{-1} A$ is indeed a $3 \times 3$ identity matrix.

### 2.11 The Inverse Matrix - Method 2

The second method for finding the inverse of a matrix is quite different, and is based on the Cayley-Hamilton Theorem which states that

Every non-singular matrix satisfies its own characteristic equation.

Every $n \times n$ matrix $A$ has a characteristic equation defined by

$$
\operatorname{det}(A-\lambda I)=p(\lambda)=0
$$

In general, the characteristic equation of an $n \times n$ matrix has the form

$$
p(\lambda)=\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{1} \lambda+a_{0}=0
$$

Therefore, invoking this theorem, we have

$$
p(A)=A^{n}+a_{n-1} A^{n-1}+\cdots+a_{1} A+a_{0} I=0
$$

Multiplying both sides of this polynomial by $A^{-1}$ and solving for the inverse yields,

$$
A^{-1}=-\frac{1}{a_{0}}\left[A^{n-1}+a_{n-1} A^{n-2}+\cdots+a_{2} A+a_{1} I\right]
$$

This method for finding the inverse is quite simple for $2 \times 2$, and even $3 \times 3$, matrices.

As an example, we will find the inverse for the $2 \times 2$ matrix,

In Method 2, note, there is no need to solve for the characteristic values or characteristic vectors (which can be tedious) - find only the characteristic equation.

$$
M=\left[\begin{array}{ll}
3 & 4 \\
1 & 2
\end{array}\right]
$$

The characteristic equation for the matrix $M$ is defined by

$$
\begin{aligned}
p(\lambda) & =\operatorname{det}\left|\begin{array}{cc}
3-\lambda & 4 \\
1 & 2-\lambda
\end{array}\right|=0 \\
& =\lambda^{2}-5 \lambda+2=0 \\
& =M^{2}-5 M+2 I=0
\end{aligned}
$$

Multiplying this equation by $M^{-1}$ gives

$$
M-5 I+2 M^{-1}=0
$$

From this we can write

$$
\begin{aligned}
M^{-1} & =\frac{1}{2}(5 I-M) \\
& =\frac{1}{2}\left\{\left[\begin{array}{ll}
5 & 0 \\
0 & 5
\end{array}\right]-\left[\begin{array}{ll}
3 & 4 \\
1 & 2
\end{array}\right]\right\} \\
& =\frac{1}{2}\left[\begin{array}{cc}
2 & -4 \\
-1 & 3
\end{array}\right]
\end{aligned}
$$

As a second example, we find the inverse for the $3 \times 3$ matrix

$$
A=\left[\begin{array}{ccc}
1 & 0 & 1 \\
2 & 1 & -1 \\
0 & 1 & 2
\end{array}\right]
$$

The characteristic equation for the matrix $A$ is a polynomial equation found by solving the determinant

$$
\begin{aligned}
p(\lambda) & =\operatorname{det}(A-\lambda I)=0 \\
& =\left|\begin{array}{ccc}
(1-\lambda) & 0 & 1 \\
2 & (1-\lambda) & -1 \\
0 & 1 & (2-\lambda)
\end{array}\right| \\
& =5-6 \lambda+4 \lambda^{2}-\lambda^{3}=0
\end{aligned}
$$

and because matrix $A$ satisfies its own characteristic equation

$$
5 I-6 A+4 A^{2}-A^{3}=0
$$

Multiplying both sides by $A^{-1}$ and rearranging terms gives

$$
\begin{aligned}
A^{-1} & =\frac{1}{5}\left(6 I-4 A+A^{2}\right) \\
& =\frac{1}{5}\left[\begin{array}{ccc}
3 & 1 & -1 \\
-4 & 2 & 3 \\
2 & -1 & 1
\end{array}\right]
\end{aligned}
$$

The intermediate computational details, that is solving for $A^{2}$ and summing multiples of matrices, are straight-forward. This result, of course, is the same as that obtained by Method 1.

### 2.12 Rotation Operators Revisited

In Section 2.6.5 we derived rotation operators for rotations in $R^{2}$ of the coordinate frame and of the points (or vectors). In the case of a rotation of the coordinate frame through an angle $\theta$ the rotation operator is

$$
A=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
$$

while in the case of a rotation of the points (or vectors) through an angle $\theta$ the rotation operator is given by

$$
B=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

Are there conditions on a matrix that will guarantee that it is a rotation operator? The answer is YES!

All rotation operators are orthogonal and have determinant +1 .

We noted that the operator in the one case is exactly the transpose of the operator in the other. In fact, each is the inverse of the other. It should also be mentioned that the matrix representation of a rotation is unique. The only matrices that work are those we have found.

We want to consider two properties which these matrices have, as well as to determine conditions under which a given $2 \times 2$ matrix is a rotation operator. The first property we note is that each of these operators has determinant +1 , as the reader may easily verify. It turns out that this is always the case with a rotation operator. The second property is that each of these rotation matrices is orthogonal. We say a matrix $A$ is orthogonal if the product of the matrix and its transpose is an identity matrix. That is, an $n \times n$ matrix $A$ is orthogonal when

$$
A^{t} A=A A^{t}=I
$$

Equivalently, we may say a square matrix $A$ is orthogonal if it is invertible and its inverse is exactly its transpose. With the use of the familiar trigonometric identity

$$
\cos ^{2} \theta+\sin ^{2} \theta=1
$$

the reader may easily verify that the rotation operators $A$ and $B$ above are indeed orthogonal.

We mention, without proof, that the determinant of the product of two matrices is the product of the determinants of the individual matrices. In particular if matrices $A$ and $B$ both have determinant +1 , so does their product $A B$. Further, if both $A$ and $B$ are orthogonal matrices, the product $A B$ is also orthogonal. This is fairly easy to show, once we recall that in general

$$
(A B)^{t}=B^{t} A^{t}
$$

Then we may write

$$
\begin{aligned}
(A B)(A B)^{t} & =A B B^{t} A^{t} \\
& =A I A^{t} \\
& =A A^{t} \\
& =I
\end{aligned}
$$

which is what we needed to show.
Finally we show that if a $2 \times 2$ matrix is orthogonal and has determinant +1 , then it must be a rotation matrix. The details of the argument are somewhat tedious, but it may be well to consider them, since we are dealing with concepts important to our work. Let the matrix $A$ be given by

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]
$$

We assume that $A$ is orthogonal and has determinant +1 . These two conditions yield the following equations

$$
\begin{aligned}
a_{11} a_{12}+a_{21} a_{22} & =0 \\
a_{11} a_{22}-a_{21} a_{12} & =1 \\
a_{11}^{2}+a_{21}^{2} & =1 \\
a_{12}^{2}+a_{22}^{2} & =1
\end{aligned}
$$

Now if we add the third and fourth of these equations, then subtract twice the second equation we obtain

$$
\left(a_{11}^{2}-2 a_{11} a_{22}+a_{22}^{2}\right)+\left(a_{12}^{2}+2 a_{12} a_{21}+a_{21}^{2}\right)=0
$$

that is, we have

$$
\left(a_{11}-a_{22}\right)^{2}+\left(a_{12}+a_{21}\right)^{2}=0
$$

From this equation it follows that

$$
\text { and } \quad \begin{aligned}
& a_{11}=a_{22} \\
& a_{12}=-a_{21}
\end{aligned}
$$

The group $\mathrm{SO}(2)$ is comprised of all $2 \times 2$ orthogonal matrices whose determinant is +1 .

Hence the matrix A must be of the form

Remember that the determinant of the matrix is +1

It will be convenient to choose $\theta$ so that

$$
-\pi<\theta \leq \pi
$$

$$
A=\left[\begin{array}{cc}
a & b \\
-b & a
\end{array}\right]
$$

where

$$
a^{2}+b^{2}=1
$$

This implies that the point $(a, b)$ lies somewhere on a circle of radius 1 , so there is an angle $\theta$ such that $a=\cos \theta$ and $b=\sin \theta$. Therefore the matrix must be of the form

$$
A=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]
$$

But this is exactly the rotation matrix for a coordinate frame rotation through an angle $\theta$.

In this analysis, the angle $\theta$ may be replaced by the angle $-\theta$, which would produce the rotation matrix associated with the rotation of points (or vectors) through an angle $\theta$. Hence we have characterized rotation operators in $R^{2}$ as exactly those $2 \times 2$ matrices which are orthogonal and have determinant +1 . Since the product of orthogonal matrices is orthogonal and the determinant of a product is the product of the determinants, it follows that the product of two rotation operators is always another rotation operator. We shall explore these matters further in the next chapter, where we extend these ideas to three-dimensional space, designated $R^{3}$.

## Chapter 3

## Rotations in 3-space

### 3.1 Introduction

In Chapter 2 we considered rotations in two-dimensional space, that is, in $R^{2}$, and how such rotations are represented by matrices. In particular, we made a careful distinction between a rotation of the coordinate frame with respect to fixed points (or vectors) as opposed to a rotation of the points (or vectors) with respect to a fixed coordinate frame. In fact, if in both cases the angle of rotation is $+\theta$, then it was noted that the rotation operator for the one case was simply the transpose of the rotation operator for the other case. We noted further that the one is the inverse of the other. In this chapter we extend these ideas to the three-dimensional case, that is, to $R^{3}$.

Our ultimate objective is to show how quaternions may be used as rotation operators in $R^{3}$. In this chapter we consider a simple sequence of rotations in $R^{2}$, that is, in the plane. We then develop matrices as rotation operators in $R^{3}$, and consider sequences of rotations in $R^{3}$, all in terms of matrix algebra. We apply these results to the aerospace application of tracking a remote object. We conclude with a geometric analysis of the single axis equivalent of the tracking transformation.

### 3.2 Rotation Sequences in the Plane

We now consider what happens when one rotation is followed by another, that is, what is the result of a sequence of two rotations. Suppose a rotation of the initial coordinate frame (points fixed) through an angle $\alpha$ is followed by a rotation of the resulting coordinate frame through an angle $\beta$. Clearly the result is a rotation of the initial coordinate frame (points fixed) through an angle $\alpha+\beta$, as illustrated in Figure 3.1.


Figure 3.1: Rotation Sequence in $R^{2}$
The axes of the reference frame are labelled $\mathbf{X}$ and $\mathbf{Y}$. Consider any vector $\mathbf{v}$ defined in this reference frame. We define a new frame, labelled, $x_{1}$ and $y_{1}$, which is related to the reference frame by a rotation through an angle $\alpha$. The vector $\mathbf{v}$ defined in this new frame we denote $v_{1}$ and we write

$$
\mathbf{v}_{1}=R_{\alpha} \mathbf{v}
$$

where the matrix rotation operator is

$$
R_{\alpha}=\left[\begin{array}{cc}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{array}\right]
$$

Next, we define another new frame, which is rotated through an angle $\beta$ with respect to the $x_{1}, y_{1}$ frame; the axes of this new frame are labelled $x_{2}$ and $y_{2}$, respectively. We then can write

$$
\mathbf{v}_{2}=R_{\beta} \mathbf{v}_{1}
$$

where the matrix rotation operator is

$$
R_{\beta}=\left[\begin{array}{cc}
\cos \beta & \sin \beta \\
-\sin \beta & \cos \beta
\end{array}\right]
$$



Then, using rules of matrix algebra, we may write

$$
\begin{aligned}
\mathbf{v}_{2} & =R_{\beta} \mathbf{v}_{\mathbf{1}} \\
& =R_{\beta}\left(R_{\alpha} \mathbf{v}\right) \\
& =\left(R_{\beta} R_{\alpha}\right) \mathbf{v}
\end{aligned}
$$

This equation shows that the rotation operator for the sequence of rotations is exactly the product of the two individual rotation operators $R_{\beta}$ and $R_{\alpha}$; that is, we may obtain the vector $\mathbf{v}_{2}$ directly from the vector $\mathbf{v}$ by multiplying $\mathbf{v}$ by the product $R_{\beta} R_{\alpha}$. Using the rules for calculating this product, as well as two familiar trigonometric identities, we may write

$$
\begin{aligned}
R_{\beta} R_{\alpha} & =\left[\begin{array}{cc}
\cos \beta & \sin \beta \\
-\sin \beta & \cos \beta
\end{array}\right]\left[\begin{array}{cc}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{11}=\cos \beta \cos \alpha-\sin \beta \sin \alpha=\cos (\alpha+\beta) \\
& a_{12}=\cos \beta \sin \alpha+\sin \beta \cos \alpha=\cos (\alpha+\beta) \\
& a_{21}=-\sin \beta \cos \alpha-\cos \beta \sin \alpha=-\sin (\alpha+\beta) \\
& a_{22}=-\sin \beta \sin \alpha+\cos \beta \cos \alpha=\cos (\alpha+\beta)
\end{aligned}
$$

Thus we have

$$
R_{\beta} R_{\alpha}=\left[\begin{array}{cc}
\cos (\alpha+\beta) & \sin (\alpha+\beta) \\
-\sin (\alpha+\beta) & \cos (\alpha+\beta)
\end{array}\right]
$$



For rotations in the plane, the product of two such rotations,

$$
R(\alpha) R(\beta)=R(\alpha+\beta)
$$

is another rotation which represents the algebraic sum of the angular rotations.

We notice immediately that this final matrix is just the rotation operator representing a rotation of the coordinate frame through an angle $\alpha+\beta$, while the points (or vectors) remain fixed. Thus we have shown, algebraically, that a rotation of the frame through an angle $\alpha$, followed by another rotation of the frame through an angle $\beta$ is equivalent to a single rotation through an angle $\alpha+\beta$, as we asserted earlier.

### 3.3 Coordinates in $R^{3}$

Three-dimensional space, designated $R^{3}$, may be coordinatized in a way which is entirely analogous to the way in which we introduced coordinates in $R^{2}$. In $R^{3}$ an arbitrary but fixed point is specified which we call the origin. Three mutually perpendicular lines passing through this origin are specified, called the $X$-axis, the $Y$-axis, and the $Z$-axis, respectively. Each of these axes is again a real number line, with the zero-point at the origin. These axes are oriented so as to form a positive or right-handed coordinate frame. By a right-handed coordinate frame we mean - with the fingers of the right hand pointing positively along the x -axis, then as the fingers wrap toward the direction of the positive $y$-axis the upright thumb points positively in the direction of the z-axis. The three mutually perpendicular axes, however, may be pointed or oriented in any convenient manner with respect to the viewer, consistent with established conventions.

Given such a three-dimensional coordinate system, points in $R^{3}$ are now represented by triplets ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) of real numbers. The origin, in particular, has coordinates $(0,0,0)$. In $R^{3}$ we may represent any given point, say $P=(x, y, z)$ as a vector $\mathbf{v}$ from the origin O to the point P , as in Figure 3.2.


Figure 3.2: Vector in $R^{3}$
We begin, as we did in $R^{2}$, with a rotation of the XYZ coordinate frame while the point (or vector) remains fixed. Our problem is to determine the coordinates of the point relative to the rotated frame. More than that, we wish to determine a rotation matrix A, necessarily in this case a $3 \times 3$ matrix, such that if the coordinates relative to the rotated frame are given by $\mathbf{v}_{2}=\left(x_{2}, y_{2}, z_{2}\right)$ we have, just as in $R^{2}$

$$
\mathbf{v}_{2}=A \mathbf{v}_{1}
$$

Although in $R^{2}$ we simply rotated the coordinate frame about the origin through some angle $\theta$, in $R^{3}$ simple rotation about the origin is not well defined. We need also to specify an axis about which the rotation is to be made. For example, in $R^{3}$ we may have a rotation of the coordinate frame through an angle $\pi / 2$ about the $\mathbf{Z}$-axis. Such a rotation clearly is quite different from a rotation of the coordinate frame through an angle $\pi / 2$ about, say, the $\mathbf{X}$-axis. In the first of these rotations the $x$ and $y$ coordinates are changed while the $z$ coordinate does not change. In the second the y and z coordinates change while the x coor-

## dinate does not.

More specifically, suppose that a point P (or vector $\mathbf{v}$ ) has coordinates ( $x_{1}, y_{1}, z_{1}$ ) relative to the (XY Z) coordinate frame. We rotate the frame about the $\mathbf{Z}$-axis through an angle $\psi$. Let the coordinates of P relative to the rotated frame be $\left(x_{2}, y_{2}, z_{2}\right)$. It seems clear that rotation about the $\mathbf{Z}$-axis will not change the z -coordinate of the point, and so we must have

$$
z_{2}=z_{1}
$$

In order to determine $x_{2}$ and $y_{2}$, consider the vector $\mathbf{v}_{1}$ pictured in Figure ??. This vector is called the projection of the vector $\mathbf{v}$ onto the XY plane. Considered simply as a vector in $R^{2}$, $\mathbf{v}_{1}$ has coordinates ( $x_{1}, y_{1}$ ). Further, the rotation through the angle $\psi$ about the $\mathbf{Z}$-axis is clearly just a rotation in $R^{2}$ of the $\mathbf{X Y}$ coordinate frame through an angle $\psi$, a rotation which is described by Equations 2.6 and 2.7. Hence we must have

$$
\begin{aligned}
x_{2} & =x_{1} \cos \psi+y_{1} \sin \psi \\
y_{2} & =-x_{1} \sin \psi+y_{1} \cos \psi
\end{aligned}
$$

If we combine these results into a single set of equations we get

$$
\begin{aligned}
x_{2} & =x_{1} \cos \psi+y_{1} \sin \psi+0 \cdot z_{1} \\
y_{2} & =-x_{1} \sin \psi+y_{1} \cos \psi+0 \cdot z_{1} \\
z_{2} & =0 \cdot x_{1}+0 \cdot y_{1}+1 \cdot z_{1}
\end{aligned}
$$

This set of equations may be written in matrix form as

$$
\left[\begin{array}{l}
x_{2} \\
y_{2} \\
z_{2}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1} \\
z_{1}
\end{array}\right]
$$

We now recognize immediately that the $3 \times 3$ rotation matrix associated with the rotation in $R^{3}$ about the $\mathbf{Z}$-axis through an
angle $\psi$ is the matrix $R_{\psi}$ given by

$$
R_{\psi}=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0  \tag{3.1}\\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

An example will be helpful at this point. Consider the vector $\mathbf{v}=(1,1,1)$ in an $\mathbf{X Y Z}$ coordinate frame. We rotate the frame about the $\mathbf{Z}$-axis through an angle $\psi=\pi / 4$, to get a new xyz coordinate frame. According to the above results, the coordinates of the vector $\mathbf{v}$ relative to this new frame are given by

$$
\left[\begin{array}{l}
x_{2} \\
y_{2} \\
z_{2}
\end{array}\right]=\left[\begin{array}{ccc}
\sqrt{2} / 2 & \sqrt{2} / 2 & 0 \\
-\sqrt{2} / 2 & \sqrt{2} / 2 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]=\left[\begin{array}{c}
\sqrt{2} \\
0 \\
1
\end{array}\right]
$$

The reader should now consider the geometric nature of this rotation of the coordinate frame to see that we have in fact obtained the correct result.

Before leaving this rotation of the coordinate frame through a certain angle about the Z-axis, we note that if we have a sequence of two such rotations, the first through an angle $\alpha$, followed by a second through an angle $\beta$, we may (just as in the case of rotations of the frame in $R^{2}$ ) find the rotation matrix for the product of these rotations by multiplying the individual rotation matrices; that is, we have

$$
\begin{aligned}
& R_{\alpha}=\left[\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right] \\
& R_{\beta}=\left[\begin{array}{ccc}
\cos \beta & \sin \beta & 0 \\
-\sin \beta & \cos \beta & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

and

$$
R_{\alpha+\beta}=\left[\begin{array}{ccc}
\cos (\alpha+\beta) & \sin (\alpha+\beta) & 0 \\
-\sin (\alpha+\beta) & \cos (\alpha+\beta) & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Note, that if the angles in the above example are equal to zero then these rotation matrices become identity matrices. In this context therefore, it makes sense that for a non-zero rotation about the $z$-axis that the $r(3,3)$ entry should be a ' 1 ', because the direction of the z -axis remains unchanged and the values of the z-components of any vectors, whatever their values, also remain unchanged.

From the foregoing it follows that if the rotation in $R^{3}$ were about, say, the $\mathbf{Y}$-axis then the ' 1 ' should appear in the $r(2,2)$ position of the rotation matrix, because only the $\mathbf{Z}$-axis and the $\mathbf{X}$-axis components are affected by a rotation about the $\mathbf{Y}$-axis. Hence, for a positive coordinate frame rotation through an angle $\boldsymbol{\theta}$ about the $\mathbf{Y}$-axis the rotation matrix is

$$
R_{\theta}=\left[\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta  \tag{3.2}\\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right]
$$

Similarly, for a positive coordinate frame rotation through an angle, $\phi$, about the $\mathbf{X}$-axis the rotation matrix is

$$
R_{\phi}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{3.3}\\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right]
$$

There is an important point here which the reader should not ignore, and that is the proper placement of the sine and -sine terms in the matrices of Equations 3.1, 3.2, and 3.3. This placement is dictated by our use of a right-handed coordinate frame. A convenient device for determining the proper placement of these terms is the sequence

## X Y Z X Y

Then, reading this sequence from left to right, a positive rotation about the $\mathbf{X}$-axis through an angle $\phi$ rotates the $\mathbf{Y}$-axis into the Z-axis, and so the $\sin \phi$ term is associated with the y-coordinate while the $-\sin \phi$ term is associated with the z -coordinate, as written in the matrix $R_{\phi}$ above. Next, again reading the sequence from left to right, a rotation about the $\mathbf{Y}$-axis (in a positive direction in the right-handed coordinate frame, using the righthand rule) through an angle $\theta$ rotates the $\mathbf{Z}$-axis into the $\mathbf{X}$-axis. Hence the $\sin \theta$ term is associated with the z-coordinate while the $-\sin \theta$ term is associated with the x-coordinate, as in the matrix $R_{\theta}$ above. Finally, a positive rotation about the $\mathbf{Z}$-axis through an angle $\psi$ rotates the $\mathbf{X}$-axis into the $\mathbf{Y}$-axis, so the term $\sin \psi$ is associated with the x -coordinate while the $-\sin \psi$ term is associated with the y-coordinate, as in the matrix $R_{\psi}$ of Equation 3.1. It is important to understand how the rotation operators for rotations about an axis of the coordinate frame are written because we will develop the general rotation operator in $R^{3}$ as a sequence of rotations about a coordinate frames axis.

The reader should check that each of the rotation operators $R_{\psi}, R_{\theta}$, and $R_{\phi}$, which represent rotations of the coordinate frame about a coordinate axis, is orthogonal and has determinant +1 . We make use of this fact in the next section.

So far in this section we have considered only rotations of the coordinate frame while the points (or vectors) remain fixed. We may also have rotations of the points (or vectors) through a certain angle about a coordinate axis, while the coordinate frame remains fixed. We do not discuss the details here, but the resulting rotation operators turn out to be the transpose of the operators we have just considered. This is, of course, entirely analogous to the case in $R^{2}$.

The reader may wish to devise her own simple rule for placement of the minus sine term.

### 3.4 Rotation Sequences in $R^{3}$

In the preceding section we showed that any sequence of two successive rotations in $R^{3}$ about the same coordinate axis, whether the frame rotates or whether the points rotate, amounts to a single rotation about that axis through an angle which is the sum for the angles of the rotations in the sequence. We now wish to show that a sequence of two rotations in which the rotations are not about the same coordinate axes is also a rotation through some angle about some axis, usually not a coordinate axis. In fact, we shall determine the rotation operator for the sequence, that is, the $3 \times 3$ matrix which represents the rotation.

We should note here that the theory of linear algebra tells us that the matrix representation for a rotation in $R^{3}$ is unique, that is, for a given rotation in $R^{3}$ there is one and only one matrix which represents that rotation relative to the initial coordinate frame.

We shall also determine the axis of rotation, as well as the angle of rotation about that axis.

From geometric considerations it should be clear that for a rotation in $R^{3}$ about some axis through the origin the axis itself is fixed under the rotation, that is, it does not change. Further, a plane, passing through the origin, which is perpendicular to this axis rotates into itself, that is, a vector in that plane is rotated into some other vector in that plane. And, of course, the length of vectors, and for that matter, the angle between two vectors is not changed by a rotation, which means that the scalar product of two vectors remains unchanged by the rotation. We describe this fact by saying that the scalar product is invariant under the rotation. We wish first to argue that the characterization of rotation operators in $R^{2}$ also holds in $R^{3}$, that is

## A $3 \times 3$ matrix is a rotation operator in $R^{3}$ if and only if it is an orthogonal matrix and has determinant +1 .

We need first to show that a rotation matrix must be orthogonal and have determinant +1 . Suppose that the rotation is through some angle $\theta$ about the vector $v$ as the axis. As we have just mentioned, the scalar product of two vectors is invariant under the rotation, which means that for any two vectors $\mathbf{v}_{\mathbf{1}}$
and $\mathbf{v}_{2}$

$$
\left(A \mathbf{v}_{1}\right)^{t}\left(A \mathbf{v}_{2}\right)=\mathbf{v}_{1}^{t} \mathbf{v}_{2}
$$

But then we have

$$
\begin{aligned}
& \mathbf{v}_{1}^{t} A^{t} A \mathbf{v}_{2}=\mathbf{v}_{1}^{t} \mathbf{v}_{2} \\
& \text { or } \\
& \mathbf{v}_{1}^{t} A^{t} A \mathbf{v}_{2}-\mathbf{v}_{1}^{t} \mathbf{v}_{2}=0 \\
& \text { that is } \\
& \mathbf{v}_{1}^{t}\left(A^{t} A-I\right) \mathbf{v}_{2}=0
\end{aligned}
$$

Since this last equation holds for any pair of vectors $\mathbf{v}_{\mathbf{1}}$ and $\mathbf{v}_{\mathbf{2}}$ we can show that

$$
\begin{aligned}
& A^{t} A-I
\end{aligned}=0
$$

This shows that the matrix $A$ is orthogonal.
Next, it is rather easily shown that the determinant of an orthogonal matrix is either +1 or -1 . We know that $\operatorname{det}\left(A^{t}\right)=$ $\operatorname{det} A$ and that the determinant of a product is the product of the determinants, so if $A$ is orthogonal we have

$$
\begin{aligned}
(\operatorname{det}(A))^{2} & =\operatorname{det}\left(A^{t}\right) \operatorname{det}(A) \\
& =\operatorname{det}\left(A^{t} A\right) \\
& =\operatorname{det}(I) \\
& =1
\end{aligned}
$$

Hence $\operatorname{det}(A)$ must be either +1 or -1 . Now, it should be clear that a rotation preserves the right-handedness of a coordinate frame; hence we cannot have $\operatorname{det}(A)=-1$. For example, if the matrix is

$$
B=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right]
$$

the reader should check that the standard right-handed coordinate frame is mapped into a left-handed frame. In fact, the

The reader should check that the matrix $B$ is orthogonal and that

$$
\operatorname{det}(B)=-1
$$

transformation represented by the matrix $B$ is a reflection in the XY plane, which leaves the $\mathbf{X}$ and $\mathbf{Y}$ axes unchanged but reverses the $\mathbf{Z}$ axis. Thus the frame becomes a left-handed coordinate frame. From all this it follows that we must have $\operatorname{det}(A)=+1$.

So far we have shown that if a matrix $A$ represents a rotation, then $A$ is orthogonal with $\operatorname{det}(A)=+1$. Now suppose that we have a $3 \times 3$ matrix $A$ which is orthogonal and has determinant +1 . We wish to show that it represents a rotation through some angle about some fixed axis. Since the axis of any rotation is fixed under rotation, our first step is to show that there must be a fixed vector, $\mathbf{v}_{0}$ such that

$$
A \mathbf{v}_{0}=\mathbf{v}_{0}
$$

This is equivalent to saying that the matrix $A$ must have a characteristic value or eigenvalue of +1 . The eigenvalues of the matrix $A$ are exactly the scalars $\lambda$ which satisfy the characteristic equation

$$
\operatorname{det}(A-\lambda I)=0
$$

Thus there will be an eigenvalue of +1 if and only if the determinant of the matrix $(A-I)$ is equal to 0 . The following computation shows that this is so.

$$
\begin{aligned}
\operatorname{det}(A-I) & =\operatorname{det} A^{t} \operatorname{det}(A-I) \\
& =\operatorname{det}\left(A^{t} A-A^{t}\right) \\
& =\operatorname{det}\left(I-A^{t}\right) \\
& =\operatorname{det}\left((I-A)^{t}\right) \\
& =\operatorname{det}(I-A) \\
& =(-1) \operatorname{det}(A-I)
\end{aligned}
$$

It follows that

$$
\operatorname{det}(A-I)=0
$$

Thus our transformation does have a fixed vector, say $\mathbf{v}_{0}$, which is the axis of the rotation. We next show that the plane, which contains the origin (and is perpendicular to this fixed vector $\mathrm{v}_{0}$ ) is fixed in the sense that any vector in that plane is mapped by $A$ into another vector in that plane. We first remark that since $\mathbf{v}_{0}$ is fixed under $A$, it is also fixed under $A^{t}$. For if

$$
A \mathbf{v}_{0}=\mathbf{v}_{0}
$$

we may write

$$
\begin{aligned}
A^{t} \mathbf{v}_{0} & =A^{t} A \mathbf{v}_{0} \\
& =I \mathbf{v}_{0} \\
& =\mathbf{v}_{0}
\end{aligned}
$$

Now consider a vector $\mathbf{v}$ in that plane, that is, perpendicular to the fixed vector $v_{0}$, which means that

$$
\mathbf{v}^{t} \mathbf{v}_{\mathbf{0}}=0
$$

Then the vector $A \mathbf{v}$ is also perpendicular to $\mathbf{v}_{0}$, for we have

$$
\begin{aligned}
(A \mathbf{v})^{t} \mathbf{v}_{0} & =\left(\mathbf{v}^{t} A^{t}\right) \mathbf{v}_{0} \\
& =\mathbf{v}^{t} A^{t} A \mathbf{v}_{0} \\
& =\mathbf{v}^{t} I \mathbf{v}_{0} \\
& =\mathbf{v}^{t} \mathbf{v}_{0} \\
& =0
\end{aligned}
$$

as we wished to show.
Finally, if the matrix $A$ is orthogonal, then the scalar product is invariant under this transformation, and it follows that lengths of vectors and the angle between vectors are unchanged under $A$ as we show in the margin. This means that the trans-

If $A$ is orthogonal we have

$$
\begin{aligned}
\left(A \mathbf{v}_{1}\right)^{t}\left(A \mathbf{v}_{2}\right) & =\mathbf{v}_{1}^{t} A^{t} A \mathbf{v}_{2} \\
& =\mathbf{v}_{1}^{t} I \mathbf{v}_{2} \\
& =\mathbf{v}_{1}^{t} \mathbf{v}_{2}
\end{aligned}
$$

The trace of a product of two square matrices is invariant under commutation. That is,

$$
\operatorname{Tr}(A B)=\operatorname{Tr}(B A)
$$

Proof:

$$
\begin{aligned}
\text { Let } \begin{aligned}
C & =A B=\left[c_{i j}\right] \\
c_{i j} & =\sum_{k=1}^{n} a_{i k} b_{k j} \\
\text { then } c_{i i} & =\sum_{k=1}^{n} a_{i k} b_{k i} \\
\text { and } \operatorname{Tr}(C) & =\sum_{i=1}^{n} c_{i i} \\
& =t r(A B) \\
& =\sum_{i=1}^{n} \sum_{k=1}^{n} a_{i k} b_{k i}
\end{aligned} .=\begin{array}{l}
\text { tr }
\end{array} \\
\end{aligned}
$$

but scalar products commute, so

$$
=\sum_{i=1}^{n} \sum_{k=1}^{n} b_{k i} a_{i k}
$$

interchang ing order of summation

$$
\begin{aligned}
& =\sum_{k=1}^{n} \sum_{i=1}^{n} b_{k i} a_{i k} \\
& =\operatorname{tr}(B A) \quad \text { QED }
\end{aligned}
$$

show.

There remains the problem of determining the angle of rotation. To calculate the angle of rotation we need the concept of the trace of a matrix. The trace of a square matrix $A$, denoted $\operatorname{Tr}(A)$, is simply the sum of the elements lying on the main diagonal of the matrix. Thus the trace of the matrix

$$
R_{\phi}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right]
$$

is simply

$$
\operatorname{Tr}\left(R_{\phi}\right)=1+2 \cos \phi
$$

We need also to know that for any square matrices $A$ and $B$ (of the same order) we always have

$$
\operatorname{Tr}(A B)=\operatorname{Tr}(B A)
$$

as may rather easily be shown when we recall the rule for multiplying matrices. See proof in margin.

Now consider the rotation through an angle $\phi$ about the axis $\mathbf{v}_{0}$, represented by the matrix $A$. We rewrite this rotation as a sequence of rotations about coordinate frame axes, as follows. First, we rotate the frame about the $\mathbf{Z}$-axis so that the $\mathbf{X}$-axis coincides with the projection of $\mathbf{v}_{0}$ onto the $\mathbf{X Y}$ plane. We follow with a rotation about the new $y$-axis so that the new $x$-axis coincides with the vector $\mathbf{v}_{\mathbf{0}}$. We may represent the product of these two rotations by the matrix $Q$, and we know that $Q$ is orthogonal and has determinant +1 . Then we rotate the resulting frame about the vector $v_{0}$, that is, about the new $x$-axis, through the angle $\phi$. Call this rotation $R_{\phi}$. From our earlier work we know that

$$
R_{\phi}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right]
$$

We note, incidentally, that

$$
\operatorname{Tr}\left(R_{\phi}\right)=1+2 \cos \phi
$$

Finally, we follow that rotation with the inverse of the rotation $Q$, which, since $Q$ is orthogonal, is just $Q^{t}$. Although it is not too easy to see geometrically, the sequence of these rotations is exactly equivalent to our original rotation represented by the matrix $A$, so we must have

$$
A=Q^{t} R_{\phi} Q
$$

where $\phi$ is the angle of rotation. But then we have

$$
\begin{aligned}
\operatorname{Tr}(A) & =\operatorname{Tr}\left(Q^{t} R_{\phi} Q\right) \\
& =\operatorname{Tr}\left(Q\left(Q^{t} R_{\phi}\right)\right) \\
& =\operatorname{Tr}\left(\left(Q Q^{t}\right) R_{\phi}\right) \\
& =\operatorname{Tr}\left(I R_{\phi}\right) \\
& =\operatorname{Tr}\left(R_{\phi}\right)
\end{aligned}
$$

Hence we obtain the equation

$$
\operatorname{Tr}(A)=1+2 \cos \phi
$$

which, if we solve for $\phi$, gives the following formula for the angle of the rotation

$$
\begin{equation*}
\phi=\arccos \frac{\operatorname{Tr}(A)-1}{2} \tag{3.4}
\end{equation*}
$$

### 3.5 A Numerical Example

No doubt a simple numerical example will help the reader to understand the material in the preceding section. Consider an $X Y Z$ coordinate frame, with the vector $\mathbf{v}_{0}=(1,1,1)$ in that frame. We consider a rotation of the frame about the vector $\mathbf{v}_{0}$
through an angle $\phi=2 \pi / 3$. It is geometrically clear that such a rotation results in a new frame in which the new $x$-axis now coincides with the former $\mathbf{Y}$-axis, the new y -axis coincides with the former $\mathbf{Z}$-axis, and the new z -axis coincides with the initial $\mathbf{X}$-axis. It is interesting to note that a sequence of three such rotations simply carries the intial coordinate frame into itself.

We now wish to find the matrix $A$ which represents this rotation. Consider the initial $\mathbf{X}$-axis, and in particular the point $(1,0,0)$ on that axis. Since the points (or vectors) are fixed while the frame rotates, after the rotation this point will lie on the new z-axis, and hence the new coordinates of the point must be $(0,0,1)$. In the same way we determine that the rotation we are considering must change coordinates of points on the coordinate axes of the initial coordinate frame in this way

$$
\begin{aligned}
& (1,0,0) \rightarrow(0,0,1) \\
& (0,1,0) \rightarrow(1,0,0) \\
& (0,0,1) \rightarrow(0,1,0)
\end{aligned}
$$

This tells us that we are looking for a matrix

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

such that

$$
A\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

The reader should now check that this equation implies that

$$
a_{11}=0, \quad a_{21}=0, \quad a_{31}=1
$$

Proceeding in exactly the same way with the remaining two vectors above, we obtain the rotation matrix $A$ as

$$
A=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]
$$

Given the matrix $A$, we can now find the coordinates of any point $\mathbf{v}=(x, y, z)$ relative to the rotated frame simply be calculating the product $A \mathbf{v}$.

The reader should note that if we think of the three points $(1,0,0),(0,1,0)$, and $(0,0,1)$ on the axes of the intial coordinate frame as forming the columns in an identity matrix, then the matrix A is simply this identity matrix with its column shifted one column to the right. In general, the matrix which represents a rotation has columns which give the new coordinates of these points in the rotated frame.

Now suppose we are given the matrix $A$ above, and are asked what sort of transformation of $R^{3}$ it represents. We check that $A$ is orthogonal and has determinant +1 , which tells us that $A$ does represent a rotation. What is the axis of the rotation? To find the axis we simply look for the fixed vector, that is a vector $\mathbf{v}_{0}=\left(x_{0}, y_{0}, z_{0}\right)$ such that $\mathbf{v}_{0}$ does not change under the rotation. We must have

$$
\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0} \\
z_{0}
\end{array}\right]=\left[\begin{array}{l}
x_{0} \\
y_{0} \\
z_{0}
\end{array}\right]
$$

If we solve this system, we find that

$$
x_{0}=y_{0}=z_{0}=k
$$

for any real number k . This means the vector $(k, k, k)$, for any non-zero real number $k$, is fixed. In particular we might designate ( $1,1,1$ ) as the axis of the rotation.

The reader may now check, if she thinks it necessary, that the matrix $A$ indeed is orthogonal and has determinant +1 .

No surprise here, right?

Finally, the trace of the matrix A is

$$
\operatorname{Tr}(A)=0+0+0=0
$$

so that the angle of the rotation is given by

$$
\begin{aligned}
\phi & =\arccos \frac{0-1}{2} \\
& =\arccos (-1 / 2) \\
& =2 \pi / 3
\end{aligned}
$$

which of course is just what we expected.

### 3.6 An Application - Tracking

In this section we discuss an application of rotations in $R^{3}$, a familiar rotation sequence called the Tracking Transformation. Consider a remote object, such as an aircraft, which is to be tracked from some point on the surface of the earth. The Local Tangent Plane is simply a plane tangent to the surface of the earth at this point. We define an initial coordinate frame with the $\mathbf{X}$ and $\mathbf{Y}$ axes lying in this tangent plane, pointing in directions North and East respectively. The Z-axis is geocentric, that is, it points toward the center of the earth. We then have a right-handed coordinate frame.

We define an angle $\alpha$, called Heading, which is the angle in the tangent plane between North and the projected direction to the remote object. We also define an angle $\beta$, called Elevation, which is the angle between the tangent plane and the direction to the remote object being tracked, as in Figure 3.3.


Figure 3.3: Tracking Transformation

The Tracking Transformation is first a rotation about the Z-axis through the angle $\alpha$, followed by a rotation about the new $y$-axis through the angle $\beta$. Notice that in the resulting coordinate frame the new x -axis is pointing directly toward the object being tracked.

If $R$ is the $3 \times 3$ matrix representing this rotation, our preceding results tell us that

$$
\begin{aligned}
R & =R_{\beta}^{y} R_{\alpha}^{z} \\
& =\left[\begin{array}{ccc}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
\sin \beta & 0 & \cos \beta
\end{array}\right]\left[\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$



Tracking Rotation Sequence

## Rotation Notation

Here we introduce a new notation:

$$
R_{-\theta}^{x}
$$

means a rotation about the z -axis of the input frame through an angle equal to minus theta, in this case.

$$
=\left[\begin{array}{ccc}
\cos \alpha \cos \beta & \sin \alpha \cos \beta & -\sin \beta  \tag{3.5}\\
-\sin \alpha & \cos \alpha & 0 \\
\cos \alpha \sin \beta & \sin \alpha \sin \beta & \cos \beta
\end{array}\right]
$$

This composite tracking transformation may be represented as an equivalent transformation which consists of single rotation through some angle about some axis. The axis for this single rotation is found by finding the fixed vector for the rotation operator, that is, a vector $\mathbf{v}=\left(x_{1}, y_{1}, z_{1}\right)$, say, such that

$$
R \mathbf{v}=\mathbf{v}
$$

Thus we have to solve the equation

$$
\left[\begin{array}{ccc}
\cos \alpha \cos \beta & \sin \alpha \cos \beta & -\sin \beta \\
-\sin \alpha & \cos \alpha & 0 \\
\cos \alpha \sin \beta & \sin \alpha \sin \beta & \cos \beta
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1} \\
z_{1}
\end{array}\right]=\left[\begin{array}{l}
x_{1} \\
y_{1} \\
z_{1}
\end{array}\right]
$$

Our rules for matrix multiplication tell us that we must then have

$$
\begin{aligned}
x_{1} \cos \alpha \cos \beta+y_{1} \sin \alpha \cos \beta-z_{1} \sin \beta & =x_{1} \\
-x_{1} \sin \alpha+y_{1} \cos \alpha+z_{1} \cdot 0 & =y_{1} \\
x_{1} \cos \alpha \sin \beta+y_{1} \sin \alpha \sin \beta+z_{1} \cos \beta & =z_{1}
\end{aligned}
$$

These equations are easily rewritten in the form

$$
\begin{array}{r}
x_{1}(\cos \alpha \cos \beta-1)+y_{1} \sin \alpha \cos \beta-z_{1} \sin \beta=0 \\
-x_{1} \sin \alpha+y_{1}(\cos \alpha-1)+z_{1} \cdot 0=0 \\
x_{1} \cos \alpha \sin \beta+y_{1} \sin \alpha \sin \beta+z_{1}(\cos \beta-1)=0
\end{array}
$$

Now this is a system of homgeneous equations, which always has the trivial solution $\mathbf{v}=(0,0,0)$. In order to get a non-trivial solution we may, if we like, set

$$
x_{1}=k
$$

for any non-zero real number $k$. Then from the second equation above we get

$$
y_{1}=\frac{k \sin \alpha}{\cos \alpha-1}
$$

Finally from the third equation we calculate

$$
\begin{aligned}
z_{1} & =\frac{-k \cos \alpha \sin \beta-y_{1} \sin \alpha \sin \beta}{\cos \beta-1} \\
& =\frac{-k \cos ^{2} \alpha \sin \beta+k \cos \alpha \sin \beta-k \sin ^{2} \alpha \sin \beta}{(\cos \beta-1)(\cos \alpha-1)} \\
& =\frac{-k \sin \beta\left(\cos ^{2} \alpha+\sin ^{2} \alpha\right)+k \cos \alpha \sin \beta}{(\cos \beta-1)(\cos \alpha-1)} \\
& =\frac{k \sin \beta(\cos \alpha-1)}{(\cos \beta-1)(\cos \alpha-1)} \\
& =\frac{k \sin \beta}{\cos \beta-1}
\end{aligned}
$$

Thus our tracking transformation has axis of rotation given by

$$
\mathbf{v}=\left(k, \frac{k \sin \alpha}{\cos \alpha-1}, \frac{k \sin \beta}{\cos \beta-1}\right)
$$

Notice that in this computation we determine only the direction of the axis of rotation. Should we wish to obtain a specific vector as the axis of rotation we may, for instance, choose $k=-1$, to obtain

$$
\begin{equation*}
\mathrm{v}=\left(-1, \frac{\sin \alpha}{1-\cos \alpha}, \frac{\sin \beta}{1-\cos \beta}\right) \tag{3.6}
\end{equation*}
$$

This form for Equation 3.6 is clearly not valid for $\alpha=0$, in which case Equation 3.7 is appropriate.

We note that by using the trigonometric identity

$$
1-\cos \alpha=2 \sin ^{2} \frac{\alpha}{2}
$$

we may write the following expression for the axis of the rotation

$$
\begin{equation*}
\mathrm{v}=\left(-\sin \frac{\alpha}{2} \sin \frac{\beta}{2}, \cos \frac{\alpha}{2} \sin \frac{\beta}{2}, \sin \frac{\alpha}{2} \cos \frac{\beta}{2}\right) \tag{3.7}
\end{equation*}
$$

We shall look at this relationship later.
In order to find the angle of rotation we compute the trace

Remember that the trace is merely the sum of the elements on the main diagonal of a square matrix.
of the rotation operator $R$ as

$$
\operatorname{tr} R=\cos \alpha \cos \beta+\cos \alpha+\cos \beta
$$

We then obtain the angle of rotation, say $\phi$, from the equation

$$
\operatorname{tr} R=\cos \alpha \cos \beta+\cos \alpha+\cos \beta=1+2 \cos \phi
$$

Solving this equation for $\phi$ gives

$$
\begin{equation*}
\phi=\arccos \frac{\cos \alpha \cos \beta+\cos \alpha+\cos \beta-1}{2} \tag{3.8}
\end{equation*}
$$

We may make the example even more specific if we consider a numerical version of it. Suppose a remote object has heading $\alpha=\pi / 6$ and elevation $\beta=\pi / 3$, as in Figure 3.4. Then we have

$$
\sin \alpha=\cos \beta=1 / 2, \sin \beta=\cos \alpha=\sqrt{3} / 2
$$

Thus, according to Equation 3.6, the axis of the rotation is

$$
\begin{aligned}
\mathbf{v} & =\left(-1, \frac{1 / 2}{1-\sqrt{3} / 2}, \frac{\sqrt{3} / 2}{1-1 / 2}\right) \\
& =\left(-1, \frac{1}{2-\sqrt{3}}, \sqrt{3}\right) \\
& =(-1.000,3.7321,1.732)
\end{aligned}
$$



Figure 3.4: Rotations to Tracking Frame
According to Equation 3.8, the angle of rotation is given by

$$
\begin{aligned}
\phi & =\arccos \left(\frac{\cos \alpha \cos \beta+\cos \alpha+\cos \beta-1}{2}\right) \\
& =\arccos \left(\frac{\frac{\sqrt{3}}{2} \frac{1}{2}+\frac{\sqrt{3}}{2}+\frac{1}{2}-1}{2}\right) \\
& =\arccos \left(\frac{3 \sqrt{3}-2}{8}\right) \\
& =\arccos (.3995) \\
& =1.159 \text { radians } \\
& =66.41 \text { degrees }
\end{aligned}
$$

We emphasize: The vector $V$ is the direction of the axis of the single rotation which takes the XYZ reference frame into the xyz rotated tracking frame.

The two coordinate frames, namely, the reference frame XYZ and the rotated frame xyz are represented in Figure 3.5, along with the rotation axis $\mathbf{V}$. A rotation about this axis (through an angle 66.41 degrees, in our example) takes the reference frame into the rotated frame.


Figure 3.5: Frame Rotation Example

There is one more numerical result which we may verify in the preceding example. With $\alpha$ and $\beta$ chosen as above it is easy to verify that the object being tracked lies in the direction of the vector

$$
(\sqrt{3} / 2,1 / 2,-\sqrt{3})
$$

This vector has length 2, again easily verified. Under the tracking transformation, in the final coordinate frame this vector lies along the final x -axis, so in this last coordinate frame it must be the vector

$$
(2,0,0)
$$

With the given values for $\alpha$ and $\beta$, the rotation matrix (see Equation 3.5) is

$$
A=\left[\begin{array}{ccc}
\sqrt{3} / 4 & 1 / 4 & -\sqrt{3} / 2 \\
-1 / 2 & \sqrt{3} / 2 & 0 \\
3 / 4 & \sqrt{3} / 4 & 1 / 2
\end{array}\right]
$$

The reader may now verify that

$$
\left[\begin{array}{ccc}
\sqrt{3} / 4 & 1 / 4 & -\sqrt{3} / 2 \\
-1 / 2 & \sqrt{3} / 2 & 0 \\
3 / 4 & \sqrt{3} / 4 & 1 / 2
\end{array}\right]\left[\begin{array}{c}
\sqrt{3} / 2 \\
1 / 2 \\
-\sqrt{3}
\end{array}\right]=\left[\begin{array}{l}
2 \\
0 \\
0
\end{array}\right]
$$

and so the expected result has been obtained.
For most readers it may not be so easy to visualize these results, but it is quite useful to be able to do so. For that reason, in the next section we analyze the Tracking Transformation example again, this time from a geometric point of view.

### 3.7 Tracking-A Geometric Analysis

In an effort to gain some further geometric insight into how the constituent rotations are related to the equivalent composite rotation, we now consider again the tracking application as shown in Figure 3.6. In this tracking application these two rotations, $R_{\alpha}^{z}$ and $R_{\beta}^{y}$, are taken about mutually orthogonal axes: first, about the $\mathbf{Z}$-axis, and then about the new y -axis, $y_{1}$.


Figure 3.6: Rotations $R_{\alpha}^{z}$ and $R_{\beta}^{y}$


Figure 3.7: Rotation Axis $\mathbf{O E}$ takes $\mathbf{X}$ into $x_{2}$

With respect to the fixed reference frame, XYZ, the indicated $x_{2}$-axis is directed towards, that is, tracks the remote object. The $x_{2} y_{2} z_{2}$ frame is related to the XYZ reference frame by the indicated rotations: a rotation through the heading angle $\alpha$ about the reference $\mathbf{Z}$-axis, followed by a rotation through the elevation angle $\beta$ about the new y -axis $y_{1}$, as shown in Figure 3.6. As we already know, a single rotation about the axis of the composite rotation takes the axes: $\mathbf{X}$ into $x_{2}, \mathbf{Y}$ into $y_{2}$, and $\mathbf{Z}$ into $z_{2}$. We will now find the direction of this axis from the angles and the geometry which relates the two frames.


Figure 3.8: Rotation Axis $\mathbf{O C}$ takes $\mathbf{X}$ into $x_{2}$
We begin by considering rotations which will take $\mathbf{X}$ into $x_{2}$; two such rotations are shown in Figure 3.7 and in Figure 3.8. The first rotation, through $\angle B O A$ (see Figure 3.7), is about the axis $O E$. This axis is normal to the plane containing $\mathbf{X}$ and $x_{2}$. Note, this rotation takes point $\mathbf{B}$ into point $\mathbf{A}$ along the great circle arc $B C A$. This axis $O E$, however, is not the only axis of

Note that the direction of the axis OE is found by calculating the cross-product $\mathbf{X} \times x_{2}$.


Figure 3.8
rotation which will take $\mathbf{X}$ into $x_{2}$. The second rotation which takes X into $x_{2}$ is about the axis $O C$ through an angle $\pi$ as shown in Figure 3.8. The axis $O C$ lies in the plane containing $\mathbf{X}$ and $x_{2}$, and it bisects $\angle A O B$. In this case, the rotation takes point $\mathbf{B}$ into point $\mathbf{A}$ along the circular path $B L A$.

In summary, we have found two rotations, with axes $O E$ and $O C$, respectively, both of which will rotate $\mathbf{X}$ into $x_{2}$. However, neither of these rotations, in general, will also take the axes $\mathbf{Y}$ into $y_{2}$ and Z into $z_{2}$ (see Figure 3.6).


Figure 3.9: Locus of Axes which take $\mathbf{X}$ into x
The two distinct rotation axes, OC and OE, each take $\mathbf{X}$ into $x_{2}$. These two axes (vectors) define the plane shown in Figure 3.9. This plane through the origin represents the locus of all possible directions for axes about which rotations which will take $\mathbf{X}$ into $x_{2}$. One of these directions must also take $\mathbf{Y}$ into $y_{2}$ and Z into $z_{2}$, as we will show.

The reader should convince herself that a rotation, through an appropriate angle, about any axis through the origin and lying in this plane will take $\mathbf{X}$ into $x_{2}$. For instance, let $F$ be any point distinct from the origin in the plane $O C E$. It should be clear that the point $F$ is equidistant from the points $A$ and $B$. Therefore, $O A$ (that is, $x_{2}$ ) and $O B$ (that is, $\mathbf{X}$ ) are generators of a circular cone whose axis is $O F$; hence, some rotation with axis $O F$ takes $\mathbf{X}$ into $x_{2}$.

What we must do, therefore, is to find that particular axis in the plane $O C E$ which takes not only $\mathbf{X}$ into $x_{2}$ but also $\mathbf{Y}$ into $y_{2}$ and, consequently, $\mathbf{Z}$ into $z_{2}$. To do this we must find the intersection of two planes. The first plane, $O C E$, which we have already described above, contains all axes which rotate $\mathbf{X}$ into $x_{2}$. A second plane, which we will find in a similar fashion, contains all possible axes which take $\mathbf{Y}$ into $y_{2}$. The intersection of these two planes defines the axis about which a single rotation will take the reference coordinate frame XYZ into the tracking coordinate frame $x_{2} y_{2} z_{2}$.

We now find this desired axis of rotation by first finding the equations of these two planes. The direction of the line of intersection is the direction of the rotation axis for the composite rotation, that is, for the tracking transformation.

### 3.7.1 All Axes which take $X$ into $\mathbf{x}_{2}$

We first find the equation of the plane containing all possible directions for rotation axes which take $\mathbf{X}$ into $x_{2}$. This is the plane $O C E$ shown in Figure 3.9. As usual, we find this plane by finding its normal vector, which we denote $\mathbf{n}_{x}$.


Remember: The planes EOC and $A O B$ are perpendicular and the segment $O C$ bisects angle AOB. Moreover, since points $A$ and $B$ lie on the sphere, $O A$ is equal to $O B$.

We find $\mathbf{n}_{x}$ by taking the cross-product of the vector $\overrightarrow{O E}$ with the vector $\overrightarrow{O C}$. Since the vector $\overrightarrow{O E}$ is the normal vector which defines the plane $O A B$, we have

$$
\begin{aligned}
\overrightarrow{O E} & =\overrightarrow{O B} \times \overrightarrow{O A} \\
& =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
1 & 0 & 0 \\
\cos \alpha \cos \beta & \sin \alpha \cos \beta & -\sin \beta
\end{array}\right| \\
& =\mathbf{j} \sin \beta+\mathbf{k} \sin \alpha \cos \beta
\end{aligned}
$$

Since $\overrightarrow{O C}$ bisects $\angle A O B$ the direction of the vector $\overrightarrow{O C}$ is the direction of the vector sum $\overrightarrow{O B}+\overrightarrow{O A}$. This we may write as

$$
\begin{aligned}
\overrightarrow{O C} & \cong \overrightarrow{O B}+\overrightarrow{O A} \\
& \cong \mathbf{i}(1+\cos \alpha \cos \beta)+\mathbf{j} \sin \alpha \cos \beta-\mathbf{k} \sin \beta
\end{aligned}
$$

We now compute the normal to the plane $O C E$ as

$$
\begin{aligned}
\mathbf{n}_{x} & =\overrightarrow{O C} \times \overrightarrow{O E} \\
& =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
(1+\cos \alpha \cos \beta) & \sin \alpha \cos \beta & -\sin \beta \\
0 & \sin \beta & \sin \alpha \cos \beta
\end{array}\right| \\
& =\mathbf{i}(1-\cos \alpha \cos \beta)-\mathbf{j} \sin \alpha \cos \beta+\mathbf{k} \sin \beta
\end{aligned}
$$

In summary, this vector, $\mathbf{n}_{x}$, is the normal vector to a plane which contains the origin. It is also this plane which contains all possible rotation axes for taking $\mathbf{X}$ into $x_{2}$.

### 3.7.2 All Axes which take $Y$ into $\mathbf{y}_{2}$

We now find the equation for the plane $D O Z$ which is the locus of all possible directions for rotation axes which take $\mathbf{Y}$ into $y_{2}$
(see Figure 3.10). Notice that the $\mathbf{Z}$-axis is normal to the plane of $\mathbf{Y}$ and $y_{2}$, and that $O D$ bisects the angle between $\mathbf{Y}$ and $y_{2}$. Clearly, a rotation about the $\mathbf{Z}$-axis takes $\mathbf{Y}$ into $y_{2}$. Moreover,


Figure 3.10: Locus of Axes which take Y into y
a rotation about the axis $O D$ through and angle $\pi$, also takes $\mathbf{Y}$ into $y_{2}$. Hence, just as before, the plane $D O Z$ which contains both of these two axes, must therefore contain all axes which take $\mathbf{Y}$ into $y_{2}$.

The normal to the plane $D O Z$, which we denote $\mathbf{n}_{y}$, is defined by the cross-product of vectors $\overrightarrow{O D}$ and $\mathbf{k}$ (along the $\mathbf{Z}$ axis). The reader may verify that the direction of $O D$ is qiven by

$$
\overrightarrow{O D} \cong-\mathbf{i} \sin \alpha+\mathbf{j}(1+\cos \alpha)
$$

Therefore $\quad \mathbf{n}_{y}=\overrightarrow{O D} \times \mathbf{k}$

$$
\begin{aligned}
& =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
-\sin \alpha & (1+\cos \alpha) & 0 \\
0 & 0 & 1
\end{array}\right| \\
& =\mathbf{i}(1+\cos \alpha)+\mathbf{j} \sin \alpha
\end{aligned}
$$

In summary, this vector, $\mathbf{n}_{y}$, is the normal vector to the plane which contains the origin and also all possible rotation axes for taking $\mathbf{Y}$ into $y_{2}$.

### 3.7.3 Rotation Axis for both $X$ into $X_{2}$ and $\mathbf{Y}$ into $\mathbf{y}_{2}$

The two normal vectors, $\mathbf{n}_{x}$ and $\mathbf{n}_{y}$ computed above, define two intersecting planes. These two planes, both of which contain the origin, represent the locus of all possible axes which take $\mathbf{X}$ into $x_{2}$ and $\mathbf{Y}$ into $y_{2}$, respectively. The line of intersection of these two planes defines an axis of rotation in each plane. A rotation about this common axis, therefore, not only takes $\mathbf{X}$ into $x_{2}$ but

Note: The orthogonality of coordinate axes is preserved under rotations.
also takes $\mathbf{Y}$ into $y_{2}$, and therefore it must also take $\mathbf{Z}$ into $z_{2}$. This common axis is the intersection of the two planes as shown in Figure 3.11.

The cross-product, $\mathbf{n}_{y} \times \mathbf{n}_{x}$, gives the vector direction, $\mathbf{V}$, of this line of intersection. To compute this cross-product we write

$$
\begin{aligned}
\mathbf{V}= & \left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
(1+\cos \alpha) & \sin \alpha & 0 \\
(1-\cos \alpha \cos \beta) & -\sin \alpha \cos \beta & \sin \beta
\end{array}\right| \\
= & \mathbf{i} \sin \alpha \sin \beta \\
& -\mathbf{j}(1+\cos \alpha) \sin \beta \\
& -\mathbf{k} \sin \alpha(1+\cos \beta)
\end{aligned}
$$

or if expressed in terms of half-angles

$$
\begin{aligned}
\mathrm{V} \cong & -\mathrm{i} \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathrm{j} \cos \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathrm{k} \sin \frac{\alpha}{2} \cos \frac{\beta}{2}
\end{aligned}
$$

But this is exactly the result we obtained in Equation 3.7.


Figure 3.11: Composite Rotation Axis
This completes our preliminary analysis of rotations in $R^{3}$. Up to this point we have considered rotations in $R^{3}$, as well as sequences of two such rotations. We shall, however, need to

The group $\mathrm{SO}(3)$ is comprised of all $3 \times 3$ orthogonal matrices whose determinant is +1 .

The angle $\beta$ can never achieve angles such that $\beta>\frac{\pi}{2}$. In practice, any attempt to do so through the angle $\beta=\frac{\pi}{2}$, especially in mechanical systems such as certain Gyroscopes, causes a condition called Gimbal Lock.
consider sequences of several such rotations, and we turn to that consideration in the next chapter.

### 3.8 Singularities in SO (3)

Designers of Coordinate Transformers know well that
Inherent in every minimal Euler angle rotation sequence in $S O(3)$ - the group whose elements are the Special Orthogonal matrices in $R^{3}$ - is at least one singularity.

In order to gain some insight and understanding of what this statement means, we consider again the familiar tracking sequence described in Section 3.6. That particular (most common) tracking example involved a rotation through an angle $\alpha$ about the $z$-axis, followed by a rotation through an angle $\beta$ about the new $y$-axis. The domain for these tracking angles is

$$
-\pi<\alpha \leq \pi \quad \text { and } \quad-\pi / 2 \leq \beta \leq \pi / 2
$$

For any $\alpha$, as the angle $\beta$ increases from $\frac{\pi}{2}-\epsilon$ toward, say, $\frac{\pi}{2}+\epsilon$, the angle $\alpha$, when $\beta=\frac{\pi}{2}$, must instantaneously go to $\alpha+\pi$. This is necessary to maintain the uniqueness of $(\alpha, \beta)$ over the unit sphere. The behavior of $\alpha$ at $\beta=\frac{\pi}{2}$ represents the singularity for this particular tracking sequence; every Euler angle-axis sequence in $\mathrm{SO}(3)$ has at least one such singularity.

## Chapter 4

## Rotation Sequences in $R^{3}$

### 4.1 Introduction

In the preceding chapter we showed that a $3 \times 3$ matrix represents a rotation in $R^{3}$ if and only if it is an orthogonal matrix and has determinant +1 . We also showed that the product of two rotation operators is another rotation operator, and we developed methods for finding the axis and the angle for any rotation represented by a matrix. Further, we found the matrices representing rotations about each of the coordinate axes, and we used these in our tracking example. However, up to this point we have actually used only a sequence of two such rotation operators. In the work that follows it will be important to analyze sequences of several such rotation operators, and so in this chapter we introduce a convenient notation which allows us to do just that. We shall also introduce the important concept of Euler angles, and shall consider three important examples: an Aerospace Sequence, an Orbit Ephemeris Sequence, and a Great Circle Navigation Sequence.

### 4.2 Equivalent Rotations

Earlier, in Section 2.5.3, we introduced the idea of equivalent rotations, that is, different rotations which result in the same final vector-frame relationship. In particular, we mentioned that a rotation of the reference frame through an angle $\theta$ while the points (or vectors) remain fixed results in the same vector-frame relationship as does rotating the points (or vectors) through the angle $-\theta$ while the reference frame remains fixed. We noted also that the inverse of a rotation through an angle $\theta$ is a rotation about the same axis through the angle $-\theta$, and further that the rotations of the reference frame and rotations of the points (or vectors) are exactly the inverses of each other.

In this section we consider several sequences of rotation operators which result in the same final vector-frame relationship. Such rotation sequences are said to be equivalent. It is helpful here to introduce a convenient notation, pictorial in nature, for representing and even constructing these sequences. This notation will allow us to represent sequences of rotation operators in a sort of flow chart form.

### 4.2.1 New Rotation Symbol

Up to this point we have used the symbol $R_{\alpha}^{z}$ to represent, say, a rotation through an angle $\alpha$ about the $\mathbf{Z}$-axis. Our new symbol


Figure 4.1: Our New Rotation Symbol
for this same rotation is given in Figure 4.1. Also see the note in the margin.

The notation for a sequence of rotation operators is then a string of these symbols, the order of the sequence being from left to right. Thus the sequence of two coordinate frame rotations which are represented by the matrix in Equation 3.5 is symbolically represented as shown in Figure 4.2. Proceeding from left to right, the first rotation is through an angle $\alpha$ about the Z -axis, followed by a second rotation through an angle $\beta$ about the new y -axis.


Figure 4.2: The Tracking Rotation Sequence
It is clear, as we have remarked before, that the inverse of a rotation through an angle $\alpha$ about some axis is simply a rotation through the angle $-\alpha$ about that same axis. Further, it is clear, particularly in the case of the tracking example, that the inverse of a sequence of rotation operators is simply the product of the inverses of the individual rotations in the sequence, written in reverse order. Thus the inverse of the tracking sequence is a


Figure 4.3: Tracking Sequence and its Inverse
rotation through the angle $-\beta$ about the $y$-axis, followed by a rotation through the angle $-\alpha$ about the $\mathbf{Z}$-axis. This certainly is clear geometrically, if not algebraically. Our new notation nicely represents this fact as is shown in Figure 4.3.

In this figure, the closed-loop merely indicates that the final frame is the same as the initial frame; that is, this sequence is an identity. Such a sequence is said to be closed. This attribute of a sequence we will find very useful in our analysis of coordinate relationships. The solid line which closes the loop emphasizes that the output frame of this sequence of rotations is exactly the same as its input frame. That is to say, the final vector-frame relationship produced by the closed sequence is exactly the same as the initial vector-frame relationship to which the sequence is applied.

### 4.2.2 A Word of Caution

For any sequence of rotations, we must understand that the axis. of rotation, indicated below each rotation symbol, is always one of the axes of the input frame to that particular rotation symbol.


Figure 4.4: Rotation Sequence Notation
In any sequence of rotations if, as shown in Figure 4.4, we let $c_{n}$ denote the $n^{t h}$ coordinate frame whose axes are $x_{n}, y_{n}$, and $z_{n}$ then, the frame, denoted $c_{n+1}$ is the output frame after the $\alpha$ rotation and it is the input frame to the $\beta$-rotation. Therefore, in this case,

$$
\text { and } \begin{aligned}
z_{n+1} & =z_{n} \\
y_{n+2} & =y_{n+1}
\end{aligned}
$$

In the light of this explanation, there should be no ambiguity as to the axes indicated in the notation used in Figures 4.2.

Further, it should be clear that, in general, subscripts are not necessary in the notation for rotation sequences - especially, closed sequences. To minimize congestion, from this point on subscripts will be used only when absolutely necessary.

### 4.2.3 Another Word of Caution

In the applications which follow we will often encounter angles which have a well established and accepted meaning. These angles have a sense, positive or negative, determined by some convention independent of the coordinate frame. For example, by convention we consider East Longitudes to be positive, so that West Longitudes are negative. Similarly, we take North Latitudes to be positive and South Latitudes to be negative.

On the other hand, the sense of the actual rotation angle itself will always be determined by the right-hand rule as it is applied to the coordinate frame at that point. The problem is that the sense of the rotation angle may or may not agree with that of the angle defined by convention. (For example, consider Longitude or Latitude angles.)

Our new notation is designed to alleviate this difficulty, in the following way. In this notation, the circle always displays the rotation angle. If, say, $\alpha$ is the angle defined by convention, our new notation will display $\alpha$ in the circle whenever these two senses (convention sense and right-hand rule sense) agree; if the senses do not agree, then we write $-\alpha$ in the circle. Therefore, it is very important, at each point in a rotation sequence to be certain of the coordinate frame right-hand rule orientation, as well as the sense of the angle as conventionally defined. In the examples which follow, we shall be careful to do this. The Great Circle Navigation application considered later in Section 4.6, is an important case in point.

### 4.2.4 Equivalent Sequence Pairs

We now consider a closed sequence of $n$ Euler angle-axis rotations, $R_{i}$, for $n \geq 4$. We write the product of these rotations as

$$
\begin{equation*}
\prod_{i=1}^{n} R_{i}=R_{1} R_{2} R_{3} \cdots R_{n}=I \tag{4.1}
\end{equation*}
$$

We emphasize that closure means that the sequence must be an identity, as indicated. This entire identity sequence may be partitioned at any point in the sequence into two contiguous sub-sequences as follows

$$
\begin{equation*}
\underbrace{R_{1} R_{2} \cdots R_{k}}_{M} \overbrace{R_{k+1} R_{k+2} \cdots R_{n}}^{N}=I=\text { Identity } \tag{4.2}
\end{equation*}
$$

Several such sub-sequence pairs are, in general, possible. The first sub-sequence, comprising the first $k$ rotations, we will call sequence $M$; the second sub-sequence, which comprises the remaining successive $n-k$ rotations, we will call sequence $N$. Then, of course, we have

$$
\begin{aligned}
M N & =I=\quad \text { Identity } \\
\text { That is, } \quad M & =N^{-1}=N^{t}
\end{aligned}
$$

More explicitly this means that $M$ and $N^{t}$ are equivalent Euler angle-axis rotation sequences. Thus, given a closed sequence, it is easy to find equivalent sequence pairs, as we do in the next section.

### 4.2.5 An Application

We will now use the ideas in the foregoing sections to determine a sequence of three rotations which we will show is exactly equivalent to the tracking sequence, in the sense we have just been discussing.

For this new sequence we arbitrarily let the first rotation be about the $\mathbf{X}$-axis through an angle $\psi$. The second rotation we take about the new $y$-axis through an angle $\theta$, and the third rotation we take about the newest x -axis through an angle $\phi$.


Figure 4.5: An Equivalent Rotation Sequence
We note, incidentally, that we could have used any sequence of three rotation axes, as long as successive axes are distinct.

Our claim is that there are appropriate angles for each of the three indicated axes, represented in Figure 4.5, such that the composite rotation is equivalent to the tracking rotation in Equation 3.5. Incidentally, the sequence of rotations shown in


Figure 4.6: An Identity Rotation Sequence
Figure 4.2 followed by the inverse of the equivalent sequence shown in Figure 4.5, must be equivalent to the identity. In other words, the resulting output frame must be the same as the input frame. This fact is indicated in Figure 4.6 by the line connecting the output to the input of the rotation sequence.

We justify our claim by showing that the required angles $\psi, \theta$, and $\phi$ indeed do exist. In fact, we find expressions from which the required angles may actually be calculated. In terms
of rotation matrices, we must have

$$
R=R_{\phi}^{x} R_{\theta}^{y} R_{\psi}^{x}=R_{\beta}^{y} R_{\alpha}^{z}
$$

Using the matrices of the form given in Equations 3.2 and 3.3 we calculate the product of the rotation operators on the left side of the above equation. Then, equating the elements in this matrix with the corresponding elements of the matrix in Equation 3.5, we obtain the following set of equations

$$
\begin{array}{ll}
r_{11}=\cos \theta & =\cos \alpha \cos \beta \\
r_{12}=\sin \psi \sin \theta & =\sin \alpha \cos \beta \\
r_{13}=-\cos \psi \sin \theta & =-\sin \beta \\
r_{21}=\sin \theta \sin \phi & =-\sin \alpha \\
r_{22}=\cos \psi \cos \phi-\sin \psi \cos \theta \sin \phi & =\cos \alpha  \tag{4.3}\\
r_{23}=\sin \psi \cos \phi+\cos \psi \cos \theta \sin \phi & =0 \\
r_{31}=\sin \theta \cos \phi & =\cos \alpha \sin \beta \\
r_{32}=-\cos \psi \sin \phi-\sin \psi \cos \theta \cos \phi & =\sin \alpha \sin \beta \\
r_{33}=-\sin \psi \sin \phi+\cos \psi \cos \theta \cos \phi & =\cos \beta
\end{array}
$$

From $r_{11}$ we get

$$
\cos \theta=\cos \alpha \cos \beta
$$

Dividing $r_{21}$ by $r_{31}$ gives

$$
\tan \phi=-\frac{\tan \alpha}{\sin \beta}
$$

Dividing $r_{12}$ by $r_{13}$ gives

$$
\tan \psi=\frac{\sin \alpha}{\tan \beta}
$$

Thus we have obtained expressions for the angles $\psi, \theta$, and $\phi$ as functions of angles $\alpha$ and $\beta$. Hence, given values for $\alpha$ and $\beta$ we may compute values for the required three angles. The solutions, in general, will not be unique, as is the case for most
trigonometric equations. Uniqueness can be obtained by carefully specifying the allowable domains for these angles.

Many other rotation sequences are also equivalent to the tracking rotation sequence. We have merely demonstrated the existence of such sequences of rotations through three Euler angles. In the next section we explore such sequences in more detail.

### 4.3 Euler Angles

Leonard Euler (1707-1783) was one of the giants in mathematics. Among the myriad of noteworthy contributions he made to the Physical Sciences in general, and mathematics in particular, many of which bear his name, is his work in Mechanics and Dynamics. In connection with his work in celestial mechanics Euler stated and proved a theorem which is closely related to our work here. The theorem states that

Any two independent orthonormal coordinate frames can be related by a sequence of rotations (not more than three) about coordinate axes, where no two successive rotations may be about the same axis.

When we say 'two independent coordinate frames are related' we mean that a sequence of rotations about successive coordinate axes will rotate the first frame into the second.

The angle of rotation about a coordinate axis is called an $E u$ ler Angle. A sequence of such rotations is often called an Euler Angle Sequence, or more precisely an Euler Angle-axis Sequence, since the sequential order of the axes about which each rotation is taken is an important matter.

The restriction that successive axes of rotation be distinct still permits at least twelve Euler angle-axis sequences. That is

This theorem, which we do not prove, guarantees the existence of sequences of three such rotations which properly relate two independent coordinate frames. We will find such sequences for a number of interesting examples.
to say: Any two arbitrary but distinct coordinate frames may be completely related using any one of twelve different angle-axis sequences. These twelve axis-sequences are

| $x y z$ | $y z x$ | $z x y$ |
| :--- | :--- | :--- |
| $x z y$ | $y x z$ | $z y x$ |
| $x y x$ | $y z y$ | $z x z$ |
| $x z x$ | $y x y$ | $z y z$ |

We read these sequences from left to right; that is, the sequence xzy means a rotation about the $\mathbf{X}$-axis, followed by a rotation about the new z-axis, followed by a rotation about the newer y -axis. Notice that in our example of the preceding section we used the sequence of axes xyx. We could as well have used any one of the other sequences.

These angles are called Euler angles because it was Leonard Euler who first used angle sequences to determine orbit relationships in celestial mechanics. In the remaining sections in this chapter we give several examples and applications of specific Euler sequences which are of current interest. The first example is the well-known Aerospace sequence, described in the next section. A second example we call the Orbit sequence. Then, as an application of these two sequences we show how one might compute the Orbit Ephemeris of, say, a near-earth satellite. Finally, we use an Euler angle sequence in an application for navigation which determines the great-circle course between two points on the surface of the earth.

### 4.4 The Aerospace Sequence

In the Euler Angle-axis Sequences tabulated in the preceeding

It is helpful if in the presentation of the Aerospace sequence we identify intuitively with the Heading and Attitude Indicator in an aircraft. section, zyx, is the sequence commonly used in Aircraft and Aerospace applications. For example, a primary flight instrument in virtually every cockpit, called the Heading and Atti-
tude Indicator, continuously relates the orientation of the Aircraft frame to a Reference frame (Earth's local tangent plane and North) in accordance with Figure 4.7. In this Aerospace application the positive $x$-axis of the aircraft body frame points forward along the aircraft longitudinal axis; the positive $y$-axis


Figure 4.7: Aircraft Euler Angle Sequence
is directed along the right wing; the positive z -axis is normal to the x and y axes, pointing downward. This defines a righthanded orthonormal body coordinate frame for the aircraft.

The reference coordinate frame is defined in terms of the Earth's local tangent plane and North. That is, the positive Zaxis is directed geocentrically (downward). The positive $\mathbf{X}$-axis points north in the tangent plane and the positive $\mathbf{Y}$-axis points east. This 'local' Earth-referenced triad defines a right-handed orthonormal reference frame.

These two frames are related by the Heading and Attitude sequence of rotations specified in Figure 4.7: From the Reference coordinate frame, first a rotation through the angle $\psi$ about the Z-axis defines the aircraft Heading. This is followed by a rotation about the new y-axis through an angle $\theta$ which defines the aircraft Elevation. Finally, the aircraft Bank angle, $\phi$, is a rotation about the newest x-axis. These three Euler angle rotations relate the Body coordinate frame of the aircraft to the local Reference coordinate frame of the Earth.

The relative orientation of these two coordinate frames is illustrated geometrically in Figure 4.8.

The Aircraft Heading and Attitude Indicator, which early-on has been commonly referred to as the 'Eight-Ball', is perhaps the primary flight instrument in the cockpit of every aircraft.

The terms Yaw, Pitch, and Roll, which are often incorrectly used to refer to the heading and attitude of an aircraft, are more properly used to represent incremental deviations or perturbations of the current aircraft attitude and heading state.

## Heading \& Attitude Conventions

As indicated in Figure 4.7, the sense of the angles, $\psi, \theta$, and $\phi$, by convention agrees with the righthand rule. That is, a positive heading angle, $\psi$, is directed to the right; a positive elevation angle, $\theta$, indicates climb; a positive bank angle, $\phi$, corresponds to a right turn


Figure 4.8: Aerospace Euler Sequence

The Aerospace rotation sequence of Figure 4.7, which is illustrated in Figure 4.8, is expressed as the matrix product

$$
\begin{align*}
R & =R_{\phi}^{x} R_{\theta}^{y} R_{\psi}^{z}  \tag{4.4}\\
& =R_{\phi}^{x}\left[\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right]\left[\begin{array}{cc}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi \\
0 & 0 \\
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta \cos \psi & \cos \theta \sin \psi & -\sin \theta \\
-\sin \psi & \cos \psi & 0 \\
\sin \theta \cos \psi & \sin \theta \sin \psi & \cos \theta
\end{array}\right] \\
& =\left[\begin{array}{c}
\cos \psi \cos \theta \\
\left(\begin{array}{c}
\cos \psi \sin \theta \sin \phi \\
-\sin \psi \cos \phi \\
\cos \psi \sin \theta \cos \phi \\
+\sin \psi \sin \phi
\end{array}\right)\left(\begin{array}{c}
\sin \psi \cos \theta \\
+\sin \theta \sin \phi \\
\sin \psi \sin \theta \cos \phi \\
-\cos \psi \sin \phi
\end{array}\right) \\
\cos \theta \sin \phi \\
\cos \theta \cos \phi
\end{array}\right]
\end{align*}
$$

This product of rotation matrices is itself a rotation matrix which represents the Aerospace Sequence in terms of Heading \& Attitude. This matrix may be viewed as a single rotation about some axis (in general, not a coordinate axis) which takes the reference coordinate frame into the body coordinate frame. This is another important consequence of Euler's theorem. Using our methods developed earlier we could, if we so desired, find the axis and the angle of this single rotation, which would be equivalent to this Aerospace Euler sequence of rotations.

### 4.5 An Orbit Ephemeris Determined

In Section 4.3 we listed the twelve possible Euler angle-axis rotation sequences. Each rotation in these sequences occurs about the indicated coordinate frame axes. In this section we consider the application of two such sequences to the determination of an orbit ephemeris associated with a near-earth orbiting satellite. An orbit ephemeris of such an orbiting body is simply a tabulation of the earth longitude and latitude of the remote body as a function of time. It specifies, for a given point in time, the location, on the surface of the earth, of the geocentric radial direction to the satellite. In Figure 4.9 the radial direction is specified by the point $R$, and the longitude and latitude of the point $P$, which is on the surface of the earth.

In order to compute values for the parameters which define the orbit ephemeris, we define both an inertially fixed reference frame and an orbit frame. We then define two Euler angle-axis sequences of rotations, each od which relates the inertially fixed frame and the orbit frame. It is clear that these two sequences must be equivalent. This allows us to equate corresponding elements in the matrices which represent these two sequences, and in turn allows us to derive algorithms of interest. We begin with an Euler angle-axis sequence for orbits.


Figure 4.9: Orbit Euler Angle Sequence

### 4.5.1 Euler Angle-Axis Sequence for Orbits

It is quite likely the third or fourth sequence in column three of the tabulation in Section 4.3, namely, zxz or zyz, was the first sequence employed by Euler in connection with his work in orbit mechanics. We consider the orbit of a 'near-earth' satellite, and begin by defining an inertially fixed reference frame. In this reference frame the $\mathbf{X}$ and $\mathbf{Y}$ axes are contained in the equatorial plane of the earth, that is, a plane which contains the earth equator. The Z-axis is normal to this XY plane such that the $\mathbf{X Y Z}$ frame is right-handed. Finally, the $\mathbf{X}$-axis is 'fixed' in the direction of the constellation Aries. See Figure 4.9. For our purposes, this XYZ frame we adopt as our inertially fixed reference frame.

The orbit trajectory of the near-earth satellite is illustrated in Figure 4.9. The plane NOR is the orbital plane. This orbital plane and the equatorial plane intersect in a line ON, called the line of nodes, on which the point N is the ascending node. We define the orientation of the orbital plane by means of two Euler angle rotations from the inertially fixed reference frame, as shown in Figure 4.9. The first rotation is about the reference frame $\mathbf{Z}$-axis through an angle $\Omega$ (Omega) such that the new positive x -axis contains the orbit ascending node, N . The second rotation is about this new x -axis through an angle $\iota$ (iota)


Figure 4.10: Euler Angle Sequence for Orbits
such that the new y-axis lies in the orbital plane. The angle $\iota$ is usually called the inclination angle of the orbital plane, and the new z -axis is normal to this orbital plane.

We now define the orbit frame by using a third rotation about the new z-axis through an angle $\nu$ (nu), so that the resulting new x -axis points toward the orbiting body. This sequence of three Euler angle rotations is called the Euler angle Sequence for Orbits. See Figure 4.10. In summary, the orbit frame has a geocentric origin, the $x$-axis contains the orbiting body, and the z -axis is normal to the plane of the orbit (directed such that it is in the direction of the orbit angular rate vector). The $y$-axis is directed such that the orbit frame is a right-handed coordinate frame.

Proceeding just as before, we may now calculate the rotation matrix which takes the inertially fixed reference frame into the orbit frame. We have

$$
\left.\begin{array}{rl}
S & =S_{\nu}^{z} S_{\iota}^{x} S_{\Omega}^{z}  \tag{4.5}\\
& =S_{\nu}^{z}\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \iota & \sin \iota \\
0 & -\sin \iota & \cos \iota
\end{array}\right]\left[\begin{array}{ccc}
\cos \Omega & \sin \Omega & 0 \\
-\sin \Omega & \cos \Omega & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\cos \nu & \sin \nu & 0 \\
-\sin \nu & \cos \nu & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \Omega & \sin \Omega & 0 \\
-\sin \Omega \cos \iota & \cos \Omega \cos \iota & \sin \iota \\
\sin \Omega \sin \iota & -\cos \Omega \sin \iota & \cos \iota
\end{array}\right] \\
& =\left[\begin{array}{c}
\cos \Omega \cos \nu- \\
\sin \Omega \cos \iota \sin \nu \\
-\cos \Omega \sin \nu- \\
\sin \Omega \cos \iota \cos \nu \\
\sin \Omega \sin \iota
\end{array}\right)\left(\begin{array}{c}
\sin \Omega \cos \nu+ \\
\cos \Omega \cos \iota \sin \nu \\
-\sin \Omega \sin \nu+ \\
\cos \Omega \cos \iota \cos \nu \\
-\cos \Omega \sin \iota
\end{array}\right) \sin \iota \sin \nu \\
\sin \iota \cos \nu \\
\cos \iota
\end{array}\right] .
$$



Orbit Geometry The relevant spherical triangles are reproduced here and on subsequent pages as a reference to the rotations.

Once again, we recognize that this composite rotation matrix may also be viewed as a single rotation which will take the reference frame into the orbit frame. And, should we so desire, we could find the axis and the angle of this rotation.

### 4.5.2 The Orbit Ephemeris Sequence

The sequence shown in Figure 4.10, namely, the Euler angle Sequence for Orbits, takes the inertially fixed reference frame into the orbit frame, with the newest x-axis through point $P$, which is on the geocentric line to the orbiting body (see Figure 4.9).

In order to determine the orbit ephemeris, that is the Latitude and Longitude of point $P$ on the surface of the earth, we invoke a zyx sequence, namely, an Aerospace Euler angle sequence, such as the one shown in Figure 4.7. More specifically, we define this sequence so that it is exactly equivalent to the sequence for orbits shown in Figure 4.10. This sequence, shown in Figure 4.11, we call the Orbit Ephemeris Sequence.


Figure 4.11: Orbit Ephemeris Sequence

The first rotation in this sequence is a rotation about the Z-axis through an angle $\sigma$ so that the new x-axis coincides with the line $O Q$ in Figure 4.9. The second rotation is about the new y -axis through an angle $-L$ (see margin), so that the new x -axis coincides with the line $O R$. (This was the case with the orbit frame in the preceding section.) The third rotation is about the newest x-axis, through an appropriate angle $\alpha$, so as to rotate the y-axis into the orbital plane $N O R$. The result is then exactly the orbit frame of the preceding section. Thus the orbit ephemeris sequence of rotations, shown in Figure 4.11 must be equivalent to the Euler angle sequence for orbits, of Figure 4.10.

In summary, we have the following notation:

$$
\begin{aligned}
\Omega & =\text { angle to the orbit ascending node } \\
\iota & =\text { the orbit angle of inclination } \\
\nu & =\text { the argument of the latitude to orbiting body } \\
\alpha & =\text { ephemeris path direction angle } \\
L & =\text { Earth-latitude of orbiting body } \\
\lambda & =\text { Earth-longitude of orbiting body } \\
\lambda_{0} & =\text { Greenwich wrt X-axis } \\
\sigma & =\lambda+\lambda_{0}
\end{aligned}
$$

The angle $\lambda_{0}$ locates zero longitude (Greenwich), on the surface of the rotating Earth, with respect to the $\mathbf{X}$-axis (Aries) of the inertially fixed frame. Clearly, the parameters, $\nu, \alpha, L$, and $\sigma$, are time-varying functions of the orbital angular rate, $\omega_{o}$, and the Earth's angular rate, $\omega_{e}$. In what follows, however, we simply compute the ephemeris in terms of the orbit parameters.

Note that the sense of the angle $\sigma$ agrees with that of the frame. However, the angle $L$ in this sequence is the latitude of point $P$. Its sense differs from that specified by the right-hand rule. Thus the rotation angle is $-L$, as shown in the Figure 4.11.


Orbit Geometry

The orbit ephemeris sequence is shown in Figure 4.11 and the matrix product which represents this rotation sequence is

$$
\left.\left.\begin{array}{rl}
R & =R_{\alpha}^{x} R_{-L}^{y} R_{\sigma}^{z}  \tag{4.6}\\
& =R_{\alpha}^{x}\left[\begin{array}{ccc}
\cos L & 0 & \sin L \\
0 & 1 & 0 \\
-\sin L & 0 & \cos L
\end{array}\right]\left[\begin{array}{ccc}
\cos \sigma & \sin \sigma & 0 \\
-\sin \sigma & \cos \sigma & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha & \sin \alpha \\
0 & -\sin \alpha & \cos \alpha
\end{array}\right]\left[\begin{array}{ccc}
\cos L \cos \sigma & \cos L \sin \sigma & \sin L \\
-\sin \sigma & \cos \sigma & 0 \\
-\sin L \cos \sigma & -\sin L \sin \sigma & \cos L
\end{array}\right] \\
& =\left[\begin{array}{c}
\cos \sigma \cos L \\
\left(\begin{array}{c}
-\cos \sigma \sin L \sin \alpha \\
-\sin \sigma \cos \alpha \\
-\cos \sigma \sin L \cos \alpha \\
+\sin \sigma \sin \alpha
\end{array}\right)\binom{-\sin \sigma \sin L \sin \alpha}{+\cos \sigma \cos \alpha} \\
\cos L \sin \alpha \\
-\sin \sigma \sin L \cos \alpha \\
-\cos \sigma \sin \alpha
\end{array}\right) \\
\cos L \cos \alpha
\end{array}\right] . ⿺ 辶 ⿸ 丆 ⿰ 丨 丶 口 \begin{array}{c} 
\\
\hline
\end{array}\right]
$$

Since these two angle－axis sequences，namely the Orbit se－ quence and the Ephemeris sequence，are equivalent，we may equate corresponding elements in their matrix representations， as given in Equations 4.5 and 4．6．If we equate the elements of the first row and third column，we obtain

$$
\sin L=\sin \iota \sin \nu
$$

If in each matrix we divide the element in the second row and third column by the element in the third row and third column， and then equate the results，we have

$$
\frac{\cos L \sin \alpha}{\cos L \cos \alpha}=\tan \alpha=\frac{\sin \iota \cos \nu}{\cos \iota}=\tan \iota \cos \nu
$$

Similarly，if in each matrix we divide the second element in the first row by the first element in that row and equate the resulting fractions we obtain

$$
\frac{\sin \sigma \cos L}{\cos \sigma \cos L}=\tan \sigma=\frac{\sin \Omega \cos \nu+\cos \Omega \cos \iota \sin \nu}{\cos \Omega \cos \nu-\sin \Omega \cos \iota \sin \nu}
$$

In this latter fraction we may divide all terms by the term $\cos \Omega \cos \nu$ to obtain

$$
\tan \sigma=\frac{\tan \Omega+\cos \iota \tan \nu}{1-\tan \Omega \cos \iota \tan \nu}
$$

In summary we have

$$
\begin{aligned}
\sin L & =\sin \iota \sin \nu \\
\tan \alpha & =\tan \iota \cos \nu \\
\tan \sigma & =\frac{\tan \Omega+\cos \iota \tan \nu}{1-\cos \iota \tan \nu \tan \Omega}
\end{aligned}
$$

We may now use these equations, given some point in time, to compute the latitude $L$ to the orbiting body, as well as the angle $\sigma$. From the angle $\sigma$, given a value for $\lambda_{0}$ we may compute the longitude $\lambda$ to the orbiting body; that is, we may compute the orbit ephemeris, which was our goal. The angle $\alpha$, incidentally, is related to the path direction of the ephemeris at a given time.

### 4.6 Great Circle Navigation

Our last example of the application of a sequence of Euler angle rotations deals with the problem of great circle navigation. In this example a rotation sequence is constructed for a great circle path between two points, $A$ and $B$, on the surface of the earth, as shown in Figure 4.12. We assume that the latitude and longitude for the points $A$ and $B$ are known, which means that in Figure 4.12 the angles $\lambda_{1}, \lambda_{2}, L_{1}$, and $L_{2}$ are all given.

Relative to this great circle path we specify three angles. The first is the angle $\psi_{1}$, which is the heading of the great circle path at point $A$, toward point $B$. The second is the angle $\theta$, which is the radian distance along the path from point $A$ to point $B$. The


Great Circle Path
The spherical trapezoid is redrawn here in the margin for reference as we step through the sequence of rotations.

## CAUTION

Conventionally, Longitude, $\lambda$, and Latitude, $L$, are positive quantities, measured either east or west from Greenwich zero, or north or south from the equator, respectively. In order to deal with these quantities algebraically, we shall define the domains for $\lambda$ and $L$, as follows:

$$
\begin{gathered}
-\pi<\lambda<\pi \\
-\frac{\pi}{2}<L<\frac{\pi}{2}
\end{gathered}
$$

For Longitude, we define east to be positive and west negative. For Latitude, we take north to be positive and south negative.
third angle $\psi_{2}$, is the heading of arrival or the approach heading at point $B$. Heading, by convention, is always measured relative to North. In this section we derive algorithms for computing each of these angles. Again in this example we use a sequence of


Figure 4.12: Great Circle Path
Euler angle rotations. Our approach here, however, is somewhat different from our earlier examples. Here we shall construct a sequence of seven rotations, such that their product is the identity. This composite identity sequence is then partitioned into two subsequences, say, M and N , as illustrated in Section 4.2.3. From this pair (which we know are inverses of one another) we then derive the desired algorithms.

We begin the rotation sequence from an earth-fixed, righthanded XYZ-reference frame, as in Figure 4.12. The XY-plane lies in the earth's equatorial plane, the $\mathbf{X}$-axis is directed positively at Greenwich zero longitude, and the $\mathbf{Z}$-axis coincides
with the Earth polar axis, directed North.
Since it is often difficult to visualize and to properly interpret the geometric effect of a sequence of several rotations, we define each rotation and accompany it with a figure which shows its geometric effect.


Figure 4.13: Rotation thru $\lambda_{1}$ about the $\mathbf{Z}$-axis

The first rotation in our sequence is a rotation about the Z-axis through the angle $\lambda_{1}$, such that the new $x$-axis is in the direction of the longitude of point $A$, measured from Greenwich zero.

The second rotation is taken about the new $y$-axis through an angle $L_{1}$ (the latitude of point $A$ ), such that the new x -axis contains the point $A$. Note, however, that the right-hand rule, as applied to this rotation defines a positive rotation direction which is opposite the sign of the indicated Latitude angle, $L_{1}$. Therefore, the rotation angle must be the negative of $L_{1}$, that is, $-L_{1}$, as indicated later in Figure 4.20.


Figure 4.14: Rotation thru $L_{1}$ about the $y$-axis
It is very important to emphasize that rotation directions (that is, whether positive or negative) are always frame dependent, as determined by the right-hand rule. In this second rotation this means that if $L_{1}$ is positive, the rotation direction is negative, while if $L_{1}$ is negative, the rotation direction is positive. Hence the label $-L_{1}$ at this point in the sequence.

The third rotation is about the new x -axis (which, incidentally, is the local vertical axis at point $A$ ) through the heading angle $\psi_{1}$. The new z-axis now lies in a direction tangent to the great circle path at point $A$ directed toward point $B$. This is the heading, at point $A$, of the great circle path from point $A$ to point $B$.


For clarity sake and to avoid pictorial conjestion, here and in some of the following figures, we show the newly rotated coordinate frame on the surface of the sphere and properly related to the great circle path we seek to define.

By convention, the Heading angle, $\psi$, is always positive $(0 \leq$ $\psi<2 \pi)$. As in the second rotation, the right-hand rule, however, dictates a negative rotation direction. The required rotation angle is therefore labelled, $-\psi_{1}$, as shown in Figure 4.15.

The fourth rotation is about the new $y$-axis through the angle $\theta$. After this rotation the new x -axis contains point $B$ and hence represents the local-vertical at point $B$. Note that the new $z$-axis now lies in a direction still tangent to the great circle path but at point $B$. Here again, the right-hand rule specifies the rotation angle to be $-\theta$.


Figure 4.16: Rotation thru $\theta$ about the $y$-axis
Since $\theta$ is the radian distance between points $A$ and $B$, the linear distance is equal to $R \theta$, where R is taken to be the radius of the Earth, in this application.

The fifth rotation is about the new x -axis through the angle $\psi_{2}$. This angle is the heading of arrival at point $B$. Since the rotation is about the x -axis, it remains in the local vertical direction at point $B$. After rotation through the angle, $\psi_{2}$, the new z -axis points north from point $B$ and the y -axis points west.


Figure 4.17: Rotation thru $\psi_{2}$ about the x -axis

The sixth rotation is about the new y-axis through the angle $L_{2}$, which is the latitude of point $B$. After this rotation the new $x$-axis lies in the original $X Y$-plane, and the new $z$-axis coincides with the original Z-axis of the XYZ Reference Frame.


Figure 4.18: Rotation thru $L_{2}$ about the $y$-axis

The seventh and final rotation in our sequence is about the new $\mathbf{z}$-axis (which is the original reference frame $\mathbf{Z}$-axis) through the angle $\lambda_{2}$, the longitude of point $B$ as measured from Greenwich zero. This final rotation takes the x -axis back to the original $\mathbf{X}$-axis, and therefore the y -axis back to the original $\mathbf{Y}$-axis. That is to say, after these seven rotations the rotated coordinate frame is back to its original reference frame orientation.


Figure 4.19: Rotation thru $\lambda_{2}$ about the z -axis
Note, here again, that whether the angle $\lambda_{2}$ is positive or negative, the right-hand rule requires that the rotation angle be $-\lambda_{2}$, as shown in the sequence of Figure 4.20.

This completes the detailed development of and relationship between the seven angles in the closed rotation sequence summarized Figure 4.20.


Figure 4.20: Great Circle Path Rotation Sequence
We make two useful remarks about this diagram:
First, we may begin this sequence at any point and still have the identity transformation, so long as all of the rotations are included in the same order. Thus the sequence of rotations represented in Figure 4.21 is also the identity, except that the three unknown angles occur first. We notice also that two consecutive


Figure 4.21: Modified Rotation Sequence
rotations in this sequence, namely, $-\lambda_{2}$ and $\lambda_{1}$, are both about the z-axis. This two rotation sequence is, of course, equivalent to a single rotation about the same axis through the angle $-\lambda_{2}+\lambda_{1}$. Thus, we define an auxilliary angle $\sigma$ by

$$
\sigma=\lambda_{2}-\lambda_{1}
$$

and we replace these two rotations in the sequence with a single rotation about the z -axis through the angle $-\sigma$, as shown in Figure 4.22.

Recall that the angles we seek to determine are the angles $\psi_{1}, \theta$, and $\psi_{2}$. Note that these now occur first in the sequence and that this sequence is still the identity.


Figure 4.22: Simplified Rotation Sequence
The second remark we make about rotation sequences is that the entire sequence may be partitioned as shown in Figure 4.22,

This kind of analysis of closed rotation sequences, as introduced in Section 4.2.3, will prove to be very useful in our work into two non-overlapping segments, each of which is itself a rotation sequence. Moreover, since the product of these two contiguous rotation sequences is the identity, it follows that these two segments are also inverses of one another.

We now apply these remarks to the sequence as shown partitioned in Figure 4.22 into subsequences, $M$ and $N$. Recall that the inverse of a rotation sequence is obtained by reversing the order and changing the signs of the angles of rotation. Therefore, the inverse of the second segment of the partition is the sequence shown in Figure 4.23.


Figure 4.23: Known Rotation Sequence, $N^{-1}$

It follows that this inverse sequence is now equivalent to the first segment of the partition, namely $M$, as shown in Figure 4.24. We next write these rotation sequences using matrix


Figure 4.24: Rotation Sequence of Unknowns, $M$


Great Circle Path
notation. In doing so we recall that for a rotation matrix

$$
R_{z,-\alpha}=R_{z, \alpha}^{t}
$$

The equivalence of the two sequences, $M$ and $N^{-1}$, represented in matrix form, gives us the important matrix equation

$$
\begin{equation*}
M=R_{x, \psi_{2}} R_{y, \theta}^{t} R_{x, \psi_{1}}^{t}=R_{y, L_{2}}^{t} R_{z, \sigma} R_{y, L_{1}}=N^{-1} \tag{4.7}
\end{equation*}
$$

If we denote the elements of $M$ by $m_{i j}$ we have

$$
\begin{align*}
M & =R_{x, \psi_{2}} R_{y, \theta}^{t} R_{x, \psi_{1}}^{t}  \tag{4.8}\\
& =\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]
\end{align*}
$$

which in more detail is the product of the three matrices,

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \psi_{2} & \sin \psi_{2} \\
0 & -\sin \psi_{2} & \cos \psi_{2}
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \psi_{1} & -\sin \psi_{1} \\
0 & \sin \psi_{1} & \cos \psi_{1}
\end{array}\right]
$$

In like manner, we write

$$
\begin{align*}
N^{-1} & =R_{y, L_{2}}^{t} R_{z, \sigma} R_{y, L_{1}}  \tag{4.9}\\
& =\left[\begin{array}{lll}
n_{11} & n_{12} & n_{13} \\
n_{21} & n_{22} & n_{23} \\
n_{31} & n_{32} & n_{33}
\end{array}\right]
\end{align*}
$$

which, in more detail, is the product of the three matrices,

$$
\left[\begin{array}{ccc}
\cos L_{2} & 0 & \sin L_{2} \\
0 & 1 & 0 \\
-\sin L_{2} & 0 & \cos L_{2}
\end{array}\right]\left[\begin{array}{ccc}
\cos \sigma & \sin \sigma & 0 \\
-\sin \sigma & \cos \sigma & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos L_{1} & 0 & -\sin L_{1} \\
0 & 1 & 0 \\
\sin L_{1} & 0 & \cos L_{1}
\end{array}\right]
$$

The matrices $M$ and $N^{-1}$ are equal, which means their corresponding elements, $m_{i j}$ and $n_{i j}$, are equal. When we compute the foregoing matrix products, we obtain

```
\(m_{11}=\cos \theta\)
    \(=\cos L_{2} \cos \sigma \cos L_{1}+\sin L_{1} \sin L_{2} \quad=n_{11}\)
\(m_{12}=\sin \theta \sin \psi_{1}\)
    \(=\cos L_{2} \sin \sigma \quad=n_{12}\)
\(m_{13}=\sin \theta \cos \psi_{1}\)
    \(=\cos L_{1} \sin L_{2}-\cos L_{2} \cos \sigma \sin L_{1} \quad=n_{13}\)
\(m_{21}=-\sin \theta \sin \psi_{2}\)
    \(=-\cos L_{1} \sin \sigma \quad=n_{21}\)
\(m_{22}=\cos \psi_{2} \cos \psi_{1}+\sin \psi_{1} \cos \theta \sin \psi_{2}\)
    \(=\cos \sigma \quad=n_{22}\)
\(m_{23}=\cos \psi_{1} \cos \theta \sin \psi_{2}-\sin \psi_{1} \cos \psi_{2}\)
    \(=\sin L_{1} \sin \sigma \quad=n_{23}\)
\(m_{31}=-\sin \theta \cos \psi_{2}\)
    \(=-\sin L_{2} \cos \sigma \cos L_{1}+\sin L_{1} \cos L_{2}=n_{31}\)
\(m_{32}=-\cos \psi_{1} \sin \psi_{2}+\sin \psi_{1} \cos \theta \cos \psi_{2}\)
    \(=-\sin L_{2} \sin \sigma \quad=n_{32}\)
\(m_{33}=\cos \psi_{1} \cos \theta \cos \psi_{2}+\sin \psi_{1} \sin \psi_{2}\)
    \(=\cos L_{1} \cos L_{2}+\sin L_{1} \cos \sigma \sin L_{2}=n_{33}\)
```

Finally, from these nine equations we compute expressions which determine the desired unknown angles, $\theta, \psi_{1}$, and $\psi_{2}$, which define the great circle path from point $A$ to point $B$ on the earth surface.

Equating $m_{11}$ and $n_{11}$ gives an expression from which we can compute $\theta$, the radian distance from point $A$ to point $B$. We get

$$
\begin{equation*}
\cos \theta=\cos L_{2} \cos \sigma \cos L_{1}+\sin L_{1} \sin L_{2} \tag{4.10}
\end{equation*}
$$

Dividing the equation $m_{12}=n_{12}$ by $m_{13}=n_{13}$ gives an expression for the angle $\psi_{1}$, which is the heading at point $A$.

$$
\begin{equation*}
\tan \psi_{1}=\frac{\cos L_{2} \sin \sigma}{\cos L_{1} \sin L_{2}-\cos L_{2} \cos \sigma \sin L_{1}} \tag{4.11}
\end{equation*}
$$

Finally, dividing the equation $m_{21}=n_{21}$ by $m_{31}=n_{31}$ gives an expression for the angle $\psi_{2}$, which is the heading of arrival at point $B$.

$$
\begin{equation*}
\tan \psi_{2}=\frac{\cos L_{1} \sin \sigma}{\sin L_{2} \cos \sigma \cos L_{1}-\sin L_{1} \cos L_{2}} \tag{4.12}
\end{equation*}
$$

Once again we would have to specify the domain for each of these angles in order to get unique solutions for the great circle path.

This completes our analysis of sequences of rotations in $R^{3}$ using matrix representation for the rotation operators. At certain significant points in this analysis the use of quaternion operators might be more efficient. So in the next chapter we introduce quaternions, and later show how this same analysis of sequences of rotation operators in $R^{3}$ can be made from that point of view.

## Chapter 5

## Quaternion Algebra

### 5.1 Introduction

As we begin our consideration of quaternions and their algebra, we recall the remarks made earlier in our introductory chapter, particularly in Sections 1.1 and 1.5. There we recounted just a bit of the work done by William Rowan Hamilton in extending the notion of complex numbers to that of the quaternion. In this context we may think of the real numbers as being hyper-complex numbers of rank 1. Recall that these real numbers satisfy the field properties under ordinary addition and multiplication. Further, we may think of the ordinary complex numbers as being hyper-complex numbers of rank 2, and treat the real numbers as a subset of the complex numbers in which the imaginary part is zero. The complex numbers also satisfy the field properties, as we demonstrated earlier.

It turns out, however, that any set of hyper-complex numbers having rank greater than rank 2 does not satisfy the field properties as enumerated in Section 1.2. It was this fact that troubled and impeded those mathematicians who were seeking higher rank extensions suggested by the gradual acceptance of the complex numbers in $R^{2}$.

In 1843 Hamilton invented the so-called hyper-complex number of rank 4, to which he gave the name quaternion. Crucial to this invention was his celebrated rule

## Be Careful!

These are quaternion products - not dot products nor ordinary products.

$$
\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i} \mathbf{j} \mathbf{k}=-1
$$

for dealing with the operations on the vector part of the quaternion. And finally, even though the hyper-complex numbers of rank 1 through n can be defined, few applications have been found for hyper-complex numbers of rank $n>4$. But since our concern is for graphics applications and for a variety of dynamical applications which involve rotations, we will restrict our attention from this point on to the hyper-complex numbers of rank 4, namely, quaternions, which as we shall see are particularly well suited for use as rotation operators.

The set of quaternions, along with the two operations of addition and multiplication, form a mathematical system called a ring, more precisely a non-commutative division ring. This longer title merely emphasizes the fact that the quaternion product, in general, is not commutative, and also that the multiplicative inverse exists, as usual, for every non-zero element in the set.

In summary: The set of quaternions under the operations of addition and multiplication satisfy all of the axioms of a field except for the commutative law for multiplication.

### 5.2 Quaternions Defined

In what follows, a quaternion will always be denoted by some lower-case letter, say $p$ or $q$ or $r$. Further, we shall continue to use bold-faced letters to denote ordinary vectors in threedimensional space, namely $R^{3}$. In particular we use $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ to denote the standard orthonormal basis for $R^{3}$. Vectors
in three dimensional space may, of course, nicely be written as triplets of real numbers (that is, scalars), so that we write this orthonormal basis as

$$
\begin{aligned}
\mathbf{i} & =(1,0,0) \\
\mathbf{j} & =(0,1,0) \\
\mathbf{k} & =(0,0,1)
\end{aligned}
$$

Now a quaternion, as the name already suggests, may be regarded as a 4 -tuple of real numbers, that is, as an element of $R^{4}$. In this case we would write

$$
q=\left(q_{0}, q_{1}, q_{2}, q_{3}\right)
$$

where $q_{0}, q_{1}, q_{2}$, and $q_{3}$ are simply real numbers or scalars.

We shall adopt an alternative way of representing a quaternion. First, we define a scalar part to be some real number or scalar, say $q_{0}$. Then we define a vector part, say $\mathbf{q}$, which is an ordinary vector in $R^{3}$

$$
\mathbf{q}=\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

where $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are the standard orthonormal basis in $R^{3}$. We now define a quaternion as the sum

$$
q=q_{0}+\mathbf{q}=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

In this sum, $q_{0}$ is called the scalar part of the quaternion while $\mathbf{q}$ is called the vector part of the quaternion. The scalars $q_{0}, q_{1}, q_{2}, q_{3}$ are called the components of the quaternion.

Defined in this way, a quaternion is a mathematically strange object, being the sum of a scalar and a vector, something not defined in ordinary linear algebra. We must therefore give further meaning to this definition by showing how quaternions are to be added and multiplied.

Here, finally, is our definition and a representation which we adopt for the quaternion!

### 5.3 Equality and Addition

We begin by saying two quaternions are equal if and only if they have exactly the same components, this is to say that if

$$
p \doteq p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}
$$

and

$$
q=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

then $p=q$ if and only if

$$
\begin{aligned}
& p_{0}=q_{0} \\
& p_{1}=q_{1} \\
& p_{2}=q_{2} \\
& p_{3}=q_{3}
\end{aligned}
$$

The sum of the two quaternions $p$ and $q$ above is defined by adding the corresponding components, that is

$$
p+q=\left(p_{0}+q_{0}\right)+\mathbf{i}\left(p_{1}+q_{1}\right)+\mathbf{j}\left(p_{2}+q_{2}\right)+\mathbf{k}\left(p_{3}+q_{3}\right)
$$

Addition for quaternions, defined in this way, is exactly the same as that for 4 -tuples of real numbers, and thus it satisfies the field properties, as these apply to addition. For example, notice that the sum of two quaternions is again a quaternion, that is, the set of quaternions is closed under addition. Also, there is a zero quaternion, in which each component of the quaternion is 0. Moreover, each quaternion $q$ has a negative or an additive inverse, denoted $-q$, in which each component is the negative of the corresponding component of $q$. Further, as is easily verified, this addition of quaternions is both associative and commutative, because addition of real numbers has these properties.

### 5.4 Multiplication Defined

Just as in the case of vectors in $R^{3}$, the product of a scalar and a quaternion is defined in a straight forward manner. If $c$ is a
scalar and $q$ is the quaternion

$$
q=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

then the product of the quaternion $q$ and the scalar $c$ is given by

$$
c q=c q_{0}+\mathbf{i} c q_{1}+\mathbf{j} c q_{2}+\mathbf{k} c q_{3}
$$

Thus to multiply the quaternion by the scalar we simply multiply each component of the quaternion by the scalar. Note that the result is again a quaternion, that is, the set of quaternions is closed under multiplication by a scalar. For example, if

$$
\begin{aligned}
q & =3+2 \mathbf{i}-\mathbf{j}+4 \mathbf{k} \\
\text { then } \quad 3 q & =9+6 \mathbf{i}-3 \mathbf{j}+12 \mathbf{k}
\end{aligned}
$$

The product of two quaternions is more complicated. It must be defined so that the following fundamental special products are satisfied:

$$
\begin{gathered}
\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i} \mathbf{j} \mathbf{k}=-1 \\
\mathbf{i j}=\mathbf{k}=-\mathbf{j} \mathbf{i} \\
\mathbf{j k}=\mathbf{i}=-\mathbf{k j} \\
\mathbf{k i}=\mathbf{j}=-\mathbf{i} \mathbf{k}
\end{gathered}
$$

# Again, Be Careful 

These indicated products of the orthonormal basis vectors in $R^{3}$ will shortly be defined as quaternion products. Do not confuse these products with the familiar dot and cross products.

Recall that these products are those which Hamilton saw as being necessary for achieving his goal. Notice also that these products are not commutative, so that the product of two quaternions will, in general, not be commutative either. Now, by using ordinary rules for algebraic multiplication together with the above fundamental products, it is easy (though somewhat tedious!) to verify that the product of quaternions must go as follows. If

$$
p=p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}
$$

and

$$
q=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

we have

$$
\begin{aligned}
p q= & \left(p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}\right)\left(q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}\right) \\
= & p_{0} q_{0}+\mathbf{i} p_{1} q_{0}+\mathbf{j} p_{2} q_{0}+\mathbf{k} p_{3} q_{0} \\
& +\mathbf{i} p_{0} q_{1}+\mathbf{i}^{2} p_{1} q_{1}+\mathbf{i} \mathbf{j} p_{2} q_{1}+\mathbf{i} \mathbf{k} p_{3} q_{1} \\
& +\mathbf{j} p_{0} q_{2}+\mathbf{j} \mathbf{i} p_{1} q_{2}+\mathbf{j}^{2} p_{2} q_{2}+\mathbf{j} \mathbf{k} p_{3} q_{2} \\
& +\mathbf{k} p_{0} q_{3}+\mathbf{k i} p_{1} q_{3}+\mathbf{k} \mathbf{j} p_{2} q_{3}+\mathbf{k}^{2} p_{3} q_{3}
\end{aligned}
$$

Notice that in this multiplication we have uniformly written the scalar on the right of the vector, and we have maintained the correct order in the vector products. If Hamilton's special products are to hold, we must have

$$
\begin{aligned}
p q= & p_{0} q_{0}+\mathbf{i} p_{0} q_{1}+\mathbf{j} p_{0} q_{2}+\mathbf{k} p_{0} q_{3} \\
& +\mathbf{i} p_{1} q_{0}-p_{1} q_{1}+\mathbf{k} p_{1} q_{2}-\mathbf{j} p_{1} q_{3} \\
& +\mathbf{j} p_{2} q_{0}-\mathbf{k} p_{2} q_{1}-p_{2} q_{2}+\mathbf{i} p_{2} q_{3} \\
& +\mathbf{k} p_{3} q_{0}+\mathbf{j} p_{3} q_{1}-\mathbf{i} p_{3} q_{2}-p_{3} q_{3}
\end{aligned}
$$

With some algebraic regrouping of terms, the expression may now be written as

$$
\begin{aligned}
p q= & p_{0} q_{0}-\left(p_{1} q_{1}+p_{2} q_{2}+p_{3} q_{3}\right) \\
& +p_{0}\left(\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}\right)+q_{0}\left(\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}\right) \\
& +\mathbf{i}\left(p_{2} q_{3}-p_{3} q_{2}\right)+\mathbf{j}\left(p_{3} q_{1}-p_{1} q_{3}\right)+\mathbf{k}\left(p_{1} q_{2}-p_{2} q_{1}\right)
\end{aligned}
$$

Before rewriting this expression in a more concise form, it is helpful to recall the scalar product and the cross product from the algebra of vectors in three dimensions. If we have vectors

$$
\mathbf{a}=\left(a_{1}, a_{2}, a_{3}\right)
$$

and

$$
\mathbf{b}=\left(b_{1}, b_{2}, b_{3}\right)
$$

then the scalar product is given by

$$
\mathbf{a} \cdot \mathbf{b}=a_{1} b_{1}+a_{1} b_{1}+a_{1} b_{1}
$$

and the cross product is

$$
\begin{aligned}
\mathbf{a} \times \mathbf{b}= & \left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right| \\
= & \mathbf{i}\left(a_{2} b_{3}-a_{3} b_{2}\right) \\
& +\mathbf{j}\left(a_{3} b_{1}-a_{1} b_{3}\right) \\
& +\mathbf{k}\left(a_{1} b_{2}-a_{2} b_{1}\right)
\end{aligned}
$$

Using these results, we may write the above product of the two quaternions $p=p_{0}+\mathbf{p}$ and $q=q_{0}+\mathbf{q}$ in the more concise form

$$
\begin{equation*}
p q=p_{0} q_{0}-\mathbf{p} \cdot \mathbf{q}+p_{0} \mathbf{q}+q_{0} \mathbf{p}+\mathbf{p} \times \mathbf{q} \tag{5.1}
\end{equation*}
$$

Although other definitions could be used, it is the expression in Equation 5.1 that we will use as our working definition for the product of two quaternions.

As an example of the product of two quaternions, suppose we take $p$ and $q$ to be

$$
p=3+\mathbf{i}-2 \mathbf{j}+\mathbf{k}
$$

and

$$
q=2-\mathbf{i}+2 \mathbf{j}+3 \mathbf{k}
$$

In crder to calculate the product we note that with $p=3+\mathbf{p}$ and $q=2+\mathbf{q}$, then we have $\mathbf{p}=(1,-2,1)$ and $\mathbf{q}=(-1,2,3)$.

We calculate

$$
\mathbf{p} \cdot \mathbf{q}=(1)(-1)+(-2)(2)+(1)(3)=-2
$$

and $\mathbf{p} \times \mathbf{q}$ as

$$
\mathbf{p} \times \mathbf{q}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
1 & -2 & 1 \\
-1 & 2 & 3
\end{array}\right|
$$

Here, finally, is our definition of the quaternion product!

Note that in the spectial case where the real parts of the quaternions are equal to zero, we get the quaternion product of two vectors, say, $\mathbf{a}$ and $\mathbf{b}$ as

$$
\mathbf{a b}=\mathbf{a} \times \mathbf{b}-\mathbf{a} \cdot \mathbf{b}
$$

Note also that applying this expression to the standard basis vectors confirms that Hamilton's special products do indeed hold.

$$
\begin{aligned}
& =(-6-2) \mathbf{i}-(3-(-1)) \mathbf{j}+(2-2) \mathbf{k} \\
& =-8 \mathbf{i}-4 \mathbf{j}
\end{aligned}
$$

According to Equation 5.1, the quaternion product is then given by

$$
\begin{aligned}
p q & =6-(-2)+3(-\mathbf{i}+2 \mathbf{j}+3 \mathbf{k})+2(\mathbf{i}-2 \mathbf{j}+\mathbf{k})+(-8 \mathbf{i}-4 \mathbf{j}) \\
& =8-9 \mathbf{i}-2 \mathbf{j}+11 \mathbf{k}
\end{aligned}
$$

The product of quaternions, defined in Equation 5.1, may be written using the algebra of matrices. If we designate the product as the quaternion

$$
p q=r=r_{0}+\mathbf{r}=r_{0}+\mathbf{i} r_{1}+\mathbf{j} r_{2}+\mathbf{k} r_{3}
$$

then we have

$$
\begin{align*}
& r_{0}=p_{0} q_{0}-p_{1} q_{1}-p_{2} q_{2}-p_{3} q_{3} \\
& r_{1}=p_{0} q_{1}+p_{1} q_{0}+p_{2} q_{3}-p_{3} q_{2}  \tag{5.2}\\
& r_{2}=p_{0} q_{2}-p_{1} q_{3}+p_{2} q_{0}+p_{3} q_{1} \\
& r_{3}=p_{0} q_{3}+p_{1} q_{2}-p_{2} q_{1}+p_{3} q_{0}
\end{align*}
$$

or, if written in matrix notation

$$
\left[\begin{array}{l}
r_{0}  \tag{5.3}\\
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right]=\left[\begin{array}{cccc}
p_{0} & -p_{1} & -p_{2} & -p_{3} \\
p_{1} & p_{0} & -p_{3} & p_{2} \\
p_{2} & p_{3} & p_{0} & -p_{1} \\
p_{3} & -p_{2} & p_{1} & p_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]
$$

We may now use this matrix form in order to compute the product of the two quaternions in our example above. We have

$$
\left[\begin{array}{l}
r_{0} \\
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right]=\left[\begin{array}{cccc}
3 & -1 & 2 & -1 \\
1 & 3 & -1 & -2 \\
-2 & 1 & 3 & -1 \\
1 & 2 & 1 & 3
\end{array}\right]\left[\begin{array}{c}
2 \\
-1 \\
2 \\
3
\end{array}\right]
$$

$$
=\left[\begin{array}{c}
8 \\
-9 \\
-2 \\
11
\end{array}\right]
$$

Hence the product is

$$
p q=r=8-9 \mathbf{i}-2 \mathbf{j}+11 \mathbf{k}
$$

as we obtained before.
We have remarked earlier that so far as addition is concerned, quaternions satisfy the field properties. Further, we have claimed that the set of quaternions is a non-commutative division ring, which means that all of the field properties are satisfied, except that multiplication is not commutative. To see that this is so we need to make a few more comments about the quaternion product.

Notice first that the product of two quaternions is another quaternion, with scalar part

$$
p_{0} q_{0}-\mathbf{p} \cdot \mathbf{q}
$$

and vector part

$$
p_{0} \mathbf{q}+q_{0} \mathbf{p}+\mathbf{p} \times \mathbf{q}
$$

Thus the set of quaternions is closed under multiplication as well as under addition.

Next we remark that the quaternion product is indeed associative. It is not difficult to verify that this is so, but the details are tedious, and some knowledge of the algebraic manipulation of vectors is required.

Moreover, since the cross product $\mathbf{p} \times \mathbf{q}$ is not commutative, neither is the quaternion product. And, for quaternion algebra,

## Equation 5.1

Quaternion Product

$$
\begin{aligned}
p q= & p_{0} q_{0}-\mathbf{p} \cdot \mathbf{q} \\
& +p_{0} \mathbf{q} \\
& +q_{0} \mathbf{p} \\
& +\mathbf{p} \times \mathbf{q}
\end{aligned}
$$

this is the only departure from the field properties.
We must, however, have an identity for quaternion multiplication, as well as for addition. The set of quaternions indeed does have such a multiplicative identity, namely, that quaternion with real part 1 and vector part 0 . This follows directly from Equation 5.1 with

$$
q=1+\mathbf{0}
$$

It is not difficult to verify that multiplication of quaternions is also distributive over addition, as required.

Finally we remark that every non-zero quaternion does have a multiplicative inverse, as we show in the next three sections. This final remark completes our justification that the set of quaternions indeed is a non-commutative division ring.

### 5.5 The Complex Conjugate

An important algebraic concept relating to quaternions, as well as to ordinary complex numbers, will be useful to us in what follows, namely, that of the complex conjugate of a quaternion. We define the complex conjugate of the quaternion

$$
q=q_{0}+\mathbf{q}=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

to be the quaternion, denoted $q^{*}$, given by

$$
q^{*}=q_{0}-\mathbf{q}=q_{0}-\mathbf{i} q_{1}-\mathbf{j} q_{2}-\mathbf{k} q_{3}
$$

As an example in the use of the quaternion product, defined in Equation 5.1, it is not difficult (although somewhat tedious) to show that for any two quaternions, the complex conjugate of the product of the quaternions is equal to the product of the
individual complex conjugates, in reverse order. That is, given any two quaternions $p$ and $q$ we have

$$
(p q)^{*}=q^{*} p^{*}
$$

Note also that for any quaternion $q$, the sum of $q$ and its complex conjugate $q^{*}$ is a scalar, for we have

$$
q+q^{*}=\left(q_{0}+\mathbf{q}\right)+\left(q_{0}-\mathbf{q}\right)=2 q_{0}
$$

where $2 q_{0}$ is the scalar. This is also true for the product of a quaternion $q$ and its complex conjugate $q^{*}$ as we show in the next section.

### 5.6 The Norm

Another important algebraic concept relating to quaternions is the norm of a quaternion. The norm of a quaternion $q$, denoted by $N(q)$ or $|q|$, sometimes called the length of $q$, is the scalar defined by

$$
N(q)=\sqrt{q^{*} q}
$$

Using our definition of the quaternion product, together with the

It is important to note that for any quaternion $q$ we have

$$
q^{*} q=q q^{*}=|q|^{2}
$$

as is clear from what follows. fact that for any vector $q$ we have $q \times \mathbf{q}=0$, we may calculate

$$
\begin{aligned}
N^{2}(q) & =\left(q_{0}-\mathbf{q}\right)\left(q_{0}+\mathbf{q}\right) \\
& =q_{0} q_{0}-(-\mathbf{q}) \cdot \mathbf{q}+q_{0} \mathbf{q}+(-\mathbf{q}) q_{0}+(-\mathbf{q}) \times \mathbf{q} \\
& =q_{0}^{2}+\mathbf{q} \cdot \mathbf{q} \\
& =q_{0}^{2}+q_{1}^{2}+q_{2}^{2}+q_{3}^{2}=|q|^{2}
\end{aligned}
$$

As a simple example, if

$$
q=2-\mathbf{i}+2 \mathbf{j}+3 \mathbf{k}
$$

then our definition of the norm of $q$ gives

$$
N^{2}(q)=2^{2}+(-1)^{2}+2^{2}+3^{2}=18 \Rightarrow N(q)=\sqrt{18}
$$

Notice that this definition is the same as that for the length of a vector in $R^{4}$, or for that matter it has the same meaning as any Euclidean Norm. In what follows we shall, for the most part, be working with quaternions with norm 1.

Note further that if a quaternion has norm 1 each of its components must have absolute value less than or equal to 1 . Such quaternions are called unit or normalized quaternions.

Finally, it is relatively easy to show that the norm of the product of two quaternions $p$ and $q$ is the product of the individual norms. For we have

$$
\begin{aligned}
N^{2}(p q) & =(p q)(p q)^{*} \\
& =p q q^{*} p^{*} \\
& =p N^{2}(q) p^{*} \\
& =p p^{*} N^{2}(q) \\
& =N^{2}(p) N^{2}(q)
\end{aligned}
$$

It follows, of course, that the product of two unit quaternions is again a unit quaternion, a fact that will be important for us later on. We mention also that by mathematical induction the result extends to any product of finitely many quaternions.

### 5.7 Inverse of the Quaternion

Using the ideas of the complex conjugate and the norm of a quaternion, we are now able to show that every non-zero quaternion does have a multiplicative inverse, and we can develop a formula for it. If we designate the inverse $q^{-1}$ we must, by definition of inverse, have

$$
q^{-1} q=q q^{-1}=1
$$

Now, if we use both pre- and post-multiplication by the complex conjugate $q^{*}$ we may write

$$
q^{-1} q q^{*}=q^{*} q q^{-1}=q^{*}
$$

Since $q q^{*}=N^{2}(q)$ we get

$$
\begin{equation*}
q^{-1}=\frac{q^{*}}{N^{2}(q)}=\frac{q^{*}}{|q|^{2}} \tag{5.4}
\end{equation*}
$$

We note here that if $q$ is a unit or normalized quaternion, that is, $N(q)=1$, then the inverse is simply the complex conjugate

$$
q^{-1}=q^{*}
$$

We remark incidentally that this result is analogous to the inverse of a rotation matrix, where $A^{-1}=A^{t}$.

This completes our preliminary analysis of the quaternion sum and product. We have not mentioned, however, any sort of geometric interpretation of a quaternion, and we turn to that in the next section.

### 5.8 Geometric Interpretations

We recall that in Section 3.4 we showed that a rotation in $R^{3}$ may be represented by a $3 \times 3$ matrix, provided that the matrix is orthogonal and has determinant +1 . Or, alternatively, any such matrix $A$ may be interpreted geometrically as a rotation operator in $R^{3}$. In order to find the vector $w$ which is the image of a vector $v$ under such a rotation, we simply represented the vector $\mathbf{v}$ by a column matrix whose entries are the components of $\mathbf{v}$, and multiplied it on the left by the rotation matrix. Thus, in matrix form, the rotation is given by the equation

$$
\mathbf{w}=A \mathbf{v}
$$

Since the quaternion product is non-commutative, we must always be mindful of the order of the factors in multiplication. Notice, however, that $q$ always commutes with $\boldsymbol{q}^{\mathbf{*}}$.

We also showed that the product of a sequence of rotation operators was again a rotation operator, and we developed algorithms for finding the axis and the angle of that composite rotation.

It is well known that quaternions play an important role in an alternative form for a rotation operator, a role that is quite different from the role played by our now familiar matrix rotation operator. Further, quaternions may be very efficient for analyzing certain situations which involve rotations in $R^{3}$. After all, a quaternion is a 4-tuple while a rotation matrix has nine elements. We must admit, however, that it is not at all clear at this point how a quaternion rotation operator can be defined, and so we must spend some time and effort in exploring and understanding just how this might go. In so doing, we hope to arrive at a definition for a quaternion operator, and we will then verify that this operator can be interpreted geometrically as a rotation in $R^{3}$. We will find that it is relatively easy to specify the axis and the angle of the rotation which this operator represents. We begin by investigating these matters from the point of view of quaternion algebra which we developed in the preceding section.

### 5.8.1 Algebraic Considerations

Our ultimate concern at this point is with developing mathematical methods for determining the orientation of an object in 3 -space, that is, in $R^{3}$. An object in $R^{3}$ may be regarded as a set of points in $R^{3}$. We may easily identify these points as vectors in $R^{3}$, so that the orientation of the object may be studied by performing appropriate operations on these vectors. If we are to accomplish this goal by means of an operator defined in terms of quaternions, it seems reasonable to begin by asking the very important question:

How can a quaternion, which lives in $R^{4}$, operate on a vector, which lives in $R^{3}$ ?

There is an answer to this question, which may seem obvious to some, and that is:

A vector $\mathbf{v} \in R^{3}$ can simply be treated as though it were a quaternion $q \in R^{4}$ whose real part is zero.

Such a quaternion is called a pure quaternion. Let us consider this possibility by looking at, say $Q_{0}$, the set of all pure quaternions, which is a subset of $Q$, the set of all quaternions. Perhaps it is possible simply to identify vectors in $R^{3}$ with the elements of this set $Q_{0}$. At the very least, perhaps we may define a one-


Figure 5.1: Correspondence: Vectors $\leftrightarrow$ Quaternions
to-one correspondence between these two sets, a correspondence in which a vector $\mathrm{v} \in R^{3}$ corresponds to the pure quaternion $v=0+\mathrm{v} \in Q_{0}$, that is

$$
\mathbf{v} \in R^{3} \leftrightarrow v=0+\mathbf{v} \in Q_{0} \subset Q
$$

as shown in Figure 5.1. It is easy to verify that with respect to addition and multiplication by a scalar, this correspondence is quite plausible. For example, the sum of any two vectors in $R^{3}$ corresponds to the sum of each of their corresponding pure quaternions in $Q_{0}$.

From this point on we will always (at least, implicitly) identify a vector $\mathbf{v}$ with its corresponding pure quaternion $v=0+v$.

In algebraic terms, with respect to addition, this one-to-one correspondence may be called an isomorphism.

## Equation 5.1

 Quaternion Product$$
\begin{aligned}
p q= & p_{0} q_{0}-\mathbf{p} \cdot \mathbf{q} \\
& +p_{0} \mathbf{q} \\
& +q_{0} \mathbf{p} \\
& +\mathbf{p} \times \mathbf{q}
\end{aligned}
$$

Now, at this point it may seem reasonable to suppose that a rotation operator which is defined in terms of quaternions has the same form as the familiar matrix rotation operator. If so, this would mean that a quaternion $q \in Q$ somehow represents a rotation, and that we may find the image $\mathbf{w} \in R^{3}$ of some vector $\mathbf{v} \in R^{3}$ by using the simple product rule

$$
\mathbf{w}=q \mathbf{v}
$$

Such a rule, of course, would mean that the product of a quaternion $q$ with a vector $\mathbf{v}$ must not only always be defined, but the result must always be a vector. It is quite possible, using the one-to-one correspondence between $R^{3}$ and $Q_{0}$ described above, to define the product of a quaternion with a vector. In the quaternion product of Equation 5.1, in place of a vector $\mathbf{v}$ we simply use its corresponding quaternion $v=0+\mathbf{v}$. Thus, given some quaternon $q=q_{0}+\mathbf{q} \in Q$ and a vector $\mathbf{v} \in R^{3}$ we compute

$$
\begin{aligned}
q \mathbf{v} & =\left(q_{0}+\mathbf{q}\right)(0+\mathbf{v}) \\
& =q_{0} \cdot 0-\mathbf{q} \cdot \mathbf{v}+0 \cdot \mathbf{q}+q_{0} \mathbf{v}+\mathbf{q} \times \mathbf{v} \\
& =-\mathbf{q} \cdot \mathbf{v}+q_{0} \mathbf{v}+\mathbf{q} \times \mathbf{v}
\end{aligned}
$$

This computation shows that the result is not necessarily in $Q_{0}$. That is, in general, the result does not correspond to a vector in $R^{3}$, except in the special case that $\mathbf{q} \cdot \mathbf{v}=0$, which means $\mathbf{q}$ and $\mathbf{v}$ are orthogonal. Thus we cannot expect our quaternion rotation operator to consist simply of a single quaternion.

Never-the-less, in spite of this difficulty with the quaternion product, in what follows we will not abandon the necessary one-to-one correspondence between vectors and pure quaternions which we have just introduced. From this point on we must understand that when we use vector notation in a quaternion product the vector is implicitly represented by its corresponding pure quaternion. In this way quaternion products involving
vectors will make sense.
Since, as we have just shown, the simple product $q \mathbf{v}$ does not work, it is clear that the product $\mathbf{v} q$ will not work either, since commuting the factors does not change the real part of this product. This observation leads us to suppose that the desired operator may involve triple or perhaps even higher order products. It may then be possible to insure that the output of the operator will be a vector whenever the input is a vector. Since we wish to operate on vectors using quaternions we will let one of the factors, say $p$ (in a triple quaternion product), be a pure quaternion, representing the vector in question.

So we next suppose that we have two general quaternions, say $q$ and $r$, from the set $Q$, and a third quaternion, say $p$, which is a pure quaternion from the set $Q_{0}$, representing some vector. There are six possible products involving these three quaternions, and for convenience we list them here

| pqr | qrp | rpq |
| :--- | :--- | :--- |
| prq | rqp | qpr |

Now, one of the algebraic properties of quaternions is that the set $Q$ is closed under multiplication (although the set $Q_{0}$ is not). Thus, the products $q r$ and $r q$ in the first two columns in the above list are simply quaternions, and this means that these four products in this list are essentially double products. We have just seen that such products are not adequate for defining the operator we seek, and so we discard them as possibilities.

Further, although we insist that $p$ must be a pure quaternion (thus representing a vector), we make no distinction between the quaternions $q$ and $r$, so that the remaining two products in the above list need not be distinguished. Hence our last hope is the single triple product $q p r$.

When a vector appears in a quaternion product it must be regarded as the corresponding pure quaternion.

## Equation 5.1

 Quaternion Product$$
\begin{aligned}
p q= & p_{0} q_{0}-\mathbf{p} \cdot \mathbf{q} \\
& +p_{0} \mathbf{q} \\
& +q_{0} \mathbf{p} \\
& +\mathbf{p} \times \mathbf{q}
\end{aligned}
$$

If we let $q=q_{0}+\mathbf{q}, p=0+\mathbf{p}$, and $r=r_{0}+\mathbf{r}$, it is not difficult to verify (though the details are a bit tedious) that according to our quaternion product rule of Equation 5.1 the real part of this triple product is given by

$$
-r_{0}(\mathbf{q} \cdot \mathbf{p})-q_{0}(\mathbf{p} \cdot \mathbf{r})-(\mathbf{q} \times \mathbf{p}) \cdot \mathbf{r}
$$

Using rules of vector algebra, we may rewrite this real part in the form

$$
-r_{0}(\mathbf{q} \cdot \mathbf{p})-q_{0}(\mathbf{r} \cdot \mathbf{p})+(\mathbf{q} \times \mathbf{r}) \cdot \mathbf{p}
$$

We recall that our operator must be such that the output is a pure quaternion (that is, representing a vector) whenever the input is, and so we must require that this real part be zero. How can this be accomplished?

Well, just suppose that we had $r_{0}=q_{0}$. This real part may then be rewritten in the form

$$
-q_{0}(\mathbf{q}+\mathbf{r}) \cdot \mathbf{p}+(\mathbf{q} \times \mathbf{r}) \cdot \mathbf{p}
$$

Clearly this real part will be zero, as required, if $\mathbf{r}=-\mathbf{q}$. But this would mean simply that

$$
r=r_{0}+\mathbf{r}=q_{0}-\mathbf{q}=q^{*}
$$

or, equivalently

$$
q=r^{*}
$$

From this discussion we obtain two triple quaternion products, namely

$$
q p q^{*} \quad \text { and } \quad q^{*} p q
$$

Both of these triple products produce a pure quaternion whenever the factor $p$ is a pure quaternion. In terms of a given input vector $\mathbf{v}$ we then have two possible triple-product quaternion operators, defined by

$$
\begin{align*}
& \mathbf{w}_{1}=q \mathbf{v} q^{*}  \tag{5.5}\\
\text { and } & \mathbf{w}_{2}=q^{*} \mathbf{v} q \tag{5.6}
\end{align*}
$$

The algebraic action of Equation 5.5 is illustrated in Figure 5.2. In summary, to this point we have found a way to handle vectors


Figure 5.2: Quaternion Operations on Vectors
in quaternion space, and we have found two quaternion operators which take vectors into vectors. So, now we ask

What geometric interpretation can we give these operators?

### 5.8.2 Geometric Considerations

The quest for geometric interpretations for the triple quaternion products in Equations 5.5 and 5.6, leads us to ask the next question:

Is there some way to associate an angle with a quaternion, analogous to the way we earlier associated an angle with a rotation matrix?

If so, perhaps we can also associate an angle with the above two quaternion operators. The answer to our question is Yes, and in our consideration we discover an interesting and helpful fact.

Equation 5.5

$$
\mathbf{w}=q \mathbf{v} q^{*}
$$

Equation 5.6

$$
\mathbf{w}=q^{*} \mathbf{v} q
$$

From this point on, the quaternion $q$ used to define the operator will always be a unit or normalized quaternion, that is, a quaternion with norm 1. The reason for this will become apparent shortly. Recall that if the quaternion

$$
q=q_{0}+\mathbf{q}
$$

indeed has norm 1 then

$$
q_{0}^{2}+|\mathbf{q}|^{2}=1
$$

However, since for any angle $\theta$ we know that

$$
\cos ^{2} \theta+\sin ^{2} \theta=1
$$

there must be some angle $\theta$ such that

$$
\cos ^{2} \theta=q_{0}^{2}
$$

and

$$
\sin ^{2} \theta=|\mathbf{q}|^{2}
$$

This angle $\theta$ can be defined uniquely if we place the proper restriction on its domain. In general, we will ask that $\theta$ satisfy the restriction

$$
-\pi<\theta \leq \pi
$$

In this way we have an angle, namely the angle $\theta$ defined above, associated with the quaternion $q$. We will find it convenient to write the unit quaternion $q=q_{0}+\mathbf{q}$ in terms of this angle. Suppose we define a unit vector $\mathbf{u}$, which represents the direction of $q$ by writing

$$
\mathbf{u}=\frac{\mathbf{q}}{|\mathbf{q}|}=\frac{\mathbf{q}}{\sin \theta}
$$

Then we may write the unit quaternion $q$ in terms of the angle $\theta$ and the unit vector $\mathbf{u}$ as

$$
\begin{equation*}
q=q_{0}+\mathbf{q}=\cos \theta+\mathbf{u} \sin \theta \tag{5.7}
\end{equation*}
$$

Note, that for a quaternion expressed in this form, substituting $-\theta$ for $\theta$ (whatever geometric meaning the angle $\theta$ might have) we get the complex conjugate of $q$. That is,

$$
\begin{aligned}
\cos (-\theta)+\mathbf{u} \sin (-\theta) & =\cos \theta+\mathbf{u}(-\sin \theta) \\
& =\cos \theta-\mathbf{u} \sin \theta=q^{*}
\end{aligned}
$$

Next, using this form for the quaternion, $q$, we develop an interesting (though somewhat restricted) geometric property of the quaternion product - one which may strengthen our impression that quaternions are somehow related to rotations in $R^{3}$.

### 5.9 A Special Quaternion Product

Suppose we have two unit quaternions, say $p$ and $q$, with both having the same vector, $\mathbf{u}$. We associate an angle $\alpha$ with the quaternion $p$ and an angle $\beta$ with the quaternion $q$. Then we may write

$$
\begin{aligned}
p & =\cos \alpha+\mathbf{u} \sin \alpha \\
\text { and } \quad q & =\cos \beta+\mathbf{u} \sin \beta
\end{aligned}
$$

The quaternion product rule in Equation 5.1 gives

$$
\begin{aligned}
r=p q= & (\cos \alpha+\mathbf{u} \sin \alpha)(\cos \beta+\mathbf{u} \sin \beta) \\
= & \cos \alpha \cos \beta-(\mathbf{u} \sin \alpha) \cdot(\mathbf{u} \sin \beta) \\
& +\mathbf{c o s} \alpha(\mathbf{u} \sin \beta)+\cos \beta(\mathbf{u} \sin \alpha) \\
& +\mathbf{u} \sin \alpha \times \mathbf{u} \sin \beta \\
= & \cos \alpha \cos \beta-\sin \alpha \sin \beta \\
& +\mathbf{u}(\sin \alpha \cos \beta+\cos \alpha \sin \beta) \\
= & \cos (\alpha+\beta)+\mathbf{u} \sin (\alpha+\beta) \\
= & \cos \gamma+\mathbf{u} \sin \gamma=\mathbf{r}
\end{aligned}
$$

Equation 5.1 Quaternion Product

$$
\begin{aligned}
p q= & p_{0} q_{0}-\mathbf{p} \cdot \mathbf{q} \\
& +p_{0} \mathbf{q} \\
& +q_{0} \mathbf{p} \\
& +\mathbf{p} \times \mathbf{q}
\end{aligned}
$$

This is an interesting result!
It says, if we multiply the quaternions, $p$ and $q$, each having the same vector, $\mathbf{u}$, then the product is a quaternion

$$
r=\cos \gamma+\mathbf{u} \sin \gamma
$$

also having this same vector, $\mathbf{u}$. And, associated with the product of these two quaternions is the angle $\gamma=\alpha+\beta$, which is the sum of the angles associated with each of the factors. Now if, in fact, quaternions somehow do represent rotations, this is

## Equation 5.5

$$
\mathbf{w}=q \mathbf{v} q^{*}
$$

Equation 5.6
$\mathrm{w}=q^{*} \mathbf{v} q$ exactly what we would expect. Moreover, the reappeance of the vector $\mathbf{u}$ in this product quaternion, $r$, suggests that it also may somehow be involved in the operator action on the vector $\mathbf{v}$.

We now take a closer look at the two quaternion operators defined by Equations 5.5 and 5.6. First, it is important to note that the norm of the products of quaternions which appear in these operators is equal to the product of the individual norms. This implies that the quaternion operator of Equation 5.5, for example, does not change the length of the vector to which it is applied. For, if

$$
\mathbf{w}=q \mathbf{v} q^{*}
$$

we have, since $q$ is a unit quaternion

$$
\begin{align*}
N(\mathbf{w}) & =N\left(q \mathbf{v} q^{*}\right) \\
& =N(q) N(\mathbf{v}) N\left(q^{*}\right) \\
& =1 \cdot N(\mathbf{v}) \cdot 1 \\
& =N(\mathbf{v}) \tag{5.8}
\end{align*}
$$

It should go without saying that this same result holds, of course, for the operator $\mathbf{w}=q^{*} v q$.

This result concerning the norm of a vector under the action of the quaternion operator is consistent with the possibility that
we are dealing with a rotation operator - the length of a vector in $R^{3}$ does not change under a rotation.

Next we observe that, if in the quaternion

$$
q=\cos \theta+\mathbf{u} \sin \theta
$$

we replace the angle $\theta$ with the angle $-\theta$, we obtain the quaternion

$$
q^{*}=\cos \theta-\mathbf{u} \sin \theta
$$

This in turn means that, if in one of the operators of Equation 5.5 and 5.6 we replace $\theta$ by $-\theta$, we get the other operator. Hence, by the appropriate choice of the angle $\theta$ these operators may in fact represent the same geometric transformation.

At this point we have considerable evidence that the quaternion operators of Equations 5.5 and 5.6 are in some way related to rotations in $R^{3}$. We still need to investigate in more detail, however, just what geometric effect these operators have when applied to an arbitrary vector in $R^{3}$.

## Equation 5.5

$\mathbf{w}=q \mathbf{v} q^{*}$

Equation 5.6
$\mathbf{w}=q^{*} \mathbf{v} q$

### 5.10 An Incremental Test Quaternion

In order to gain more understanding of what this geometric effect is, we look at an incremental test case. First, suppose that the quaternion $q$ in the operator of Equation 5.5 has vector

$$
\mathbf{u}=0 \mathbf{i}+0 \mathbf{j}+1 \mathbf{k}=\mathbf{k}
$$

where $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$ are the standard basis vectors in $R^{3}$. And suppose further that the angle associated with this quaternion $q$ is a very small positive angle, say $\theta$. We choose a very small angle merely to gain some insight into how this incremental quaternion operator "tweaks" the input vector.

For any arbitrary angle $\theta$, the quaternion $q$ may, of course, be written in the form

$$
q=\cos \theta+\mathbf{k} \sin \theta
$$

However, it is well known that for very small values of the angle $\theta$ we may write

$$
\text { and } \begin{aligned}
\cos \theta & \approx 1 \\
\sin \theta & \approx \theta
\end{aligned}
$$

and then the quaternion $q$ may be written as

$$
q \approx 1+\mathbf{k} \theta
$$

Obviously, if $\theta=0$ then the quaternion $q$ is the identity. We now use this incremental quaternion in the operator $q \mathbf{v} q^{*}$ in order to determine its action on, say, the basis vector $\mathbf{i}$ in $R^{3}$. Actually, of course, as we have agreed earlier, we apply the operator to the pure quaternion which corresponds to this vector, i. In the following computation we ignore the $\theta^{2}$ terms; for our purposes these terms are negligible since $\theta$ itself is taken to be very small. We then have

$$
\begin{aligned}
w & =q \mathbf{i} q^{*} \\
& =(1+\mathbf{k} \theta)(0+\mathbf{i})(1-\mathbf{k} \theta) \\
& =(1+\mathbf{k} \theta)(0+\mathbf{i}+\mathbf{j} \theta) \\
& =0+\mathbf{i}+2 \theta \mathbf{j}
\end{aligned}
$$

This result is a pure quaternion, as we knew had to be the case. We interpret this result to mean that the input vector $\mathbf{i}$ has been "tweaked" by the quaternion operator $q \mathbf{i} q q^{*}$ to produce the output vector

$$
\mathbf{w}=\mathbf{i}+2 \theta \mathbf{j}
$$

Notice that the length of this vector, given that we ignore the $\theta^{2}$ term, is 1 . Now, we let the angle between the input and

It is worth verifying that the details of this computation are correct, since several steps have been omitted here.
output vectors be $\alpha$. Geometrically, it should be clear, from the components of $\mathbf{w}$, that $\tan \alpha=2 \theta$. Since, for small angles $\tan \alpha \approx \alpha$ we can write $\alpha=2 \theta$. Clearly, $\mathbf{w}$ lies in the second quadrant of the XY-plane in $R^{3}$. From this we may rightly conclude that the vector $\mathbf{i}$ seems to have been rotated counterclockwise through an angle $2 \theta$, about the vector $\mathbf{k}$ as an axis. Alternatively, we might also conclude, however, that the frame was rotated clockwise through an angle $-2 \theta$.

Equation 5.5
It is interesting to note and not difficult to check that if we apply the quaternion operator of Equation 5.6 to the vector i, using the same quaternion $q$, we obtain

$$
\mathbf{w}=\mathbf{i}-2 \theta \mathbf{j}
$$

Comparing this with the previous result leads us to think that the difference between the two operators of Equations 5.5 and 5.6 is simply the direction of rotation. We must be somewhat careful here, however. Earlier we mentioned that we would restrict the angle $\theta$ to the domain $-\pi<\theta \leq \pi$. This restriction allows the angle $\theta$ to be negative as well as positive, which in turn means it is difficult to distinguish between these operators.

An argument for the very close relationship between the two quaternion operators goes like this. If in these equations we let

$$
q=p^{*} \quad \text { then , of course }, \quad q^{*}=p
$$

and we may write,

$$
\begin{aligned}
& \mathbf{w}_{1}=q \mathbf{v} q^{*}=p^{*} \mathbf{v} p \\
& \text { and } \mathbf{w}_{2}=q^{*} \mathbf{v} q=p \mathbf{v} p^{*}
\end{aligned}
$$

This says that the action these two operators have on the vector $\mathbf{v}$ is identical if, in one of the operator equations we use the complex conjugate of $q$, that is, $q^{*}$ instead of $q$. It is quite obvious

From this point on, we shall not make very strong distinctions between rotations of vectors and rotations of the coordinate frame. In general, the choice depends upon the perspective of the observer the seat of the observer is either on the frame or on the vector.
that this should be the case because, if in one of these operators we use $q^{*}$ instead of $q$ we get the other operator equation.

In spite of these quaternion operators being very similar in nature, there are good reasons for making distinctions between them, as we shall see. In fact, which of these two operators is appropriate, in a given application, usually depends upon the perspective adopted by the observer, as he or she formulates a mathematical model appropriate to the application. We emphasize that we do not yet know the precise geometric meaning of the angle, $\theta$, and the vector, $u$, in the expression

$$
q=\cos \theta+\mathbf{u} \sin \theta
$$

Nor, for that matter, do we totally understand the action these quaternion operators and their parameters produce on the vector, $\mathbf{v}$. We will, however, investigate these matters in considerable depth in what follows. The next example will lead the way.

### 5.11 Quaternion with Angle $\theta=\pi / 6$

In this example we will associate the angle $\pi / 6$ with the quaternion $q$, while retaining the basis vector $\mathbf{k}$ as the vector of $q$. Then we write the quaternion $q$ in the form

$$
q=\cos \theta+\mathbf{k} \sin \theta=\sqrt{3} / 2+1 / 2 \mathbf{k}
$$

We apply the quaternion operator of Equation 5.5 to the basis vector $\mathbf{v}=1 \mathbf{i}+0 \mathbf{j}+0 \mathbf{k}$. Again, it is not difficult to verify that the following computations are correct. We have

$$
\begin{aligned}
w & =q \mathbf{v} q^{*} \\
& =(\sqrt{3} / 2+1 / 2 \mathbf{k})(0+\mathbf{i})(\sqrt{3} / 2-1 / 2 \mathbf{k}) \\
& =(\sqrt{3} / 2 \mathbf{i}+1 / 2 \mathbf{j})(\sqrt{3} / 2-1 / 2 \mathbf{k}) \\
& =\frac{1}{2} \mathbf{i}+\frac{\sqrt{3}}{2} \mathbf{j}
\end{aligned}
$$

The result is again a pure quaternion, as should be the case. The angle associated with this quaternion is $\pi / 3$ because $\cos (\pi / 3)=$ $1 / 2$ and $\sin (\pi / 3)=\sqrt{3} / 2$. The vector in $R^{3}$ which corresponds to this pure quaternion is

$$
\mathbf{w}=\frac{1}{2} \mathbf{i}+\frac{\sqrt{3}}{2} \mathbf{j}
$$

Notice again, that $\mathbf{w}$ is a unit vector, that the angle between $\mathbf{w}$ and $\mathbf{i}$ is $\pi / 3$ (which is twice $\pi / 6$ ), and that the vector $\mathbf{w}$ lies in the second quadrant. We ask

Geometrically, how are we to view the vector-frame action of the quaternion operator, $q \mathbf{v} q^{*}$ ?

In answering this question, an important consideration is how one views the resultant final relationship between the input vector $\mathbf{v}$, the output vector $\mathbf{w}$ and the coordinate frame with standard orthonormal basis $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$. The answer is conditional; one may adopt either of the following two distinctly different perspectives.

## First Perspective

The first perspective is that of an observer seated on and fixed with respect to the coordinate frame $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$. To her it appears that the quaternion operator, $q \mathbf{v} q^{*}$, has rotated the vector $\mathbf{v}$, about $\mathbf{k}$ as an axis, through an angle, $+\pi / 3$, that is, in the counter-clockwise direction. From this perspective it is convenient to think of the coordinate frame as being fixed, while the vector is rotated. This is sometimes called a point rotation.

## Second Perspective

The second perspective is that of an observer seated on and fixed with respect to the vector $\mathbf{v}$. To him it appears that
this same quaternion operator, $q v q^{*}$, has rotated the coordinate frame $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$, about $\mathbf{k}$ as an axis, through an angle, $-\pi / 3$, that is, in the clockwise direction. From this second perspective we think of the vector $\mathbf{v}$ as being fixed, while the coordinate frame is rotated. This is sometimes called a frame rotation.

## Choice of Perspective

Which of these two perspectives is to be preferred in a given application is usually a subjective matter - a decision made by the practitioner. In many of the applications which we consider in later chapters, we will use the operator $q^{*} v q$, and interpret it geometrically to be a frame rotation. Incidentally, note that the signs of the angles in these two perspectives are reversed if the operator is $q^{*} \mathbf{v} q$.

## A Remark

If the above computations are carried out using a general angle $\theta$ while still using the vector $\mathbf{k}$ as axis and applying the operator to the vector $\mathbf{i}$, then we get the expected result, which is

$$
\mathbf{w}=\mathbf{i} \cos 2 \theta+\mathbf{j} \sin 2 \theta
$$

This result confirms once again that the operator $q \mathbf{v} q^{*}$ seems indeed to be a rotation operator in $R^{3}$, where the angle of rotation is twice the angle associated with the quaternion used to define the rotation operator.

### 5.12 Operator Algorithm

## Equation 5.5

$\mathbf{w}=q \mathbf{v} q^{*}$

It will be useful, for future reference, to have a general formula for the output vector when the quaternion operator of Equation 5.5 is applied to an input vector $\mathbf{v} \in R^{3}$. If we have the quaternion $q=q_{0}+\mathbf{q}$ and the vector $\mathbf{v}$, corresponding to the
pure quaternion $v=0+\mathbf{v}$, it is not difficult to verify that the following result is correct.

$$
\begin{align*}
\mathbf{w}=q \mathbf{v} q^{*}= & \left(q_{0}+\mathbf{q}\right)(0+\mathbf{v})\left(q_{0}-\mathbf{q}\right) \\
= & \left(2 q_{0}^{2}-1\right) \mathbf{v} \\
& +2(\mathbf{q} \cdot \mathbf{v}) \mathbf{q} \\
& +2 q_{0}(\mathbf{q} \times \mathbf{v}) \\
\text { or } \quad \mathbf{w}=q \mathbf{v} q^{*}= & \left(q_{0}^{2}-|\mathbf{q}|^{2}\right) \mathbf{v} \\
& +2(\mathbf{q} \cdot \mathbf{v}) \mathbf{q}  \tag{5.9}\\
& +2 q_{0}(\mathbf{q} \times \mathbf{v})
\end{align*}
$$

### 5.13 Operator action on $\mathbf{v}=\mathbf{k q}$

Intuitively, it is clear that any vector which lies on the axis of rotation must be invariant. In this example we verify that the quaternion operator of Equation 5.5 when applied to a vector $\mathbf{v}=k \mathbf{q}$, that is, having the same direction as the vector component of $q$, leaves that vector unchanged. This is not difficult to verify, for Equation 5.9 says

$$
\begin{align*}
\mathbf{w}= & q \mathbf{v} q^{*} \\
= & q(k \mathbf{q}) q^{*} \\
= & \left(2 q_{0}^{2}-1\right)(k \mathbf{q}) \\
& +2(\mathbf{q} \cdot k \mathbf{q}) \mathbf{q}+2 q_{0}(\mathbf{q} \times k \mathbf{q}) \\
= & k q_{0}^{2} \mathbf{q}-k|\mathbf{q}|^{2} \mathbf{q}+2 k|\mathbf{q}|^{2} \mathbf{q} \\
= & k\left(q_{0}^{2}+|\mathbf{q}|^{2}\right) \mathbf{q} \\
= & k \mathbf{q} \tag{5.10}
\end{align*}
$$

In this example we learn that the vector component of $q$, used in the operator $q v q^{*}$, seems to define the axis of rotation.

### 5.14 Quaternions to Matrices

The three terms in Equation 5.9 are now expanded to produce an algorithm which is often more convenient in applications.

$$
\begin{aligned}
\left(2 q_{0}^{2}-1\right) \mathbf{v} & =\left[\begin{array}{ccc}
\left(2 q_{0}^{2}-1\right) & 0 & 0 \\
0 & \left(2 q_{0}^{2}-1\right) & 0 \\
0 & 0 & \left(2 q_{0}^{2}-1\right)
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right] \\
2(\mathbf{v} \cdot \mathbf{q}) \mathbf{q} & =\left[\begin{array}{ccc}
2 q_{1}^{2} & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
2 q_{1} q_{2} & 2 q_{2}^{2} & 2 q_{2} q_{3} \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{3}^{2}
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right] \\
2 q_{0}(\mathbf{q} \times \mathbf{v}) & =\left[\begin{array}{ccc}
0 & -2 q_{0} q_{3} & 2 q_{0} q_{2} \\
2 q_{0} q_{3} & 0 & -2 q_{0} q_{1} \\
-2 q_{0} q_{2} & 2 q_{0} q_{1} & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]
\end{aligned}
$$

The sum of these three components may be written

$$
\begin{align*}
{\left[\begin{array}{c}
w_{1} \\
w_{2} \\
w_{3}
\end{array}\right] } & =\left[\begin{array}{ccc}
2 q_{0}^{2}-1 & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
+2 q_{1}^{2} & -2 q_{0} q_{3} & +2 q_{0} q_{2} \\
& & \\
2 q_{1} q_{2} & 2 q_{0}^{2}-1 & 2 q_{2} q_{3} \\
+2 q_{0} q_{3} & +2 q_{2}^{2} & -2 q_{0} q_{1} \\
& & \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{0}^{2}-1 \\
-2 q_{0} q_{2} & +2 q_{0} q_{1} & +2 q_{3}^{2}
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right] \\
\mathbf{w} & =q \mathbf{v} q^{*}=Q \mathbf{v} \tag{5.11}
\end{align*}
$$

In passing, we remark that a similar result is obtained for the quaternion operator of Equation 5.6

$$
\begin{align*}
\mathbf{w}=q^{*} \mathbf{v} q= & \left(2 q_{0}^{2}-1\right) \mathbf{v} \\
& +2(\mathbf{v} \cdot \mathbf{q}) \mathbf{q} \\
& +2 q_{0}(\mathbf{v} \times \mathbf{q}) \\
\mathbf{w}=\boldsymbol{q}^{*} \mathbf{v} q= & Q^{t} \mathbf{v} \tag{5.12}
\end{align*}
$$

Note that Equations 5.11 and 5.12 represent the two quaternion operator Equations 5.5 and 5.6 expressed in terms of the matrices, $Q$ and $Q^{t}$, respectively. That is, in summary we have

$$
\begin{aligned}
q \mathbf{v} q^{*} & =Q \mathbf{v} \\
q^{*} \mathbf{v} q & =Q^{t} \mathbf{v}
\end{aligned}
$$

where

$$
q=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

$$
\text { and } Q=\left[\begin{array}{ccc}
2 q_{0}^{2}-1 & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
+2 q_{1}^{2} & -2 q_{0} q_{3} & +2 q_{0} q_{2} \\
& & \\
2 q_{1} q_{2} & 2 q_{0}^{2}-1 & 2 q_{2} q_{3} \\
+2 q_{0} q_{3} & +2 q_{2}^{2} & -2 q_{0} q_{1} \\
& & \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{0}^{2}-1 \\
-2 q_{0} q_{2} & +2 q_{0} q_{1} & +2 q_{3}^{2}
\end{array}\right]
$$

These algorithms offer further support that the two quaternion operators are indeed rotation operators. Their matrix representations, that is, a matrix and its transpose is exactly what we would expect. We emphasize at this point, however, that our geometric interpretation of the preceding results are conjectural and we must, of course, prove that this interpretation is correct. This we do in the next section.

### 5.15 Quaternion Rotation Operator

In the preceding pages we have given considerable motivation for thinking that the triple quaternion products of Equations 5.5 and 5.6 may be interpreted as quaternion rotation operators. In order to apply these operators to a vector in $R^{3}$ we indicated that it is necessary to identify the vector $\mathbf{v}$ with the pure quaternion $v=0+\mathbf{v}$. With this understanding, we now use Equation 5.5 to

## Equation 5.5

$$
\mathbf{w}=\boldsymbol{q} \mathbf{v} q^{*}
$$

Equation 5.6

$$
\mathbf{w}=q^{*} \mathbf{v} q
$$

define the quaternion rotation operator, $L_{q}$ (associated with the quaternion $q$ and applied to a vector $\mathbf{v} \in R^{3}$ ) by the equation

$$
\begin{equation*}
\mathbf{w}=L_{q}(\mathbf{v})=q \mathbf{v} q^{*} \tag{5.13}
\end{equation*}
$$

## Alternative Operator

 We could just as well have used Equation 5.6 to define the operator $L_{q^{*}}$ by writing$$
\begin{aligned}
\mathbf{w}= & L_{q^{*}}(\mathbf{v}) \\
= & q^{*} \mathbf{v} q \\
= & \left(q_{0}-\mathbf{q}\right)(0+\mathbf{v})\left(q_{0}+\mathbf{q}\right) \\
= & \left(2 q_{0}^{2}-1\right) \mathbf{v} \\
& +2(\mathbf{v} \cdot \mathbf{q}) \mathbf{q} \\
& +2 q_{0}(\mathbf{v} \times \mathbf{q})
\end{aligned}
$$

For now, however, we use only the operator of Equation 5.13.

Equation 5.9 then gives us the convenient computational formula

$$
\begin{align*}
L_{q}(\mathbf{v})= & \left(q_{0}^{2}-|\mathbf{q}|^{2}\right) \mathbf{v} \\
& +2(\mathbf{q} \cdot \mathbf{v}) \mathbf{q}  \tag{5.14}\\
& +2 q_{0}(\mathbf{q} \times \mathbf{v})
\end{align*}
$$

In this section we take note of two algebraic properties of the operator $L_{q}$, defined by Equation 5.13. We also prove that this operator does in fact represent a rotation in $R^{3}$, that the axis of rotation is given by the vector part of $q$, and that the angle of rotation is twice the angle associated with the quaternion $q$.

### 5.15.1 $L_{q}(\mathbf{v})=q \mathbf{v} q^{*}$ is a Linear Operator

The first algebraic property of our quaternion operator is that it is linear. This means that for any two vectors $\mathbf{a}$ and $\mathbf{b}$ in $R^{3}$ and for any scalar (real number) $k$ we have

$$
\begin{equation*}
L_{q}(k \mathbf{a}+\mathbf{b})=k L_{q}(\mathbf{a})+L_{q}(\mathbf{b}) \tag{5.15}
\end{equation*}
$$

For, using the distributive property on the quaternion product which defines this operator, we may write

$$
\begin{aligned}
L_{q}(k \mathbf{a}+\mathbf{b}) & =q(k \mathbf{a}+\mathbf{b}) q^{*} \\
& =(k q \mathbf{a}+q \mathbf{b}) q^{*} \\
& =k q \mathbf{a} q^{*}+q \mathbf{b} q^{*} \\
& =k L_{q}(\mathbf{a})+L_{q}(\mathbf{b}) \quad \text { QED }
\end{aligned}
$$

### 5.15.2 Operator Norm

The second algebraic property is that the norm or length of a vector is invariant under the quaternion operator of Equation 5.13, that is $\left|L_{q}(v)\right|=|v|$, as we have already shown in Equation 5.8. This property will be necessary, of course, if the operator is to describe a rotation.

### 5.15.3 Prove: Operator is a Rotation

We are finally ready to apply the foregoing results to construct a proof of the theorem (stated later) that the operator defined by Equation 5.13 indeed is the quaternion rotation operator we want.

## STRATEGY for the Proof

Our argument will proceed as follows:
We begin with a quaternion $q$ whose vector part is $\mathbf{q}$. Then, given a vector $\mathbf{v} \in R^{3}$, we resolve $\mathbf{v}$ into two orthogonal components: the component a along the vector $\mathbf{q}$ and the component $\mathbf{n}$ normal to $\mathbf{q}$. Then we will show that under the quaternion rotation operator $q \mathbf{v} q^{*}$ of Equation 5.13, the first component a is invariant, while the second component $\mathbf{n}$ is rotated about $\mathbf{q}$ through an angle $2 \theta$, where $\theta$ is the angle associated with the quaternion $q$. Since the operator is linear, and since the vector $v$ is the sum of these two components, this shows that the operator $q \mathbf{v} q^{*}$ indeed may be interpreted as a rotation in $R^{3}$ through an angle $2 \theta$ about $\mathbf{q}$ as its axis.

First, we recall that for any unit or normalized quaternion $q$, that is, $|q|=1$, we may write

$$
q=q_{0}+\mathbf{q}=\cos \theta+\mathbf{u} \sin \theta
$$

for some angle $\theta$. Here $\mathbf{u}=\mathbf{q} /|\mathbf{q}|$ is the unit vector.

Equation 5.13 Quaternion Operator

$$
\mathbf{w}=L_{q}(\mathbf{v})=q \mathbf{v} q^{*}
$$

Remember, whenever a quaternion is written as a unit of the form

$$
q=\cos \theta+\mathbf{u} \sin \theta
$$

then the vector $\mathbf{u}$ is a unit vector, that is, $|\mathbf{u}|=1$.

## RESOLVE the Components of the Input Vector

We now write the vector $v$ in the form

$$
\mathbf{v}=\mathbf{a}+\mathbf{n}
$$

where, as defined above, $a$ is the component of $v$ along the vector part of the quaternion $q$, and $\mathbf{n}$ is the component of $\mathbf{v}$ normal to the vector part of $q$.

## INVARIANT Component

Since the vector a lies along the vector $\mathbf{q}$, $\mathbf{a}$ is simply some scalar multiple of $\mathbf{q}$, that is

$$
\mathbf{a}=k \mathbf{q}
$$

for some scalar $k$. If we invoke the results of Section 5.13 then we may write

$$
L_{q}(\mathbf{a})=L_{q}(k \mathbf{q})=k \mathbf{q}=\mathbf{a}
$$

as required.

## ROTATED Component

Our proof will be complete if we now show that the operator $L_{q}$ rotates the component $\mathbf{n}$ through an angle $2 \theta$ about $\mathbf{q}$ as the axis. Using Equation 5.14, with v replaced by n , we may write

$$
\begin{aligned}
L_{q}(\mathbf{n})= & \left(q_{0}^{2}-|\mathbf{q}|^{2}\right) \mathbf{n} \\
& +2(\mathbf{q} \cdot \mathbf{n}) \mathbf{q}+2 q_{0}(\mathbf{q} \times \mathbf{n}) \\
= & \left(q_{0}^{2}-|\mathbf{q}|^{2}\right) \mathbf{n}+2 q_{0}(\mathbf{q} \times \mathbf{n}) \\
= & \left(q_{0}^{2}-|\mathbf{q}|^{2}\right) \mathbf{n}+2 q_{0}|\mathbf{q}|(\mathbf{u} \times \mathbf{n})
\end{aligned}
$$

Here we used the fact that $\mathbf{u}=\mathbf{q} /|\mathbf{q}|$. If we let $\mathbf{u} \times \mathbf{n}=\mathbf{n}_{\perp}$ we may write this last equation as

$$
\begin{equation*}
L_{q}(\mathbf{n})=\left(q_{0}^{2}-|\mathbf{q}|^{2}\right) \mathbf{n}+2 q_{0}|\mathbf{q}| \mathbf{n}_{\perp} \tag{5.16}
\end{equation*}
$$

## ROTATION Verified

We now show that the vectors $\mathbf{n}$ and $\mathbf{n}_{\perp}$ have exactly the same length. First, we observe that the angle between $\mathbf{n}$ and $\mathbf{n}_{\perp}$ is $\pi / 2$, and since $\sin \pi / 2=1$ we can write

$$
\begin{equation*}
\left|\mathbf{n}_{\perp}\right|=|\mathbf{n} \times \mathbf{u}|=|\mathbf{n} \||\mathbf{u}| \sin \pi / 2=|\mathbf{n}| \tag{5.17}
\end{equation*}
$$

Finally, using the trigonometric form for the quaternion $q$ we may write Equation 5.16 in the form


Figure 5.3: Rotated Vector Components

$$
\begin{aligned}
L_{q}(\mathbf{n})= & \left(\cos ^{2} \theta-\sin ^{2} \theta\right) \mathbf{n} \\
& +(2 \cos \theta \sin \theta) \mathbf{n}_{\perp} \\
= & \cos 2 \theta \mathbf{n}+\sin 2 \theta \mathbf{n}_{\perp}
\end{aligned}
$$

The components of $L_{q}(\mathbf{n})$ are illustrated in Figure 5.3.

To this point we have shown that

$$
\begin{aligned}
\mathbf{w}=q \mathbf{v} q^{*} & =L_{q}(\mathbf{v})=L_{q}(\mathbf{a}+\mathbf{n}) \\
& =L_{q}(\mathbf{a})+L_{q}(\mathbf{n}) \\
& =\mathbf{a}+\mathbf{m} \\
\text { where } \mathbf{m}=L_{q}(\mathbf{n}) & =\cos 2 \theta \mathbf{n}+\sin 2 \theta \mathbf{n}_{\perp}
\end{aligned}
$$

## SUMMARY of Proof that $q \mathbf{v} q^{*}$ is a Rotation

$$
|\mathbf{m}|=|\mathbf{n}|=\left|\mathbf{n}_{\perp}\right|
$$

## Proof:

$$
\begin{aligned}
N^{2}(\mathbf{m})= & \mathbf{m} \cdot \mathbf{m}=|\mathbf{m}|^{2} \\
= & \left(\cos 2 \theta \mathbf{n}+\sin 2 \theta \mathbf{n}_{\perp}\right) \\
& \left(\cos 2 \theta \mathbf{n}+\sin 2 \theta \mathbf{n}_{\perp}\right) \\
= & \cos ^{2} 2 \theta \mathbf{n} \cdot \mathbf{n}+ \\
& \sin ^{2} 2 \theta \mathbf{n}_{\perp} \cdot \mathbf{n}_{\perp}+ \\
& \cos 2 \theta \sin 2 \theta \mathbf{n}_{\perp} \cdot \mathbf{n}+ \\
= & \sin 2 \theta \cos 2 \theta \mathbf{n} \cdot \mathbf{n}_{\perp} \\
= & \left(\cos ^{2} 2 \theta+\sin ^{2} 2 \theta\right)|\mathbf{n}|^{2} \\
= & |\mathbf{n}|^{2}=\left|\mathbf{n}_{\perp}\right|^{2}
\end{aligned}
$$

Therefore,

$$
|\mathbf{m}|=|\mathbf{n}|=\left|\mathbf{n}_{\perp}\right|
$$

Using Equation 5.17 we get $|\mathbf{m}|=|\mathbf{n}|=\left|\mathbf{n}_{\perp}\right|$. Then it is clear that $\mathbf{m}$ is a rotation of $\mathbf{n}$ through $2 \theta$, as shown in Figures 5.3


Figure 5.4: Rotation Operator Geometry
and 5.4. Since $\mathbf{w}=\mathbf{a}+\mathbf{m}$, it is likewise clear, $\mathbf{w}=q \mathbf{v} q^{*}$ may be viewed as the vector $\mathbf{v}$ rotated through $2 \theta$ about $\mathbf{q}$ as an axis.

Thus we have completed the proof of the following theorem.
Theorem 5.1: For any unit quaternion

$$
q=q_{0}+\mathbf{q}=\cos \theta+\mathbf{u} \sin \theta
$$

and for any vector $\mathbf{v} \in R^{3}$ the action of the operator

$$
L_{q}(\mathbf{v})=q \mathbf{v} q^{*}
$$

on $\mathbf{v}$ may be interpreted geometrically as a rotation of the vector $\mathbf{v}$ through an angle 20 about $\mathbf{q}$ as the axis of rotation.

Note, in Figure 5.4, that the vector $\mathbf{v}$ and and its image $\mathbf{w}$ may be viewed as generators of the right-circular cone whose axis is the quaternion vector $\mathbf{q}$ and whose circular base in this instance contains the vectors, $\mathbf{n}$ and $\mathbf{m}$. Thus, the vector $\mathbf{v}$ and its image $\mathbf{w}$ are related by the rotation described in the above theorem.

The various vectors in Figure 5.4 implicitly suggest the existence of some reference coordinate frame. From afar, God sees the frame within which all of this is happening. But we local creatures, are a much too loosely coupled part of it all. As an observer we must more closely relate to the fixed axis of rotation, the generators $\mathbf{v}$ and $\mathbf{w}$, the fixed point, and/or the frame.

So, the observer somehow finds a seat fixed in this implicit frame. What she sees happening, under the action of the rotation operator $q v q^{*}$, is that the vector $\mathbf{v}$ goes to $\mathbf{w}$. That is, $\mathbf{v}$ is rotated positively through an angle $2 \theta$ about an axis whose direction is defined by $\mathbf{q}$. This is exactly the situation described earlier in Section 5.11 and called Perspective \#1.

On-the-other-hand, if I go find myself a seat on the vector $\mathbf{v}$, then, for this same operator $q \mathbf{v} q^{*}$, what I see happening is that the coordinate frame rotates in a negative direction through the

A rotation about a directed axis is defined as a positive rotation if it has right-handed sense, that is, with the thumb on the right hand extended along the directed axis, the fingers wrap in the direction which defines a positive rotation.
angle $2 \theta$ about this same axis which is defined by the quaternion vector $\mathbf{q}$. This is what we called Perspective \#2, also described earlier in Section 5.11.

Up to this point we have used the operator of Equation 5.5.

Equation 5.5
$\mathbf{w}=q \mathbf{v} q^{*}$

Equation 5.6
$\mathbf{w}=q^{*} \mathbf{v} q$

We could just as well have used the quaternion operator

$$
L_{q *}(\mathbf{v})=q^{*} \mathbf{v} q
$$

of Equation 5.6. Keeping in mind our remarks on the observer's perspective, made above, we then would have proved the following theorem:

Theorem 5.2: For any unit quaternion

$$
q=q_{0}+\mathbf{q}=\cos \theta+\mathbf{u} \sin \theta
$$

and for any vector $\mathbf{v} \in R^{3}$ the action of the operator

$$
L_{q *}(\mathbf{v})=q^{*} \mathbf{v} q
$$

may be interpreted geometrically as

- a rotation of the coordinate frame with respect to the vector $\mathbf{v}$ through an angle $2 \theta$ about $\mathbf{q}$ as the axis, or,
- an opposite rotation of the vector $\mathbf{v}$ with respect to the coordinate frame through an angle $2 \theta$ about $\mathbf{q}$ as the axis.

It is important to note just how closely related these two theorems are: If in Theorem 5.1 we change the sign of the angle and therefore the direction of rotation, then Theorem 5.1 becomes Theorem 5.2, and visa versa. This tends to confirm that if the angle may be chosen from $-\pi<\theta \leq \pi$ then we could get by with only one Theorem - and carefully chose the proper perspective.

On-the-other-hand, assuming positive angles, it may be not only convenient but it may be that there is precedence and therefore it would be more conventional that we properly relate these operators in the following manner:

$$
\begin{aligned}
& q \mathbf{v} q^{*} \rightarrow \text { vector rotation } \\
& q^{*} \mathbf{v} q \rightarrow \text { frame rotation }
\end{aligned}
$$

in much the same way as we do with matrices, when we write

$$
\begin{array}{cc} 
& M
\end{array} \begin{array}{ll} 
& \rightarrow \text { frame rotation } \\
\text { then } & M^{t}
\end{array} \rightarrow \text { vector rotation }
$$

So we let the Theorems stand!
In summary, Theorem 5.1 states that the quaternion operator

$$
L_{q}(\mathbf{v})=q \mathbf{v} q^{*}
$$

may be interpreted as a point or vector rotation, with respect to (or, relative to) the (fixed) coordinate frame, and Theorem 5.2 states that the quaternion operator

$$
L_{q^{*}}(\mathbf{v})=q^{*} \mathbf{v} q
$$

may be interpreted as a coordinate frame rotation, with respect to (or, relative to) the (fixed) space of points or vectors. What is fixed may depend upon the practioners perspective.

Equation 5.5
Even though we stated earlier that with the appropriate choice of the angle $\theta$ (specifically whether $\theta$ is defined to be positive or defined to be negative) the two operators of Equations 5.5 and 5.6 may in fact be equivalent. However, it will still be important in many applications to maintain the distinction

$$
\mathbf{w}=q \mathbf{v} q^{*}
$$

Equation 5.6

$$
\mathbf{w}=q^{*} \mathbf{v} q
$$

## Equation 5.5

$\mathbf{w}=q \mathbf{v} q^{*}$

Equation 5.6
$\mathbf{w}=q^{*} \mathbf{v} q$
between the results of these two theorems. Hence from this point on we shall uniformly interpret the quaternion rotation operator of Equation 5.5 geometrically as a point rotation with respect to the frame, while we interpret the quaternion rotation operator of Equation 5.6 as a coordinate frame rotation with respect to the point or vector space. The importance of this distinction is found only in the need to decide which of these two geometric interpretations is appropriate in a given application.

We again emphasize that the choice of which of these two quaternion operators we use in a given application is actually arbitrary, and so the choice should be made of the basis of what seems natural and convenient. We can hardly emphasize too much the fact that the important consideration is the relative relationship between the vectors and the coordinate frame. It is most important to realize that in a specific application we begin with an initial relative relationship between the vectors and the coordinate frame, and that these quaternion rotation operators then simply modify this relative relationship. Which rotations one uses to get to the desired final relationship, that is, whether one uses point rotations (frame fixed) or frame rotations (points fixed), is not the significant matter; these two perspectives are identical except for the sign on the rotation angle. Having said this, however, we must also say that in a given application the choice must be made explicitly and carefully.

### 5.16 Quaternion Operator Sequences

In many applications it will be important to consider, as we did in the case of matrix rotation operators, a sequence of these quaternion rotation operators. By such a sequence we mean one operator applied after another, and so on, in some specified order. Hence we need to know that a sequence of such operators itself represents a rotation in $R^{3}$.

So, suppose that we have two operators of the sort described in Equation 5.9. Let $p$ and $q$ be two unit quaternions which define the quaternion rotation operators

$$
\begin{aligned}
L_{p}(\mathbf{a}) & =p \mathbf{a} p^{*} \\
\text { and } \quad & L_{q}(\mathbf{b})
\end{aligned}=q \mathbf{b} q^{*} .
$$

Now, let $\mathbf{u}$ be a vector to which the operator $L_{p}$ is applied as shown in Figure 5.5, to obtain


Figure 5.5: Rotation Operator Composition: $L_{q} \circ L_{p}$

$$
\begin{aligned}
\mathbf{v} & =L_{p}(\mathbf{u}) \\
& =p \mathbf{u} p^{*}
\end{aligned}
$$

To this result we apply the operator $L_{q}$, thus obtaining what sometimes is called the composition of the operators $L_{q}$ and $L_{p}$, denoted $L_{q} \circ L_{p}$, we get

$$
\begin{align*}
\mathbf{w} & =L_{q}(\mathbf{v}) \\
& =q \mathbf{v} q^{*} \\
& =q\left(p \mathbf{u} p^{*}\right) q^{*} \\
& =(q p) \mathbf{u}(q p)^{*}=L_{q p}(\mathbf{u}) \tag{5.18}
\end{align*}
$$

But now, since $p$ and $q$ are unit quaternions, so is the product $q p$. Hence, Equation 5.18 describes a rotation operator of the form of Equation 5.9, in which the defining quaternion is exactly the product of the two constituent quaternions $p$ and $q$. The axis and the angle of this composite rotation is, of course, given by the product $q p$. Thus we have proved the following theorem.

Equation 5.9 Quaternion Operator

$$
\begin{aligned}
\mathbf{w}= & L_{\boldsymbol{q}}(\mathbf{v}) \\
= & \mathbf{q} \mathbf{v} q^{*} \\
= & \left(q_{0}+\mathbf{q}\right)(0+\mathbf{v})\left(q_{0}-\mathbf{q}\right) \\
= & \left(2 q_{0}^{2}-1\right) \mathbf{v}+ \\
& 2(\mathbf{q} \cdot \mathbf{v}) \mathbf{q}+ \\
& 2 q_{0}(\mathbf{q} \times \mathbf{v})
\end{aligned}
$$

Equation 5.5

$$
\mathbf{w}=q \mathbf{v} q^{*}
$$

Equation 5.6
$\mathbf{w}=q^{*} \mathbf{v} q$

Theorem 5.3: Suppose that $p$ and $q$ are unit quaternions which define the quaternion rotation operators $L_{p}(\mathbf{u})=p \mathbf{u} p^{*}$ and $L_{q}(\mathbf{v})=q \mathbf{v} q^{*}$. Then the quaternion product $q p$ defines a quaternion rotation operator $L_{q p}$ which represents a sequence of operators, $L_{p}$ followed by $L_{q}$. The axis and the angle of rotation are those represented by the quaternion product, say, $r=q p$.

In the proof of Theorem 5.3 we used quaternion rotation operators given by Equation 5.5. However, if we use the operator given by Equation 5.6 we obtain a result which differs distinctly from that of Theorem 5.3. That is, with $\mathbf{v}=q^{*} \mathbf{u} q$, a computation, similar to the one computation above, gives

$$
\begin{align*}
\mathbf{w} & =L_{q}(\mathbf{v}) \\
& =q^{*} \mathbf{v} q \\
& =q^{*}\left(p^{*} \mathbf{u} p\right) q \\
& =(p q)^{*} \mathbf{u}(p q)=L_{p q}(\mathbf{u}) \tag{5.19}
\end{align*}
$$

Equation 5.19 says that, using the quaternion rotation operator of Equation 5.6, the axis and the angle of the composite rotation are those represented by the quaternion product $p q$. Note that the order of the quaternions is reversed, and, since the quaternion product is not commutative, the result is distinctly different. In fact, we have the theorem

Theorem 5.4: Suppose that $p$ and $q$ are unit quaternions which define the quaternion rotation operators $L_{p}(\mathbf{u})=p^{*} \mathbf{u} p$ and $L_{q}(\mathbf{v})=q^{*} \mathbf{v} q$. Then the quaternion product $p q$ defines a quaternion rotation operator $L_{p q}$ which represents a sequence of operators, $L_{p}$ followed by $L_{q}$. The axis and the angle of rotation of the composite rotation operator are those represented by the quaternion product $p q$.

Note that in both of these theorems the sequence of operators is $L_{p}$ followed by $L_{q}$. The significant difference between Theorem 5.3 and Theorem 5.4 is that if the operator of Equation 5.5 is used, the quaternion for the composite rotation is the product $q p$, while if the operator of Equation 5.6 is used the quaternion for the composite operator is the product $p q$. This distinction is important whenever an application of these ideas is made.

The four preceding theorems give us two very important results concerning the use of quaternions for defining rotations in $R^{3}$. Theorems 5.1 and 5.2 essentially define the two quaternion rotation operators which we will be using, while Theorems 5.3 and 5.4 tell how to handle sequences of such rotations.

In what follows, it usually is more convenient to express the basic defining quaternion in a rotation operator in terms of the angle $\theta / 2$, so that the angle of rotation is $\theta$. And finally, it may be well to end this section with two examples, one for each of these two important theorems.

### 5.16.1 Rotation Examples

As an example for Theorem 5.1, consider a rotation in $R^{3}$ about an axis defined by the vector $(1,1,1)$. About this axis, the standard basis vectors $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are all generators of a cone in fact, they all generate the same cone. For this axis, these standard basis vectors are equally spaced on the surface of this generated cone. If the angle of rotation about the specified axis is $2 \pi / 3$, then the vectors, say $a \mathbf{i}$, under this rotation becomes $a \mathbf{j}, b \mathbf{j}$ would become $b \mathbf{k}$, and $c \mathbf{k}$ would become $c \mathbf{i}$. We now explain exactly how this rotation goes in terms of the quaternion operator in Equation 5.9.

Equation 5.9 Quaternion Operator

$$
\begin{aligned}
\mathbf{w}= & L_{q}(\mathbf{v}) \\
= & q \mathbf{v} q^{*} \\
= & \left(q_{0}+\mathbf{q}\right)(0+\mathbf{v})\left(q_{0}-\mathbf{q}\right) \\
= & \left(2 q_{0}^{2}-1\right) \mathbf{v}+ \\
& 2(\mathbf{q} \cdot \mathbf{v}) \mathbf{q}+ \\
& 2 q_{0}(\mathbf{q} \times \mathbf{v})
\end{aligned}
$$

First, we define a unit vector $\mathbf{u}$ in the direction of the vector $(1,1,1)$ as

$$
\mathbf{u}=(1 / \sqrt{3}, 1 / \sqrt{3}, 1 / \sqrt{3})
$$

Next, the appropriate choice for the angle $\theta$ in the unit quaternion $q$ is one-half of the angle of rotation. Thus we need $\theta=\pi / 3$, which gives us $\cos \theta=1 / 2$ and $\sin \theta=\sqrt{3} / 2$. Hence, the appropriate quaternion $q$ to be used in defining the quaternion operator is

$$
\begin{aligned}
q & =\cos \theta+\mathbf{u} \sin \theta \\
& =\frac{1}{2}+\left(\mathbf{i} \frac{1}{\sqrt{3}}+\mathbf{j} \frac{1}{\sqrt{3}}+\mathbf{k} \frac{1}{\sqrt{3}}\right) \frac{\sqrt{3}}{2} \\
& =\frac{1}{2}+\frac{1}{2} \mathbf{i}+\frac{1}{2} \mathbf{j}+\frac{1}{2} \mathbf{k}
\end{aligned}
$$

So, if we write the quaternion $q$ in the form $q=q_{0}+\mathbf{q}$ we have

$$
q_{0}=\frac{1}{2}
$$

and

$$
\mathrm{q}=\frac{1}{2} \mathrm{i}+\frac{1}{2} \mathrm{j}+\frac{1}{2} \mathrm{k}
$$

We may now compute the effect of the operator $q \vee q^{*}$ on, say, the basis vector $\mathbf{v}=\mathbf{i}$. We need (the reader should check these details)

$$
\mathbf{q} \cdot \mathbf{i}=\frac{1}{2}
$$

and

$$
\mathbf{q} \times \mathbf{i}=\frac{1}{2} \mathbf{j}-\frac{1}{2} \mathbf{k}
$$

Equation 5.9 then gives us

$$
\begin{aligned}
\mathbf{w} & =q \mathbf{i} q^{*} \\
& =\left(\frac{1}{4}-\frac{3}{4}\right) \mathbf{i}+2\left(\frac{1}{2}\right) \mathbf{q}+2\left(\frac{1}{2}\right)\left(\frac{1}{2} \mathbf{j}-\frac{1}{2} \mathbf{k}\right) \\
& =-\frac{1}{2} \mathbf{i}+\frac{1}{2} \mathbf{i}+\frac{1}{2} \mathbf{j}+\frac{1}{2} \mathbf{k}+\frac{1}{2} \mathbf{j}-\frac{1}{2} \mathbf{k} \\
& =\mathbf{j}
\end{aligned}
$$

Our example thus shows that the operator in Equation 5.5 does have exactly the geometric effect which the theorem guarantees. It is not difficult to check that the quaternion operation indicated does, in fact, take $\mathbf{j}$ into $\mathbf{k}$ as well as $\mathbf{k}$ into $\mathbf{i}$.

Equation 5.5
We should note that the preceding result is based on a point or vector rotation. It is not difficult to verify that if instead of the quaternion rotation operator of Equation 5.5 we had used the frame rotation operator of Equation 5.6 we would have obtained

$$
\begin{aligned}
\mathbf{w} & =L_{q}(\mathbf{i}) \\
& =q^{*} \mathbf{i} q \\
& =\mathbf{k}
\end{aligned}
$$

A moment's reflection will tell us that this is exactly what we should expect from a frame rotation about the axis whose direction is given by the vector $(1,1,1)$ through the angle $2 \pi / 3$.

## Rotation Sequence Example

As an example for, say, Theorem 5.4 (a frame rotation, in this case), consider first a rotation through an angle $\pi / 2$ about the basis vector $\mathbf{k}$ as its axis. As we remarked before, in defining the appropriate quaternion we must use half of this angle. Since $\cos \pi / 4=\sqrt{2} / 2=\sin \pi / 4$, the appropriate quaternion for this rotation is

$$
q=\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2} k
$$

Geometrically it is clear that this rotation will, for example, direct the new basis vector, $\mathbf{v}=\mathbf{i}$, along the original basis vector $\mathbf{j}$. (The reader may wish to check that new basis vector $\mathbf{j}$ then is negatively directed with respect to the original basis vector $\mathbf{i}$ ).

We follow this first rotation with a second rotation, namely, one about the new basis vector i through an angle $\pi / 2$. Again,
in view of our above remarks, it is clear that the quaternion appropriate for this rotation is

$$
p=\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2} \mathbf{i}
$$

This rotation, applied after the first one, takes the basis vector $\mathbf{j}$ into the vector $\mathbf{k}$. In summary, according to our Theorem 5.4, the composite operator is $(q p)^{*} \mathbf{v}(q p)$ where the product $q p$ represents the appropriate quaternion for the sequence of these two rotations. We may easily find the axis and the angle of this composite rotation by computing the product $q p$. We have

$$
\begin{aligned}
q p & =\left(\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2} \mathbf{k}\right)\left(\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2} \mathbf{i}\right) \\
& =\frac{1}{2}-\frac{1}{2} \mathbf{k} \cdot \mathbf{i}+\frac{1}{2} \mathbf{i}+\frac{1}{2} \mathbf{k}+\frac{1}{2} \mathbf{k} \times \mathbf{i} \\
& =\frac{1}{2}+\frac{1}{2} \mathbf{i}+\frac{1}{2} \mathbf{j}+\frac{1}{2} \mathbf{k}
\end{aligned}
$$

From this quaternion product we note that the axis of rotation is in the direction of the vector ( $1,1,1$ ) again, as in a previous example (a coincidence), and that the angle of rotation is $2 \pi / 3$. A moment's reflection on the geometry of the situation indeed confirms that a single rotation about this composite axis through this angle directs the new basis vector $i$ along the old basis vector $\mathbf{j}, \mathbf{j}$ along $\mathbf{k}$, and $\mathbf{k}$ along $\mathbf{i}$, if we apply the operator for each basis vector, just as Theorem 5.4 claims must happen.

It is not difficult to check that if we use the rotation operator of Equation 5.6 in the preceding example, the result may be interpreted as a negative rotation rather than a positive rotation. It should be no mystery that this is what conjugation does.

There is much more to be said about the geometry of the rotation operators we have looked at in this section, and we turn to these geometric considerations in the next chapter.

## Chapter 6

## Quaternion Geometry

### 6.1 Introduction

In this chapter we wish to explore in more detail certain geometric matters related to quaternions and the quaternion operator of the preceding chapter. We already know that the composition of two rotations is a rotation; this we have proved in an earlier chapter. Here, in the context of the quaternion rotation operator, we will analyze the sequence of two rotations from a geometric point of view. More specifically, we will find the axis and the angle of a composite rotation using geometric methods. In fact, we will find formulas which define this axis and angle, and these formulas will confirm the algebraic results obtained earlier.

We begin by considering a sphere, or more particularly, the set of points which constitute the surface of a sphere. We let the center of the sphere be at the origin of a fixed reference coordinate frame in $R^{3}$. Geometrically it is clear that any rotation of the sphere about a vector in this reference frame will take points on the surface of the sphere into points on that surface. The result is a mapping which takes the surface of the sphere into itself. This mapping preserves distances between points on

Distances between points on the surface of a sphere are always measured along a great-circle arc.
the sphere. It also preserves the measure and the direction of the angle between any two great-circle arcs. Every such mapping has two invariant points, namely, the two points which are common to the axis of rotation and the surface of the sphere.


Figure 6.1: Two Rotation Construction
Suppose we choose two points, say $A$ and $B$, on the surface of the sphere. These two points, in effect define two vectors $\mathbf{a}$ and $\mathbf{b}$ fixed in the reference coordinate frame. We let these vectors serve as axes of rotation of the sphere into itself. Now consider a sequence of two rotations: the first rotation about the axis a, followed by a second rotation about the axis $\mathbf{b}$. We ask the following question:

Can we find a single rotation about some axis which is equivalent to a sequence of two rotations about any two given distinct axes?

We know that the answer to this question is affirmative. However, in what follows we will confirm this fact geometrically.

We begin with a construction on the unit sphere which identifies two points which are invariant under any given sequence of two rotations. This construction relates the two given axes and their respective rotations to an equivalent composite rotation axis defined by the two invariant points. Finally, we also show how this result is related to the associated quaternion rotation operator discussed in the last chapter.

### 6.2 Euler Construction

So consider two distinct but arbitrary points, say $A$ and $B$, on the surface of a unit sphere centered at the origin of a fixed reference frame in $R^{3}$, as illustrated in Figure 6.1. Associated with these two points are the related unit vectors, designated in the figure as $\mathbf{a}$ and $\mathbf{b}$, respectively. For convenience we have oriented the fixed reference frame so that the vector a lies in the XY plane. Rotations of the sphere into itself are now taken, in turn, about these two vectors as axes. Let the sequence of two rotations consist of first, a rotation about the axis a through an angle $\alpha$, followed by a second rotation about the axis $\mathbf{b}$ through an angle $\beta$.

For convenience we here introduce a new notation for a rotation. By $R[\mathbf{v}, \theta]$ we mean a rotation about the vector $\mathbf{v}$ through the angle $\theta$. Further, if the rotation takes the point $P$ into the point $P^{\prime}$ we write

$$
R[\mathbf{v}, \theta] P=P^{\prime}
$$



Points on the Sphere
The triangle, $A C B$ and its symmetrical reflection $A C^{\prime} B$, on the sphere is redrawn here in the plane to make it easier to follow the discussion in the text.
Visualize the unit vector directions, $\mathbf{a}$ and $\mathbf{b}$ at points $A$ and $B$, respectively, as normal to and directed out-of-the-page.

In this new notation, the question asked in the introductory section of this chapter is simply this:

Given rotations $R[\mathbf{a}, \alpha]$ and $R[\mathbf{b}, \beta]$, is there an equivalent composite single rotation $R[\mathbf{c}, \gamma]$ such that

$$
R[\mathbf{b}, \beta] R[\mathbf{a}, \alpha]=R[\mathbf{c}, \gamma] ?
$$

It is important to note that, in general, if the rotation sequence is commuted, a different composite rotation results.

In this equation the product on the left-hand side simply means that the rotation $R[\mathbf{a}, \alpha]$ is followed by the rotation $R[\mathbf{b}, \beta]$. We now use geometric and algebraic methods to show that the rotation $R[\mathbf{c}, \gamma]$ indeed exists, and we shall develop methods for finding formulas which define the axis $\mathbf{c}$ as well as the angle $\gamma$. The axis and angle for this composite rotation, of course, will be functions of, that is, be dependent upon the vectors $a$ and $\mathbf{b}$ and the angles $\alpha$ and $\beta$, which are the parameters of the two constituent rotation operators.

### 6.2.1 Geometric Construction

Refer once again to Figure 6.1. The two points, $A$ and $B$, are connected by a great circle arc. The first rotation at $A$, through the angle $\alpha$, is about an axis whose direction is defined by the unit vector $\mathbf{a}$; this is followed by a second rotation at $B$, through an angle $\beta$, about an axis whose direction is is defined by the unit vector $\mathbf{b}$. The following construction enables us to find the direction, defined by the unit vector $\mathbf{c}$, for the axis of the composite rotation $R[\mathbf{c}, \gamma]$.

Consider points $C$ and $C^{\prime}$ on the surface of the sphere, located so that $\angle C A B=\angle C^{\prime} A B=\alpha / 2$ and $\angle C B A=\angle C^{\prime} B A=$ $\beta / 2$, as illustrated in the margin. If we now have a right-handed rotation at point $A$, through the angle $\alpha$, it is clear, since the arc segments $A C$ and $A C^{\prime}$ have the same length, that the point
$C$ is taken into the point $C^{\prime}$, that is,

$$
R[\mathbf{a}, \alpha] C=C^{\prime}
$$

We follow this rotation with a similar right-handed rotation, this time about an axis defined by the vector $\mathbf{b}$ through an angle $\beta$. Geometrically, for the same reasons, it is clear that this rotation takes the point $C^{\prime}$ back into the point $C$, that is,

$$
R[\mathbf{b}, \beta] C^{\prime}=C
$$

These remarks make it clear that the point $C$ is a fixed point under the sequence of these two rotations. Using our new notation, we may now write

$$
\begin{aligned}
R[\mathbf{b}, \beta] R[\mathbf{a}, \alpha] C & =R[\mathbf{b}, \beta] C^{\prime} \\
& =C
\end{aligned}
$$

Since we already know that the composition of two rotations in $R^{3}$ is another rotation in $R^{3}$, and since the point $C$ is invariant under this composite rotation, it must be that the point $C$ lies on the axis of the composite rotation. This establishes the unit vector direction $\mathbf{c}$ as the axis of the composite rotation, $R[\mathbf{c}, \gamma]$.

We next construct $\gamma$, which is the angle for the composite rotation operator, $R[\mathbf{c}, \gamma]$. This we do on the surface of the sphere by considering the rotation mapping of any arbitrary point $P$ other than the point $C$. We must find the angle $\gamma$ such that the equation

$$
R[\mathbf{b}, \beta] R[\mathbf{a}, \alpha] P=R[\mathbf{c}, \gamma] P
$$

holds for any point $P$ (remember, the rotation axis has just been determined). Since $C$ is invariant under the composite rotation, our only restriction on choosing the point $P$ is that $P \neq C$; so let's take $P=A$. This choice makes the ensuing geometric and algebraic analysis much easier than if we choose an arbitrary


Points on the Sphere The triangle on the sphere is redrawn here in the margin for reference as we step through the analysis.


## Spherical Triangle

The triangle on the sphere illustrates the relationship between the angles: $\alpha, \beta, \delta$, and $\gamma$, along with the radian distance $d$ between points $A$ and $B$.
point (although, it is easy to see we could have chosen $P=B$ with the same advantage).

So we consider the equation

$$
R[\mathbf{b}, \beta] R[\mathbf{a}, \alpha] A=R[\mathbf{c}, \gamma] A
$$

Since the point $A$ is on the axis of the rotation $R[\mathbf{a}, \alpha]$ it follows


Figure 6.2: Composite rotations of Point A
that

$$
R[\mathbf{a}, \alpha] A=A
$$

so that our equation becomes

$$
R[\mathbf{b}, \beta] A=R[\mathbf{c}, \gamma] A
$$

The second rotation $R[\mathbf{b}, \beta]$ however, takes the great-circle segment $B A$ into $B A^{\prime}$ as shown in Figure 6.2. In summary, the
image of point $A$, under these two rotations is $A^{\prime}$, that is,

$$
R[\mathbf{b}, \beta] R[\mathbf{a}, \alpha] A=R[\mathbf{c}, \gamma] A=A^{\prime}
$$

From the geometry in Figure 6.2 it is quite clear that the

$$
\angle \gamma=\angle A C A^{\prime}
$$

Thus it is clear that the rotation (on the surface of the sphere) about the point $C$ through the angle $\gamma$ takes the point $A$ into the point $A^{\prime}$ just as the rotation about the point $B$ through the angle $\beta$ takes the point $A$ into the point $A^{\prime}$. In summary, we have constructed, on the surface of the sphere, the angle $\gamma$ for the composite rotation $R[\mathbf{c}, \gamma]$.

This geometric construction does not, however, determine the magnitude of the angle $\gamma$. About all we can say for the magnitude of $\gamma$ is that

$$
\frac{\delta}{2}+\frac{\gamma}{2}=\pi
$$

where $\delta / 2$ is the interior angle of the spherical triangle shown in Figure 6.2. The angle $\delta$ is a function of the specified rotation angles $\alpha$ and $\beta$, and the length, say $d$, of the great-circle arc $A B$. We must now determine the magnitude of $\gamma$ as a function of these given parameters, and we will do this algebraically using some identities in spherical trigonometry.

### 6.2.2 The Spherical Triangle

Most readers may not be familiar with the details of spherical trigonometry, by which we mean the trigonometry of triangles whose sides are great-circle arcs on the surface of a sphere. We shall not review that subject at this point; rather we shall simply appropriate the results which we need to find a formula for the rotation angle $\gamma$. The interested reader, of course, may check


Spherical Triangle
The triangle on the sphere illustrates the relationship between the angles: $\alpha, \beta, \delta$, and $\gamma$, along with the radian distance $d$ between points $A$ and $B$.
these results in any standard spherical trigonometry textbook. As a matter of fact, a bit later we will derive some of these formulas in the context of the quaternion rotation operator.

Consider once again the spherical triangle, $A B C$, introduced in Figure 6.2 and reproduced in part in the margin. It will be relatively easy to get a formula for the magnitude of the rotation angle $\gamma$ if we appropriate the relevant identity from spherical trigonometry for the triange $A B C$. That identity is

$$
\begin{equation*}
\cos \frac{\delta}{2}=\sin \frac{\alpha}{2} \cos d \sin \frac{\beta}{2}-\cos \frac{\alpha}{2} \cos \frac{\beta}{2} \tag{6.1}
\end{equation*}
$$

where $d$ is the radian distance between point $A$ and point $B$, that is, $\angle d$ is the central angle subtended by the great-circle arc AB. Since, as we observed earlier,

$$
\frac{\delta}{2}+\frac{\gamma}{2}=\pi
$$

it follows that

$$
\frac{\delta}{2}=\pi-\frac{\gamma}{2}
$$

so that

$$
\begin{aligned}
\cos \frac{\delta}{2} & =\cos \left(\pi-\frac{\gamma}{2}\right) \\
& =\cos \pi \cos \frac{\gamma}{2}+\sin \pi \sin \frac{\gamma}{2} \\
& =-\cos \frac{\gamma}{2}
\end{aligned}
$$

Therefore we may write Equation 6.1 as

$$
\begin{equation*}
\cos \frac{\gamma}{2}=\cos \frac{\alpha}{2} \cos \frac{\beta}{2}-\sin \frac{\alpha}{2} \cos d \sin \frac{\beta}{2} \tag{6.2}
\end{equation*}
$$

We may then write

$$
\begin{equation*}
\cos \frac{\gamma}{2}=\cos \frac{(\alpha+\beta)}{2}+(1-\cos d) \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \tag{6.3}
\end{equation*}
$$

### 6.3. GEOMETRIC ANALYSIS USING QUATERNIONS

It is now clear that if we are given the magnitudes for the angles $\alpha$ and $\beta$, and the radian length of the great-circle arc $A B$ (that is, the magnitude of the angle $d$ ), we may use this Equation 6.3 to calculate the magnitude of the angle $\gamma$.

We remark incidentally that if triangle $A B C$ were a plane triangle then we have

$$
\frac{\delta}{2}+\frac{\alpha}{2}+\frac{\beta}{2}=\pi
$$

and therefore

$$
\frac{\gamma}{2}=\frac{\alpha}{2}+\frac{\beta}{2}
$$

However, for the spherical triangle, Equation 6.3 merely says, if angle $d \neq 0$ then

$$
\frac{\alpha}{2}+\frac{\beta}{2}+\frac{\delta}{2}>\pi
$$

or, in terms of $\gamma$,

$$
\frac{\gamma}{2}<\frac{\alpha}{2}+\frac{\beta}{2}
$$

### 6.3 Geometric Analysis Using Quaternions

In the preceding sections we described a geometric construction which identified the axis and the angle of rotation for a sequence of two given rotations. We also derived a formula from which the magnitude of the angle of rotation may be computed. In this section we accomplish essentially the same goals, but now we do this in the context of the quaternion rotation operator of Equation 5.13.

The quaternion notation for a rotation operator is algebraically more convenient and more concise, as we shall presently see. Earlier in this chapter, when we did the geometric contruction,
a rotation about the point $C$ (which defined the unit vector c as the axis of rotation) through the angle $\gamma$ was denoted by $R[\mathbf{c}, \gamma]$. We noted that if this rotation takes the point $A$ into the point $A^{\prime}$ we write

$$
A^{\prime}=R[\mathbf{c}, \gamma] A
$$

Using the result of Theorem 5.1 of Section 5.8.3, we may write


Figure 6.3: Rotation Sequence
the rotation $R[\mathbf{c}, \gamma]$ in the form of the quaternion rotation operator (as applied to some vector $\mathbf{v}$ )

$$
\mathbf{w}=L_{q}(\mathbf{v})=q_{\mathbf{c}, \gamma} \mathbf{v} q_{\mathbf{c}, \gamma}^{*}
$$

In this quaternion rotation operator form the quaternions $q_{\mathbf{c}, \gamma}$ and $q_{\mathbf{c}, \gamma}^{*}$ are given by

$$
\begin{array}{ll}
\quad q_{\mathrm{c}, \gamma} & =\cos \frac{\gamma}{2}+c \sin \frac{\gamma}{2} \\
\text { and } \quad q_{\mathrm{c}, \gamma}^{*} & =\cos \frac{\gamma}{2}-\mathrm{c} \sin \frac{\gamma}{2}
\end{array}
$$

In this quaternion notation we are using double subscripts to denote both the axis and the angle of the quaternion rotation operator. We use this notation at this point to emphasize the fact that the quaternion employed in the quaternion rotation operator exhibits directly both the angle of rotation and the axis about which this rotation occurs. Using this notation, we next derive expressions for the angle, $\gamma$, and the vector, $\mathbf{c}$; this will confirm the results obtained in the preceeding section.

Both the direction of the composite axis $\mathbf{c}$, and the angle of rotation $\gamma$ about this axis, will be expressed as functions of the parameters which define each of the two constituent quaternions, $q_{\mathrm{a}, \alpha}$ and $q_{\mathrm{b}, \beta}$. Without loss of generality, for the purposes of this computation we locate the two constituent rotation axes, a and b, as illustrated in Figure 6.3. Here, the points $A$ and $B$ are located on a unit sphere. The rotation axis a is directed along the reference frame $\mathbf{X}$-axis, and rotation axis $b$ lies in the $\mathbf{Z X}$ plane. The points A and B are separated by a radian distance, $d$; that is, $d$ is the angle between the two rotation axes. It follows that

$$
\mathbf{b}=\mathbf{i} \cos d+\mathbf{k} \sin d
$$

We recall that the quaternion $q_{c, \gamma}$ (in the composite rotation operator) equals the product of the two constituent quaternions $q_{\mathrm{a}, \alpha}$ and $q_{\mathrm{b}, \beta}$; that is,

$$
q_{\mathbf{c}, \gamma}=\cos \frac{\gamma}{2}+\mathbf{c} \sin \frac{\gamma}{2}=q_{\mathbf{b}, \beta} q_{\mathbf{a}, \alpha}
$$

Using the trigonometric form for the unit quaternions $q_{\mathbf{a}, \alpha}$ and $q_{\mathbf{b}, \beta}$, and the above expression for the vector $\mathbf{b}$, we compute

$$
\begin{align*}
q_{\mathbf{c}, \gamma} & =\cos \frac{\gamma}{2}+\mathbf{c} \sin \frac{\gamma}{2}  \tag{6.4}\\
& =q_{\mathbf{b}, \beta} q_{\mathbf{a}, \alpha} \\
& =\left(\cos \frac{\beta}{2}+\mathbf{b} \sin \frac{\beta}{2}\right)\left(\cos \frac{\alpha}{2}+\mathbf{i} \sin \frac{\alpha}{2}\right)
\end{align*}
$$
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$$
\begin{align*}
= & \left(\cos \frac{\alpha}{2} \cos \frac{\beta}{2}-\sin \frac{\alpha}{2} \cos d \sin \frac{\beta}{2}\right) \\
& +\mathbf{i}\left(\sin \frac{\alpha}{2} \cos \frac{\beta}{2}+\cos \frac{\alpha}{2} \cos d \sin \frac{\beta}{2}\right) \\
& +\mathbf{j}\left(\sin \frac{\alpha}{2} \sin d \sin \frac{\beta}{2}\right) \\
& +\mathbf{k}\left(\cos \frac{\alpha}{2} \sin d \sin \frac{\beta}{2}\right) \tag{6.5}
\end{align*}
$$

This computation gives us another expression for the quaternion $q_{\mathbf{c}, \gamma}$ and, of course, the real and vector parts of the quaternions in Equation 6.4 and Equation 6.5 are equal. If we equate the real parts we have

$$
\begin{equation*}
\cos \frac{\gamma}{2}=\cos \frac{\alpha}{2} \cos \frac{\beta}{2}-\sin \frac{\alpha}{2} \cos d \sin \frac{\beta}{2} \tag{6.6}
\end{equation*}
$$

Thus, as was our goal, we have confirmed the earlier geometric result given in Equation 6.2.

However, this quaternion analysis also provides us with information about the direction of the axis of the composite rotation - information which was not readily available from our geometric analysis. The preceeding construction merely located a point $C$ which was shown to be a point on the composite rotation axis. However, if we equate the vector parts of the quaternions in Equation 6.4 and Equation 6.5, we obtain

$$
\begin{aligned}
\mathbf{c} \sin \frac{\gamma}{2} & =\mathbf{i} u_{x}+\mathbf{j} u_{y}+\mathbf{k} u_{z} \\
\text { where } u_{x} & =\left(\sin \frac{\alpha}{2} \cos \frac{\beta}{2}+\cos \frac{\alpha}{2} \cos d \sin \frac{\beta}{2}\right) \\
u_{y} & =\sin \frac{\alpha}{2} \sin d \sin \frac{\beta}{2} \\
u_{z} & =\cos \frac{\alpha}{2} \sin d \sin \frac{\beta}{2}
\end{aligned}
$$

Hence, the direction of the axis of the composite rotation is given by the unit vector

$$
\begin{equation*}
\mathbf{c}=\frac{\mathbf{i} u_{x}+\mathbf{j} u_{y}+\mathbf{k} u_{z}}{\sin \frac{\gamma}{2}} \tag{6.7}
\end{equation*}
$$

Equation 6.7 thus defines the rotation axis of the composite rotation explicitly as a vector in the reference frame. In this equation we use,

$$
\sin \frac{\gamma}{2}=\sqrt{1-\cos ^{2} \frac{\gamma}{2}}
$$

where $\cos \frac{\gamma}{2}$ is defined in Equation 6.6. Note how directly this quaternion approach yields this significant result.

In the foregoing development the directions of the axes of the two successive rotations were separated by an arbitrary central angle $d$. This, of course, is the most general case. However, in most if not all applications, the axes for two successive rotations are mutually orthogonal. This orthogonality of successive rotation axes simplifies the results obtained above, because $d=\pi / 2$ we have $\cos d=0$ and $\sin d=1$. Then the simplified expressions for both the angle and the axis are

$$
\begin{equation*}
\cos \frac{\gamma}{2}=\cos \frac{\alpha}{2} \cos \frac{\beta}{2} \tag{6.8}
\end{equation*}
$$

and

$$
\text { where } \begin{align*}
\mathbf{c} & =\frac{\mathbf{i} u_{x}+\mathbf{j} u_{y}+\mathbf{k} u_{z}}{\sin \frac{\gamma}{2}}  \tag{6.9}\\
u_{x} & =\sin \frac{\alpha}{2} \cos \frac{\beta}{2} \\
u_{y} & =\sin \frac{\alpha}{2} \sin \frac{\beta}{2} \\
u_{z} & =\cos \frac{\alpha}{2} \sin \frac{\beta}{2}
\end{align*}
$$

Note that the tracking application of Section 3.6 employed successive rotations about orthogonal axes

### 6.4 The Tracking Example Revisited

Earlier, in Sections 3.6 and 3.7 of Chapter 3, we analyzed in some detail an application called the Tracking Transformation. The tracking transformation employs two successive rotations about axes which are mutually orthogonal. In working out that example we used the matrix methods we had developed at that point to find formulas for the direction of the axis and for the rotation angle of the composite rotation. These are given in Equations 3.7 and 3.8 respectively. In this section we confirm


Figure 6.4: The Tracking Frame
those earlier results, except that now we use the quaternion approach we have just developed.

Recall that the tracking application consists of an ordered sequence of two rotations taken about mutually orthogonal axes:
the first about the Z-axis through an angle $\alpha$, and the second about the new y-axis through an angle $\beta$, as illustrated in Figure 6.4. In our earlier discussion of the tracking example the angles $\alpha$ and $\beta$ were called the bearing and elevation angles, respectively.

We now use the quaternion approach to find the axis and the angle of the composite rotation in the tracking example. Since the first rotation is about the Z-axis through the angle $\alpha$, the appropriate quaternion for defining the required quaternion rotation operator is

$$
q=\cos \frac{\alpha}{2}+\mathrm{k} \sin \frac{\alpha}{2}
$$

The second rotation in the sequence is taken about the new yaxis, through the angle $\beta$. Hence the appropriate quaternion for defining the quaternion rotation operator for this second rotar tion is

$$
p=\cos \frac{\beta}{2}+\mathrm{j} \sin \frac{\beta}{2}
$$

In this example we seek to align the tracking frame $\mathbf{X}$-axis with the remote object being tracked, so it seems natural to use the frame rotation operator of Equation 5.6. Hence the quaternion associated with the composite rotation is the product $q p$, as required by Theorem 5.4. We compute this product as

$$
\begin{aligned}
q p= & \left(\cos \frac{\alpha}{2}+\mathrm{k} \sin \frac{\alpha}{2}\right)\left(\cos \frac{\beta}{2}+\mathrm{j} \sin \frac{\beta}{2}\right) \\
= & \cos \frac{\alpha}{2} \cos \frac{\beta}{2}+\mathrm{j} \cos \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathrm{k} \sin \frac{\alpha}{2} \cos \frac{\beta}{2}+(\mathrm{k} \times \mathrm{j}) \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \\
= & \cos \frac{\alpha}{2} \cos \frac{\beta}{2}-\mathrm{i} \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathrm{j} \cos \frac{\alpha}{2} \sin \frac{\beta}{2}+\mathrm{k} \sin \frac{\alpha}{2} \cos \frac{\beta}{2}
\end{aligned}
$$

The reader should check the details of this computaton. In so doing, she should remember that $\mathbf{k} \cdot \mathbf{j}=\mathbf{0}$ and that $\mathbf{k} \times \mathbf{j}=-\mathbf{i}$.

## Quaternion Singularities?

In Section 3.8 we discussed an example of a dynamic singularity that occurs in the Euler angle-axis rotation matrix sequence, $R_{\beta}^{y} R_{\alpha}^{z}$. If a quaternion rotation operator is used to relate this same range of tracking frames to the reference frame, then obviously a somewhat similar dynamic singularity occurs in the vicinity of $\beta=\frac{\pi}{2}$. But the quaternion operator, in this case, is merely mimicking this particular Euler angle-axis sequence, which has a tracking frame orientation singularity at $\beta=\frac{\pi}{2}$.

The quaternion rotation operator is singularity-free and can relate any two independent coordinate frames in $R^{3}$. Every minimal matrix rotation operator in SO(3), on-the-other-hand, will always have at least one singularity of the sort described earlier.

From this computation we see directly that the axis of the composite rotation is defined by the vector

$$
\begin{aligned}
\mathrm{v}= & -\mathrm{i} \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathrm{j} \cos \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathrm{k} \sin \frac{\alpha}{2} \cos \frac{\beta}{2}
\end{aligned}
$$

which confirms exactly our earlier result given by Equation 3.7.
Likewise, we have a formula for the angle of rotation for the composite rotation, namely

$$
\cos \frac{\phi}{2}=\cos \frac{\alpha}{2} \cos \frac{\beta}{2}
$$

With an appropriate application of half-angle formulas from trigonometry, we may easily reconcile this result with that given by Equation 3.8. We point out with some joy and just a bit of satisfaction that the quaternion approach does seem to be easier and more efficient than the matrix approach.

## Chapter 7

## Algorithm Summary

Up to this point, in the foregoing chapters we have explored some matrix algebra, and more specifically have developed the algebra of the matrix rotation operator. We have made some significant applications of the matrix rotation operator to a variety of problems, including the tracking sequence, the Aerospace sequence, determination of the orbit ephemeris for a near-earth satellite, and great circle course navigation. By way of contrast to the matrix rotation operator, we have introduced the quaternion rotation operator. We have explored the algebra of quaternion rotation operators, and have illustrated the application of these operators with an example or two - particularly another look, from a quaternion point of view, at the tracking sequence.

Before going on to further applications of these quaternion rotation operators, we will, in the present chapter, pull together some of the more important algebraic results developed so far. We shall also explore some of the many interesting algebraic relationships which exist between these two kinds of rotation operators. For example, we shall be a bit more explicit about how, given a rotation matrix, one finds the corresponding quaternion operator, and vice versa. Given a sequence of Euler angle rotations, we will easily represent it by means of a quaternion
rotation operator. Given a set of direction cosines, we can likewise find the corresponding quaternion rotation operator. We will see how the eigenvalues and eigenvectors of a rotation matrix are related to the corresponding quaternion. Thus we seek to inter-relate the alternative transformations, algorithms, and ideas which are part of the jargon employed by practitioners of the art of rotation operators, so that terms such as direction cosines, Euler angles, quaternions, rotation sequences, incremental rotations, and the like, will become more familiar to the reader. We hope that in this overview the reader may gain a better perspective on these matters.

We should mention that in these notes we have been careful to distinguish between matrix and quaternion methods for studying rotations in $R^{3}$. However, this distinction will not prevent us from using the compactness of matrix notation, which can be quite convenient for expressing certain results in quaternion analysis. Now and then, in the following sections, we will use matrix notation which is not at all related to the rotation matrix.

### 7.1 The Quaternion Product

In Chapter 5 , in a fairly detailed way, we introduced the product of two quaternions, and we will review those results here. In Equation 5.2 we wrote

$$
\begin{align*}
& p q=r=r_{0}+\mathbf{r}=r_{0}+\mathbf{i} r_{1}+\mathbf{j} r_{2}+\mathbf{k} r_{3} \\
& \text { where } \\
& r_{0}=p_{0} q_{0}-p_{1} q_{1}-p_{2} q_{2}-p_{3} q_{3} \\
& r_{1}=p_{0} q_{1}+p_{1} q_{0}+p_{2} q_{3}-p_{3} q_{2}  \tag{7.1}\\
& r_{2}=p_{0} q_{2}-p_{1} q_{3}+p_{2} q_{0}+p_{3} q_{1} \\
& r_{3}=p_{0} q_{3}+p_{1} q_{2}-p_{2} q_{1}+p_{3} q_{0}
\end{align*}
$$

or, if written in matrix notation

$$
\begin{align*}
p q=\left[\begin{array}{l}
r_{0} \\
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right] & =\left[\begin{array}{cccc}
p_{0} & -p_{1} & -p_{2} & -p_{3} \\
p_{1} & p_{0} & -p_{3} & p_{2} \\
p_{2} & p_{3} & p_{0} & -p_{1} \\
p_{3} & -p_{2} & p_{1} & p_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]  \tag{7.2}\\
& =\left[\begin{array}{cccc}
q_{0} & -q_{1} & -q_{2} & -q_{3} \\
q_{1} & q_{0} & q_{3} & -q_{2} \\
q_{2} & -q_{3} & q_{0} & q_{1} \\
q_{3} & q_{2} & -q_{1} & q_{0}
\end{array}\right]\left[\begin{array}{l}
p_{0} \\
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right] \tag{7.3}
\end{align*}
$$

Both Equation 7.2 and Equation 7.3 are matrix representations of the quaternion product $r=p q$. Recall that because multiplication for quaternions is not commutative, the product $r=q p$ will in general be different from the product $r=p q$. For the product $r=q p$ the equations corresponding to those given just above then are

$$
\begin{aligned}
q p=r & =r_{0}+\mathbf{i} r_{1}+\mathbf{j} r_{2}+\mathbf{k} r_{3} \\
\text { where } \quad r_{0} & =p_{0} q_{0}-p_{1} q_{1}-p_{2} q_{2}-p_{3} q_{3} \\
r_{1} & =p_{0} q_{1}+p_{1} q_{0}-p_{2} q_{3}+p_{3} q_{2} \\
r_{2} & =p_{0} q_{2}+p_{2} q_{0}+p_{1} q_{3}-p_{3} q_{1} \\
r_{3} & =p_{0} q_{3}+p_{3} q_{0}-p_{1} q_{2}+p_{2} q_{3}
\end{aligned}
$$

Note that this product differs from the product in the other order simply in that the sign is changed in certain of the terms. This results, of course, from the fact that for the cross product of two vectors we have $\mathbf{q} \times \mathbf{p}=-\mathbf{p} \times \mathbf{q}$. In matrix form, this set of equations may be written in either of the two forms

$$
q p=\left[\begin{array}{l}
r_{0}  \tag{7.4}\\
r_{1} \\
r_{2} \\
r_{3}
\end{array}\right]=\left[\begin{array}{cccc}
p_{0} & -p_{1} & -p_{2} & -p_{3} \\
p_{1} & p_{0} & p_{3} & -p_{2} \\
p_{2} & -p_{3} & p_{0} & p_{1} \\
p_{3} & p_{2} & -p_{1} & p_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{1} \\
q_{2} \\
q_{3}
\end{array}\right]
$$

$$
=\left[\begin{array}{cccc}
q_{0} & -q_{1} & -q_{2} & -q_{3}  \tag{7.5}\\
q_{1} & q_{0} & -q_{3} & q_{2} \\
q_{2} & q_{3} & q_{0} & -q_{1} \\
q_{3} & -q_{2} & q_{1} & q_{0}
\end{array}\right]\left[\begin{array}{l}
p_{0} \\
p_{1} \\
p_{2} \\
p_{3}
\end{array}\right]
$$

### 7.2 Quaternion Rotation Operator

We have defined the quaternion rotation operator $L_{q}(\mathbf{v})$, acting on a vector $\mathbf{v}$, by the equation

$$
L_{q}(\mathbf{v})=q^{*} \mathbf{v} q
$$

We recall that if this operator is to represent a rotation through an angle $\alpha$ about a vector $q$ as its axis, the quaternion $q$ must be a unit quaternion of the form

$$
q=q_{0}+\mathbf{q}=\cos \frac{\alpha}{2}+u \sin \frac{\alpha}{2}
$$

We recall also that we have almost uniformly interpreted the quaternion rotation operator $L_{q}(\mathbf{v})=q^{*} \mathbf{v} q$ geometrically as a frame rotation through a certain angle about the vector $\mathbf{q}$ as the axis. We must remark once again, however, that a frame rotation through a certain angle is entirely equivalent to a point rotation (about the same axis) but through the negative of that angle. Hence geometrically this operator may be viewed as either a frame rotation or a point rotation. The direction and magnitude of the rotation, in either view, is specified by the same quaternion, $q$.

We apply the quaternion rotation operator to vector $\mathbf{v}$, a pure quaternion defined in the reference frame, and express it as $\mathbf{w}$ in the rotated frame. That is, we write

$$
\begin{align*}
\mathbf{w} & =L_{q}(\mathbf{v})=q^{*} \mathbf{v} q \\
& =\left(q_{0}-\mathbf{q}\right)(\mathbf{v})\left(q_{0}+\mathbf{q}\right) \\
& =\left(2 q_{0}^{2}-1\right) \mathbf{v}+2(\mathbf{v} \cdot \mathbf{q}) \mathbf{q}+2 q_{0}(\mathbf{v} \times \mathbf{q}) \tag{7.6}
\end{align*}
$$

Expanding each term in Equation 7.6, in turn, gives

$$
\begin{aligned}
\left(2 q_{0}^{2}-1\right) \mathbf{v} & =\left[\begin{array}{ccc}
\left(2 q_{0}^{2}-1\right) & 0 & 0 \\
0 & \left(2 q_{0}^{2}-1\right) & 0 \\
0 & 0 & \left(2 q_{0}^{2}-1\right)
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right] \\
2(\mathbf{v} \cdot \mathbf{q}) \mathbf{q} & =\left[\begin{array}{ccc}
2 q_{1}^{2} & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
2 q_{1} q_{2} & 2 q_{2}^{2} & 2 q_{2} q_{3} \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{3}^{2}
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right] \\
2 q_{0}(\mathbf{v} \times \mathbf{q}) & =\left[\begin{array}{ccc}
0 & 2 q_{0} q_{3} & -2 q_{0} q_{2} \\
-2 q_{0} q_{3} & 0 & 2 q_{0} q_{1} \\
2 q_{0} q_{2} & -2 q_{0} q_{1} & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]
\end{aligned}
$$

Then $\mathbf{w}$ is the sum of these three matrices, and we write

$$
\begin{align*}
\mathbf{w} & =\mathbf{Q} \mathbf{v}  \tag{7.7}\\
{\left[\begin{array}{c}
w_{1} \\
w_{2} \\
w_{3}
\end{array}\right] } & =\left[\begin{array}{ccc}
2 q_{0}^{2}-1 & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
+2 q_{1}^{2} & +2 q_{0} q_{3} & -2 q_{0} q_{2} \\
2 q_{1} q_{2} & 2 q_{0}^{2}-1 & 2 q_{2} q_{3} \\
-2 q_{0} q_{3} & +2 q_{2}^{2} & +2 q_{0} q_{1} \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{0}^{2}-1 \\
+2 q_{0} q_{2} & -2 q_{0} q_{1} & +2 q_{3}^{2}
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]
\end{align*}
$$

### 7.3 Direction Cosines

Given a pair or vectors $\mathbf{u}$ and $\mathbf{v}$, the direction cosine associated


Figure 7.1: Direction Cosine Geometry
with these two vectors is $\operatorname{simply} \cos \theta$ where $\theta$ is the angle between these two vectors. We recall that the scalar or dot product of $\mathbf{u}$ and $\mathbf{v}$ is

$$
\mathbf{u} \cdot \mathbf{v}=|\mathbf{u}||\mathbf{v}| \cos \theta
$$

where $\theta$ is the angle between the two vectors. In particular, if $\mathbf{u}$ and $\mathbf{v}$ are unit vectors, that is, $|\mathbf{u}|=|\mathbf{v}|=1$, then we have the special case

$$
\mathbf{u} \cdot \mathbf{v}=\cos \theta
$$

Thus for unit vectors $\mathbf{u}$ and $\mathbf{v}$, their direction cosine is simply their scalar product, $\mathbf{u} \cdot \mathbf{v}$.

Given a unit vector $\mathbf{v}$ in an orthonormal coordinate frame $\{\mathbf{X}, \mathbf{Y}, \mathbf{Z}\}$, the direction cosines for $\mathbf{v}$ are the cosines of the angles, say $\alpha, \beta, \gamma$, between the vector $\mathbf{v}$ and the coordinate axes defined by the basis vectors $\mathbf{X}, \mathbf{Y}$, and $\mathbf{Z}$ respectively, as illustrated in Figure 7.1. If $\mathbf{v}$ is a unit vector, then

$$
\begin{aligned}
\cos \alpha & =\mathbf{v} \cdot \mathbf{X} \\
\cos \beta & =\mathbf{v} \cdot \mathbf{Y} \\
\cos \gamma & =\mathbf{v} \cdot \mathbf{Z}
\end{aligned}
$$

### 7.4 Frame Bases to Rotation Matrix

In this section we develop a geometric relationship between two orthonormal coordinate frames and the rotation matrix which defines the relative orientation between these two frames. As we proceed in this investigation, some interesting perspectives and a useful algorithm will emerge.

We begin with the vector

$$
\mathbf{v}=v_{1} \mathbf{i}+v_{2} \mathbf{j}+v_{3} \mathbf{k}
$$

illustrated in Figure 7.1, where $\{\mathbf{i} \mathbf{j} \mathbf{k}\}$ is the standard basis in $R^{3}$. If $|\mathbf{v}|=1$ then the direction cosines and sines for the vector $\mathbf{v}$ may be written

$$
\begin{aligned}
& \cos \alpha=v_{1} \text { and } \sin \alpha=\sqrt{v_{2}^{2}+v_{3}^{2}} \\
& \cos \beta=v_{2} \text { and } \sin \beta=\sqrt{v_{3}^{2}+v_{1}^{2}} \\
& \cos \gamma=v_{3} \text { and } \sin \gamma=\sqrt{v_{1}^{2}+v_{2}^{2}}
\end{aligned}
$$

We know the matrix $A$ is orthogonal and has determinant +1 . We recall that this means both the rows and columns of $A$ form orthonormal sets of vectors. Now suppose that we regard the matrix $A$ as representing a frame rotation which relates the initial reference frame $\{\mathbf{X} \mathbf{Y} \mathbf{Z}\}$ to a rotated frame $\left\{\begin{array}{lll}x & \mathbf{z}\end{array}\right\}$. This


Direction Number $\gamma$ defines the orientation of the vector $\mathbf{v}$ wrt the coordinate frame $\mathbf{Z}$ axis.

From these trigonometric expressions for the direction angles expressed in terms of the components of the unit vector $|\mathbf{v}|=1$ it is easy to verify that

$$
\begin{aligned}
\cos ^{2} \alpha+\cos ^{2} \beta+\cos ^{2} \gamma & =1 \\
\sin ^{2} \alpha+\sin ^{2} \beta+\sin ^{2} \gamma & =2
\end{aligned}
$$

means $\mathbf{x}=A \mathbf{X}, \mathbf{y}=A \mathbf{Y}$, and $\mathbf{z}=A \mathbf{Z}$. In fact, given a vector $\mathbf{v} \in R^{3}$, when we write $\mathbf{w}=A \mathbf{v}$ we mean, in general, that the vector $\mathbf{w}$ is simply the same vector $\mathbf{v}$, now expressed in the new frame. We will show how the rotation matrix $A$ may be written in terms of the scalar products of the two sets of basis vectors.

In terms of ordinary linear algebra, we may think of this frame rotation simply as a change of basis for $R^{3}$. We begin by defining a matrix $A$ whose columns are the coordinates of the final basis vectors in term of the initial basis vectors. Thus we have

$$
\begin{aligned}
& \mathbf{x}=a_{11} \mathbf{X}+a_{21} \mathbf{Y}+a_{31} \mathbf{Z} \\
& \mathbf{y}=a_{12} \mathbf{X}+a_{22} \mathbf{Y}+a_{32} \mathbf{Z} \\
& \mathbf{z}=a_{13} \mathbf{X}+a_{23} \mathbf{Y}+a_{33} \mathbf{Z}
\end{aligned}
$$

Consider some vector $\mathbf{v}$ in $R^{3}$, and suppose that its coordinates relative to the final basis are ( $v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}$ ). This means we may write

$$
\begin{aligned}
\mathbf{v} & =v_{1}^{\prime} \mathbf{x}+v_{2}^{\prime} \mathbf{y}+v_{3}^{\prime} \mathbf{Z} \\
& =v_{1}^{\prime}\left(a_{11} \mathbf{X}+a_{21} \mathbf{Y}+a_{31} \mathbf{Z}\right) \\
& +v_{2}^{\prime}\left(a_{12} \mathbf{X}+a_{22} \mathbf{Y}+a_{32} \mathbf{Z}\right) \\
& +v_{3}^{\prime}\left(a_{13} \mathbf{X}+a_{23} \mathbf{Y}+a_{33} \mathbf{Z}\right)
\end{aligned}
$$

Clearly this expression for $\mathbf{v}$ may be rewritten as

$$
\begin{aligned}
\mathbf{v} & =\left(a_{11} v_{1}^{\prime}+a_{12} v_{2}^{\prime}+a_{13} v_{3}^{\prime}\right) \mathbf{X} \\
& +\left(a_{21} v_{1}^{\prime}+a_{22} v_{2}^{\prime}+a_{23} v_{3}^{\prime}\right) \mathbf{Y} \\
& +\left(a_{31} v_{1}^{\prime}+a_{32} v_{2}^{\prime}+a_{33} v_{3}^{\prime}\right) \mathbf{Z}
\end{aligned}
$$

If the coordinates of $v$ relative to the initial frame are ( $v_{1}, v_{2}, v_{3}$ ), the uniqueness of coordinates in a coordinate frame tells us that we must have

$$
v_{1}=a_{11} v_{1}^{\prime}+a_{12} v_{2}^{\prime}+a_{13} v_{3}^{\prime}
$$

$$
\begin{aligned}
& v_{2}=a_{21} v_{1}^{\prime}+a_{22} v_{2}^{\prime}+a_{23} v_{3}^{\prime} \\
& v_{3}=a_{31} v_{1}^{\prime}+a_{32} v_{2}^{\prime}+a_{33} v_{3}^{\prime}
\end{aligned}
$$

Since we have defined the matrix $A=\left[a_{i j}\right]$, these three equations may be represented by the single matrix equation

$$
\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=A\left[\begin{array}{l}
v_{1}^{\prime} \\
v_{2}^{\prime} \\
v_{3}^{\prime}
\end{array}\right]
$$

Since bases are independent sets of vectors, it follows that the matrix $A$ must be invertible, so we have

$$
\left[\begin{array}{c}
v_{1}^{\prime} \\
v_{2}^{\prime} \\
v_{3}^{\prime}
\end{array}\right]=A^{-1}\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]
$$

We now have the vector $v$ expressed in the new coordinate frame, and it follows that the matrix $A^{-1}$ is exactly the rotation matrix representing this frame rotation. But since we are here dealing with orthonormal coordinate frames, the coordinates of the old basis vectors in terms of the new basis vectors are exactly the various scalar products, as we have shown above. Hence we may write

$$
A=\left[\begin{array}{lll}
\mathbf{x} \cdot \mathbf{X} & \mathbf{y} \cdot \mathbf{X} & \mathbf{z} \cdot \mathbf{X}  \tag{7.8}\\
\mathbf{x} \cdot \mathbf{Y} & \mathbf{y} \cdot \mathbf{Y} & \mathbf{z} \cdot \mathbf{Y} \\
\mathbf{x} \cdot \mathbf{Z} & \mathbf{y} \cdot \mathbf{Z} & \mathbf{z} \cdot \mathbf{Z}
\end{array}\right]
$$

The rotation matrix we seek is now the inverse of this matrix, which is simply its transpose, so in general we have

$$
A^{-1}=A^{t}=\left[\begin{array}{lll}
\mathbf{x} \cdot \mathbf{X} & \mathbf{x} \cdot \mathbf{Y} & \mathbf{x} \cdot \mathbf{Z}  \tag{7.9}\\
\mathbf{y} \cdot \mathbf{X} & \mathbf{y} \cdot \mathbf{Y} & \mathbf{y} \cdot \mathbf{Z} \\
\mathbf{z} \cdot \mathbf{X} & \mathbf{z} \cdot \mathbf{Y} & \mathbf{z} \cdot \mathbf{Z}
\end{array}\right]
$$

### 7.5 Angle and Axis of Rotation

In this section we review four matters. First, given a rotation matrix, how does one determine the angle and the axis of the rotation? Second, given the angle and axis for a rotation, how does one go about writing the corresponding rotation matrix?


Figure 7.2: Frame Rotation about Eigenvector
We then consider these same questions, except in the context of a quaternion rotation operator.

The first question asked above has already been answered in Section 4 of Chapter 3. There we proved that a $3 \times 3$ matrix $A$ is a rotation matrix if and only if it is orthogonal and has determinant +1 . In the part of the proof which shows that a matrix with these properties must be a rotation matrix, we proved that the rotation matrix operator defined by the equation

$$
\mathbf{u}=A \mathbf{v}
$$

has a fixed vector, say $\mathbf{v}_{0}$, which has the property that

$$
A \mathbf{v}_{0}=\mathbf{v}_{0}
$$

In terms of matrix algebra, if a $3 \times 3$ matrix $A$ has the property that

$$
A \mathbf{v}=\lambda \mathbf{v}
$$

then we say $A$ has the eigenvalue $\lambda$, with $\mathbf{v}$ as its corresponding eigenvector. Now it turns out that a rotation matrix always has +1 as an eigenvalue (although there may be other eigenvalues).


Figure 7.3: Rotation Operator Geometry
Clearly, the axis of rotation is a fixed vector for any rotation having that vector as its axis. Hence, the axis of rotation is
simply the eigenvector which corresponds to the eigenvalue +1 . That eigenvector may be found, at least to within a scalar multiple, by solving the equation $A v=v$. Section 5 of Chapter 3 contains a numerical example of the procedure.

The proof alluded to earlier also entails a formula for the angle of the rotation represented by a rotation matrix $A$. In Equation 3.4 we had

$$
\phi=\arccos \frac{\operatorname{Tr}(A)-1}{2}
$$

where $\operatorname{Tr}(A)$ is the trace of the matrix $A$, that is, the sum of its diagonal elements. We do not review here the details of why this is so, but simply note that from this formula we easily compute the angle of rotation for any rotation matrix $A$.

We next write the rotation matrix in terms of its rotation axis $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)$ and its rotation angle $\phi$. We do this by writing the rotated basis vectors $\{\mathbf{x}, \mathbf{y}, \mathbf{z}\}$ as linear combinations of the orthonormal reference frame vectors $\{\mathbf{X}, \mathbf{Y}, \mathbf{Z}\}$, and then use Equation 7.9 to write the rotation matrix.

With reference to Figure 7.3, we write expressions for the $\{\mathbf{x}, \mathbf{y}, \mathbf{z}\}$ frame in the $\{\mathbf{X}, \mathbf{Y}, \mathbf{Z}\}$ reference frame. We have

$$
\text { where } \begin{align*}
\mathbf{x} & =\overline{O a}+\overline{a d}+\overline{d x}  \tag{7.10}\\
\overline{O a} & =\left(\mathbf{i} v_{1}+\mathbf{j} v_{2}+\mathbf{k} v_{3}\right) \cos \alpha \\
\overline{a d} & =(\overline{O X}-\overline{O a}) \cos \phi \\
\overline{d x} & =\mathbf{u}_{1} \sin \alpha \sin \phi \\
\text { and } \quad \mathbf{u}_{1} & =\mathbf{X} \times \mathbf{v} \\
& =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
1 & 0 & 0 \\
v_{1} & v_{2} & v_{3}
\end{array}\right| \\
& =\frac{-\mathbf{j} v_{3}+\mathbf{k} v_{2}}{\sin \alpha}=\text { a unit vector }
\end{align*}
$$

This is a sector of the plane base of the cone generated by the rotation of the unit basis vectors $X$ and $x$ about the eigenvector $v$ as shown in Figure 7.3. This plane is normal to the eigenvector $v$ and contains the endpoints of the unit basis vectors $X$ and $x$.

$$
\text { where } \begin{align*}
\mathbf{y} & =\overline{O b}+\overline{b e}+\overline{e y}  \tag{7.11}\\
\overline{O b} & =\left(\mathbf{i} v_{1}+\mathbf{j} v_{2}+\mathbf{k} v_{3}\right) \cos \beta \\
\text { and } & =(\overline{O Y}-\overline{O b}) \cos \phi \\
\overline{e y} & =\mathbf{u}_{2} \sin \beta \sin \phi \\
\mathbf{u}_{2} & =\mathbf{Y} \times \mathbf{v} \\
& =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
0 & 1 & 0 \\
v_{1} & v_{2} & v_{3}
\end{array}\right| \\
& =\frac{\mathbf{i} v_{3}-\mathbf{k} v_{1}}{\sin \beta}=\mathbf{a} \text { unit vector }
\end{align*}
$$
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This is a sector of the plane base of the cone generated by the rotation of the unit basis vectors $\mathbf{Y}$ and $y$ about the eigenvector $v$ as shown in Figure 7.3. This plane is normal to the eigenvector $v$ and contains the endpoints of the unit basis vectors $\mathbf{Y}$ and $\boldsymbol{y}$.

$$
\text { where } \begin{align*}
\mathbf{z} & =\overline{O c}+\overline{c f}+\overline{f z}  \tag{7.12}\\
\overline{O c} & =\left(\mathbf{i} v_{1}+\mathbf{j} v_{2}+\mathbf{k} v_{3}\right) \cos \gamma \\
\overline{c f} & =(\overline{O Z}-\overline{O c}) \cos \phi \\
\overline{f z} & =\mathbf{\mathbf { u } _ { 3 } \operatorname { s i n } \gamma \operatorname { s i n } \phi} \\
\mathbf{u}_{3} & =\mathbf{Z} \times \mathbf{v} \\
& =\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
0 & 0 & 1 \\
v_{1} & v_{2} & v_{3}
\end{array}\right| \\
& =\frac{-\mathbf{i} v_{2}+\mathbf{j} v_{1}}{\sin \gamma}=\text { a unit vector }
\end{align*}
$$

We expand each of these foregoing results, and gather together the terms associated with each of the rotated basis vectors $\{\mathbf{x}, \mathbf{y}, \mathbf{z}\}$. Each of these basis vector expressions are functions of the angle of rotation, $\phi$, and of the components of the normalized eigenvector $\mathbf{v}$, about which this rotation occurs. bector

Then, the rotated basis vector $\mathbf{x}$ is

$$
\begin{align*}
\mathbf{x}= & \mathbf{i}\left[v_{1}^{2}+\left(v_{2}^{2}+v_{3}^{2}\right) \cos \phi\right] \\
& +\mathbf{j}\left[v_{1} v_{2}(1-\cos \phi)-v_{3} \sin \phi\right]  \tag{7.13}\\
& +\mathbf{k}\left[v_{1} v_{3}(1-\cos \phi)+v_{2} \sin \phi\right]
\end{align*}
$$

In a similar fashion we find

$$
\begin{align*}
\mathbf{y} & =\mathbf{i}\left[v_{2} v_{1}(1-\cos \phi)+v_{3} \sin \phi\right] \\
& +\mathbf{j}\left[v_{2}^{2}+\left(v_{3}^{2}+v_{1}^{2}\right) \cos \phi\right]  \tag{7.14}\\
& +\mathbf{k}\left[v_{2} v_{3}(1-\cos \phi)-v_{1} \sin \phi\right]
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{z} & =\mathbf{i}\left[v_{3} v_{1}(1-\cos \phi)-v_{2} \sin \phi\right] \\
& +\mathbf{j}\left[v_{3} v_{2}(1-\cos \phi)+v_{1} \sin \phi\right]  \tag{7.15}\\
& +\mathbf{k}\left[v_{3}^{2}+\left(v_{1}^{2}+v_{2}^{2}\right) \cos \phi\right]
\end{align*}
$$

These expressions for the rotated basis vectors $\{\mathbf{x}, \mathbf{y}, \mathbf{z}\}$ can nicely be written in matrix form as

$$
\begin{aligned}
& \mathbf{W}=A \mathbf{V} \\
\text { where } & \mathbf{W} \\
\text { and } & \mathbf{V}
\end{aligned}
$$

It is now easy to see that if the basis for the reference frame is the standard basis $\{\mathbf{i}, \mathbf{j}, \mathbf{k}\}$, then the various scalar products in Equation 7.9 give the following formula for the rotation matrix

$$
\begin{equation*}
A=A\left(\phi, v_{1}, v_{2}, v_{3}\right) \tag{7.16}
\end{equation*}
$$

$$
=\left[\begin{array}{ccc}
v_{1}^{2}+ & v_{1} v_{2}(1-\cos \phi) & v_{1} v_{3}(1-\cos \phi) \\
\left(v_{1}^{2}+v_{1}^{2}\right) \cos \phi & -v_{3} \sin \phi & +v_{2} \sin \phi \\
& & \\
v_{1} v_{2}(1-\cos \phi) & v_{2}^{2}+ & v_{2} v_{3}(1-\cos \phi) \\
+v_{3} \sin \phi & \left(v_{3}^{2}+v_{1}^{2}\right) \cos \phi & -v_{1} \sin \phi \\
& & \\
v_{3} v_{1}(1-\cos \phi) & v_{2} v_{3}(1-\cos \phi) & v_{3}^{2}+ \\
-v_{2} \sin \phi & +v_{1} \sin \phi & \left(v_{1}^{2}+v_{2}^{2}\right) \cos \phi
\end{array}\right]
$$

Having answered the two questions relating to axis and angle of rotation for the matrix rotation operator, we now answer these same two questions in the context of quaternions. First, suppose we are given a rotation operator in quaternion form as

$$
L_{q}(\mathbf{v})=q^{*} \mathbf{v} q
$$

where the quaternion $q$ is given by

$$
q=\cos \frac{\phi}{2}+\mathrm{v} \sin \frac{\phi}{2}
$$

We know that the axis and angle of rotation may be read directly from the associated quaternion. More explicitly, if the unit quaternion in terms of which the rotation operator is written is

$$
q=q_{0}+\mathbf{q}
$$

then the rotation angle is given by

$$
\phi=2 \arccos \left(q_{0}\right)
$$

and the direction of the rotation axis is given by the vector $\mathbf{q}$.
Next, given that we have a rotation in $R^{3}$ which has the unit vector $\mathbf{v}$ as its axis of rotation with the angle $\phi$ as its angle of rotation we simply write the rotation operator in quaternion form as

$$
L_{q}(\mathbf{v})=q^{*} \mathbf{v} q
$$

where the quaternion $q$ is given by

$$
q=\cos \frac{\phi}{2}+\mathrm{v} \sin \frac{\phi}{2}
$$

Our results in this section show very clearly that these questions are much easier to answer when we use the quaternion as opposed to the matrix rotation operator. The quaternion alternative seems to offer more immediate insight into the geometric nature of rotation operators.

### 7.6 Euler Angles to Quaternion

Here we review the derivation of the quaternion required by an Aerospace rotation operator. This particular quaternion operator is equivalent to the rotation matrix for the Aerospace Euler angle sequence:

$$
\begin{aligned}
\psi & =\text { Heading angle } \\
\theta & =\text { Elevation angle } \\
\phi & =\text { Bank angle }
\end{aligned}
$$

The constituent quaternions are:

$$
\begin{aligned}
q_{z} & =\cos \frac{\psi}{2}+\mathbf{k} \sin \frac{\psi}{2} \\
q_{y} & =\cos \frac{\theta}{2}+\mathrm{j} \sin \frac{\theta}{2} \\
q_{x} & =\cos \frac{\phi}{2}+\mathrm{i} \sin \frac{\phi}{2} \\
\text { then } \quad q & =q_{z} q_{y} q_{x}=q_{0}+\mathrm{i} q_{1}+\mathrm{j} q_{2}+\mathrm{k} q_{3} \\
\text { where } \quad q_{0} & =\cos \frac{\psi}{2} \cos \frac{\theta}{2} \cos \frac{\phi}{2}+\sin \frac{\psi}{2} \sin \frac{\theta}{2} \sin \frac{\phi}{2} \\
q_{1} & =\cos \frac{\psi}{2} \cos \frac{\theta}{2} \sin \frac{\phi}{2}-\sin \frac{\psi}{2} \sin \frac{\theta}{2} \cos \frac{\phi}{2}
\end{aligned}
$$

$$
\begin{aligned}
q_{2} & =\cos \frac{\psi}{2} \sin \frac{\theta}{2} \cos \frac{\phi}{2}+\sin \frac{\psi}{2} \cos \frac{\theta}{2} \sin \frac{\phi}{2} \\
q_{3} & =\sin \frac{\psi}{2} \cos \frac{\theta}{2} \cos \frac{\phi}{2}-\cos \frac{\psi}{2} \sin \frac{\theta}{2} \sin \frac{\phi}{2}
\end{aligned}
$$

Recall, the Aerospace angle/axis sequence, $(\psi \theta \phi) \rightarrow(z y x)$, is merely one of the twelve possible sequences. Other angle/axis sequences, which perhaps are more suitable for some applications, may be defined and and their transformations determined as suggested above.

### 7.7 Quaternion to Direction Cosines

The Aerospace angle/axis sequence provides a good example of how, given the quaternion which defines such a rotation, we may write the rotation matrix in terms of direction cosines. The rotation matrix whose elements are defined in terms of the angles employed in the Aerospace angle/axis sequence, $(\psi \theta \phi) \rightarrow(z y x)$, is

$$
\begin{equation*}
M=\left[m_{i j}\right]=M_{\Phi}^{x} M_{\theta}^{y} M_{\psi}^{z} \tag{7.17}
\end{equation*}
$$

$$
=\left[\begin{array}{ccc}
\cos \psi \cos \theta & \sin \psi \cos \theta & -\sin \theta \\
\cos \psi \sin \theta \sin \phi & \sin \psi \sin \theta \sin \phi & \\
-\sin \psi \cos \phi & +\cos \psi \cos \phi & \sin \phi \\
& & \\
\cos \psi \sin \theta \cos \phi & \sin \psi \sin \theta \cos \phi & \cos \theta \cos \phi \\
+\sin \psi \sin \phi & -\cos \psi \sin \phi &
\end{array}\right]
$$

$$
=\left[\begin{array}{ccc}
2 q_{0}^{2}-1 & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
+2 q_{1}^{2} & +2 q_{0} q_{3} & -2 q_{0} q_{2} \\
& & \\
2 q_{1} q_{2} & 2 q_{0}^{2}-1 & 2 q_{2} q_{3} \\
-2 q_{0} q_{3} & +2 q_{2}^{2} & +2 q_{0} q_{1} \\
& & \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{0}^{2}-1 \\
+2 q_{0} q_{2} & -2 q_{0} q_{1} & +2 q_{3}^{2}
\end{array}\right]=q^{*}\left(\mathbf{e}_{k}\right) q
$$

Here, the quaternion $q$ is a unit quaternion, that is, $|q|=1$. The three column (row) vectors of $M$ are ortho-normal and $\operatorname{det}|M|=+1$. Each element $m_{i j}$ in the matrix $M$ represents the $i^{\text {th }}$ direction cosine of the $j^{\text {th }}$ reference or basis vector. But also, as written above, $M=L_{q}\left(\mathbf{e}_{k}\right)$ for $k=1,2,3$, where the $\mathbf{e}_{k}$ 's are the standard basis vectors or reference frame.

### 7.8 Quaternion to Euler Angles

The results of the previous section also make it easy to determine the Euler angles in an Aerospace sequence, given the quaternion which defines the corresponding rotation operator. From the two expressions for the matrix $M$ on the previous page we can write

$$
\begin{aligned}
\tan \psi & =\frac{m_{12}}{m_{11}} \\
\sin \theta & =-m_{13} \\
\tan \phi & =\frac{m_{23}}{m_{33}}
\end{aligned}
$$

where

$$
\begin{aligned}
& m_{11}=2 q_{0}^{2}+2 q_{1}^{2}-1 \\
& m_{12}=2 q_{1} q_{2}+2 q_{0} q_{3} \\
& m_{13}=2 q_{1} q_{3}-2 q_{0} q_{2} \\
& m_{23}=2 q_{2} q_{3}+2 q_{0} q_{1} \\
& m_{33}=2 q_{0}^{2}+2 q_{3}^{2}-1
\end{aligned}
$$

The trigonometric ambiguities in this Aerospace sequence can be resolved by acknowledging that by definition $\cos \theta$ must always be non-negative. Actual values for the angles can then be determined from the signs on each of the direction cosine terms involved.

### 7.9 Direction Cosines to Quaternion

Given a rotation matrix, say $M$, our previous results make is fairly easy to determine the quaternion for the corresponding quaternion rotation operator. In any proper orthogonal matrix $M=\left[m_{i j}\right]=M\left(q_{0}, q_{1}, q_{2}, q_{3}\right)$

$$
\left[\begin{array}{ccc}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]=\left[\begin{array}{ccc}
2 q_{0}^{2}-1 & 2 q_{1} q_{2} & 2 q_{1} q_{3} \\
+2 q_{1}^{2} & +2 q_{0} q_{3} & -2 q_{0} q_{2} \\
& & \\
2 q_{1} q_{2} & 2 q_{0}^{2}-1 & 2 q_{2} q_{3} \\
-2 q_{0} q_{3} & +2 q_{2}^{2} & +2 q_{0} q_{1} \\
& & \\
2 q_{1} q_{3} & 2 q_{2} q_{3} & 2 q_{0}^{2}-1 \\
+2 q_{0} q_{2} & -2 q_{0} q_{1} & +2 q_{3}^{2}
\end{array}\right]
$$

from which we can write

$$
\begin{aligned}
4 q_{0} q_{1} & =m_{23}-m_{32} \\
4 q_{0} q_{2} & =m_{31}-m_{13} \\
4 q_{0} q_{3} & =m_{12}-m_{21} \\
\text { and } \operatorname{tr}(M) & =4 q_{0}^{2}-1
\end{aligned}
$$

From this last equation above it follows that

$$
q_{0}=(1 / 2) \sqrt{m_{11}+m_{22}+m_{33}+1}
$$

Given this expression for $q_{0}$, the remaining components
of the desired quaternion are easily found. We have

$$
\begin{aligned}
& q_{1}=\left(m_{23}-m_{32}\right) /\left(4 q_{0}\right) \\
& q_{2}=\left(m_{31}-m_{13}\right) /\left(4 q_{0}\right) \\
& q_{3}=\left(m_{12}-m_{21}\right) /\left(4 q_{0}\right)
\end{aligned}
$$

### 7.10 Rotation Operator Algebra

Finally, in this section we make some observations about the care that must be exercised when performing algebraic manipulations involving both matrices and quaternions.

### 7.10.1 Sequence of Rotation Operators

Consider the following sequence of successive rotations where $P, Q$, and $R$ are distinct rotation matrices. Then writing $r^{*} \mathbf{v} r$ for $R \mathbf{v}$ and similar expressions for the other matrix rotation operators, we get

$$
\begin{aligned}
M \mathbf{v} & =P Q R \mathbf{v} \\
& =P Q r^{*} \mathbf{v} r \\
& =P q^{*} r^{*} \mathbf{v} r q \\
& =p^{*} q^{*} r^{*} \mathbf{v} r q p \\
& =(r q p)^{*} \mathbf{v}(r q p)
\end{aligned}
$$

We could just as well have used the quaternion rotation operator

$$
r v r^{*}
$$

depending upon the application and/or desired perspective.

For a repeated rotation, say, $R=Q=P$ then

$$
\begin{aligned}
M \mathbf{v} & =P^{3} \mathbf{v} \\
& =P P P \mathbf{v} \\
& =P P p^{*} \mathbf{v} p \\
& =P p^{*} p^{*} \mathbf{v} p p \\
& =p^{*} p^{*} p^{*} \mathbf{v} p p p \\
& =\left(p^{*}\right)^{3} \mathbf{v} p^{3}
\end{aligned}
$$

If one of the matrices, say $B$, is not a rotation, then we must write

$$
\begin{aligned}
M \mathbf{v} & =P B Q \mathbf{v} \\
& =P B\left(q^{*} \mathbf{v} q\right) \\
& =P\left[B\left(q^{*} \mathbf{v} q\right)\right] \\
& =p^{*}\left[B\left(q^{*} \mathbf{v} q\right)\right] p
\end{aligned}
$$

### 7.10.2 Rotation of Vector Sets

In most applications it will be necessary to rotate either an entire coordinate frame which is defined by its set of three basis vectors, or an entire rigid body which is defined by a set of vectors or points. We adopt the following convenient matrix notation to represent a collection of $n$ column vectors.

$$
V=\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{n} \\
\mid & \mid & & \mid
\end{array}\right]
$$

A quaternion rotation operator which operates on this set of vectors produces a new set, which we collect in the matrix, say, $W$. We will define this operation to mean

$$
\begin{aligned}
W & =L_{q}(V) \\
& =q V q^{*} \\
& =q\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{n} \\
\mid & \mid & & \mid
\end{array}\right] q^{*} \\
& =\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
q \mathbf{v}_{1} q^{*} & q \mathbf{v}_{2} q^{*} & \cdots & q \mathbf{v}_{n} q^{*} \\
\mid & \mid &
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
\mathbf{w}_{1} & \mathbf{w}_{2} & \cdots & \mathbf{w}_{n} \\
\mid & \mid & & \mid
\end{array}\right]
\end{aligned}
$$

where each vector $\mathbf{v}_{i} \in V$ is rotated according to the specified quaternion rotation operator $L_{q}$ to give the corresponding rotated vector $\mathbf{w}_{i} \in W$.

Note in particular that with this meaning of $L_{q}(V)=q V q^{*}$, Equation 5.11 implies that for any $3 \times n$ matrix $V$,

$$
L_{q}(V)=q V q^{*}=Q V
$$

where $Q$ is the rotation matrix which corresponds to a rotation operator using the quaternion $q$. But now more specifically, if we take $V$ to be a $3 \times 3$ identity matrix $I$, whose columns represent the standard basis in $R^{3}$, we get the interesting formula

$$
Q=Q I=q I q^{*}
$$

When using matrices in an expression, along with quaternion rotation operators, the algebra must be done with considerable care. In the next section we consider some examples which will confirm and emphasize this note of caution.

### 7.10.3 Mixing Matrices and Quaternions

At this point the reader is fairly well acquainted with the fact that there is a certain equivalence between the expressions

$$
\mathbf{u}=A \mathbf{v} \quad \text { and } \quad \mathbf{u}=L_{a}(\mathbf{v})=a^{*} \mathbf{v} a
$$

Here it is understood, of course, that the matrix rotation operator $A$ and the quaternion rotation operator $L_{a}$ are alternative representations for the same rotation. We emphasize, however, that although rotation matrices may be equivalently represented using quaternions, those matrices which are not rotations have no such quaternion representation.

Consider first a simple operator which is the product of two matrices $P$ and $D$, where $D$ is some arbitrary $3 \times 3$ matrix, $P$ is
a rotation matrix, and the vector, $\mathbf{v}$, is an arbitrary 3 -tuple. Because matrix multiplication is associative, the expression $P D \mathbf{v}$ can be grouped in different ways, in preparation for conversion to a quaternion form. We write

$$
\begin{align*}
& M \mathbf{v}=P D \mathbf{v}  \tag{7.18}\\
& \text { (a) } \quad=(P) D \mathbf{v}=\left(p^{*} I p\right) D \mathbf{v} \\
& \text { (b) } \quad=(P D) \mathbf{v}=\left(p^{*} D p\right) \mathbf{v} \\
& \text { (c) } \quad=P(D \mathbf{v})=p^{*}(D \mathbf{v}) p
\end{align*}
$$

The grouping in Equation 7.18a suggests first converting the rotation matrix $P$ to $p^{*} I p$, which is still a $3 \times 3$ matrix, but whose elements are functions of the associated quaternion elements.

The grouping in Equation 7.18 b suggests first converting the matrix $P D$ into $p^{*} D p$, which also is still a $3 \times 3$ matrix, but whose elements are functions of the $d_{i j}$ and the $p_{k}$ elements.

The grouping in Equation 7.18 c is the quaternion operation $p^{*}(D \mathbf{v}) p$ on the matrix product $D \mathbf{v}$.

These three, of course, must all give equivalent results.
In order to illustrate a potential algebraic pitfall, we consider next a simple expression

$$
\begin{equation*}
M \mathbf{v}=P D P^{t} \mathbf{v} \tag{7.19}
\end{equation*}
$$

where $D$ is again some arbitrary $3 \times 3$ matrix and $P$ is a rotation matrix. This expression, rewritten using quaternions, is

$$
\begin{equation*}
M \mathbf{v}=p^{*}\left[D\left(p \mathbf{v} p^{*}\right)\right] p \tag{7.20}
\end{equation*}
$$

Now since quaternions as well as matrices are associative under multiplication we might be tempted to ignore the parentheses
and brackets in Equation 7.20 and write

$$
M \mathbf{v}=p^{*}[D(p \mathbf{v} \underbrace{\left.\left.p^{*}\right)\right] p}_{\text {Collapse this ? }}=\left(p^{*} D p\right) \mathbf{v}=P D \mathbf{v} \neq P D P^{t} \mathbf{v}
$$

NO! Quite obviously, something goes wrong when we perform the indicated cancellation; we lose $P^{t}$ in Equation 7.19. The problem is that in the product enclosed in the square brackets, namely $D\left(p \vee p^{*}\right)$ we do not have the required associativity. Therefore we may not write

$$
\left[D\left(p \mathbf{v} p^{*}\right)\right]=[D(p \mathbf{v})] p^{*}
$$

as the above algebraic manipulation would require. Notice in particular that the product $D(p \mathbf{v})$ makes no sense, because $D$ is a $3 \times 3$ matrix while ( $p \mathbf{v}$ is a 4 -tuple.

We may, however, legitimately write Equation 7.19 in at least these three ways

$$
\begin{aligned}
M \mathbf{v} & =\left(P^{t} D\right) P \mathbf{v}=\left(p D p^{*}\right)\left(p^{*} \mathbf{v} p\right) & \text { or } \\
& =P^{t} D(P \mathbf{v})=p\left(D p^{*} v p\right) p^{*} & \text { or } \\
& =P^{t}(D P \mathbf{v})=p\left[D\left(p^{*} \mathbf{v} p\right)\right] p^{*} &
\end{aligned}
$$

Whichever of the possible ways one might choose to associate the various adjacent factors in the expression; the parentheses, in general, may not be ignored.

Another way of looking at what went wrong earlier is that the matrix $D$ in Equation 7.19 must operate on the vector

$$
P^{t} \mathbf{v}=p \mathbf{v} p^{*}
$$

before the final quaternion operation can be performed.

Perhaps writing the process in operator notation makes this clearer.

$$
\begin{aligned}
M \mathbf{v} & =P D P^{t} \mathbf{v} \\
& =L_{p} D L_{p^{*}} \mathbf{v} \quad \text { where implicitly }
\end{aligned}
$$

the nesting is taken to be the most natural

$$
=L_{p}\left[D\left(L_{p^{*}} \mathbf{v}\right)\right]
$$

As a final example which again emphasizes the caution required in the algebraic manipulation of matrices and quaternions, consider the matrix

$$
M=A P^{t} C P
$$

Here $A$ and $P$ are rotation matrices and $C$ is some constant nonsingular $3 \times 3$ coupling matrix. This is called the 'normalized' signal matrix (which we will discuss in considerable detail later) in a Position and Orientation Measurement System.

We convert this matrix $M$ to an equivalent expression using quaternions. Again, we find it helpful to have the operator $M$ apply to some arbitrary vector, $\mathbf{v}$ - a pure quaternion. That is,

$$
\mathbf{w}=M \mathbf{v}=a^{*} p\left[C\left(p^{*} \mathbf{v} p\right)\right] p^{*} a
$$

Here one might be tempted to ignore the braces and brackets under the assumption that the associativity property will allow one to collapse those adjacent operators which are mutual inverses, namely $p p^{*}=p^{*} p=1$, wherever they occur. For example, can we do the following

$$
\mathbf{w}=M \mathbf{v}=a^{*} p[C(p^{*} \mathbf{v} \underbrace{p)] p^{*}}_{\text {May we Collapse this ? }} a
$$

Collapsing these terms gives

$$
\mathbf{w}=M \mathbf{v}=a^{*} p C p^{*} \mathbf{v} a
$$

However, note that certain associations of the remaining terms are not conformable. For example, the $3 \times 3$ coupling matrix $C$ can not operate on the 4 -tuples which, in general, are produced by the operation $p^{*} v a$. For this reason, to make the operations conformable after collapsing $p$ ) $] p^{*}$ we also had to rearrange the parentheses as follows

$$
\mathbf{u}=M \mathbf{v}=a^{*} \underbrace{\left[\left(p C p^{*}\right)\right.}_{\text {Do this next? }} \mathbf{v}] a
$$

At least this next suggested operation seems possible. However, if we express this last equation in terms of equivalent matrix operations we get

$$
\mathbf{u}=M \mathbf{v}=A P^{t} C \mathbf{v}
$$

We LOST an operator $P$ in the quaternion collapse.
In summary, great care must be exercised when certain matrix operators must be retained, such as the coupling operator $C=d g[2,-1,-1]$ for example, which must operate on a vector or set of vectors as we shall see in Chapter 11.

## Chapter 8

## Quaternion Factors

### 8.1 Introduction

In the preceding chapters, as we developed the theory of matrix and quaternion rotation operators, we have placed considerable emphasis on sequences of such operators. This in turn entailed much use of matrix and quaternion products, and up to this point, our theory and applications have been based on these products.

In this chapter we shall see whether this approach can be reversed. That is, we shall ask the question:

Given a certain matrix or quaternion, associated with some rotation in $R^{3}$, can we factor this matrix or quaternion into products in which the factors also represent meaningful and useful rotations in $R^{3}$ ?

More specifically, suppose we have two coordinate frames related by some rotation matrix or quaternion operator.

Is it possible to decompose the matrix or quaternion into factors which represent a sequence of rotations about, say, principal axes?

If so, perhaps certain computational efficiencies or advantages may result.

Our intent in this chapter is to answer these questions in the affirmative. In fact, most of the useful representations for rotations require that the matrix or quaternion be factored. We now develop the algebra which will yield a variety of factorizations, subject to certain constraints which are often useful and appropriate. But first, some preliminaries.

### 8.2 Factorization Criteria

At this point it is not at all obvious why one would want to factor a given rotation matrix into a product of two or more other rotation matrices. The same may be said about a quaternion which is associated with a given rotation in $R^{3}$. One conceivable reason might be that certain factorizations may afford a more time-efficient processing scheme. Another reason may be that such factorizations may be chosen so as to provide necessary geometric relationships in certain applications. For example, one or more of the factors may be assigned special geometric attributes which are meaningful to the application, in order to establish some useful relationship between the two factors for, say, computational reasons. We will encounter these matters in the applications which are discussed later.

It may be helpful for our discussion of these factorizations to list a few of these criteria which give direction to our factorization efforts - what we may call factorization strategies. We identify some of these as follows.

1. A specific factor may represent a rotation about a principal axis; then, the vector part of the quaternion (in the quaternion operator) has only one non-zero component.
2. The factors may be chosen so that the successive axes of the rotation sequence they represent are orthogonal.
3. Factors may be chosen so as to incorporate some combination of the foregoing.
4. We might seek three or more factors which are associated, for example, with an Euler angle-axis rotation sequence.
5. The vector defining the rotation axis associated with one of the factors is chosen in some direction especially meaningful to the application.

The above listing of possible factorization criteria surely is not exhaustive; certain applications could well impose other sorts of constraints or conditions (See, for example, the application considered in Chapter 11). In the following sections we consider some of these specific factorizations in the context of some applications which are now familiar to us. We begin with factorizations of rotation matrices and follow that with analogous factorizations of quaternions. Once again, as a result of this effort, we should be able to compare the efficacy of matrix and quaternion representations for rotations in $R^{3}$.

### 8.3 Transition Matrices \& Transition Quaternions

We begin by noting that any two rotation matrices (that is, any two $3 \times 3$ orthogonal matrices with determinant +1 ), say $A$ and $B$, may be related by a third such matrix, say $T$, which we will call a transition matrix. We shall say that the transition matrix $T$ takes the rotation matrix $A$ into the rotation matrix $B$ if

[^2]$$
B=T A
$$
or equivalently if
$$
T=B A^{t}
$$

Of course we could also have factored the matrix $B$ as

$$
B=A T
$$

that is

$$
T=A^{t} B
$$

where $T$ again takes $A$ into $B$. It should be noted, however, that the transition matrices, which in both cases we denote by $T$, are different, since we know that matrices in general do not commute under multiplication. At any rate, the idea of a transition matrix does provide a simple mechanism for representing any rotation matrix as a product of two other rotation matrices. That is to say, if $B$ is some given rotation matrix, and if the rotation matrix $A$ represents some significant physical attribute of the system which gives us $B$, then the transition matrix $T$ is simply a rotation which relates $A$ and $B$.

Which of the above two factorizations is appropriate, of course, will be dictated by the application, as we shall see. For these factorizations, however, there often are a variety of possible, as yet unspecified, constraints or attributes. These constraints and other possible factorizations will be considered in this chapter.

We next introduce transistion quaternions in exactly the same way. Any two unit quaternions, say $p$ and $q$, may be related by a quaternion $t$, which, just as in the case of matrices, we call a transition quaternion. The transition quaternion $t$ takes the quaternion $p$ into the quaternion $q$ if

$$
\begin{array}{ll}
q=t p \\
\text { or equivalently } & t=q p^{*}
\end{array}
$$

Obviously, we could also have factored the quaternion $q$ as

$$
q=p t \quad \Rightarrow \quad t=p^{*} q
$$

where $t$ again takes $p$ into $q$. Just as in the case with matrices, it should be noted that the transition quaternions, which in both of these cases we denoted as $t$, are different since we know quaternions, in general, also do not commute under multiplication. As before, the idea of the transition quaternion also provides a simple mechanism for representing any quaternion as a product of two quaternions. So if $q$ is some given quaternion, and if the quaternion $p$ represents some significant physical attribute of the system which gives us $q$, then the transition quaternion $t$ simply relates $p$ and $q$.

### 8.4 The Factorization $M=T A$

We now consider the factorization of rotation matrices, subject to the factorization criteria listed above. As we have already mentioned, there may well be other factorizations which are useful. We shall consider only two or three possibilities, hoping that the reader may learn from the details how other useful factorizations may be investigated.

### 8.4.1 Rotation Matrix $A$ Specified

We assume we are given some general rotation matrix

$$
M=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]
$$

Thus $M$ is orthogonal, that is, $M^{t} M=M M^{t}=I$, and $M$ has determinant +1 . This implies that both the rows and the columns of $M$, as vectors in $R^{3}$, form orthonormal sets. This means, of course, that the sum of the squares of the elements in any row or column is 1 , and that the scalar or dot product of any two distinct rows or any two distinct columns is 0 .

We begin, investigating the factorization of matrix

$$
M=T A
$$

where, in accordance with factorization criterion 1 above, the rotation matrix $A$ is chosen to represent a rotation about a principal axis. The matrix $T$ is an appropriate transition matrix which we wish to determine. Without loss of generality we may let $A$ represent a rotation about, say, the Z-axis, through the angle $\psi$. Thus $A$ has the form

$$
A=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

We now define the matrix $T$ to be

$$
T=\left[\begin{array}{lll}
t_{11} & t_{12} & t_{13} \\
t_{21} & t_{22} & t_{23} \\
t_{31} & t_{32} & t_{33}
\end{array}\right]
$$

Since the inverse of an orthogonal matrix is simply its transpose, it is easy to solve for the transition matrix $T$; we write

$$
T=M A^{t}
$$

And it follows directly that the indicated matrix product produces the following elements for the matrix $T$

$$
\begin{aligned}
& t_{11}=m_{11} \cos \psi+m_{12} \sin \psi \\
& t_{12}=-m_{11} \sin \psi+m_{12} \cos \psi \\
& t_{13}=m_{13} \\
& t_{21}=m_{21} \cos \psi+m_{22} \sin \psi \\
& t_{22}=-m_{21} \sin \psi+m_{22} \cos \psi \\
& t_{23}=m_{23} \\
& t_{31}=m_{31} \cos \psi+m_{32} \sin \psi \\
& t_{32}=-m_{31} \sin \psi+m_{32} \cos \psi \\
& t_{33}=m_{33}
\end{aligned}
$$

Since the matrix $M$ is given, the transition matrix $T$ is determined as soon as we specify the rotation angle $\psi$ in the matrix $A$. It thus appears that, given a general rotation matrix $M$, the rotation represented by this matrix can always be expressed as the product of an arbitrary rotation about the $\mathbf{Z}$-axis, followed by an appropriate rotation represented by the transition matrix $T$.

We should remark that a rotation matrix is always invertible, so in the above factorization the rotation represented by the matrix $A$ could as well have been any specified rotation. We have simply specified $A$ to represent a rotation about a principal axis, in accordance with the first factorization criterion above. Incidentally, either of the other two principal axes could have been used, with similar results.

### 8.4.2 Rotation Axes Orthogonal

Suppose next that we do not specify the angle $\psi$ in the matrix $A$, but rather ask whether for a general rotation matrix $M$ the second factorization criterion above can be met. More specifically, for the preceding factorization, we ask

With $M=T A$, is it possible that the transition matrix $T$ may represent a rotation whose axis is orthogonal to the axis of the rotation matrix $A$ ?

As a specific example, suppose we wish the axis of the rotation represented by the matrix $T$ to be the new $y$-axis. Then $T$ must be of the form

$$
T=\left[\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right]
$$

where $\theta$ is the rotation angle. The question now becomes

Do angles $\theta$ and $\psi$ exist for which the factorization $M=T A$ is possible for any rotation matrix $M$ ?

If so, then we have factored the rotation represented by the rotation matrix $M$ into a rotation about the $\mathbf{Z}$-axis through the angle $\psi$, followed by a rotation about the new y -axis through the angle $\theta$. We then have a factorization in which the rotation axes in the factors indeed are orthogonal, as we desired. In fact, the reader may recognize this rotation sequence as the tracking sequence discussed earlier.

With matrices $A$ and $T$ as defined, which have orthogonal rotation axes, we compute the product $T A$. Then we equate the elements in this matrix product with the corresponding elements in the matrix $M$. This correspondence produces the following system of equations

$$
\begin{aligned}
& m_{11}=\cos \theta \cos \psi \\
& m_{12}=\cos \theta \sin \psi \\
& m_{13}=-\sin \theta \\
& m_{21}=-\sin \psi \\
& m_{22}=\cos \psi \\
& m_{23}=0 \\
& m_{31}=\sin \theta \cos \psi \\
& m_{32}=\sin \theta \sin \psi \\
& m_{33}=\cos \theta
\end{aligned}
$$

The question now is whether there are angles $\theta$ and $\psi$ for which all of these equations are satisfied for a given rotation matrix $M$, and what (if any) constraints must be placed on the matrix $M$ in order to reach this goal. We observe immediately from the sixth equation in this list that we must have

$$
m_{23}=0
$$

This is a necessary constraint on $M$ if the factorization we seek is possible. So from now on we suppose that $M$ does satisfy this condition. If that is the case (that is $m_{23}=0$ ), then in the second row of $M$ we must have

$$
m_{21}^{2}+m_{22}^{2}=1
$$

since the rows and columns of $M$ all represent unit vectors in $R^{3}$. It is therefore possible to define an angle $\psi$ such that

$$
\sin \psi=-m_{21} \quad \text { and } \quad \cos \psi=m_{22}
$$

For the same reason, in the third column of $M$ we must have

$$
m_{13}^{2}+m_{33}^{2}=1
$$

so that we may define an angle $\theta$ such that $\sin \theta=-m_{13}$ and $\cos \theta=m_{33}$. With these definitions for the angles $\theta$ and $\psi$ the matrix $M$ may be written in the form

$$
M=\left[\begin{array}{ccc}
m_{11} & m_{12} & -\sin \theta \\
-\sin \psi & \cos \psi & 0 \\
m_{31} & m_{32} & \cos \theta
\end{array}\right]
$$

It remains to show that the elements $m_{11}, m_{12}, m_{31}$ and $m_{32}$ must then also be of the correct form. Consider the following set of equations

$$
\begin{aligned}
m_{11} \cos \theta \cos \psi+m_{12} \cos \theta \sin \psi & + \\
m_{31} \sin \theta \cos \psi+m_{32} \sin \theta \sin \psi & =1 \\
-m_{11} \sin \psi+m_{12} \cos \psi & =0 \\
-m_{31} \sin \psi+m_{32} \cos \psi & =0 \\
-m_{11} \sin \theta+m_{31} \cos \theta & =0
\end{aligned}
$$

The first equation in this array results from that fact that the matrix $M$ has determinant +1 . The second equation simply

In many applications the restrictions

$$
-\pi / 2<\theta<\pi / 2
$$

and

$$
-\pi<\psi \leq \pi
$$

apply. The reader may check that with restrictions such as these, the angles $\theta$ and $\psi$ are uniquely defined.
states that the first and second rows of $M$ are orthogonal. Similarly, the third equation says that the second and third rows of $M$ are orthogonal, while the last equation results from observing that the first and third columns of $M$ are orthogonal.

The reader may wish to check that the determinant of the coefficient matrix for the above system of equations is $-\cos \psi$. If in the matrix $M$ we have $m_{22} \neq 0$, this determinant is nonzero, so that this system of equations has a unique solution. A little simple algebra (perhaps using Cramer's Rule) will show that this solution is

$$
\begin{aligned}
& m_{11}=\cos \theta \cos \psi \\
& m_{12}=\cos \theta \sin \psi \\
& m_{31}=\sin \theta \cos \psi \\
& m_{32}=\sin \theta \sin \psi
\end{aligned}
$$

Thus we have shown that there are angles $\theta$ and $\psi$ such that the matrix $M$ is exactly the product of the matrices $T$ and $A$, as desired. Note that this factorization is possible for any rotation matrix $M$ in which $m_{23}=0$.

On the other hand, if $m_{22}=0$, then $\cos \psi=0$ and either $\sin \psi=+1$ or $\sin \psi=-1$. If $\sin \psi=+1$, then the matrix $M$ must be of the form

$$
M=\left[\begin{array}{ccc}
m_{11} & m_{22} & -\sin \theta \\
-1 & 0 & 0 \\
m_{31} & m_{32} & \cos \theta
\end{array}\right]
$$

Since the rows of $M$ are othogonal, it is easily seen that $m_{11}=0$ and $m_{31}=0$. Hence $M$ must be of the form

$$
M=\left[\begin{array}{ccc}
0 & m_{12} & -\sin \theta \\
-1 & 0 & 0 \\
0 & m_{32} & \cos \theta
\end{array}\right]
$$

Since the determinant of $M$ is +1 , it follows immediately that we have

$$
m_{12} \cos \theta+m_{32} \sin \theta=1
$$

Since the second and third columns of $M$ are othogonal we also have

$$
-m_{12} \sin \theta+m_{32} \cos \theta=0
$$

If we solve these two equations we get $m_{12}=\cos \theta$ and $m_{32}=$ $\sin \theta$, and, since in this case $\sin \psi=1$, our factorization is again shown to be possible.

In a similar fashion, it is not difficult to verify that the factorization is also possible in the case that $\sin \psi=-1$. Thus the factorization $M=T A$ is always possible, subject only to the constraint that $m_{23}=0$.

Suffice it to say at this point there are five other cases in which a rotation matrix $M$ may be factored into the product of two rotations about principal axes. It all depends on which element in $M$ is 0 . The other five cases are $m_{13}=0$ or $m_{21}=0$ or $m_{23}=0$ or $m_{31}=0$ or $m_{32}=0$. In summary, in order for a rotation matrix, $M$, to be a tracking matrix, it must have a zero as one of its six off-diagonal elements. The position of the required 0 element in the tracking matrix $M$ depends upon which sequence of principal rotation axes is being used. The reader should verify that the 0 element always appears in the column representing the first rotation axis and in the row of the second rotation axis. Thus if we have a $z$-axis rotation followed by a $y$-axis rotation, as above, the 0 element must appear in the $m_{23}$ position.

### 8.4.3 A Slight Generalization

In the preceding section we considered a factorization of a general rotation matrix $M$, a factorization which was based on a
rotation about the z -axis followed by a rotation about the y axis. We were able to determine a rather simple contraint on the rotation matrix $M$ (namely, $M$ must have an off-diagonal zero-element) which guaranteed that such a factorization was possible. In order to illustrate the difficulties which one may experience in using this rotation matrix approach, let us consider a simple generalization of what we have just done. We consider once again a general rotation matrix $M$, and ask the question

Is it possible to factor the matrix $M$ so that it represents a rotation about the z-axis followed by a rotation about, say, the axis $\mathbf{v}=\mathbf{i}+\mathbf{j}$ ?

If the answer to this question is affirmative, then we have factored $M$ into a product in which the rotation axes are orthogonal, but the axis of the second rotation is not a principal axis.

We know that a rotation through the angle $\theta$ about the axis $\mathbf{v}=\mathbf{i}+\mathbf{j}$ may be represented by the ouaternion

$$
\text { where } \begin{aligned}
q & =q_{0}+\mathrm{i} q_{1}+\mathrm{j} q_{2}+\mathrm{k} q_{3} \\
q_{0} & =\cos \frac{\theta}{2} \\
q_{1} & =\frac{1}{\sqrt{2}} \sin \frac{\theta}{2} \\
q_{2} & =\frac{1}{\sqrt{2}} \sin \frac{\theta}{2} \\
q_{3} & =0
\end{aligned}
$$

Then, using the results which we obtained in Section 5.14 for writing a rotation matrix, in terms of the components of the corresponding quaternion, we write

$$
T=\frac{1}{2 \sqrt{2}}\left[\begin{array}{ccc}
\sqrt{2}(1+\cos \theta) & \sin \theta & -\sin \theta \\
\sin \theta & \sqrt{2}(1+\cos \theta) & \sin \theta \\
\sin \theta & -\sin \theta & 2 \sqrt{2} \cos \theta
\end{array}\right]
$$

The next step requires that we compute the product $T A$, where $A$ is the matrix representing a rotation about the z -axis through the angle $\psi$, as before. This product is not exactly of a simple form. One must now equate the elements in this product with those of the matrix $M$, then ask whether there are angles $\theta$ and $\psi$ for which all of these equations are satisfied. No doubt some constraints on the matrix $M$ will emerge, but the process seems overly difficult and tedious. Only the most masochistic reader will want to pursue these details. It is (or will be) significant to note that the quaternion approach we consider later is much easier and much less tedious.

### 8.5 Three Principal-axis Factors

In this section we will extend the ideas studied in the preceding section by considering the possibility of expressing a general rotation in $R^{3}$ as a product of three rotations about principal axes. According to Euler's Theorem, such a factorization must always be possible, since the theorem states that any two coordinate frames may be related by a sequence of at most three Euler angle-axis rotations.

Again, we assume some general rotation matrix

$$
M=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]
$$

where $M$ is orthogonal, that is, $M^{t} M=M M^{t}=I$, and $M$ has determinant +1 . As before, this again means that the row vectors and the column vectors of $M$ form two orthonormal sets in $R^{3}$.

As an example of this procedure, we will determine the factorization $M=X Y Z$ where $X Y Z$ is the now familiar Aerospace

Euler angle/axis rotation sequence. In this sequence the matrix $X$ represents a rotation about the x-axis, through the angle $\phi$. Thus $X$ has the form

$$
X=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right]
$$

where the angle $\phi$ is as yet unknown. We then have a factorization of $M$ of the form

$$
M=X T
$$

where the transition matrix $T$ is a tracking matrix and the matrix $X$ represents a rotation about the x-axis. We know that this tracking matrix, $T=Y Z$, has at least one off-diagonal zero.

We now write

$$
T=X^{t} M=\left[\begin{array}{lll}
t_{11} & t_{12} & t_{13} \\
t_{21} & t_{22} & t_{23} \\
t_{31} & t_{32} & t_{33}
\end{array}\right]
$$

Since the inverse of the orthogonal matrix $X$ is simply its transpose, it is easy to solve for the unknown elements of $T=\left[t_{i j}\right]$. The reader should compute the indicated matrix product in order to check that this matrix equation gives the following list for the elements of $T$

$$
\begin{aligned}
& t_{11}=m_{11} \\
& t_{12}=m_{12} \\
& t_{13}=m_{13} \\
& t_{21}=m_{21} \cos \phi-m_{31} \sin \phi \\
& t_{22}=m_{22} \cos \phi-m_{32} \sin \phi \\
& t_{23}=m_{23} \cos \phi-m_{33} \sin \phi=0 \\
& t_{31}=m_{31} \cos \phi+m_{21} \sin \phi \\
& t_{32}=m_{32} \cos \phi+m_{22} \sin \phi \\
& t_{33}=m_{33} \cos \phi+m_{23} \sin \phi
\end{aligned}
$$

Since the elements $m_{i j}$ of the matrix $M$ are known, the transition matrix $T$ is determined. For, we have already specified the transition (tracking) matrix to be the Aerospace tracking sequence, $T=Y Z$. This means that $t_{23}=0$ (as indicated in the above listing in the margin). Therefore the rotation angle $\phi$ in the matrix $X$ is

$$
\phi=\tan ^{-1} \frac{m_{23}}{m_{33}}
$$

Now that we know the angle $\phi$, the remaining elements in the above list for $T$ are readily computed. We now can use the techniques of the preceding section (with M replaced by T ) to determine the angles $\psi$ and $\theta$. Thus the matrices Y and Z are determined and our factorization is complete.

An alternative procedure for finding the Aerospace factorization for any general rotation matrix, however, is to express

$$
M=X Y Z
$$

where the rotations in the indicated sequence $X Y Z$ represent principal-axis rotations about the x -axis, the y -axis, and the z-axis, through angles, $\phi, \theta$, and $\psi$, respectively. This triple product of rotation matrices defines the elements of the given rotation matrix $M$ to be

$$
\begin{aligned}
& m_{11}=\cos \psi \cos \theta \\
& m_{12}=\sin \psi \cos \theta \\
& m_{13}=-\sin \theta \\
& m_{21}=\cos \psi \sin \theta \sin \phi-\sin \psi \cos \phi \\
& m_{22}=\sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi \\
& m_{23}=\cos \theta \sin \phi \\
& m_{31}=\cos \psi \sin \theta \cos \phi+\sin \psi \sin \phi \\
& m_{32}=\sin \psi \sin \theta \cos \phi-\cos \psi \sin \phi \\
& m_{33}=\cos \theta \cos \phi
\end{aligned}
$$

Rewriting this again in matrix form gives

$$
M=\left[\begin{array}{lll}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{array}\right]
$$

which term-for-term is equivalent to

$$
M=\left[\begin{array}{c}
\cos \psi \cos \theta \\
\left(\begin{array}{c}
\cos \psi \sin \theta \sin \phi \\
-\sin \psi \cos \phi \\
\cos \psi \sin \theta \cos \phi \\
+\sin \psi \sin \phi
\end{array}\right)
\end{array} \begin{array}{c}
\sin \psi \cos \theta \\
-\sin \theta \\
\left(\begin{array}{c}
\sin \psi \sin \theta \sin \phi \\
+\cos \psi \cos \phi \\
\sin \psi \sin \theta \cos \phi \\
-\cos \psi \sin \phi
\end{array}\right)
\end{array} \begin{array}{c}
\cos \theta \sin \phi \\
\cos \theta \cos \phi
\end{array}\right]
$$

From these equations we can define the three Euler angles

$$
\begin{aligned}
\psi & =\tan ^{-1} \frac{m_{12}}{m_{11}} \\
\theta & =-\sin ^{-1} m_{13} \\
\phi & =\tan ^{-1} \frac{m_{23}}{m_{33}}
\end{aligned}
$$

The above factorization procedures apply equally well to any of the other Euler angle/axis sequences. These are very useful factorizations of rotation matrices. Next we turn to similar factorizations of quaternion operators.

### 8.6 Factorization: $q=s t=\left(s_{0}+\mathbf{j} s_{2}\right) t$

We start with an arbitrary unit quaternion $q$ as given and we wish to find two quaternion factors such that $q=s t$; that is, $q$ is equal to the quaternion product of two, as yet unspecified, quaternions, $s$ and $t$. As we have already mentioned, in that which follows we will assume all of the quaternions to be unitary, that is, $|t|=|s|=|q|=1$. One of the factors is now chosen such that it satisfies some meaningful restriction or attribute.

We begin by choosing the factor $s$ in accordance with criterion \#1 in Secion 8.2, namely, that $s$ have only one non-zero vector component. Here we choose

$$
s=s_{0}+\mathbf{j} s_{2}
$$

The motivation for this first choice is merely that such a quaternion corresponds to a simple rotation about a principal axis in this case about the y-axis. We could just as well have chosen the factor $s$ such that it represent a rotation about either of the other two principal axes, $\mathbf{i}$ or $\mathbf{k}$, without loss of generality. As a matter of fact, in some applications a rotation about one of these other two principal axes might well be more appropriate. But we proceed. We now take an arbitrary unit quaternion and compute the factors.

$$
\begin{aligned}
q & =q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}=s t \\
& =\left(s_{0}+\mathbf{j} s_{2}\right) t \\
& =\left(s_{0}+\mathbf{j} s_{2}\right)\left(t_{0}+\mathbf{i} t_{1}+\mathbf{j} t_{2}+\mathbf{k} t_{3}\right)
\end{aligned}
$$

to obtain

$$
\begin{aligned}
q_{0} & =s_{0} t_{0}-s_{2} t_{2} \\
q_{1} & =s_{0} t_{1}+s_{2} t_{3} \\
q_{2} & =s_{0} t_{2}+s_{2} t_{0} \\
q_{3} & =s_{0} t_{3}-s_{2} t_{1}
\end{aligned}
$$

These four equations can be written in matrix form as

$$
\begin{aligned}
& {\left[\begin{array}{l}
q_{0} \\
q_{2}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & -s_{2} \\
s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
t_{0} \\
t_{2}
\end{array}\right]} \\
& {\left[\begin{array}{l}
q_{1} \\
q_{3}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & s_{2} \\
-s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
t_{1} \\
t_{3}
\end{array}\right]}
\end{aligned}
$$

Because $s$ is a unit quaternion, the reader can easily check that in each coefficient matrix, which relates $q$ and $t$, the inverse is its transpose.

The transition quaternion components then can be expressed as

$$
\begin{align*}
& {\left[\begin{array}{l}
t_{0} \\
t_{2}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & s_{2} \\
-s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{2}
\end{array}\right]}  \tag{8.1}\\
& {\left[\begin{array}{l}
t_{1} \\
t_{3}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & -s_{2} \\
s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{3}
\end{array}\right]} \tag{8.2}
\end{align*}
$$

In these last two matrix equations, we emphasize that the quaternion $t$ is not yet determined. The reason is that we have not specified the rotation angle. This means that the relative magnitudes of the components $s_{0}$ and $s_{2}$ of the quaternion factor $s$ are not known. There are, however, at least two possible options:

1. Explicitly specify $s_{0}$ and $s_{2}$, or
2. Specify some further constraint on the quaternion, $t$.

We now consider these two options which will, in each case, uniquely determine both factors, $s$ and $t$.

### 8.6.1 Principal-axis Factor Specified

Here, the principal-axis factor

$$
s=s_{0}+\mathbf{j} s_{2}
$$

is defined to be a rotation through a specified angle about the $\mathbf{y}$-axis by specifying values for $s_{0}$ and $s_{2}$. Then the transition quaternion, $t$, is uniquely determined by the matrix equations

$$
\begin{align*}
& {\left[\begin{array}{l}
t_{0} \\
t_{2}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & s_{2} \\
-s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{2}
\end{array}\right]}  \tag{8.3}\\
& {\left[\begin{array}{l}
t_{1} \\
t_{3}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & -s_{2} \\
s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{3}
\end{array}\right]} \tag{8.4}
\end{align*}
$$

These matrix equations give us the following expressions for the components of the quaternion $t$ in terms of the specified quaternion $s$ and the given quaternion $q$.

$$
t_{0}=s_{0} q_{0}+s_{2} q_{2}
$$

$$
\begin{aligned}
& t_{1}=s_{0} q_{1}-s_{2} q_{3} \\
& t_{2}=-s_{2} q_{0}+s_{0} q_{2} \\
& t_{3}=s_{2} q_{1}+s_{0} q_{3}
\end{aligned}
$$

Thus, given some rotation in $R^{3}$ represented by the quaternion $q$, we may use these equations to write this rotation as a sequence of two rotations, one of which is a rotation through a specified angle about a principal axis, namely, the $y$ axis. Of course, similar equations are obtained if we use a different principal axis.

### 8.6.2 Orthogonal Factors

As one example of Option 2, we may specify that the rotation axes represented by the two quaternion factors, $s$ and $t$, be orthogonal - a constraint that may well be useful in certain applications. With one of the quaternion factors specified to be of the form

$$
s=s_{0}+\mathbf{j} s_{2}
$$

as in the preceding section, we now place a constraint on the other quaternion factor, $t$, such that it be of the form

$$
t=t_{0}+\mathbf{i} t_{1}+\mathrm{k} t_{3}
$$

Note that this choice for $t$ makes the vector parts of the two quaternion factors, $s$ and $t$ orthogonal. The two matrix equations which define both quaternion factors $s$ and $t$ then are

$$
\begin{align*}
& {\left[\begin{array}{c}
t_{0} \\
0
\end{array}\right] }=\left[\begin{array}{cc}
s_{0} & s_{2} \\
-s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
q_{0} \\
q_{2}
\end{array}\right]  \tag{8.5}\\
& {\left[\begin{array}{c}
t_{1} \\
t_{3}
\end{array}\right]=\left[\begin{array}{cc}
s_{0} & -s_{2} \\
s_{2} & s_{0}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{3}
\end{array}\right] } \tag{8.6}
\end{align*}
$$

The first of these two matrix equations says that

$$
\begin{aligned}
t_{0} & =s_{0} q_{0}+s_{2} q_{2} \\
0 & =-s_{2} q_{0}+s_{0} q_{2}
\end{aligned}
$$

Since $s$ is a unit quaternion we must, of course, have

$$
s_{0}^{2}+s_{2}^{2}=1
$$

Hence, given values for $s_{0}$ and $s_{2}$ which satisfy this requirement, there must be some angle, say $\alpha$, such that $s_{0}=\cos \alpha$ and $s_{2}=\sin \alpha$. If this is the case, then from the second equation above we have

$$
\tan \alpha=\frac{\sin \alpha}{\cos \alpha}=\frac{s_{2}}{s_{0}}=\frac{q_{2}}{q_{0}}
$$

From this it appears that

$$
\alpha=\arctan \frac{q_{2}}{q_{0}}
$$

We conclude that the choice

$$
\begin{aligned}
s_{0} & =\cos \left(\arctan \frac{q_{2}}{q_{0}}\right) \\
\text { and } \quad s_{2} & =\sin \left(\arctan \frac{q_{2}}{q_{0}}\right)
\end{aligned}
$$

will insure that $t_{2}=0$, and that the vector part of $t$ will be orthogonal to the vector part of $s$, as we desired. Having determined values for $s_{0}$ and $s_{2}$, we may compute the remaining components of the transition quaternion $t$ from the above matrix equations, which give

$$
\begin{aligned}
& t_{0}=s_{0} q_{0}+s_{2} q_{2} \\
& t_{1}=s_{0} q_{1}-s_{2} q_{3} \\
& t_{3}=s_{2} q_{1}+s_{0} q_{3}
\end{aligned}
$$

### 8.7 Euler Angle-Axis Factors

In previous chapters it was noted that, in general, a sequence of at most three angle/axis rotations (recall Euler angles) is required to relate two independent coordinate frames. In this
section we will factor an arbitrary quaternion into an ordered triple product which must represent one of the twelve possible Euler angle/axis sequences discussed earlier. Before we embark on any specific Euler angle-axis triple factorization of an arbitrary quaternion, q , we define some helpful notation.

We introduce this new notation in Figure 8.1. Here the quaternions in the ordered sequence of rotations are designated $a^{i}$ followed by $b^{j}$ followed by $c^{k}$. Each of the rotations in this


Figure 8.1: The Three Rotation Angle-axis Sequence
figure is assumed taken about one of the principal axes (as yet unspecified) of the most recent frame. This new notation emphasizes that the quaternion $a$, for example, which represents the first rotation is taken about a principal axis - as we have done earlier when we first defined Euler angle/axis sequences of rotation matrices. Here, however, we define these sequences in terms of the quaternion. If $a$ represents the quaternion used for the 1st rotation, then

$$
a=a_{0}+\mathbf{i} a_{1}=a^{1} \quad \text { if the rotation is about the x-axis, or }
$$

$$
a=a_{0}+\mathbf{j} a_{2}=a^{2} \quad \text { if the rotation is about the } y \text {-axis, or }
$$

$$
a=a_{0}+\mathbf{k} a_{3}=a^{3} \quad \text { if the rotation is about the } \mathrm{z} \text {-axis }
$$

The second rotation, $b$, is taken about one of the principal axes of the new frame defined after rotation $a$, and so on. After these three rotations, the resulting quaternion is

$$
q=a^{i} b^{j} c^{k} \quad \text { where } i, j, k \in 1,2,3 \quad j \neq i \quad k \neq j
$$

All quaternions are assumed to be unit quaternions unless otherwise noted.

Any vector $\mathbf{u}$ in the reference frame is related to the (same) vector $\mathbf{v}$ in the new frame by the now familiar quaternion rotation operator

$$
\begin{equation*}
\mathbf{v}=q^{*} \mathbf{u} q \tag{8.7}
\end{equation*}
$$

Here the vector $\mathbf{u}$, defined in the reference frame, is expressed as the same vector $\mathbf{v}$, defined now in the rotated frame.

It is clear from the foregoing that a sequence of three rotations which are defined using quaternions in this fashion can properly relate any two coordinate frames using the quaternion rotation operator of Equation 8.7. The converse, however, suggests the question

Question 1 Can any unit quaternion be factored into three quaternions which represent any one of the twelve Euler angle/axis sequences?

On the basis of the theorem cited in Section 4.3, the answer to this question must quite obviously be 'yes'. We will demonstrate this later by considering the xyz (Aerospace) rotation axes sequence and the zxz (Orbit) rotation axes sequence, both of which were discussed earlier using the matrix rotation operator. First, however, we consider the simpler two rotation sequence as used in the now familiar tracking application.

### 8.7.1 Tracking Revisited

Earlier, we defined the sequence of two rotations illustrated in Figure 8.2 as the tracking sequence - and this tracking appli-


Figure 8.2: A Two-Rotation Angle-axis Sequence
cation has been considered in some depth. In our quaternion analysis of this sequence we used the transformation

$$
\begin{equation*}
\mathbf{v}=q^{*} \mathbf{u} q \tag{8.8}
\end{equation*}
$$

Here, the vector $\mathbf{u}$ defines the direction of North in the local tangent plane, and $\mathbf{v}$ defines the vector direction to the remote object. The quaternion rotation operator of Equation 8.8 takes $\mathbf{u}$ into $\mathbf{v}$. However, now that our immediate concern has to do with quaternion factors, some interesting questions arise.

Question 2 Can any arbitrary unit quaternion be factored as a two-rotation tracking quaternion?

Obviously, the answer to this question is 'no.' If we said 'yes' it would be equivalent to saying that any two arbitrary coordinate frames can be related by an Euler angle/axis sequence of two rotations. This we know is not true. So we ask

Question 3 What constraints on a unit quaternion make it a two-rotation tracking quaternion?

To help us answer this question, we investigate the now quite familiar tracking application one more time. In this application, the tracking frame is related to the reference frame by a two


Tracking Sequence The tracking sequence illustrated here may be represented by the quaternion

$$
\begin{aligned}
q & =a^{3} b^{2} \\
\text { where } a^{3} & =a_{0}+k a_{3} \\
\text { and } b^{2} & =b_{0}+\mathrm{j} b_{2}
\end{aligned}
$$

where all quaternions are assumed to be unit quaternions unless otherwise noted.

The quaternions $a$ and $b$ or more specifically $a b$ represent frame rotations with respect to the reference frame as illustrated in Figure 8.2. That is,

$$
\mathbf{v}=q^{*} \mathbf{u q}=b^{*} a^{*} \mathbf{u} a b
$$



Tracking Sequence
The tracking sequence illustrated here may be represented by the quaternion

$$
\begin{aligned}
q & =a^{3} b^{2} \\
\text { where } a^{3} & =a_{0}+k a_{3} \\
\text { and } b^{2} & =b_{0}+j b_{2}
\end{aligned}
$$

rotation sequence. The first rotation is about the $z$-axis, followed by a second rotation about the new y-axis. In our new notation we write this tracking quaternion as

$$
q=a^{3} b^{2}
$$

If an arbitrary unit quaternion is to be a tracking quaternion of this form, we must have

$$
\begin{align*}
q & =q_{0}+\mathrm{i} q_{1}+\mathrm{j} q_{2}+\mathrm{k} q_{3}=a^{3} b^{2} \\
& =\left(a_{0}+\mathrm{k} a_{3}\right)\left(b_{0}+\mathrm{j} b_{2}\right) \\
& =a_{0} b_{0}-\mathrm{i} a_{3} b_{2}+\mathrm{j} a_{0} b_{2}+\mathrm{k} a_{3} b_{0} \tag{8.9}
\end{align*}
$$

In Equation 8.9 it is easily verified, that

$$
\begin{equation*}
q_{0} q_{1}+q_{2} q_{3}=0 \tag{8.10}
\end{equation*}
$$

This gives us a necessary constraint on the quaternion $q$ for this particular tracking sequence. It may be verified that this constraint is also sufficient, and thus we have answered Question 3 for this particular tracking sequence.

However, a tracking sequence may be defined in other ways. If the two-rotation tracking sequence were defined to be, say

$$
\begin{align*}
q & =q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}=a^{1} b^{2} \\
& =\left(a_{0}+\mathbf{i} a_{1}\right)\left(b_{0}+\mathbf{j} b_{2}\right) \\
& =a_{0} b_{0}+\mathbf{i} a_{1} b_{0}+\mathbf{j} a_{0} b_{2}+\mathbf{k} a_{1} b_{2} \tag{8.11}
\end{align*}
$$

then the constraint equivalent to Equation 8.10 would become

$$
\begin{equation*}
q_{1} q_{2}-q_{3} q_{0}=0 \tag{8.12}
\end{equation*}
$$

We now tabulate the six possible two-rotation tracking sequences. Each of these sequences we represent as a composite quaternion, $q$, and each has an associated constraint equation on its elements. That is, each two-rotation tracking sequence is written in the form

$$
q=q_{0}+\mathrm{i} q_{1}+\mathrm{j} q_{2}+\mathrm{k} q_{3}=a^{i} b^{j}
$$

$$
\text { Specifically, if } \quad \begin{aligned}
q & =\left(a_{0}+\mathbf{i} a_{1}\right)\left(b_{0}+\mathbf{j} b_{2}\right)=a^{1} b^{2} \\
& =a_{0} b_{0}+\mathbf{i} a_{3} b_{2}+\mathbf{j} a_{0} b_{2}+\mathbf{k} a_{3} b_{0}
\end{aligned}
$$

then the constraint equation is $q_{1} q_{2}=q_{3} q_{0}$

$$
\text { or if } \quad \begin{aligned}
q & =\left(a_{0}+\mathbf{j} a_{2}\right)\left(b_{0}+\mathbf{i} b_{1}\right)=a^{2} b^{1} \\
& =a_{0} b_{0}+\mathbf{i} a_{0} b_{1}+\mathbf{j} a_{2} b_{0}-\mathbf{k} a_{2} b_{1}
\end{aligned}
$$

then the constraint equation is $q_{2} q_{1}=-q_{3} q_{0}$

$$
\text { or if } \quad \begin{aligned}
q & =\left(a_{0}+\mathbf{k} a_{3}\right)\left(b_{0}+\mathbf{i} b_{1}\right)=a^{3} b^{1} \\
& =a_{0} b_{0}+\mathbf{i} a_{0} b_{1}+\mathbf{j} a_{3} b_{1}+\mathbf{k} a_{3} b_{0}
\end{aligned}
$$

then the constraint equation is $q_{3} q_{1}=q_{2} q_{0}$


$$
q=a^{1} b^{2}=\left(a_{0}+\mathbf{i} a_{1}\right)\left(b_{0}+\mathbf{j} b_{2}\right)
$$



$$
q=a^{1} b^{2}=\left(a_{0}+\mathbf{i} a_{1}\right)\left(b_{0}+\mathbf{j} b_{2}\right)
$$



$$
q=a^{3} b^{1}=\left(a_{0}+\mathbf{k} a_{3}\right)\left(b_{0}+\mathbf{i} b_{1}\right)
$$


$q=a^{1} b^{3}=\left(a_{0}+\mathbf{i} a_{1}\right)\left(b_{0}+\mathbf{k} b_{3}\right)$

$q=a^{2} b^{3}=\left(a_{0}+\mathbf{j} a_{2}\right)\left(b_{0}+\mathbf{k} b_{3}\right)$

$q=a^{3} b^{2}=\left(a_{0}+k a_{3}\right)\left(b_{0}+j b_{2}\right)$
or if

$$
\begin{aligned}
q & =\left(a_{0}+\mathbf{i} a_{1}\right)\left(b_{0}+\mathbf{k} b_{3}\right)=a^{1} b^{3} \\
& =a_{0} b_{0}+\mathbf{i} a_{1} b_{0}-\mathbf{j} a_{1} b_{3}+\mathbf{k} a_{0} b_{3}
\end{aligned}
$$

then the constraint equation is $q_{1} q_{3}=-q_{2} q_{0}$
or if $\quad q=\left(a_{0}+\mathbf{j} a_{2}\right)\left(b_{0}+\mathbf{k} b_{3}\right)=a^{2} b^{3}$

$$
=a_{0} b_{0}+\mathbf{i} a_{2} b_{3}+\mathbf{j} a_{2} b_{0}+\mathbf{k} a_{0} b_{3}
$$

then the constraint equation is $q_{2} q_{3}=q_{0} q_{1}$

$$
\text { or if } \begin{aligned}
q & =\left(a_{0}+\mathbf{k} a_{3}\right)\left(b_{0}+\mathbf{j} b_{2}\right)=a^{3} b^{2} \\
& =a_{0} b_{0}-\mathbf{i} a_{3} b_{2}+\mathbf{j} a_{0} b_{2}+\mathbf{k} a_{3} b_{0}
\end{aligned}
$$

then the constraint equation is $q_{3} q_{2}=-q_{0} q_{1}$

It must be emphasized that each of these six two-quaternion sequences represents only a tracking rotation sequence. If a rotation sequence is to represent one of the twelve possible Euler angle/axis factorizations (for any given unit quaternion), the sequence must include a third quaternion which we denote $c^{k}$ in

## Figure 8.1.

Note in particular that the third quaternion factor must be one of two types. This third factor must either be about a principal axis not yet employed in the first two quaternion factors, or it must be about the same axis as used in the first quaternion factor. For example, if the first two factors are represented by the familiar tracking quaternion

$$
q=a^{3} b^{2}
$$

then the required third quaternion factor $c^{k}$ must either be $c^{1}$ or $c^{3}$. That is, given that the first two rotations in the three rotation sequence are represented by $q=a^{3} b^{2}$, then any unit quaternion $p$ may be factored to give either

$$
\begin{align*}
& p=a^{3} b^{2} c^{1}  \tag{8.13}\\
\text { or } \quad & \text { (distinct principal-axes) }  \tag{8.14}\\
b^{3} b^{2} c^{3} & \text { (repeated principal-axes) }
\end{align*}
$$

In the next two sections we develop the algorithms which will factor any arbitrary unit quaternion, $p$, into one of these two (of the twelve possible) factorizations. Algorithms for factorizations into any of the other ten would proceed in a similar fashion.

### 8.7.2 Distinct Principal Axis Factorization

Let $p$ be any arbitrary given unit quaternion, that is

$$
p=p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3} \quad \text { and } \quad|p|=1
$$

The Aerospace factorization of $p$ in Equation 8.13 is

$$
\begin{align*}
p & =a^{3} b^{2} c^{1} \\
& =q c^{1} \\
\text { where } \quad q & =a^{3} b^{2} \\
\text { and } \quad c^{1} & =c_{0}+\mathbf{i} c_{1}  \tag{0}\\
& =\cos \frac{\phi}{2}+\mathbf{i} \sin \frac{\phi}{2} \tag{8.15}
\end{align*}
$$

Recall, as in Section 4.3, these twelve sequences are

| xyz | yzx | $z x y$ |
| :--- | :--- | :--- |
| xzy | $\mathbf{y x z}$ | $z y x$ |
| xyx | $y z y$ | $z x z$ |
| xzx | $y x y$ | $z y z$ |

By a principal-axis quaternion we mean a quaternion which has only two elements - the only non-zero vector component designates the principal axis about which the rotation occurs.

Here $\phi$ is the angle of rotation (about the x -axis) associated with the quaternion $c^{1}$.

The constraint on the elements of the quaternion $q$ in this particular Aerospace sequence (see Equation 8.10) requires that

$$
q_{0} q_{1}+q_{2} q_{3}=0 \quad \text { or } \quad \frac{q_{0}}{q_{2}}=-\frac{q_{3}}{q_{1}}
$$

From the foregoing we may write

$$
\text { so that } \begin{align*}
q & =\left(p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}\right)\left(c_{0}-\mathbf{i} c_{1}\right) \\
q_{0} & =p_{0} c_{0}+p_{1} c_{1} \\
q_{1} & =p_{1} c_{0}-p_{0} c_{1}  \tag{8.16}\\
q_{2} & =p_{2} c_{0}-p_{3} c_{1} \\
q_{3} & =p_{3} c_{0}+p_{2} c_{1}
\end{align*}
$$

These four equations written in matrix form are

$$
\begin{array}{rlr}
{\left[\begin{array}{l}
q_{0} \\
q_{2}
\end{array}\right]} & =\left[\begin{array}{cc}
p_{0} & p_{1} \\
p_{2} & -p_{3}
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{1}
\end{array}\right] \\
\text { and } \quad\left[\begin{array}{l}
q_{1} \\
q_{3}
\end{array}\right] & =\left[\begin{array}{cc}
p_{1} & -p_{0} \\
p_{3} & p_{2}
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{1}
\end{array}\right] \tag{8.18}
\end{array}
$$

We now pre-multiply Equation 8.18 by the transpose of Equation 8.17, which gives

$$
\begin{align*}
q_{0} q_{1}+q_{2} q_{3} & =\left[\begin{array}{ll}
c_{0} & c_{1}
\end{array}\right]\left[\begin{array}{cc}
p_{0} & p_{2} \\
p_{1} & -p_{3}
\end{array}\right]\left[\begin{array}{cc}
p_{1} & -p_{0} \\
p_{3} & p_{2}
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{1}
\end{array}\right] \\
& =\left[\begin{array}{ll}
c_{0} & c_{1}
\end{array}\right]\left[\begin{array}{cc}
A & B \\
D & -A
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{1}
\end{array}\right]  \tag{8.19}\\
\text { where } \quad A & =p_{0} p_{1}+p_{2} p_{3} \\
B & =-p_{0}^{2}+p_{2}^{2} \\
D & =p_{1}^{2}-p_{3}^{2}
\end{align*}
$$

Since $q_{0} q_{1}+q_{2} q_{3}=0$, Equation 8.19 gives a quadratic form

$$
\begin{equation*}
0=A\left(c_{0}^{2}-c_{1}^{2}\right)+\frac{B+D}{2} 2 c_{0} c_{1} \tag{8.20}
\end{equation*}
$$

from which we can write

$$
\begin{equation*}
\frac{2 c_{0} c_{1}}{c_{0}^{2}-c_{1}^{2}}=-\frac{2 A}{B+D}=\tan \phi \tag{8.21}
\end{equation*}
$$

In Equation 8.21 we have used the fact (see Equation 8.15) that

$$
c_{0}=\cos \frac{\phi}{2} \quad \text { and } \quad c_{1}=\sin \frac{\phi}{2}
$$

and that

$$
\begin{aligned}
2 c_{0} c_{1} & =2 \sin \frac{\phi}{2} \cos \frac{\phi}{2}=\sin \phi \\
c_{0}^{2}-c_{1}^{2} & =\cos ^{2} \frac{\phi}{2}-\sin ^{2} \frac{\phi}{2}=\cos \phi
\end{aligned}
$$

In Equation 8.21 the values for A, B, and D, are known; hence $\tan \phi$ is known. Therefore, we can solve for the two components $c_{0}$ and $c_{1}$ of the quaternion factor $c^{1}$. We use these values for $c_{0}$ and $c_{1}$, along with the known values of the components of the given quaternion $p$, in Equations 8.16, to solve for the elements of $q$. Then, because $q=a^{3} b^{2}$, it follows that

$$
\begin{align*}
q_{0} & =a_{0} b_{0}  \tag{8.22}\\
q_{1} & =-a_{3} b_{2}  \tag{8.23}\\
q_{2} & =a_{0} b_{2}  \tag{8.24}\\
q_{3} & =a_{3} b_{0} \tag{8.25}
\end{align*}
$$

And, since $a^{3}$ and $b^{2}$ are unit quaternions, we may write

$$
a^{3}=a_{0}+\mathbf{k} a_{3} \quad \text { and } \quad\left|a^{3}\right|=1
$$

Remember, if

$$
\begin{aligned}
\tan \theta & =\frac{y}{x} \\
\text { then } \sin \theta & =\frac{y}{\sqrt{x^{2}+y^{2}}} \\
\text { and } \cos \theta & =\frac{x}{\sqrt{x^{2}+y^{2}}}
\end{aligned}
$$

$$
\begin{aligned}
& =\cos \frac{\psi}{2}+\mathbf{k} \sin \frac{\psi}{2} \\
\text { and } \quad b^{2} & =b_{0}+\mathbf{j} b_{2} \text { and }\left|b^{2}\right|=1 \\
& =\cos \frac{\theta}{2}+\mathbf{j} \sin \frac{\theta}{2}
\end{aligned}
$$

Then their respective components can be determined in the following manner. We divide Equation 8.25 by Equation 8.22 to give

$$
\frac{q_{3}}{q_{0}}=\frac{a_{3}}{a_{0}}=\tan \frac{\psi}{2}
$$

The reader may then easily verify that

$$
\begin{aligned}
a_{0} & =\frac{q_{0}}{\sqrt{q_{0}^{2}+q_{3}^{2}}} \\
\text { and } \quad a_{3} & =\frac{q_{3}}{\sqrt{q_{0}^{2}+q_{3}^{2}}}
\end{aligned}
$$

In a similar manner, divide Equation 8.24 by Equation 8.22 to give

$$
\frac{q_{2}}{q_{0}}=\frac{b_{2}}{b_{0}}=\tan \frac{\theta}{2}
$$

Again, from this we can write

$$
\begin{aligned}
b_{0} & =\frac{q_{0}}{\sqrt{q_{0}^{2}+q_{2}^{2}}} \\
\text { and } \quad b_{2} & =\frac{q_{2}}{\sqrt{q_{0}^{2}+q_{2}^{2}}}
\end{aligned}
$$

With these computations we have shown that any arbitrary unit quaternion $p$ can be factored into

$$
p=a^{3} b^{2} c^{1}=\left(a_{0}+\mathbf{k} a_{3}\right)\left(b_{0}+\mathbf{j} b_{2}\right)\left(c_{0}+\mathbf{i} c_{1}\right)
$$

in which the rotations in the sequence are about distinct principle axes. There are, of course, five other such sequences (about
distinct principal axes) and for each of these the computations would be similar.

In the next section we consider the factorization of $p$ into

$$
p=a^{3} b^{2} c^{3}=\left(a_{0}+\mathbf{k} a_{3}\right)\left(b_{0}+\mathbf{j} b_{2}\right)\left(c_{0}+\mathbf{k} c_{3}\right)
$$

where the final rotation $c$ is again about the $k$-axis - the only other choice, given that the first two rotations are specified about the $\mathbf{k}$ and $\mathbf{j}$ axes, respectively.

### 8.7.3 Repeated Principal Axis Factorization

Again, let $p$ be any arbitrary given unit quaternion, that is

$$
p=p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3} \quad \text { and } \quad|p|=1
$$

In this section, however, the desired factorization of the given quaternion $p$ is

$$
p=a^{3} b^{2} c^{3}=q c^{3} \quad \text { where again we let } \quad q=a^{3} b^{2}
$$

The constraint on the elements of the quaternion $q$ in this sequence (which is the same as that specified above in the Aerospace factorization) again requires that

$$
\begin{equation*}
q_{0} q_{1}+q_{2} q_{3}=0 \quad \text { or } \quad \frac{q_{0}}{q_{2}}+\frac{q_{3}}{q_{1}}=0 \tag{8.26}
\end{equation*}
$$

Just as before, we can write

$$
\text { so that } \quad \begin{align*}
q & =\left(p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}\right)\left(c_{0}-\mathbf{k} c_{3}\right) \\
q_{0} & =p_{0} c_{0}+p_{3} c_{3} \\
q_{1} & =p_{1} c_{0}-p_{2} c_{3}  \tag{8.27}\\
q_{2} & =p_{2} c_{0}+p_{1} c_{3} \\
q_{3} & =p_{3} c_{0}-p_{0} c_{3}
\end{align*}
$$

In matrix form these equations may be written as

$$
\begin{align*}
& {\left[\begin{array}{l}
q_{0} \\
q_{2}
\end{array}\right]=\left[\begin{array}{ll}
p_{0} & p_{3} \\
p_{2} & p_{1}
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{3}
\end{array}\right]}  \tag{8.28}\\
& {\left[\begin{array}{l}
q_{1} \\
q_{3}
\end{array}\right]=\left[\begin{array}{ll}
p_{1} & -p_{2} \\
p_{3} & -p_{0}
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{3}
\end{array}\right]} \tag{8.29}
\end{align*}
$$

We again pre-multiply Equation 8.29 by the transpose of Equation 8.28, to obtain

$$
\begin{align*}
q_{0} q_{1}+q_{2} q_{3} & =\left[\begin{array}{ll}
c_{0} & c_{3}
\end{array}\right]\left[\begin{array}{ll}
p_{0} & p_{1} \\
p_{3} & p_{2}
\end{array}\right]\left[\begin{array}{ll}
p_{1} & -p_{2} \\
p_{3} & -p_{0}
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{3}
\end{array}\right] \\
& =\left[\begin{array}{ll}
c_{0} & c_{3}
\end{array}\right]\left[\begin{array}{ll}
A & B \\
D & E
\end{array}\right]\left[\begin{array}{l}
c_{0} \\
c_{3}
\end{array}\right]  \tag{8.30}\\
\text { where } A & =p_{0} p_{1}+p_{1} p_{3} \\
B & =-p_{0} p_{1}-p_{0} p_{2} \\
D & =p_{1} p_{3}+p_{2} p_{3} \\
E & =-p_{2} p_{3}-p_{2} p_{0}
\end{align*}
$$

Since $q_{0} q_{1}+q_{2} q_{3}=0$, Equation 8.30 gives the quadratic form

$$
0=A c_{0}^{2}+(B+D) c_{0} c_{3}+E c_{3}^{2}
$$

whose solutions can be written

$$
\begin{equation*}
\frac{c_{3}}{c_{0}}=\frac{B+D}{2 E}\left[-1 \pm \sqrt{1-\frac{4 A E}{(B+D)^{2}}}\right] \tag{8.31}
\end{equation*}
$$

From Equation 8.31 we note that there are two possible solutions for this ratio. Since $c$ is a unit quaternion, we may solve for the two components of

$$
c^{3}=c_{0}+\mathbf{k} c_{3}
$$

We then use these values for $c_{0}$ and $c_{3}$, along with the known values of the components of the given quaternion $p$, in Equations 8.27, to solve for the elements of $q$, just as in the previous section. Because $q=a^{3} b^{2}$ it follows that

$$
\begin{aligned}
q_{0} & =a_{0} b_{0} \\
q_{1} & =-a_{3} b_{2} \\
q_{2} & =a_{0} b_{2} \\
q_{3} & =a_{3} b_{0}
\end{aligned}
$$

And, since $a^{3}$ and $b^{2}$ also are unit quaternions, which means that

$$
a^{3}=a_{0}+\mathbf{k} a_{3} \quad b^{2}=b_{0}+\mathbf{j} b_{2} \quad\left|a^{3}\right|=\left|b^{2}\right|=1
$$

their respective components can be readily determined, just as before.

There are five other factorizations of this sort (repeated principalaxes), and once again the computation for each of these would be similar.

### 8.8 Some Geometric Insight

Rather than forming the vector Equations 8.28 and 8.29 from the four equations listed in 8.27 , we could form the following

$$
\begin{align*}
& \mathbf{U}=\left[\begin{array}{l}
q_{0} \\
q_{3}
\end{array}\right]=\left[\begin{array}{cc}
c_{0} & c_{3} \\
-c_{3} & c_{0}
\end{array}\right]\left[\begin{array}{l}
p_{0} \\
p_{3}
\end{array}\right]=M \mathbf{u}  \tag{8.32}\\
& \mathbf{V}=\left[\begin{array}{l}
q_{1} \\
q_{2}
\end{array}\right]=\left[\begin{array}{cc}
c_{0} & -c_{3} \\
c_{3} & c_{0}
\end{array}\right]\left[\begin{array}{l}
p_{1} \\
p_{2}
\end{array}\right]=M^{t} \mathbf{v} \tag{8.33}
\end{align*}
$$

for the geometric insight it affords.
In accordance with Equations 8.32 and 8.33 the known vectors $\mathbf{u}$ and $\mathbf{v}$ are subjected to equal and opposite rotations, until
the vectors $\mathbf{U}$ and $\mathbf{V}$ are mutually orthogonal, which is required by Equation 8.26. Figure 8.3 illustrates the geometric relationships.

The angle, say $\theta$, between $\mathbf{u}$ and $\mathbf{v}$ is given by

$$
\begin{aligned}
\theta & =\arccos \frac{\mathbf{u} \cdot \mathbf{v}}{|\mathbf{u}||\mathbf{v}|} \\
\text { and if we let } \quad \frac{\sigma}{2} & =\frac{1}{2}\left(\frac{\pi}{2}-\theta\right)
\end{aligned}
$$

then the elements in the rotation matrices in Equations 8.32 and 8.33 may be defined

$$
\begin{aligned}
& c_{0}=\cos \frac{\sigma}{2} \\
& c_{3}=\sin \frac{\sigma}{2}
\end{aligned}
$$



Figure 8.3: Roll Rotation
It seems this particular geometry applies only in those cases with repeated principal-axis factorizations.

## Chapter 9

## More Quaternion Applications

### 9.1 Introduction

In the preceding three chapters we considered at some length the algebra of quaternions and how rotation operators may be defined in terms of quaternions. Our claim in these notes is that defining rotation operators in terms of appropriate quaternions is a very useful alternative to the rotation matrix method. We ended Chapter 6 on Quaternion Geometry with an application of the quaternion rotation operator method to the tracking example of Chapter 4. We were able to show that the quaternion method easily and more efficiently produces the same results as the rotation matrix method.

In this present chapter we wish to do the same thing with the other examples considered in Chapter 4 . We begin with an application of the quaternion operator method to the Aerospace Sequence example.

It is this Aerospace sequence which is displayed by the Heading and Attitude Indicator one of the primary instruments in the cockpit of every aircraft.

We emphasize again, the orientation angles illustrated in Figure 9.1 are too often called yaw, pitch and roll. Yaw, pitch and roll are actually angular perturbations relative to a given state. The angles Heading, Elevation, and Bank angle, define the given state. Yaw, pitch and roll represent incremental angular motions about the respective principle axes of the body, at this state.

### 9.2 The Aerospace Sequence

We have already considered the Aerospace Sequence in some detail in Section 4.4 of Chapter 4, using matrix methods. There we introduced this well-known sequence, which consists of the three successive coordinate frame rotations illustrated in Figure 9.1. The first is a rotation about the $\mathbf{Z}$-axis through a heading angle


Figure 9.1: Aerospace Rotation Sequence
$\psi$. The second is a rotation about the new y-axis through an elevation angle $\theta$. And the third is a rotation about the resulting x -axis through the bank angle $\phi$.

Proceeding with the quaternion rotation operator approach, we first define

$$
\alpha=\frac{\psi}{2} \quad \beta=\frac{\theta}{2} \quad \gamma=\frac{\phi}{2}
$$

These half-angle relationships are convenient in order to avoid writing the many half-angle expressions in what follows. In terms of the angles $\alpha, \beta$, and $\gamma$, the three quaternions required to define the three appropriate rotation operators are then

$$
\begin{aligned}
q_{z, \psi} & =\cos \alpha+\mathrm{k} \sin \alpha \\
q_{y, \theta} & =\cos \beta+\mathrm{j} \sin \beta \\
q_{x, \phi} & =\cos \gamma+\mathrm{i} \sin \gamma
\end{aligned}
$$

Further, since we have a sequence of frame rotations, the appropriate quaternion product for representing this composite rotation is given by

$$
q=q_{z, \psi} q_{y, \theta} q_{x, \phi}
$$

The order in this quaternion product is based upon the results leading to Equation 5.19

The computation of this quaternion product, although somewhat tedious, produces the following results. First,

$$
\begin{aligned}
q_{y, \theta} q_{x, \phi}= & \cos \beta \cos \gamma+\mathbf{i} \cos \beta \sin \gamma \\
& +\mathbf{j} \sin \beta \cos \gamma-\mathbf{k} \sin \beta \sin \gamma
\end{aligned}
$$

and then finally

$$
q=q_{z, \psi} q_{y, \theta} q_{x, \phi}=q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}
$$

where

$$
\begin{aligned}
& q_{0}=\cos \alpha \cos \beta \cos \gamma+\sin \alpha \sin \beta \sin \gamma \\
& q_{1}=\cos \alpha \cos \beta \sin \gamma-\sin \alpha \sin \beta \cos \gamma \\
& q_{2}=\cos \alpha \sin \beta \cos \gamma+\sin \alpha \cos \beta \sin \gamma \\
& q_{3}=\sin \alpha \cos \beta \cos \gamma-\cos \alpha \sin \beta \sin \gamma
\end{aligned}
$$

From this quaternion product we are now able to read directly an expression for the composite rotation angle and for the composite rotation axis. If the rotation angle is $\delta$, then we have

$$
\cos \delta / 2=q_{0}=\cos \alpha \cos \beta \cos \gamma+\sin \alpha \sin \beta \sin \gamma
$$

Further, the rotation axis may be defined as

$$
\begin{align*}
& \mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)  \tag{9.1}\\
& \text { where } \quad v_{1}=q_{1}=\cos \alpha \cos \beta \sin \gamma-\sin \alpha \sin \beta \cos \gamma \\
& v_{2}=q_{2}=\cos \alpha \sin \beta \cos \gamma+\sin \alpha \cos \beta \sin \gamma \\
& v_{3}=q_{3}=\sin \alpha \cos \beta \cos \gamma-\cos \alpha \sin \beta \sin \gamma
\end{align*}
$$

We thus have expressions, obtained rather easily using quaternions, for both the angle and the axis of the composite rotation - a single rotation equivalent to the Aerospace Sequence.

We next reconcile these results with the comparable results obtained earlier using matrix rotation operators. We recall that Equation 4.4 gave us the rotation matrix which represents the composite rotation for the aerospace sequence. That matrix, say $A$, is reproduced here for convenience.

$$
A=\left[\begin{array}{c}
\cos \psi \cos \theta \\
\left(\begin{array}{c}
\cos \psi \sin \theta \sin \phi \\
-\sin \psi \cos \phi \\
\cos \psi \sin \theta \cos \phi \\
+\sin \psi \sin \phi
\end{array}\right)
\end{array} \begin{array}{cc}
\sin \psi \cos \theta & -\sin \theta \\
\left(\begin{array}{c}
\sin \psi \sin \theta \sin \phi \\
+\cos \psi \cos \phi \\
\sin \psi \sin \theta \cos \phi \\
-\cos \psi \sin \phi
\end{array}\right) & \cos \theta \sin \phi \\
\cos \theta \cos \phi
\end{array}\right]
$$

### 9.2.1 The Rotation Angle

We recall that when we found this matrix $A$, we mentioned that we could compute formulas for the angle and the axis of the composite rotation, but we did not do so then. In order to compare results with that of the quaternion rotation operator method, as well as to illustrate the relative difficulty involved, we shall attempt to do so now.

A formula for the composite rotation angle $\delta$ is fairly easy to compute, given the matrix $A$. From Equation 3.4 we have

$$
\cos \delta=\frac{\operatorname{Tr}(A)-1}{2}
$$

where $\operatorname{Tr}(\mathrm{A})$ denotes the trace of $A$, that is, the sum of the diagonal elements of $A$. Hence for the Aerospace Sequence rotation matrix given above, the rotation angle $\delta$ may be computed from the formula
$\cos \delta=\frac{\cos \psi \cos \theta+\sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi+\cos \theta \cos \phi-1}{2}$
This matrix result may be reconciled with the corresponding quaternion rotation operator result by the appropriate use of half-angle formulas from trigonometry. The algebraic details, however, are somewhat tedious. So here we simply note that one might begin with the identity

$$
\cos \delta=2 \cos ^{2} \frac{\delta}{2}-1
$$

As a matter of fact, if we now replace the factor $\cos \delta / 2$ by the quaternion rotation operator result given earlier, we indeed do obtain the result given by the matrix rotation operator method.

### 9.2.2 The Rotation Axis

We have already obtained, fairly easily, an expression which gives the axis of rotation for the composite rotation sequence in the Aerospace example. In this section we find a corresponding expression from the rotation matrix. This approach entails a great deal more work than required by the quaternion method. But, let's do it just this once, to confirm that quaternions indeed do offer an attractive alternative to the matrix approach. Even a cursory glance at the computational details which follow supports this contention.

We begin by observing that the rotation axis, say $\mathbf{v}$, for any given rotation is invariant under that rotation. Thus we need
to find this fixed vector, $\mathrm{v}=\left(v_{1}, v_{2}, v_{3}\right)$, such that if $A$ is the rotation matrix for the Aerospace sequence, then

$$
\begin{aligned}
A \mathbf{v} & =\mathbf{v} \\
\text { or } \quad[A-I] \mathbf{v} & =\mathbf{0}
\end{aligned}
$$

This matrix equation is expanded to give the following system of homogeneous equations

$$
\begin{aligned}
&(\cos \psi \cos \theta-1) v_{1}+\sin \psi \cos \theta v_{2}-\sin \theta v_{3}=0 \\
&(\cos \psi \sin \theta \sin \phi-\sin \psi \cos \phi) v_{1}+ \\
&(\sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi-1) v_{2}+\cos \theta \sin \phi v_{3}=0 \\
&(\cos \psi \sin \theta \cos \phi+\sin \psi \sin \phi) v_{1}+ \\
&(\sin \psi \sin \theta \cos \phi-\cos \psi \sin \phi) v_{2}+(\cos \theta \cos \phi-1) v_{3}=0
\end{aligned}
$$

We will find a non-trivial solution for this homogeneous system by setting, say, $v_{3}=1$. The first two equations in the above system then become

$$
\begin{aligned}
&(\cos \psi \cos \theta-1) v_{1}+\sin \psi \cos \theta v_{2}=\sin \theta \\
&(\cos \psi \sin \theta \sin \phi-\sin \psi \cos \phi) v_{1}+ \\
&(\sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi-1) v_{2}=-\cos \theta \sin \phi
\end{aligned}
$$

We may use the well-known Cramer's Rule for solving these two equations for $v_{1}$ and $v_{2}$. Then we get

$$
\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right)=\left(\frac{D_{1}}{D}, \frac{D_{2}}{D}, 1\right)
$$

where $\quad D_{1}=\sin \psi \sin \phi+\cos \psi \sin \theta \cos \phi-\sin \theta$
$D_{2}=-\cos \psi \sin \phi+\cos \theta \sin \phi+\sin \psi \sin \theta \cos \phi$
$D=\cos \theta \cos \phi-\cos \psi \cos \theta-\sin \psi \sin \theta \sin \phi$ $-\cos \psi \cos \phi+1$

Since the rotation axis may be expressed as any scalar multiple of this vector, we may write

$$
\begin{equation*}
\mathbf{v}=\left(D_{1}, D_{2}, D\right) \tag{9.2}
\end{equation*}
$$

where the elements $D_{1}, D_{2}$, and $D$ are as given above.
Substitution of numerical values for the various angles in both Equation 9.1 and Equation 9.2 does in fact yield vectors which are scalar multiples of each other.

### 9.3 Computing the Orbit Ephemeris

In our second example in Chapter 4 we derived algorithms for

A cruel challenge to the reader: Show analytically that the axis of rotation in Equation 9.2 has the same direction as does the vector in Equation 9.1 found using quaternion methods.

Perhaps, for most of us, such a demonstration is best left to the powerful algebraic manipulations performed by programs such as Mathematica(C).


Figure 9.2: Orbit Ephemeris Rotation Sequence
computing the orbit ephemeris for an orbiting body, using the
rotation matrix method. Here we use quaternions to accomplish the same objective. At this point the reader might whish to review the details of the rotation matrix operator approach as given in Section 4.5 of Chapter 4.

The orbit ephemeris for an orbiting body is a tabulation of the latitude and longitude of point $P$ (on the earth's surface) over time, as shown in Figure 9.2. We again derive algorithms for computing the orbit ephemeris parameters, $\sigma, L$, and $\alpha$, of a near-earth satellite in terms of the orbit parameters, $\Omega$, $\iota$, and $\nu$. As in Section 4.5.2, we equate these two Euler angle sequences of three frame rotations, illustrated in Figure 9.2. Both of these 3rotation sequences locate the orbiting body in the fixed reference frame XYZ.

### 9.3.1 The Orbit Euler Angle Sequence
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The first of the three-rotation sequences mentioned above is called the Euler Angle Sequence for Orbits. It comprises a sequence of three rotations, the first of which is a rotation about the reference frame $\mathbf{Z}$-axis through the angle $\Omega$ (Omega). The second rotation is about the new x-axis through the angle $\iota$ (iota), while the third is a rotation about the resulting z -axis through the angle $\nu(\mathrm{nu})$. For convenience, we reproduce here the matrix (obtained earlier) which represents the composite rotation equivalent to the orbit Euler angle sequence.

$$
\left[\begin{array}{c}
\left(\begin{array}{c}
\cos \Omega \cos \nu- \\
\sin \Omega \cos \iota \sin \nu \\
-\cos \Omega \sin \nu- \\
\sin \Omega \cos \iota \cos \nu
\end{array}\right) \\
\sin \Omega \sin \iota
\end{array}\left(\begin{array}{cc}
\sin \Omega \cos \nu+ \\
\cos \Omega \cos \iota \sin \nu \\
-\sin \Omega \sin \nu+ \\
\cos \Omega \cos \iota \cos \nu
\end{array}\right), \begin{array}{c}
\sin \iota \sin \nu \\
\sin \iota \cos \nu \\
-\cos \Omega \sin \iota
\end{array}\right.
$$

Notice that although we remarked at the time that from this matrix we could compute expressions for both the angle and the
axis of rotation, we did not do so.
The appropriate quaternions for representing the Euler Angle Sequence for Orbits are given by

$$
\begin{aligned}
q_{z, \Omega} & =\cos \omega+\mathbf{k} \sin \omega \\
q_{x, \iota} & =\cos \beta+\mathbf{i} \sin \beta \\
q_{z, \nu} & =\cos \gamma+\mathbf{k} \sin \gamma
\end{aligned}
$$

Since the quaternion analysis proceeds in term of half-angle rotations, we here have defined

$$
\omega=\frac{1}{2} \Omega \quad \beta=\frac{1}{2} \iota \quad \gamma=\frac{1}{2} \nu
$$

The quaternion product needed for representing the composite rotation operator is then given by

$$
q=q_{z, \Omega} q_{x, l} q_{z, \nu}
$$

We compute this product in two steps. First (the reader may wish to check out the details of computing this product)

$$
\begin{aligned}
q_{x, l} q_{z, \nu} & =(\cos \beta+\mathbf{i} \sin \beta)(\cos \gamma+\mathbf{k} \sin \gamma) \\
& =\cos \beta \cos \gamma+\mathbf{i} \sin \beta \cos \gamma-\mathbf{j} \sin \beta \sin \gamma+\mathbf{k} \cos \beta \sin \gamma
\end{aligned}
$$

It follows that

$$
\begin{aligned}
q_{z, \Omega} q_{x,} q_{z, \nu}= & (\cos \omega+\mathbf{k} \sin \omega)(\cos \beta \cos \gamma+\mathbf{i} \sin \beta \cos \gamma \\
& -\mathbf{j} \sin \beta \sin \gamma+\mathbf{k} \cos \beta \sin \gamma) \\
= & q_{0}+q_{1} \mathbf{i}+q_{2} \mathbf{j}+q_{3} \mathbf{k}
\end{aligned}
$$

where

$$
\begin{aligned}
& q_{0}=\cos \omega \cos \beta \cos \gamma-\sin \omega \cos \beta \sin \gamma \\
& q_{1}=\cos \omega \sin \beta \cos \gamma+\sin \omega \sin \beta \sin \gamma \\
& q_{2}=-\cos \omega \sin \beta \sin \gamma+\sin \omega \sin \beta \cos \gamma \\
& q_{3}=\cos \omega \cos \beta \sin \gamma+\sin \omega \cos \beta \cos \gamma
\end{aligned}
$$
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From this computation we learn immediately that if $\delta$ is the angle of this composite rotation, then

$$
\begin{aligned}
\cos \frac{1}{2} \delta & =q_{0} \\
& =\cos \omega \cos \beta \cos \gamma-\sin \omega \cos \beta \sin \gamma
\end{aligned}
$$

Further, the axis of the rotation is given by the vector

$$
\mathbf{v}=\left(q_{1}, q_{2}, q_{3}\right)
$$

where the components $q_{1}, q_{2}$, and $q_{3}$ are given above.
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It is relatively easy to reconcile the matrix rotation operator result for the angle of the composite rotation with that just obtained for the quaternion rotation operator. One needs only to observe that if $\delta$ is the angle of rotation, our matrix rotation operator analysis says

$$
\begin{aligned}
\cos \delta= & \frac{\operatorname{Trace}(A)-1}{2} \\
\text { where } \operatorname{Trace}(A)= & \cos \Omega \cos \nu-\sin \Omega \cos \iota \sin \nu \\
& +\cos \Omega \cos \iota \cos \nu-\sin \Omega \sin \nu+\cos \iota
\end{aligned}
$$

A familiar trigonometric identity gives

$$
\cos \delta=2 \cos ^{2} \frac{1}{2} \delta-1
$$

If we use the above expression for $\cos \delta / 2$ as given by the quaternion analysis, we indeed do obtain the expression for $\cos \delta$ as given by the matrix analysis.

Notice again that the quaternion analysis immediately provides an expression for the rotation axis. To obtain such an expression from the matrix which represents this rotation, as we did for the Aerospace Sequence in the preceding section, is somewhat more difficult. And, to analytically reconcile the quaternion and the matrix results is again a very difficult matter indeed. We shall not pursue those tedious details.

### 9.3.2 Orbit Ephemeris

The second of the three-rotation sequences mentioned above is the Orbit Ephemeris sequence, described in detail in Section 4.5.2. In that section we computed its matrix representation to be

$$
\left[\begin{array}{c}
\cos \sigma \cos L \\
\left(\begin{array}{c}
-\cos \sigma \sin L \sin \alpha \\
-\sin \sigma \cos \alpha \\
-\cos \sigma \sin L \cos \alpha \\
+\sin \sigma \sin \alpha
\end{array}\right)
\end{array}\left(\begin{array}{c}
\sin \sigma \cos L \\
\sin L \\
-\sin \sigma \sin L \sin \alpha \\
+\cos \sigma \cos \alpha \\
-\sin \sigma \sin L \cos \alpha \\
-\cos \sigma \sin \alpha
\end{array}\right), \begin{array}{c}
\cos L \sin \alpha \\
\cos L \cos \alpha
\end{array}\right]
$$

Recall, in this rotation sequence, the first rotation is about the Z-axis through the angle $\sigma$ (longitude), as illustrated. We follow this by a rotation about the new y-axis through the angle $-L$ (latitude). The third rotation is about the new x -axis through the angle $\alpha$ (not shown). The reader should once again review the details as given in Section 4.5.2, to assure herself that this sequence also relates the fixed reference frame to the orbit frame.

Since the quaternions used in rotation operators are conveniently defined in terms of half-angle rotations, we again introduce symbols for the half-angles

$$
\mu=\frac{\sigma}{2} \quad \epsilon=\frac{L}{2} \quad \rho=\frac{\alpha}{2}
$$

The appropriate quaternions for representing the three rotations in the composite rotation operator then are

$$
\begin{aligned}
q_{z, \sigma} & =\cos \mu+\mathbf{k} \sin \mu \\
q_{y, L}^{*} & =\cos \epsilon-\mathbf{j} \sin \epsilon \\
q_{x, \alpha} & =\cos \rho+\mathbf{i} \sin \rho
\end{aligned}
$$
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The Orbit Ephemeris sequence is represented by the following quaternion product.

$$
\begin{aligned}
\boldsymbol{q}_{z, \sigma} q_{y, L}^{*} q_{x, \alpha}= & (\cos \mu+\mathbf{k} \sin \mu)(\cos \epsilon-\mathbf{j} \sin \epsilon)(\cos \rho+\mathbf{i} \sin \rho) \\
= & \cos \mu \cos \epsilon \cos \rho-\sin \mu \sin \epsilon \sin \rho \\
& +\mathbf{i}(\cos \mu \cos \epsilon \sin \rho+\sin \mu \sin \epsilon \cos \rho) \\
& +\mathbf{j}(\sin \mu \cos \epsilon \sin \rho-\cos \mu \sin \epsilon \cos \rho) \\
& +\mathbf{k}(\cos \mu \sin \epsilon \sin \rho+\sin \mu \cos \epsilon \cos \rho)
\end{aligned}
$$

As we have already observed, the Orbit Sequence and the Ephemeris Sequence are equivalent. Therefore, the two composite quaternion representations for these sequences are equal, that is,

$$
q_{z, \sigma} q_{y, L}^{*} q_{x, \alpha}=q_{z, \Omega} q_{x, l} q_{z, \nu}
$$

Once again, in order to avoid the cumbersome half-angle notation in the Orbit sequence, we write

$$
\omega=\frac{\Omega}{2} \quad \beta=\frac{\iota}{2} \quad \gamma=\frac{\nu}{2}
$$

Using these relationships we will derive a set of algorithms for calculating the ephemeris parameters, namely, $\mu, \epsilon$, and $\rho$, each as functions of the orbit parameters, $\omega, \beta$, and $\gamma$.

Should we so desire, we might now equate the components of the quaternion for the composite Orbit Sequence with the corresponding components of the quaternion for the composite Ephemeris Sequence. This would give us a set of equations from which we might be able to derive algorithms for calculating the orbit ephemeris parameters, namely, $\mu, \epsilon$, and $\rho$ as functions of the Orbit parameters, $\omega, \beta$, and $\gamma$. However, this direct approach is rather difficult, so we make a slight simplification.

We know that the Orbit Sequence and the Ephemeris Sequence are equivalent. As stated before, this says that

$$
q_{z, \sigma} q_{y, L}^{*} q_{x, \alpha}=q_{z, \Omega} q_{x, \iota} q_{z, \nu}
$$

If now we multiply both sides of this equation on the left by $q_{z, \sigma}^{*}$, then with $\psi=2 \tau=\Omega-\sigma$ we get

$$
q_{y, L}^{*} q_{x, \alpha}=q_{z, \psi} q_{x, l} q_{z, \nu}
$$

The quaternions in these indicated products are

$$
\begin{aligned}
q_{z, \Omega} & =\cos \omega+\mathbf{k} \sin \omega \\
q_{x, \iota} & =\cos \beta+\mathbf{i} \sin \beta \\
q_{z, \nu} & =\cos \gamma+\mathbf{k} \sin \gamma \\
q_{y, L}^{*} & =\cos \epsilon-\mathbf{j} \sin \epsilon \\
q_{z, \psi} & =\cos \tau+\mathbf{k} \sin \tau \quad \tau=\psi / 2
\end{aligned}
$$

If we let $\dot{p}=q_{y, L}^{*} q_{x, \alpha}$ and $r=q_{z, \psi} q_{x, L} q_{z, \nu}$, we may write

$$
\begin{aligned}
p & =p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3} \\
& =(\cos \epsilon-\mathbf{j} \sin \epsilon)(\cos \rho+\mathbf{i} \sin \rho) \\
r & =r_{0}+\mathbf{i} r_{1}+\mathbf{j} r_{2}+\mathbf{k} r_{3} \\
& =(\cos \tau+\mathbf{k} \sin \tau)(\cos \beta+\mathbf{i} \sin \beta)(\cos \gamma+\mathbf{k} \sin \gamma)
\end{aligned}
$$

Here we recall that the inverse of $q_{z, \sigma}$ is just its conjugate $q_{z, \sigma}^{*}$. Recall also that if we multiply quaternions having the same vector part, the angles simply add algebraically.
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If we now compute the quaternions $p$ and $r$ and equate their corresponding components we get the following relationships

$$
\begin{aligned}
p_{0} & =\cos \epsilon \cos \rho \\
& =\cos \tau \cos \beta \cos \gamma-\sin \tau \cos \beta \sin \gamma=r_{0} \\
p_{1} & =\cos \epsilon \sin \rho \\
& =\cos \tau \sin \beta \cos \gamma+\sin \tau \sin \beta \sin \gamma=r_{1} \\
p_{2} & =-\sin \epsilon \cos \rho \\
& =-\cos \tau \sin \beta \sin \gamma+\sin \tau \sin \beta \cos \gamma=r_{2} \\
p_{3} & =\sin \epsilon \sin \rho \\
& =\cos \tau \cos \beta \sin \gamma+\sin \tau \cos \beta \cos \gamma=r_{3}
\end{aligned}
$$

To Avoid Half-angles

$$
\begin{aligned}
\Omega & =2 \omega \\
\iota & =2 \beta \\
\nu & =2 \gamma \\
\lambda & =2 \mu \\
L & =2 \epsilon \\
\alpha & =2 \rho \\
\sigma & =\lambda+\lambda_{0} \\
\Omega-\sigma & =\psi=2 \tau
\end{aligned}
$$

We now simplify these expressions in the following way. Equating $p_{0}$ and $r_{0}$ gives

$$
\begin{equation*}
\cos \epsilon \cos \rho=\cos \beta \cos (\gamma+\tau) \tag{9.3}
\end{equation*}
$$

Equating $p_{1}$ and $r_{1}$ gives

$$
\begin{equation*}
\cos \epsilon \sin \rho=\sin \beta \cos (\gamma-\tau) \tag{9.4}
\end{equation*}
$$

Equating $p_{2}$ and $r_{2}$ gives

$$
\begin{equation*}
\sin \epsilon \cos \rho=\sin \beta \sin (\gamma-\tau) \tag{9.5}
\end{equation*}
$$

Equating $p_{3}$ and $r_{3}$ gives

$$
\begin{equation*}
\sin \epsilon \sin \rho=\cos \beta \sin (\gamma+\tau) \tag{9.6}
\end{equation*}
$$

We shall now use these four equations to obtain expressions from which the orbit ephemeris parameters $\lambda, L$, and $\alpha$, may be determined. We notice that dividing Equation 9.6 by Equation 9.5 gives

$$
\begin{equation*}
\tan \rho \tan \beta=\frac{\sin (\gamma+\tau)}{\sin (\gamma-\tau)} \tag{9.7}
\end{equation*}
$$

Dividing Equation 9.4 by Equation 9.3 gives

$$
\begin{equation*}
\frac{\tan \rho}{\tan \beta}=\frac{\cos (\gamma-\tau)}{\cos (\gamma+\tau)} \tag{9.8}
\end{equation*}
$$

We now have two equations involving the unknowns, $\rho$ and $\tau$. We eliminate $\rho$ by dividing Equation 9.7 by Equation 9.8 which gives

$$
\begin{equation*}
\tan ^{2} \beta=\frac{\sin 2(\gamma+\tau)}{\sin 2(\gamma-\tau)} \tag{9.9}
\end{equation*}
$$

With $2 \tau=\Omega-\sigma$, some algebraic manipulations on Equation 9.9, using appropriate half-angle trigonometric identities, give

$$
\begin{equation*}
\tan \sigma=\frac{\tan \Omega+\tan \nu \cos \iota}{1-\tan \Omega \tan \nu \cos \iota} \tag{9.10}
\end{equation*}
$$

This expression for $\sigma$ agrees with our earlier result obtained in Section 4.5 using rotation matrices. Since $\sigma=\lambda+\lambda_{0}$, the orbit ephemeris parameter $\lambda$ is now determined.

Next, dividing Equation 9.6 by Equation 9.3 gives

$$
\begin{equation*}
\tan \rho \tan \epsilon=\tan (\gamma+\tau) \tag{9.11}
\end{equation*}
$$

and dividing Equation 9.5 by Equation 9.4 gives

$$
\begin{equation*}
\frac{\tan \epsilon}{\tan \rho}=\tan (\gamma-\tau) \tag{9.12}
\end{equation*}
$$

Multipying Equation 9.11 and Equation 9.12 gives

$$
\begin{equation*}
\tan ^{2} \epsilon=\tan (\gamma-\tau) \tan (\gamma+\tau) \tag{9.13}
\end{equation*}
$$

Since $\tau$ is already determined, this equation determines $\epsilon$. Since $L=2 \epsilon$, the orbit ephemeris parameter $L$ is determined.

Finally, dividing Equation 9.11 by Equation 9.12 we get

$$
\begin{equation*}
\tan ^{2} \rho=\frac{\tan (\gamma+\tau)}{\tan (\gamma-\tau)} \tag{9.14}
\end{equation*}
$$

Once again, since $\tau$ has been determined, we have now also determined $\rho$, or rather, the orbit ephemeris parameter, $\alpha=2 \rho$. This parameter $\alpha$, incidentally, is related to the direction of the orbit ephemeris path at any given time. With the derivation of these algorithms we may now plot the points, $(\lambda, L)$, which represent the ephemeris path.

We note that Equations 9.10, 9.13, and 9.14, do not determine unique values for the angles, $\lambda, L$, and $\alpha$. The ambiguities in these equations must be resolved from information peculiar to the application.
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To Avoid Half-angles

$$
\begin{aligned}
\Omega & =2 \omega \\
\iota & =2 \beta \\
\nu & =2 \gamma \\
\lambda & =2 \mu \\
L & =2 \epsilon \\
\alpha & =2 \rho \\
\sigma & =\lambda+\lambda_{0} \\
\Omega-\sigma & =\psi=2 \tau
\end{aligned}
$$

### 9.4 Great Circle Navigation

The final example considered in Chapter 4 was the Great Circle Navigation problem. We urge the reader to review that example as we analyzed it from the matrix rotation operator point of


Figure 9.3: Great Circle Path
view in Section 4.6 of Chapter 4. Recall that the longitude and latitude for the two points $A$ and $B$ on the surface of the earth are assumed to be known; that is, the angles $\lambda_{1}, L_{1}$, and $\lambda_{2}, L_{2}$, as shown in Figure 9.3, are given. The problem is to determine expressions for the great circle path connecting points $A$ and $B$, as specified by three angles. The first is the angle $\psi_{1}$, which is the heading of the great circle path at point $A$ toward $B$. The second is the angle $\theta$, which is the radian distance from point $A$ to point $B$ along the path. The third angle is $\psi_{2}$, which is the angle of arrival heading or approach at point $B$.

Our approach in Section 4.6 was to specify a sequence of seven rotations, such that their product yields the identity. It was from this sequence that the algorithms we seek were derived. The sequence is illustrated in Figure 4.20 which we reproduce


Figure 9.4: Great Circle Rotation Sequence
here as Figure 9.4. From this sequence we derived two equivalent sequences, one of which involves only the known angles $\lambda_{1}$, $L_{1}$, and $\lambda_{2}, L_{2}$, the other of which involves only the unknown angles $\psi_{1}, \theta$ and $\psi_{2}$. By finding matrix representations for each of these sequences and equating corresponding elements we were finally able to obtain the expressions given in Equations 4.8, 4.9, and 4.10.

The geometry of the situation is illustrated in Figure 9.3. We now solve this same problem using the quaternion rotation operator approach.

### 9.5 Quaternion Method

The ordered product of the quaternions associated with the rotation sequence of Figure 9.4 must also be equivalent to the identity, as was the case in the matrix analysis. Therefore, we write

$$
q_{z, \lambda_{1}} q_{y, L_{1}}^{*} q_{x, \psi_{1}}^{*} q_{y, \theta}^{*} q_{x, \psi_{2}} q_{y, L_{2}} q_{z,-\lambda_{2}}=\text { identity }
$$

As we have observed before, we may begin this sequence at any point and still have the identity, so long as the order of the
factors is maintained. Hence, if we define $\sigma=\lambda_{2}-\lambda_{1}$ we may write

$$
q_{y, L_{1}}^{*} q_{x, \psi_{1}}^{*} q_{y, \theta}^{*} q_{x, \psi_{2}} q_{y, L_{2}} q_{z, \sigma}^{*}=e=1
$$

Next, if we multiply this equation on the left by $q_{y, L_{1}}$ and on the right by $q_{z, \sigma} q_{y, L_{2}}^{*}$ we obtain the equation

$$
\begin{equation*}
p=q_{x, \psi_{1}}^{*} q_{y, \theta}^{*} q_{x, \psi_{2}}=q_{y, L_{1}} q_{z, \sigma} q_{y, L_{2}}^{*}=r \tag{9.15}
\end{equation*}
$$

Notice that in this last equation, the unknown angles $\psi_{1}, \theta$, and $\psi_{2}$ are on the left side, while the given angles $L_{1}, \sigma=\lambda_{2}-\lambda_{1}$, and $L_{2}$ appear only on the right side.
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It might have been less cumbersome if we had avoided writing all these half-angles, as we had done before. However, we press on!

The quaternions for the rotations in these products are

$$
\begin{aligned}
q_{x, \psi_{1}} & =\cos \frac{\psi_{1}}{2}+\mathbf{i} \sin \frac{\psi_{1}}{2} \\
q_{y, \theta} & =\cos \frac{\theta}{2}+\mathbf{j} \sin \frac{\theta}{2} \\
q_{x, \psi_{2}} & =\cos \frac{\psi_{2}}{2}+\mathbf{i} \sin \frac{\psi_{2}}{2} \\
q_{y, L_{1}} & =\cos \frac{L_{1}}{2}+\mathbf{j} \sin \frac{L_{1}}{2} \\
q_{z, \sigma} & =\cos \frac{\sigma}{2}+\mathbf{k} \sin \frac{\sigma}{2} \\
q_{y, L_{2}} & =\cos \frac{L_{2}}{2}+\mathbf{j} \sin \frac{L_{2}}{2}
\end{aligned}
$$

We now compute the quaternion products indicated in Equation 9.15 for $p$ and $r$ and write

$$
\begin{align*}
p & =p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}  \tag{9.16}\\
& =\left(\cos \frac{\psi_{1}}{2}-\mathbf{i} \sin \frac{\psi_{1}}{2}\right)\left(\cos \frac{\theta}{2}-\mathbf{j} \sin \frac{\theta}{2}\right)\left(\cos \frac{\psi_{2}}{2}+\mathbf{i} \sin \frac{\psi_{2}}{2}\right) \\
r & =r_{0}+\mathbf{i} r_{1}+\mathbf{j} r_{2}+\mathbf{k} r_{3}  \tag{9.17}\\
& =\left(\cos \frac{L_{1}}{2}+\mathbf{j} \sin \frac{L_{1}}{2}\right)\left(\cos \frac{\sigma}{2}+\mathbf{k} \sin \frac{\sigma}{2}\right)\left(\cos \frac{L_{2}}{2}-\mathbf{j} \sin \frac{L_{2}}{2}\right)
\end{align*}
$$

Since the two composite quaternions $p$ and $r$ are equal we may equate their corresponding components. Notice that the four components of the composite quaternion $p$ are functions of the rotation angles $\psi_{1}, \theta$ and $\psi_{2}$; and the components of the composite quaternion $r$ are functions of $L_{1}, \sigma$ and $L_{2}$.

Equating $p_{0}$ and $r_{0}$ gives

$$
\begin{aligned}
p_{0} & =\cos \frac{\psi_{1}}{2} \cos \frac{\theta}{2} \cos \frac{\psi_{2}}{2}+\sin \frac{\psi_{1}}{2} \cos \frac{\theta}{2} \sin \frac{\psi_{2}}{2} \\
& =\cos \frac{\theta}{2} \cos \left(\frac{\psi_{2}}{2}-\frac{\psi_{1}}{2}\right) \\
& =\cos \frac{L_{1}}{2} \cos \frac{\sigma}{2} \cos \frac{L_{2}}{2}+\sin \frac{L_{1}}{2} \cos \frac{\sigma}{2} \sin \frac{L_{2}}{2}= \\
& \cos \frac{\sigma}{2} \cos \left(\frac{L_{2}}{2}-\frac{L_{1}}{2}\right)=r_{0}
\end{aligned}
$$

Verify these equations. The exercise will help you recall some forgotten trigonometric identities.

Equating $p_{1}$ and $r_{1}$ gives

$$
\begin{aligned}
p_{1} & =\cos \frac{\psi_{1}}{2} \cos \frac{\theta}{2} \sin \frac{\psi_{2}}{2}-\sin \frac{\psi_{1}}{2} \cos \frac{\theta}{2} \cos \frac{\psi_{2}}{2} \\
= & \cos \frac{\theta}{2} \sin \left(\frac{\psi_{2}}{2}-\frac{\psi_{1}}{2}\right) \\
= & \sin \frac{L_{1}}{2} \sin \frac{\sigma}{2} \cos \frac{L_{2}}{2}+\cos \frac{L_{1}}{2} \sin \frac{\sigma}{2} \sin \frac{L_{2}}{2}= \\
& \sin \frac{\sigma}{2} \sin \left(\frac{L_{2}}{2}+\frac{L_{1}}{2}\right)=r_{1}
\end{aligned}
$$

Equating $p_{2}$ and $r_{2}$ gives

$$
\begin{aligned}
p_{2} & =\sin \frac{\psi_{1}}{2} \sin \frac{\theta}{2} \sin \frac{\psi_{2}}{2}-\cos \frac{\psi_{1}}{2} \sin \frac{\theta}{2} \cos \frac{\psi_{2}}{2} \\
= & -\sin \frac{\theta}{2} \cos \left(\frac{\psi_{2}}{2}+\frac{\psi_{1}}{2}\right) \\
= & \sin \frac{L_{1}}{2} \cos \frac{\sigma}{2} \cos \frac{L_{2}}{2}-\cos \frac{L_{1}}{2} \cos \frac{\sigma}{2} \sin \frac{L_{2}}{2}= \\
& \quad-\cos \frac{\sigma}{2} \sin \left(\frac{L_{2}}{2}-\frac{L_{1}}{2}\right)=r_{2}
\end{aligned}
$$

Equating $p_{3}$ and $r_{3}$ gives

$$
\begin{aligned}
p_{3} & =\sin \frac{\psi_{1}}{2} \sin \frac{\theta}{2} \cos \frac{\psi_{2}}{2}+\cos \frac{\psi_{1}}{2} \sin \frac{\theta}{2} \sin \frac{\psi_{2}}{2} \\
= & \sin \frac{\theta}{2} \sin \left(\frac{\psi_{2}}{2}+\frac{\psi_{1}}{2}\right) \\
= & \cos \frac{L_{1}}{2} \sin \frac{\sigma}{2} \cos \frac{L_{2}}{2}-\sin \frac{L_{1}}{2} \sin \frac{\sigma}{2} \sin \frac{L_{2}}{2}= \\
& \sin \frac{\sigma}{2} \cos \left(\frac{L_{2}}{2}+\frac{L_{1}}{2}\right)=r_{3}
\end{aligned}
$$

In summary we have

$$
\begin{aligned}
\cos \frac{\theta}{2} \cos \frac{\psi_{2}-\psi_{1}}{2} & =\cos \frac{\sigma}{2} \cos \frac{L_{2}-L_{1}}{2} \\
\cos \frac{\theta}{2} \sin \frac{\psi_{2}-\psi_{1}}{2} & =\sin \frac{\sigma}{2} \sin \frac{L_{2}+L_{1}}{2} \\
\sin \frac{\theta}{2} \cos \frac{\psi_{2}+\psi_{1}}{2} & =\cos \frac{\sigma}{2} \sin \frac{L_{2}-L_{1}}{2} \\
\sin \frac{\theta}{2} \sin \frac{\psi_{2}+\psi_{1}}{2} & =\sin \frac{\sigma}{2} \sin \frac{L_{2}+L_{1}}{2}
\end{aligned}
$$

It is from these equations that we may now derive expressions for the unknown parameters $\psi_{1}, \psi_{2}$, and $\theta$, as functions of the known parameters $L_{1}, L_{2}$, and $\sigma$. The algebraic details are quite tedious, and here we give only hints as to how this may be done.

First, if we square the first two equations and add the results, and remember that for any angle, say $A$, we have

$$
\cos ^{2} A+\sin ^{2} A=1
$$

we obtain the equation

$$
\cos ^{2} \frac{\theta}{2}=\cos ^{2} \frac{\sigma}{2} \cos ^{2} \frac{L_{2}-L_{1}}{2}+\sin ^{2} \frac{\sigma}{2} \sin ^{2} \frac{L_{2}+L_{1}}{2}
$$

We now make liberal use of the half-angle formulas

$$
\cos ^{2} \frac{A}{2}=\frac{1+\cos A}{2}
$$

and

$$
\sin ^{2} \frac{A}{2}=\frac{1-\cos A}{2}
$$

to simplify the preceding equation. We then solve the resulting equation for $\cos \theta$, which gives

$$
\cos \theta=\cos \sigma \cos L_{1} \cos L_{2}+\sin L_{1} \sin L_{2}
$$

This confirms Equation 4.10 which we obtained in Chapter 4 using the rotation matrix method.

Second, it also is possible to confirm our earlier results for angles $\psi_{1}$ and $\psi_{2}$. To do this it will be helpful to define auxiliary angles $A$ and $B$

$$
\begin{aligned}
& A=\psi_{2}-\psi_{1} \\
& B=\psi_{2}+\psi_{1}
\end{aligned}
$$

It is easy to verify that with these definitions we have

$$
\begin{aligned}
\psi_{1} & =\frac{B-A}{2} \\
\psi_{2} & =\frac{B+A}{2}
\end{aligned}
$$

With this notation, the equations we summarized above become

$$
\begin{align*}
\cos \frac{\theta}{2} \cos \frac{A}{2} & =\cos \frac{\sigma}{2} \cos \frac{L_{2}-L_{1}}{2}  \tag{9.18}\\
\cos \frac{\theta}{2} \sin \frac{A}{2} & =\sin \frac{\sigma}{2} \sin \frac{L_{2}+L_{1}}{2}  \tag{9.19}\\
\sin \frac{\theta}{2} \cos \frac{B}{2} & =\cos \frac{\sigma}{2} \sin \frac{L_{2}-L_{1}}{2}  \tag{9.20}\\
\sin \frac{\theta}{2} \sin \frac{B}{2} & =\sin \frac{\sigma}{2} \sin \frac{L_{2}+L_{1}}{2} \tag{9.21}
\end{align*}
$$
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Now, dividing Equation 9.19 by Equation 9.18 gives

$$
\tan \frac{A}{2}=\frac{\tan \frac{\sigma}{2} \sin \frac{L_{2}+L_{1}}{2}}{\cos \frac{L_{2}-L_{1}}{2}}
$$

while if we divide Equation 9.21 by Equation 9.20 we obtain

$$
\tan \frac{B}{2}=\frac{\tan \frac{\sigma}{2} \sin \frac{L_{2}+L_{1}}{2}}{\sin \frac{L_{2}-L_{1}}{2}}
$$

Finally, we need only to recognize that

$$
\begin{aligned}
\tan \psi_{1} & =\tan \frac{B-A}{2} \\
& =\frac{\tan \frac{B}{2}-\tan \frac{A}{2}}{1+\tan \frac{B}{2} \tan \frac{A}{2}} \\
\tan \psi_{2} & =\tan \frac{B+A}{2} \\
& =\frac{\tan \frac{B}{2}+\tan \frac{A}{2}}{1-\tan \frac{B}{2} \tan \frac{A}{2}}
\end{aligned}
$$

With use of the appropriate trigonometric identities, and the above expressions for $\tan \frac{A}{2}$ and $\tan \frac{B}{2}$, it is possible to simplify the expressions for $\tan \psi_{1}$ and $\tan \psi_{2}$ to obtain

$$
\begin{aligned}
\tan \psi_{1} & =\frac{\sin \sigma \cos L_{2}}{\sin L_{2} \cos L_{1}-\cos L_{2} \cos \sigma \sin L_{1}} \\
\tan \psi_{2} & =\frac{\sin \sigma \cos L_{1}}{\sin L_{2} \cos L_{1} \cos \sigma-\cos L_{2} \sin L_{1}}
\end{aligned}
$$

Note that these are exactly the expressions which we obtained earlier in Equations 4.11 and 4.12 from the rotation matrix method.

### 9.6 Reasons for the Seasons

In the preceding sections we have explored the use of the quaternion rotation operator in analyzing certain problems which mostly are of interest to those engaged in the aerospace industry. In this final section we turn to a problem of quite a different na-


The seasons are fixed by wisdom divine The slow changing moon shows forth God's design;
The sun in its orbit his Maker obeys, And running his journey hastes not nor delays.

1959 CRC Psalter Hymnal \#207

Figure 9.5: Earth Equatorial and Ecliptic Planes
ture, one which all of us experience day by day. The problem is: how the earth's orbit, and the earth's orientation in that orbit relative to the sun, determine the change of seasons as we experience them - another interesting application of rotation operators. We shall assume at least some reader familiarity with terms such as, say, the equatorial plane and the vernal equinox, as represented in Figure 9.5. Note specifically, that the fixed
reference frame, XYZ, is earth-centered with the $\mathbf{X}$-axis (the intersection of the Equatorial and Eccliptic planes) is directed toward the constellation Aries.

We will construct a rotation operator sequence which relates the earth equatorial and ecliptic planes. We will determine the number of daylight hours and the directions to the sunrise and sunset for any point $P(\lambda, L)$ on the earth surface, for any season of the year defined by the angle $\Omega$. The angle $\Omega$ defines the direction to the Sun in the ecliptic plane from the Vernal equinox. In Figure 9.5 we begin the rotation sequence from the $\mathbf{X}$-axis in the fixed reference frame XYZ. The XY-plane contains the earth equatorial plane. Recall, the $\mathbf{X}$-axis lies in the intersection of the Equatorial and Ecliptic planes and is directed positively toward Aries (the direction of the Vernal equinox). The Z-axis of the reference frame is normal to the equatorial plane and is directed positively North.


Figure 9.5
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We begin by defining three rotation sequences which relate the various parameters shown in Figure 9.5. These parameters govern the geometry of the situation, and how this geometry changes with the Seasons. These sequences are based on the following three spherical $n$-gons:

1. Sequence \#1: Spherical Polygon - XSPAX
2. Sequence \#2: Spherical Trapezoid - (X)APSBA(X)
3. Sequence \#3: Spherical Triangle - XSBAX

We will define the rotation sequence for each of these n-gons, and following this we will derive the equations which properly relate the various parameters of interest. The reader may wish to follow each rotation in these sequences as we did earlier in Section 4.6.

### 9.6.1 Sequence \#1: Polygon - XSPAX



Figure 9.6: Earth-Sun Rotation Sequence \#1
The 1st rotation in this sequence is about the $\mathbf{X}$-axis through the angle $\iota$ (approximately $23 \frac{1}{2}$ degrees), which is the angle between the equatorial and ecliptic planes.

The 2nd rotation is then about the new z -axis through the angle between the $\mathbf{X}$-axis (Vernal equinox) and the Earth-Sun line, denoted by $\Omega$. This angle specifies the Season of the year.

The 3rd rotation follows about the new x-axis through an angle $\alpha$, such that the resulting $y$-axis is normal to the plane POS. Further, if we view the new frame as being centered at $S$, the new z -axis points away from the observation point $P$.

The 4th rotation is then about the new $y$-axis through the angle $\theta$, such that the new x -axis is the local vertical at $P$.

The 5 th rotation is about the new x -axis through an angle $\psi$, such that the new z -axis is directed North. Note, heading, $\psi$, is always positive - increasing clockwise, thus the rotation is $-\psi$.

The 6 th is a rotation about the new $y$-axis through the angle $L$ - the latitude of the observation point $P$.

The 7th and final rotation about the z-axis, is opposite in sense to that of $\lambda$, the longitude of the observation point $P$. The new frame then coincides with the original reference frame.


Figure 9.5a

## Spherical Polygon

The spherical polygon is redrawn here in the margin for reference as we step through the sequence of rotations.
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Figure 9.5b Spherical Trapezoid
The spherical trapezoid is redrawn here in the margin for reference as we step through the sequence of rotations.
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### 9.6.2 Sequence \#2: Trapezoid - APSBA



Figure 9.7: Earth-Sun Rotation Sequence \#2
The 1st rotation in this trapezoidal sequence is taken about the $\mathbf{Z}$-axis through the angle $\lambda$, from the Vernal equinox to the longitude of the observation point $\mathbf{P}$.

The 2nd rotation is then taken about the new $y$-axis through the angle $L$ - the latitude of the point $P$. Note the opposite sense here. The new x -axis is the local vertical at point $P$.

The 3rd rotation is about the new $x$-axis through an angle $\psi$ such that the new zx-plane contains the Earth-Sun line, with the z -axis pointing toward S . Note again the opposite sense.

The 4th rotation is about the new y-axis through the angle, $-\theta$, so that the new $x$-axis is directed along the Earth-Sun line.

The 5 th rotation is then taken about this new x -axis through an angle, $\alpha$, such that the new z-axis at $S$ again points North.

The 6th rotation is then about the new y-axis (which is now parallel to the Equatorial plane) through the angle $L_{s}$ - the latitude of the point $S$ (on the Earth-Sun line).

The 7 th and final rotation is about the new z -axis through the angle $\lambda_{s}$ (opposite sense) which is the longitude of $S$ measured from the Vernal equinox. The new frame is now coincident with the original reference XYZ frame - and the loop is closed!

### 9.6.3 Sequence \#3: Triangle - XSBAX



Figure 9.8: Earth-Sun Rotation Sequence \#3
The 1st rotation in this triangular sequence is about the $\mathbf{X}$-axis through the angle $\iota$ such that the new xy-plane is the plane of the ecliptic.

The 2 nd rotation is then about the new z-axis through the angle $\Omega$. This angle (in the plane of the ecliptic) defines the Season by specifying the direction of the Earth-Sun line with respect to the reference frame $\mathbf{X}$-axis (the Vernal Equinox).

The 3rd rotation is about the new $x$-axis through an angle, $\alpha$ such that the new $y$-axis is parallel to the Equatorial plane.

The 4th rotation is taken about this new y-axis through the angle $L_{s}$, which represents the Latitude of the Earth-Sun line.

The 5 th and final rotation is about the new z -axis through an angle $\lambda_{s}$, which is the longitude of $S$ (the Earth-Sun line) measured from the Vernal equinox. Note that here the right-handrule sense is opposite the conventional sense of the measured longitude of S . As before, we indicate this fact by writing $-\lambda_{s}$ in Figure 9.8. This makes the final xyz-frame again coincident with the original XYZ reference frame.


Figure 9.5c Spherical Triangle

The spherical triangle is redrawn here in the margin for reference as we step through the sequence of rotations.


Figure 9.5
Seasons Model

### 9.6.4 Summary of Rotation Angles

In our three foregoing closed-loop sequences we have used several angles, some of which are longitudes. It will be convenient to define some of these longitude angles with respect to the Vernal equinox ( $\mathbf{X}$-axis), rather than Greenwich zero. We must however, carefully establish the relationship between these longitude angles. In summary we have

$$
\begin{aligned}
\lambda & =\text { Longitude of P wrt Vernal equinox (X-axis) } \\
L & =\text { Latitude of point } \mathrm{P} \\
\Omega & =\text { Argument of Latitude of Earth-Sun line } \\
\lambda_{P} & =\text { Longitude of } \mathrm{P} \text { wrt Greenwich } \\
\lambda_{0} & =\text { Longitude of Greenwich wrt the Vernal equinox } \\
L_{s} & =\text { Latitude of the Earth-Sun line } \\
\lambda_{s} & =\text { Longitude of Earth-Sun line wrt Vernal equinox } \\
\theta & =\text { Co-elevation of Earth-Sun line } \\
\iota & =\text { Inclination of equatorial plane (23 } \frac{1}{2} \text { degrees) } \\
\psi & =\text { Heading of Earth-Sun line, viewed from } \mathrm{P}
\end{aligned}
$$

In general, many of the above angles are functions of time. For example, if $\omega_{e}$ is the Earth rotation rate, then

$$
\lambda=\lambda_{P}-\lambda_{0}+\omega_{e} t
$$

In like manner, if $\omega_{s}$ is the Earth orbital revolution rate, and $\Omega_{0}$ is the initial value of $\Omega$ then

$$
\Omega=\Omega_{0}+\omega_{s} t
$$

The foregoing model may well serve as the starting point for seeking the answer to many challenging questions in local celestial mechanics. In our present application, however, we choose to determine only the number of seasonal daylight hours for a specified location on the earth surface. That is, we specify values
for the angles $\Omega, \lambda_{P}$ and $L$. Then, for $\theta=\frac{\pi}{2}$ (the condition for sunrise and sunset), we determine two values for the angles, $\lambda$ and $\psi$. The difference between the two $\lambda$ values (corresponding to sunrise and sunset) determines the number of daylight hours. The two values for $\psi$ give the directions relative to North, for sunrise and sunset. We shall now analyze Sequence \#1 in considerable detail, for pedagogical reasons. The reader will then note the results obtained for sequences \#2 and \#3 come from a similar analytical methodology.

### 9.6.5 Matrix Method on Sequence \#1

It is important to note that the sequence in Figure 9.6, reproduced here for convenience, includes a rotation through an angle $\alpha$. This angle $\alpha$, in general, has little or no interesting geomet-


Figure 9.9: Earth-Sun Rotation Sequence \#1
ric significance, but it is required to close the sequence. The result obtained in Section 4.2.3 allows us to begin this loop with


Figure 9.10: Begin Sequence \#1 with $\alpha$-Rotation
the $\alpha$-rotation, as illustrated in Figure 9.10. We notice that the $\alpha$-rotation is about the local x -axis. It follows, if we input the

In this application we use matrix rotation operators. We leave as a worth-while exercise to confirm the results obtained here, using quaternion rotation operators.

We again emphasize that the product of a closed ordered sequence of rotation operators is equivalent to the identity transformation.

A sequence of rotations may be closed iff it represents an identity. The operations represented by such a sequence, opened at any point, takes any vector introduced at that point, into itself.
vector $\mathbf{i}=\operatorname{col}[1,0,0]$, we may eliminate the $\alpha$-transformation from the sequence, as shown in Figure 9.11.


Figure 9.11: $\alpha$ Eliminated in Opened Sequence \#1
The product of rotations, ordered according to the sequence of Figure 9.11, takes the vector $\mathbf{i}=\operatorname{col}[1,0,0]$ into itself, so we may write

$$
T_{\Omega, z} T_{\iota, x} T_{\lambda, z}^{t} T_{L, y} T_{\psi, x}^{t} T_{\theta, y} \mathbf{i}=\mathbf{i}
$$

If we pre-multiply, in turn, both sides of this matrix equation by $T_{\Omega, z}^{t}, T_{\iota, x}^{t}, T_{\lambda, z}$, and finally by $T_{L, y}^{t}$, we get the matrix equation

$$
\begin{equation*}
T_{\psi, x}^{t} T_{\theta, y} \mathbf{i}=T_{L, y}^{t} T_{\lambda, z} T_{\iota, x}^{t} T_{\Omega, z}^{t} \mathbf{i} \tag{9.22}
\end{equation*}
$$

We solve this equation, where the indicated sequence operates on the vector i, using matrix methods. Equation 9.22 produces equivalent column matrices, that is

$$
\begin{gathered}
{\left[\begin{array}{c}
\cos \theta \\
-\sin \psi \sin \theta \\
\cos \psi \sin \theta
\end{array}\right]=} \\
{\left[\begin{array}{c}
\cos L \cos \lambda \cos \Omega+\cos L \sin \lambda \sin \Omega \cos \iota+\sin L \sin \Omega \sin \iota \\
-\sin \lambda \cos \Omega+\cos \lambda \sin \Omega \cos \iota \\
\cos L \sin \Omega \sin \iota-\sin L \sin \lambda \sin \Omega \cos \iota-\sin L \cos \lambda \cos \Omega
\end{array}\right]}
\end{gathered}
$$

If we equate the two first elements we get

$$
\begin{aligned}
\cos \theta= & \cos \Omega \cos \lambda \cos L+\sin \Omega \sin \iota \sin L+ \\
& \sin \Omega \cos \iota \sin \lambda \cos L
\end{aligned}
$$

Dividing their 2nd elements by their 3rd gives

$$
\begin{equation*}
\tan \psi=\frac{\tan \Omega \cos \iota \cos \lambda-\sin \lambda}{\tan \Omega(\cos \iota \sin \lambda \sin L-\sin \iota \cos L)+\cos \lambda \sin L} \tag{9.23}
\end{equation*}
$$

For $|L| \leq \frac{\pi}{2}-\iota$, a necessary condition for sunrise or sunset is that $\theta=\frac{\pi}{2}$, that is, $\cos \theta=0$. We may then write

$$
\begin{equation*}
\tan L=-\frac{\sin \Omega \cos \iota \sin \lambda+\cos \Omega \cos \lambda}{\sin \Omega \sin \iota} \tag{9.24}
\end{equation*}
$$

The angle $\iota$ is $23 \frac{1}{2}$ degrees and the angle $\Omega$ is chosen to specify the season. Then for some specified latitude $|L| \leq \frac{\pi}{2}-i$ on the earth, we may obtain sunrise and sunset values for $\lambda$. This we do by rewriting Equation 9.24 as a quadratic equation in $\sin \lambda$, which gives

$$
\begin{aligned}
\sin ^{2} \lambda+2 B \sin \lambda-C & =0 \\
\text { where } \quad B & =\frac{\tan ^{2} \Omega \sin \iota \cos \iota \tan L}{1+\tan ^{2} \Omega \cos ^{2} \iota} \\
\text { and } \quad C & =\frac{1-\tan ^{2} \Omega \sin ^{2} \iota \tan ^{2} L}{1+\tan ^{2} \Omega \cos ^{2} \iota}
\end{aligned}
$$

from which we may write

$$
\begin{aligned}
\sin \lambda & =-B \pm \sqrt{B^{2}+C} \\
\lambda & =\arcsin \left(-B \pm \sqrt{B^{2}+C}\right)
\end{aligned}
$$

that is
These values for $\lambda$ are then used in Equation 9.23 to compute the corresponding values for heading, $\psi$, which are the directions to sunrise and sunset.

### 9.6.6 Matrix Method on Sequence \#2

In the analysis of Sequence $\# 2$ we will again solve for $\cos \theta$ and $\tan \psi$ as was done in Sequence \#1. This time, however, the results are expressed in terms of the meaningful latitude/longitude parameters. The product of the rotation matrices, ordered according to the rotation sequence of Figure 9.6.5, takes the vector


Figure 9.12: Season Sequence \#2 Simplified

By the notation $T_{\theta, y}$ we mean a rotation through an angle $\theta$ about the $y$-axis - and

$$
T_{\theta, y}^{t}=T_{-\theta, y}
$$

$\mathbf{i}=\operatorname{col}[1,0,0]$ into itself so we write

$$
\begin{equation*}
T_{\theta, y}^{t} T_{\psi, x}^{t} T_{L, y}^{t} T_{\sigma, z}^{t} T_{L_{s}, y} \mathrm{i}=\mathbf{i} \tag{9.25}
\end{equation*}
$$

where the angle $\sigma=\lambda_{s}-\lambda$. Then pre-multiplying both sides of the matrix equation 9.25 by $T_{\psi, x} T_{\theta, y}$ we get

$$
\begin{equation*}
T_{L, y}^{t} T_{\sigma, z}^{t} T_{L_{s}, y} \mathbf{i}=T_{\psi, x} T_{\theta, y} \mathbf{i} \tag{9.26}
\end{equation*}
$$

Solving matrix Equation 9.26 yields the following relationships

$$
\begin{align*}
\cos \theta & =\cos L \cos \sigma \cos L_{s}+\sin L \sin L_{s}  \tag{9.27}\\
\sin \theta \sin \psi & =\cos L_{s} \sin \sigma  \tag{9.28}\\
\sin \theta \cos \psi & =\sin L_{s} \cos L-\cos L_{s} \cos \sigma \sin L \tag{9.29}
\end{align*}
$$

Dividing Equation 9.28 by Equation 9.29 we get

$$
\begin{equation*}
\tan \psi=\frac{\cos L_{s} \sin \sigma}{\sin L_{s} \cos L-\cos L_{s} \cos \sigma \sin L} \tag{9.30}
\end{equation*}
$$

Once again we have solved for $\cos \theta$ and $\tan \psi$, except this time in terms of Latitude and Logitude parameters.

### 9.6.7 Matrix Method on Sequence \#3

The seasons are conveniently defined in terms of the direction of the Earth-Sun line in the ecliptic plane. The direction of the Earth-Sun line in Figure 9.5 is defined by the angle $\Omega$ in the Ecliptic Plane relative to the Vernal equinox (the positive Reference X-axis). The angle $\iota$, which relates the Ecliptic and Equatorial planes, measures $23 \frac{1}{2}$ degrees. In Figure 9.5 we consider the following sequence of rotations which relate these two planes in the spherical triangle $X S B A X$. As before, we open the closed sequence of Figure 9.8 at the rotation $\alpha$, and input the


Figure 9.13: Sequence \#3 Simplified
vector $\mathrm{i}=\operatorname{col}[1,0,0]$ at this point. This results in the sequence shown in Figure 9.13. From the matrix equation indicated by this sequence we get

$$
\begin{align*}
\cos \Omega & =\cos \lambda_{s} \cos L_{s}  \tag{9.31}\\
\sin L_{s} & =\sin \iota \sin \Omega  \tag{9.32}\\
\tan \lambda_{s} & =\cos \iota \tan \Omega  \tag{9.33}\\
\tan L_{s} & =\tan \iota \sin \lambda_{s} \tag{9.34}
\end{align*}
$$

These equations suggest several interesting investigations. For example, the third equation allows us to write

$$
\tan \mu=\tan \left(\Omega-\lambda_{s}\right)=\frac{\tan \Omega-\tan \lambda_{s}}{1+\tan \lambda_{s} \tan \Omega}=\frac{(1-\cos \iota) \tan \Omega}{1+\cos \iota \tan ^{2} \Omega}
$$

In Figure 9.12 the parametric plot of the points $\left(L_{s}, \mu\right)$ as the angle $\Omega=0 \rightarrow 2 \pi$ produces a figure called an analemma. It is closely related to the 'figure-eight' which appears on most globes representing the earth.

In summary, the equations from the three sequences are:
For sequence \#1 we have:

$$
\begin{aligned}
& \cos \theta=\cos \Omega \cos \lambda \cos L+\sin \Omega \sin \iota \sin L+ \\
& \sin \Omega \cos \iota \sin \lambda \cos L \\
& \tan \psi=\frac{\tan \Omega \cos \iota \cos \lambda-\sin \lambda}{\cos \lambda \sin L+\tan \Omega(\cos \iota \sin \lambda \sin L-\sin \iota \cos L)}
\end{aligned}
$$

For sequence \#2 we have:

$$
\begin{aligned}
\cos \theta & =\cos L_{s} \cos \sigma \cos L+\sin L_{s} \sin L \\
\sin \theta \sin \psi & =\cos L_{s} \sin \sigma \\
\sin \theta \cos \psi & =\sin L_{s} \cos L-\cos L_{s} \cos \sigma \sin L \\
\tan \psi & =\frac{\cos L_{s} \sin \sigma}{\sin L_{s} \cos L-\cos L_{s} \cos \sigma \sin L} \\
& =\frac{\sin \sigma}{\tan L_{s} \cos L-\cos \sigma \sin L}
\end{aligned}
$$

For sequence \#3 we have:

$$
\begin{aligned}
\cos \Omega & =\cos \lambda_{s} \cos L_{s} \\
\sin L_{s} & =\sin \iota \sin \Omega \\
\tan \lambda_{s} & =\cos \iota \tan \Omega \\
\tan L_{s} & =\tan \iota \sin \lambda_{s}
\end{aligned}
$$

The parametric plot of the points $\left(L_{s}, \mu\right)$ for $\Omega=0 \rightarrow 2 \pi$ produces a figure-eight type figure called an analemma.

$$
\begin{aligned}
\tan \mu & =\tan \left(\Omega-\lambda_{s}\right) \\
& =\frac{\tan \Omega-\tan \lambda_{s}}{1+\tan \lambda_{s} \tan \Omega} \\
& =\frac{(1-\cos \iota) \tan \Omega}{1+\cos \iota \tan ^{2} \Omega}
\end{aligned}
$$

### 9.7 Seasonal Daylight Hours

In this section we will derive an expression which defines the number of hours of daylight as a function of the day of the year. In sequence $\# 2$ we derived the expression

$$
\begin{aligned}
\cos \theta= & \cos L_{s} \cos \sigma \cos L+ \\
& \sin L_{s} \sin L
\end{aligned}
$$

We now replace the angle $\sigma=\lambda_{s}-\lambda$ by $\sigma-t$, where $t$ is the term which accounts for the earth rotation rate. We include this in the expression for $\sigma$ and write

$$
\begin{aligned}
\cos \theta= & \cos L_{s} \cos (\sigma-t) \cos L+\sin L_{s} \sin L \\
= & (\cos \sigma \cos t+\sin \sigma \sin t) \cos L_{s} \cos L \\
& +\sin L_{s} \sin L
\end{aligned}
$$

It is convenient to let $t=0$ at sunrise $\left(\theta=\frac{\pi}{2}\right)$, which means

$$
\begin{aligned}
\cos \sigma & =-\frac{\sin L_{s} \sin L}{\cos L_{s} \cos L} \quad \text { and } \\
\sin \sigma & =\frac{\sqrt{\cos ^{2} L_{s} \cos ^{2} L-\sin ^{2} L_{s} \sin ^{2} L}}{\cos L_{s} \cos L} \\
& =\frac{\sqrt{(\text { Sum })(\text { Diff })}}{\cos L_{s} \cos L}
\end{aligned}
$$

where Sum $=\cos L_{s} \cos L+\sin L_{s} \sin L$
and Diff $=\cos L_{s} \cos L-\sin L_{s} \sin L$
Then

$$
\begin{aligned}
\cos \theta= & \sin t \sqrt{\cos \left(L+L_{s}\right) \cos \left(L-L_{s}\right)} \\
& +(1-\cos t) \sin L \sin L_{s}
\end{aligned}
$$

Finally, we may write

$$
\begin{aligned}
\theta(t)= & \frac{180}{\pi} \arccos \left[\sin t \sqrt{\cos \left(L+L_{s}\right) \cos \left(L-L_{s}\right)}\right. \\
& \left.+(1-\cos t) \sin L \sin L_{s}\right]
\end{aligned}
$$

and $\beta=90-\theta=$ Elevation angle to the Sun

The angle

$$
\theta=\pi / 2 \Rightarrow \cos \theta=0
$$

defines the necessary condition for sunrise and sunset. For this condition the line-of-sight to the Sun is tangent to the earths surface for the observation point $P$, and

$$
\begin{aligned}
\cos \sigma & =-\tan L \tan L_{s} \\
\text { and } L_{s} & =\arcsin (\sin \iota \sin \Omega)
\end{aligned}
$$

Here the following constants are defined:
$L=$ Latitude of point of interest on Earth
$L_{s}=\arcsin [\sin \iota \sin \Omega]$
$\iota=$ angle between equatorial \& ecliptic planes
$=23.5$ degrees
$\Omega=$ Earth-Sun line wrt Vernal Equinox
A plot of $\beta(t)$, which is the Sun elevation angle over the hours in one day at the peak of winter, is shown in Figure 9.13 for an observer at latitude 45 degrees.


Figure 9.13: Daylight Hours in Peak of Winter

Figure 9.14 shows how the daylight hours vary over the days and seasons of the year.


Figure 9.14: Daylight Hours for each Day of Year
Plotted using Mathematica(c)
From this and the previous work we have done so far it should be clear that rotations, whether we use rotation matrices or quaternions, should also be quite useful in exploring the relationships which hold in spherical trigonometry. This is indeed the case, and we turn to this substantial subject in the next chapter.
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## Chapter 10

## Spherical Trigonometry

### 10.1 Introduction

As an additional application of the theory of the quaternion rotation operator, as we have thus far developed it, we turn in this chapter to the development of some results in spherical trigonometry. In particular, using certain sequences of the now familiar quaternion rotation operator, we analyze certain relationships which hold in spherical triangles, that is, triangles which lie on the surface of a sphere. In so doing we shall derive some of the well-known relationships and identities in spherical trigonometry.

In this analysis we shall use sequences of both matrix rotation operators and quaternion rotation operators. The two different rotation operators may then be compared and evaluated, particularly with respect to their relative computational efficiency. Use of both operators often allows us also to determine where and in what way, in some sense, the two operators complement each other.

We use the letter $D$ here rather than the letter $C$ simply because the upper and lower cases of the letter $C$ have the same form, and may cause some confusion; not so with the letter $D$.

### 10.2 Spherical Triangles

Consider three distinct points $A, B$ and $D$ which lie on the surface of a unit sphere. We specify a unit sphere, that is, a sphere of radius 1 , merely so that lengths of great circle arcs on the surface of the unit sphere are numerically the same as the radian measure of the central angle subtended by that arc.


Figure 10.1: Spherical Triangle
We may, without loss of generality, choose an XYZ coordinate frame (right-handed, as usual) such that the point $A$ is on the $\mathbf{Z}$-axis, and the point $D$ lies in the $\mathbf{Y Z}$ plane. In order to have a spherical triangle, on the surface of the sphere, with the points $A, B$ and $D$ as its vertices, the point $B$, of course, should not lie in the YZ plane. Let each of the pairs of these points be connected by great circle arcs, as shown in Figure 10.1. We note that great circle arcs on the surface of a sphere are equivalent to straight line segments in a plane, in the sense that the shortest distance between any two points on the sphere is measured
along the great circle arc joining the two points. Further, it is helpful to note that the plane which contains any great circle arc also always contains the center of the sphere.

We designate the great circle arc which connects the points $B$ and $D$ by $a$, which is equal to the radian length of that arc on our unit sphere. Similarly, $b$ is the great circle arc connecting the points $A$ and $D$, while $d$ is the great circle arc connecting points $A$ and $B$. These three arcs, $a, b$, and $d$, are the sides of the spherical triangle we wish to consider. Each of these arcs lies on the intersection of the sphere with the plane which contains the two endpoints of that arc and the center of the sphere. The central angles $\angle A O B, \angle B O D$ and $\angle D O A$ correspond respectively to the sides $d, a$ and $b$. Because we have chosen to work on the surface of a unit sphere, the lengths $d, a$ and $b$ of the sides of the triangle are the same as the radian measure of the central angles $\angle A O B, \angle B O D$ and $\angle D O A$, respectively. The three interior angles of the spherical triangle at each vertex, $A$, $B$ and $D$, we designate $\alpha, \beta$ and $\delta$, respectively.

### 10.3 Closed-loop Rotation Sequences

Our analysis of the spherical triangle $A B D$ proceeds in terms of a sequence of rotations in $R^{3}$, about appropriate axes, through the three interior angles $\alpha, \beta$ and $\delta$, and the opposite three sides or central angles $a, b$ and $d$. These angles, properly ordered, define the six rotations in an identity sequence. The concatenation of these six rotations in the sequence is closed, in the sense that the initial coordinate frame, subjected to this sequence of rotations, begins and ends with the same frame orientation. This simply says that the product of the rotations in this sequence is the identity, an idea we have used before. Hence the term closed or closed-loop rotation sequence.

We emphasize here that all transformations are rotations; that is, linear translations of a frame are not relevant in our present consideration. Therefore, that we show the origin of a frame at the origin of the reference frame, or at a point on the surface of the sphere is not important. It is the orientation of the frames that is important.

In the analysis which follows it is convenient that we define

$$
\gamma=\pi+\alpha
$$

as we shall see.

In what follows, we will analyze in considerable detail the six-rotation closed-loop sequence defined in Figure 10.2. Clearly, this sequence involves the parameters we have assigned to the spherical triangle $A B D$. Further, all of the parameters (the


Figure 10.2: Rotation Sequence
three interior angles $\alpha, \beta$ and $\delta$, and the central angles $a, b$ and $d)$ which characterize the spherical triangle $A B D$ are positive. The signed symbol in each circle represents the magnitude and direction of the frame rotation. The axis about which this particular rotation occurs is indicated below the circle.

A coordinate frame, always designated $x y z$, which is initially coincident with the reference frame $\mathbf{X Y Z}$, is now subjected to the ordered sequence of rotations involving these six angles, in turn.

We now describe successive rotations in the sequence, and illustrate each in an accompanying figure. The reader should take care to note that the rotating coordinate frame $x y z$ indeed begins and ends with an orientation cooincident with that of the fixed reference frame XYZ. It is for this reason we tie the two ends together, that is, we close-the-loop on this sequence. This rotation sequence is easy to follow, since it simply goes around the spherical triangle $A B D$ in an orderly fashion. Note, however, that we have chosen the direction $A D B$, around the triangle merely because most of the rotations are then positive.

The first rotation in the sequence, denoted $R_{x, b}^{t}$, is about the x -axis through the central angle $\angle A O D$, which represents the side $A D$, labelled $b$ on the triangle. Notice that the rotation


Figure 10.3: First Rotation in the Sequence
direction, in the right-hand rule sense, is negative. Hence, the transpose. The magnitude of the rotation is such that the z-axis of the rotation frame, which initially contained vertex $A$, now


Figure 10.4: First Rotation in the Sequence
contains the vertex $D$, as shown in Figure 10.3. We illustrate this first rotation of the sequence in Figure 10.4.

The second rotation in the sequence, denoted $R_{z, 6}$, is about the new z-axis through the angle $\delta$, such that the new $y z$ plane


Figure 10.5: Second Rotation in the Sequence
contains the side $a$ of the triangle. This rotation is illustrated in Figure 10.5. Notice that the rotation direction, in the righthand rule sense, is positive. This $\delta$ rotation and its place in


Figure 10.6: Second Rotation in the Sequence
the overall sequence of rotations is illustrated in Figure 10.6.

The third rotation, $R_{x, a}$, is about the new x-axis through the angle $a$, such that the newly rotated $z$-axis now contains the


Figure 10.7: Third Rotation in the Sequence
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vertex $B$ of the triangle, as shown in Figure 10.7. Figure 10.8


Figure 10.8: Third Rotation in the Sequence
merely shows where this rotation occurs in the sequence.

The fourth rotation in the sequence, denoted $R_{z, \beta}$, is about


Figure 10.9: Fourth Rotation in the Sequence
the new z-axis through the angle $\beta$, such that the new $y z$ plane


Figure 10.10: Fourth Rotation in the Sequence
now contains the side $d$ of the triangle $A B D$. Figure 10.9 illustrates this fourth rotation and Figure 10.10 indicates its place in the sequence.

The fifth rotation, denoted $R_{x, d}^{t}$, is about the new x-axis through the angle $d$ such that the new z-axis again coincides


Figure 10.11: Fifth Rotation in the Sequence
with the reference $\mathbf{Z}$-axis, and hence contains the vertex $A$ of


Figure 10.12: Fifth Rotation in the Sequence
the triangle, as shown in Figure 10.11. As was the case with the first rotation, this rotation direction (in the rh-rule sense) is negative. Hence, the transpose and the minus- $d$. Figure 10.12 shows where this rotation occurs in the sequence.

The sixth and final rotation in the sequence is about the zaxis through an angle $\gamma=\alpha+\pi$. The reader should carefully check Figure 10.13 merely to confirm that after this rotation the
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Figure 10.13: Sixth Rotation in the Sequence
rotated $x y z$ frame once again coincides with the original XYZ


Figure 10.14: Sixth Rotation in the Sequence
reference frame. The final $y z$ plane is therefore again coincident with the YZ plane and contains both the vertex $A$ and the side $b$ of the triangle. Note also that the composite transformation represented by this sequence of rotations is equivalent to
the identity. Therefore, as again illustrated in Figure 10.15, we 'close-the-loop' on this entire rotation sequence.


Figure 10.15: Closed-Loop Rotation Sequence
We use this fact, that the product of these six rotations is the identity, to find relationships between the various angles which characterize a spherical triangle. We first analyze this sequence of rotations algebraically using matrices, and follow that with an analysis using the quaternion operator.

### 10.4 Rotation Matrix Analysis

For each of the rotations in the closed sequence of Figure 10.15 we have a corresponding rotation matrix. The properly ordered product of these matrices must also, of course, be the identity matrix. So we may write

$$
\begin{equation*}
R_{\gamma} R_{d}^{t} R_{\beta} R_{a} R_{\delta} R_{b}^{t}=I \tag{10.1}
\end{equation*}
$$

We now analyze this matrix equation 10.1 in order to determine some relationships between these six angles in a spherical triangle. By suitable pre- and post-multiplications, we may write

$$
\begin{equation*}
R_{b} R_{\delta}^{t} R_{a}^{t}=R_{\gamma} R_{d}^{t} R_{\beta} \tag{10.2}
\end{equation*}
$$

The matrices used in this section were derived in Chapter 3, as Equations 3.1 and 3.3.

We define the matrix

$$
\begin{equation*}
M=R_{b} R_{\delta}^{t} R_{a}^{t} \tag{10.3}
\end{equation*}
$$

which, more specifically, is the product

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos b & \sin b \\
0 & -\sin b & \cos b
\end{array}\right]\left[\begin{array}{ccc}
\cos \delta & -\sin \delta & 0 \\
\sin \delta & \cos \delta & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos a & -\sin a \\
0 & \sin a & \cos a
\end{array}\right]
$$

In like manner, we define the matrix

$$
\begin{equation*}
N=R_{\gamma} R_{d}^{t} R_{\beta} \tag{10.4}
\end{equation*}
$$

which more specifically is the product

$$
\left[\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos d & -\sin d \\
0 & \sin d & \cos d
\end{array}\right]\left[\begin{array}{ccc}
\cos \beta & \sin \beta & 0 \\
-\sin \beta & \cos \beta & 0 \\
0 & 0 & 1
\end{array}\right]
$$

We now compute the matrix products for $M$ and $N$ in order to get the detailed expressions for their respective elements. And, since matrices $M$ and $N$ are equal, we equate their corresponding elements $m_{i j}$ and $n_{i j}$. This results in nine equations which together define the relationships between the six angles which comprise every spherical triangle:

$$
\begin{aligned}
& m_{11}=\cos \delta=\sin \alpha \cos d \sin \beta-\cos \alpha \cos \beta=n_{11} \\
& m_{12}=\sin \delta \cos a=\cos \alpha \sin \beta+\sin \alpha \cos d \cos \beta=n_{12} \\
& m_{13}=\sin a \sin \delta= \sin \alpha \sin d \\
&=n_{13} \\
& m_{21}=\cos b \sin \delta=\sin \alpha \cos \beta-\cos \alpha \cos d \sin \beta=n_{21} \\
& m_{22}=\cos b \cos \delta \cos a+\sin b \sin a= \\
& m_{23}=\sin b \cos a-\cos b \cos \delta \cos \alpha \cos d \cos \beta=\cos \alpha \sin d=n_{22} \\
& m_{31}=\sin b \sin \delta= n_{23} \\
& m_{32}=\cos b \sin a-\sin b \cos \delta \cos a=\sin d \sin \beta==n_{31} \\
& m_{33}=\cos d=\sin a \cos \delta \sin b+\cos a \cos b=n_{33}
\end{aligned}
$$

We may now use these equations to find some well-known identities in spherical trigonometry. For example, from the fact that $m_{13}=n_{13}$ and $m_{31}=n_{31}$, we get the familiar expressions

$$
\begin{equation*}
\frac{\sin a}{\sin \alpha}=\frac{\sin b}{\sin \beta}=\frac{\sin d}{\sin \delta} \tag{10.5}
\end{equation*}
$$

Further, the equalities $m_{33}=n_{33}$ and $m_{11}=n_{11}$ give us the two companion cosine laws of spherical trigonometry:

$$
\begin{gather*}
\cos d=\sin a \cos \delta \sin b+\cos a \cos b  \tag{10.6}\\
\cos \delta=\sin \alpha \cos d \sin \beta-\cos \alpha \cos \beta \tag{10.7}
\end{gather*}
$$

### 10.4.1 Right Spherical Triangle

For a Right Spherical Triangle ( $\delta=\pi / 2$ ) these identities become

$$
\begin{align*}
& \sin d=\frac{\sin a}{\sin \alpha}=\frac{\sin b}{\sin \beta}  \tag{10.8}\\
& \tan \alpha \cos d \tan \beta=1  \tag{10.9}\\
& \cos d=\cos a \cos b \tag{10.10}
\end{align*}
$$



Other identities can be found using various combinations of the other elements of $M$ and $N$.

### 10.4.2 Isoceles Spherical Triangle

For an Isoceles Spherical Triangle we take $\alpha=\beta$ and $a=b$. Using the foregoing matrix identities we get

$$
\begin{equation*}
\sin ^{2} a=\frac{1-\cos d}{1-\cos \delta} \text { and } \sin ^{2} \alpha=\frac{1+\cos \delta}{1+\cos d} \tag{10.11}
\end{equation*}
$$

Other identities may readily be derived in this fashion. However, we turn next to the quaternion approach.

### 10.5 Quaternion Analysis
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We now analyze the same spherical triangle using quaternions. According to Theorem 5.4, the product of the quaternions associated with each of the rotations shown in Figure 10.16 must


Figure 10.16: Closed-Loop Rotation Sequence
also be equivalent to the identity, as before. This means that we must have

$$
\begin{equation*}
e=q_{x, b}^{*} q_{z, \delta} q_{x, a} q_{z, \beta} q_{x, d}^{*} q_{z, \gamma}=1 \tag{10.12}
\end{equation*}
$$

By appropriate pre-multiplications, we may write

$$
\begin{equation*}
p=q_{z, \beta} q_{x, d}^{*} q_{z, \gamma}=q_{x, a}^{*} q_{z, \delta}^{*} q_{x, b}=q \tag{10.13}
\end{equation*}
$$

Here, for convenience we designate the left-hand side and the right-hand side of Equation 10.13 as $p$ and $q$, respectively.

The quaternions for each rotation in this sequence are given by

$$
\begin{aligned}
q_{x, b} & =\cos \frac{b}{2}+\mathrm{i} \sin \frac{b}{2} \\
q_{z, \delta} & =\cos \frac{\delta}{2}+\mathrm{k} \sin \frac{\delta}{2} \\
q_{x, a} & =\cos \frac{a}{2}+\mathrm{i} \sin \frac{a}{2} \\
q_{z, \beta} & =\cos \frac{\beta}{2}+\mathbf{k} \sin \frac{\beta}{2}
\end{aligned}
$$

$$
\begin{aligned}
& q_{x, d}=\cos \frac{d}{2}+\mathbf{i} \sin \frac{d}{2} \\
& q_{z, \gamma}=\cos \frac{\gamma}{2}+\mathbf{k} \sin \frac{\gamma}{2}
\end{aligned}
$$

Since the angle $\gamma=\pi+\alpha$ we may write the quaternion expression related to the rotation $\gamma$ about the z -axis as a function of the desired interior angle rotation $\alpha$, as follows

$$
\begin{align*}
q_{z, \gamma} & =\cos \frac{\gamma}{2}+\mathbf{k} \sin \frac{\gamma}{2} \\
& =-\sin \frac{\alpha}{2}+\mathbf{k} \cos \frac{\alpha}{2} \tag{10.14}
\end{align*}
$$
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We now compute the two quaternion products indicated in Equation 10.13 for both $p$ and $q$. These are

$$
\begin{aligned}
p & =p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}=q_{z, \beta} q_{x, d}^{*} q_{z, \gamma} \\
& =\left(\cos \frac{\beta}{2}+\mathbf{k} \sin \frac{\beta}{2}\right)\left(\cos \frac{d}{2}-\mathbf{i} \sin \frac{d}{2}\right)\left(-\sin \frac{\alpha}{2}+\mathbf{k} \cos \frac{\alpha}{2}\right) \\
q & =q_{0}+\mathbf{i} q_{1}+\mathbf{j} q_{2}+\mathbf{k} q_{3}=q_{x, a}^{*} q_{z, \delta}^{*} q_{x, b} \\
& =\left(\cos \frac{a}{2}-\mathbf{i} \sin \frac{a}{2}\right)\left(\cos \frac{\delta}{2}-\mathbf{k} \sin \frac{\delta}{2}\right)\left(\cos \frac{b}{2}+\mathbf{i} \sin \frac{b}{2}\right)
\end{aligned}
$$

Using our definition of the quaternion product, the elements of the quaternion $p$ are given by

$$
\begin{aligned}
p_{0} & =-\cos \frac{\beta}{2} \cos \frac{d}{2} \sin \frac{\alpha}{2}-\sin \frac{\beta}{2} \cos \frac{d}{2} \cos \frac{\alpha}{2} \\
& =-\cos \frac{d}{2} \sin \frac{\alpha+\beta}{2} \\
p_{1} & =\cos \frac{\beta}{2} \sin \frac{d}{2} \sin \frac{\alpha}{2}-\sin \frac{\beta}{2} \sin \frac{d}{2} \cos \frac{\alpha}{2} \\
& =\sin \frac{d}{2} \sin \frac{\alpha-\beta}{2} \\
p_{3} & =\sin \frac{\beta}{2} \sin \frac{d}{2} \sin \frac{\alpha}{2}+\cos \frac{\beta}{2} \sin \frac{d}{2} \cos \frac{\alpha}{2} \\
& =\sin \frac{d}{2} \cos \frac{\alpha-\beta}{2} \\
p_{4} & =\cos \frac{\beta}{2} \cos \frac{d}{2} \cos \frac{\alpha}{2}-\sin \frac{\beta}{2} \cos \frac{d}{2} \cos \frac{\alpha}{2} \\
& =\cos \frac{d}{2} \cos \frac{\alpha+\beta}{2}
\end{aligned}
$$

and the elements of the quaternion $q$ are

$$
\begin{aligned}
q_{0} & =\cos \frac{a}{2} \cos \frac{\delta}{2} \cos \frac{b}{2}+\sin \frac{a}{2} \cos \frac{\delta}{2} \sin \frac{b}{2} \\
& =\cos \frac{\delta}{2} \cos \frac{a-b}{2} \\
q_{1} & =\cos \frac{a}{2} \cos \frac{\delta}{2} \sin \frac{b}{2}-\sin \frac{a}{2} \cos \frac{\delta}{2} \cos \frac{b}{2} \\
& =-\cos \frac{\delta}{2} \sin \frac{a-b}{2} \\
q_{2} & =-\cos \frac{a}{2} \sin \frac{\delta}{2} \sin \frac{b}{2}-\sin \frac{a}{2} \sin \frac{\delta}{2} \cos \frac{b}{2} \\
& =-\sin \frac{\delta}{2} \sin \frac{a+b}{2} \\
q_{3} & =\sin \frac{a}{2} \sin \frac{\delta}{2} \sin \frac{b}{2}-\cos \frac{a}{2} \sin \frac{\delta}{2} \cos \frac{b}{2} \\
& =-\sin \frac{\delta}{2} \cos \frac{a+b}{2}
\end{aligned}
$$

The indicated triple quaternion products define each element of the composite quaternion $p$ as functions of the rotations $\alpha, \beta$ and $d$. Similarly, the elements of the composite quaternion $q$ are functions of $a, b$ and $\delta$. Since the two resulting composite quaternions $p$ and $q$ are equal, equating their corresponding elements yields the following relationships.
Equating $q_{0}$ and $p_{0}$ gives

$$
\begin{equation*}
-\cos \frac{d}{2} \sin \frac{(\alpha+\beta)}{2}=\cos \frac{\delta}{2} \cos \frac{(a-b)}{2} \tag{10.15}
\end{equation*}
$$

Equating $q_{1}$ and $p_{1}$ gives

$$
\begin{equation*}
\sin \frac{d}{2} \sin \frac{(\alpha-\beta)}{2}=-\cos \frac{\delta}{2} \sin \frac{(a-b)}{2} \tag{10.16}
\end{equation*}
$$

Equating $q_{2}$ and $p_{2}$ gives

$$
\begin{equation*}
\sin \frac{d}{2} \cos \frac{(\alpha-\beta)}{2}=-\sin \frac{\delta}{2} \sin \frac{(a+b)}{2} \tag{10.17}
\end{equation*}
$$

Equating $q_{3}$ and $p_{3}$ gives

$$
\begin{equation*}
\cos \frac{d}{2} \cos \frac{(\alpha+\beta)}{2}=-\sin \frac{\delta}{2} \cos \frac{(a+b)}{2} \tag{10.18}
\end{equation*}
$$
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The preceding equations may now be used to derive several well-known identities which hold for spherical trigonometry. The sine law, for example, may be obtained as follows. If we multiply Equations 10.15 and 10.17, and use an appropriate trigonometric identity, we may write

$$
\sin d \sin \alpha+\sin d \sin \beta=\sin \delta \sin a+\sin \delta \sin b
$$

If we multiply Equations 10.16 and 10.18 we may obtain the expression

$$
\sin d \sin \alpha-\sin d \sin \beta=\sin \delta \sin a-\sin \delta \sin b
$$

If we now add and, in turn, subtract these expressions we easily obtain the well-known sine law

$$
\frac{\sin d}{\sin \delta}=\frac{\sin a}{\sin \alpha}=\frac{\sin b}{\sin \beta}
$$

As another example, if we square and add Equations 10.15 and 10.18, and make good use of the half-angle formulas
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$$
\begin{aligned}
& \sin ^{2} \frac{\theta}{2}=\frac{1-\cos \theta}{2} \\
& \cos ^{2} \frac{\theta}{2}=\frac{1+\cos \theta}{2}
\end{aligned}
$$

we obtain the cosine law

$$
\cos d=\cos a \cos b+\sin a \cos \delta \sin b
$$

If we do the same thing with Equations 10.15 and 10.16 we obtain the analogous cosine law for $\delta$

$$
\cos \delta=\sin \alpha \cos d \sin \beta-\cos \alpha \cos \beta
$$

Other well-known identities may also be obtained. For example, dividing equation 10.15 by equation 10.18 gives

$$
\begin{equation*}
\tan \frac{(\alpha+\beta)}{2} \tan \frac{\delta}{2}=\frac{\cos \frac{1}{2}(a-b)}{\cos \frac{1}{2}(a+b)} \tag{10.19}
\end{equation*}
$$

and dividing equation 10.16 by equation 10.17 gives

$$
\begin{equation*}
\tan \frac{(\alpha-\beta)}{2} \tan \frac{\delta}{2}=\frac{\sin \frac{1}{2}(a-b)}{\sin \frac{1}{2}(a+b)} \tag{10.20}
\end{equation*}
$$

Dividing equation 10.17 by equation 10.18 gives

$$
\begin{equation*}
\frac{\cos \frac{1}{2}(\alpha-\beta)}{\cos \frac{1}{2}(\alpha+\beta)}=\frac{\tan \frac{1}{2}(a+b)}{\tan \frac{1}{2} d} \tag{10.21}
\end{equation*}
$$

and dividing equation 10.16 by equation 10.15 gives

$$
\begin{equation*}
\frac{\sin \frac{1}{2}(\alpha-\beta)}{\sin \frac{1}{2}(\alpha+\beta)}=\frac{\tan \frac{1}{2}(a-b)}{\tan \frac{1}{2} d} \tag{10.22}
\end{equation*}
$$

In some mathematical handbooks the two preceding identities are known as Napier's Analogies, which are useful in solving for certain unknown quantities in the spherical triangle, given certain other information about the triangle.

Finally, dividing equation 10.20 by equation 10.19 gives

$$
\begin{equation*}
\frac{\tan \frac{1}{2}(\alpha-\beta)}{\tan \frac{1}{2}(\alpha+\beta)}=\frac{\tan \frac{1}{2}(a-b)}{\tan \frac{1}{2}(a+b)} \tag{10.23}
\end{equation*}
$$

This identity is known in spherical trigonometry as the law of tangents. Note that equation 10.23 is independent of the magnitude of one of the three angles and its associated opposite side.

### 10.5.1 Right Spherical Triangle

We note finally some special cases for these identities, namely, cases in which $\delta=\pi / 2$. For the resulting right spherical triangle the equations which were derived using the quaternion operator become

$$
\begin{align*}
& \tan \frac{(\alpha+\beta)}{2}=\frac{\cos \frac{1}{2}(a-b)}{\cos \frac{1}{2}(a+b)}  \tag{10.24}\\
& \tan \frac{(\alpha-\beta)}{2}=\frac{\sin \frac{1}{2}(a-b)}{\sin \frac{1}{2}(a+b)} \tag{10.25}
\end{align*}
$$
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From these equations we now solve for $\alpha$ and $\beta$ independent of the other. If we let

$$
\begin{array}{rlrl}
S=\alpha+\beta & \text { and } & D & =\alpha-\beta \\
\alpha=\frac{S}{2}+\frac{D}{2} & \text { and } & \beta=\frac{S}{2}-\frac{D}{2}
\end{array}
$$

$$
\begin{aligned}
& \text { Then } \tan \alpha=\tan \left(\frac{1}{2} S+\frac{1}{2} D\right) \\
& =\frac{\tan \frac{1}{2} S+\tan \frac{1}{2} D}{1-\tan \frac{1}{2} S \tan \frac{1}{2} D}=\frac{\tan a}{\sin b} \\
& \text { and } \tan \beta=\tan \left(\frac{1}{2} S-\frac{1}{2} D\right) \\
& =\frac{\tan \frac{1}{2} S-\tan \frac{1}{2} D}{1+\tan \frac{1}{2} S \tan \frac{1}{2} D}=\frac{\tan b}{\sin a}
\end{aligned}
$$

### 10.5.2 Isoceles Spherical Triangle

For an Isoceles Spherical Triangle we take $\alpha=\beta$ and $a=b$. Then using the foregoing identities which were derived using the quaternion rotation operator the reader is invited to show that

$$
\tan \frac{d}{2}=\sin \alpha \sin a \tan \frac{\delta}{2}
$$

Furthermore, for an isoceles right triangle

$$
\tan \frac{d}{2}=\sin \alpha \sin a
$$

No doubt much more could be done along these lines. We simply remark that in this chapter we have amply demontrated that both matrix and quaternion rotation operators are indeed useful in solving problems related to the spherical triangle.

### 10.6 Area and Volume

Before we conclude this chapter on spherical trigonometry we derive expressions for the area of a spherical triangle and the volume of a volume segment of a sphere which is bounded by


Figure 10.17: Great-Circle Double-Lune Rotations
a spherical triangle on the surface of the sphere and the radial lines to the vertices of the triangle. Although these derivations do not directly involve quaternions they do answer interesting questions relating to spherical triangles.

First, consider the great circle which contains vertices of the spherical triangle, say A and B. A rotation of this great circle about the diameter which contains point A , through an angle $\alpha$ generates a double lune whose area is equal to $4 \alpha$. This result is easy to verify:

A double lune area is linear with angle and it clearly is equal to $4 \pi$ (the area of a unit sphere) if the angle of rotation is $\pi$. QED
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We now rotate great-circles on the unit sphere about diameters defined by $\mathrm{OA}, \mathrm{OB}$, and OD , through angles $\alpha, \beta$, and $\delta$, respectively. The rotation $\alpha$ generates a double-lune whose area is equal to $4 \alpha$. This generated area includes twice the area A of the spherical triangle (see Figure 10.17).

A similar great-circle rotation through the angle $\beta$ about the diameter which contains the vertex $B$ generates a double-lune area equal to $4 \beta$. This double-lune area also contains twice the area A. Similarly, the third great-circle rotation through the angle $\delta$ about a diameter which contains the vertex D , produces a double-lune which again includes twice the area $A$ of the spherical triangle. These last two rotations through the angles $\beta$ and $\delta$, both include double the area of the spherical triangle - a total excess equal to $4 \times$ (the area A of the spherical triangle).

In summary, the sum of the total area covered by each of these three great-circle double-lune rotations is

$$
\begin{aligned}
4 \pi+4 A & =4(\alpha+\beta+\delta) \\
\text { therefore, } A & =(\alpha+\beta+\delta-\pi) \\
& =\text { area of a triangle on a unit sphere, or } \\
A & =R^{2}(\alpha+\beta+\delta-\pi) \\
& =\text { the triangle area on a sphere of radius } \mathrm{R} .
\end{aligned}
$$

Using very similar constructions and arguments it is not difficult to show that the volume bounded by a spherical triangle and the three radii from the origin to the three vertices is

$$
V=\frac{1}{3}(\alpha+\beta+\delta-\pi) R^{3}
$$

## Chapter 11

## A Quaternion Process

### 11.1 Introduction

In this chapter we describe a system which uses electromagnetic dipole fields generated at some point fixed in one body and detected at some point fixed in a remote body. Our purpose is to describe a process which measures the relative position and/or orientation between the two independent bodies. More precisely, we describe a six degrees-of-freedom transducer which completely defines how two independent relatively remote bodies are situated with respect to each other.

Three essential components comprise this system: (1) a Source (sometimes called a Radiator) which is fixed in one body and which generates electromagnetic fields; (2) a similar compatible Sensor which is fixed in some relatively remote body and which detects the fields generated by the Source; and (3) a Processor whose function is to correlate the Source and Sensor signals. Given these signals, this system determines the relative position and orientation between the two independent bodies. We now describe the spatial situation geometrically, define appropriate mathematical models for the System components, and finally derive the required process algorithms.


Figure 11.1
System Block Diagram

Typically, the System components are distributed as illustrated in Figure 11.1. All six degrees-of-freedom, i.e., the three translation parameters ( $\alpha, \beta, \mathrm{R}$ ) and the three rotation parameters $(\psi, \theta, \phi)$ are determined in the process. These six degrees-
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of-freedom are illustrated in Figure 11.2. They define how two independent bodies are situated relative to each other.

A three-axis electromagnetic dipole Source is fixed in and represents the frame of BODY 1. This Source generates a timemultiplexed sequence of variously polarized electromagnetic fields which are detected by a similar three-axis dipole Sensor. This Sensor in like manner is fixed in and represents the remote BODY 2 frame. The fields (the $S_{i}$ in Figure 11.1) which are generated by the Source and the corresponding set of signals detected by the Sensor (the $S_{o}$ in Figure 11.1) are correlated by the Processor. The result is a precise measure of the relative position and orientation between the two independent bodies.

Using both matrix and quaternion methods, we will derive algorithms which correlate the sensed data and the known source excitation sequence. First, however, we describe the electromagnetic field structure and introduce an important geometric property of the coupling between the Source and the Sensor.

### 11.2 Dipole Field Structure

A simple coil excited by an electric current generates a space-


Figure 11.3: Simple Coil EM Field Structure
filling electromagnetic field. In free-space this EM field has a polar axis of symmetry which is normal to and centered in the plane of the coil. This dipole magnetic field has the familiar
torroidal structure filled with concurrent roughly circular flux lines all issuing from and returning to the plane circular area enclosed by the coil, as illustrated in Figure 11.3. The intensity and polarization of the field is conveniently represented by a vector $\mathbf{H}$ whose magnitude is proportional to the excitation current and whose direction is normal to the plane of the coil (in the right-hand sense).

### 11.3 Electromagnetic Field Coupling

In this section we consider an electromagnetic field phenomenon known as coupling. Coupling exists between the signal-emitting device called a Source and the signal-receiving device known as a Sensor. The peculiar properties of this coupling (in the nearfield) are important to the measurement strategy which we are about to develop. Consider for a moment that you are holding in your hand a small AM/FM radio. Let the remote radio station with its antenna (wherever it is) be the Source, and the handheld radio with its antenna, the Sensor. We all know that the orientation of the radio antenna relative to the electromagnetic field generated by the station antenna directly affects the signal sensed by the radio. That is, if we orient the antenna in a certain way, the signal sensed by the radio is maximal. If, however, we orient the antenna in a different way, perhaps orthogonal to the first orientation, the sensed signal is minimal. No doubt every reader has experienced this phenomenon. This homely example demonstrates that the EM coupling between the Source and the Sensor depends directly upon the relative orientation of the two antennas.

Here we shall represent the EM field $\mathbf{H}$ generated by the Source and the corresponding signal $\mathbf{S}$ detected by the Sensor as vectors. Although electromagnetic field theory is beyond the scope of our present discussion, we shall have to make use of
some important results from that theory. One of these results is that if we represent these two vectors, $\mathbf{H}$ and $\mathbf{S}$, in the same frame, the components of the sensed signal vector turn out to be certain constant multiples of the components of the source field vector. These constants are called coupling coefficients. Our first task will be to determine the nature of these coefficients.

Let both the Source and the Sensor be simple 'flat' circular coils whose physical dimensions are very small compared to the distance which separates them. If one coil is the Source and the other the Sensor, then at any fixed separation distance such that near-field conditions prevail (terms we shall define in a moment), the magnitude of the signal detected by the Sensor when


Figure 11.4: Near-Field EM Coupling
the two coils are coaxial is twice that detected by the Sensor when the two coils are coplanar. Moreover, if the co-axial coupling is positive, then the co-planar coupling is negative, as the illustration in Figure 11.4 suggests. This fundamental property of electromagnetic field coupling in the near-field is crucial to the measurement strategy and process which we now develop.

### 11.3.1 Unit Z-axis Source Excitation

We begin by considering a relatively simple case which will be sufficient to suggest what these coupling coefficients are. Consider a unit excitation applied to a Source - a single short dipole element, as illustrated in Figure 11.5. The field generated by the

In Figure 11.5 the Source z-Coil is the Source element, with the magnetic moment vector $H$ directed along the reference Z -axis.

Here we begin by using the more familiar rotation matrices; quaternion methods come later. The reader may wish to review the rotation matrix tracking transformation as discussed in Chapter 3. See Equation 3.5.


Figure 11.5: Z-axis Dipole Source
unit excitation vector $\mathbf{H}$, which in this case is simply the basis vector $\mathbf{k}=\operatorname{col}[0,0,1]$, is detected by a remote Sensor whose location ( $R, \alpha, \beta$ ), as yet unknown, is partially defined by the indicated tracking frame. The tracking transformation is defined by the matrix of Equation 11.1 and denoted $P$, where

$$
\begin{align*}
P & =\left[\begin{array}{ccc}
\cos \beta & 0 & -\sin \beta \\
0 & 1 & 0 \\
\sin \beta & 0 & \cos \beta
\end{array}\right]\left[\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\cos \alpha \cos \beta & \sin \alpha \cos \beta & -\sin \beta \\
-\sin \alpha & \cos \alpha & 0 \\
\cos \alpha \sin \beta & \sin \alpha \sin \beta & \cos \beta
\end{array}\right] \tag{11.1}
\end{align*}
$$

The matrix operator $P$ takes every signal which is generated by the Source (expressed as a vector in the Source frame) into its equivalent expression in the Tracking frame.

We emphasize at this point that simply because the Source signals are here expressed in the tracking frame (which simply locates the Sensor relative to the Source) does not necessarily mean that the orientation of the Sensor coincides with that of the tracking frame. It is not only convenient but necessary that we express the coupling relationships between source and sensor in this intermediate frame. The actual source field components are expressed in the tracking frame, and the actual sensor signal components must also be expressed in the tracking frame for correlation purposes.

The electromagnetic field equations for this "short" Z-axis dipole (equivalent dipole length $<0.1$ wavelength) illustrated in Figure 11.5 are derived in many standard texts on electromagnetic waves. From the results derived in these references we may state that (for the indicated z -axis excitation) the remotely sensed signal components defined in the tracking frame are

$$
\begin{align*}
& e_{x}=-2 k p^{-3}(\cos \nu-p \sin \nu) \sin \beta \\
& e_{y}=0  \tag{11.2}\\
& e_{z}=-k p^{-3}\left(\cos \nu-p \sin \nu+p^{2} \cos \nu\right) \cos \beta
\end{align*}
$$

where, in these equations along with the position parameters, $R, \alpha$ and $\beta$, we have

$$
p=\frac{2 \pi R}{\lambda}
$$

where
$R=$ distance from Source to Sensor
$\lambda=$ wavelength of Source excitation
$\beta=$ elevation angle of the radial direction vector,
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Source-to-Sensor, from the plane normal
to the excitation vector (see Figure 11.5)
$\nu=\omega t-p$
$\omega=$ radian frequency of Source excitation
$k=$ attenuation factor
When we assume that we are operating in the near-field, we mean that the distance $R$ is very small relative to the wavelength $\lambda$, of the Source excitation. As a consequence the constant $p$ is very small, that is, $p \ll 1$. And since $|\sin \nu| \leq 1$ and $|\cos \nu| \leq$ 1, Equations 11.2 may be simplified by neglecting the terms $p \sin \nu$ and $p^{2} \cos \nu$. If we define a parameter $F=p^{-3} \cos \nu$ then

Here we defined $F=p^{-3} \cos \nu$. This suggests that $F$ is a constant. But the reader should note that since $\nu$ is time-dependent, so is the parameter $F$.
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Equations 11.2 may be written

$$
\begin{align*}
& e_{x}=-2 k F \sin \beta \\
& e_{y}=0  \tag{11.3}\\
& e_{z}=-k F \cos \beta
\end{align*}
$$

We emphasize that although the components, $e_{x}, e_{y}$, and $e_{z}$, are Sensor signals, they are here defined in the tracking frame at that point in the Source space occupied by the Sensor.

It is not difficult to verify that the field components of the unit Z -axis source excitation, $\mathbf{k}=\operatorname{col}[0,0,1]$, as expressed in the tracking frame, are

$$
P \mathbf{k}=\operatorname{col}[-\sin \beta, \quad 0, \quad \cos \beta]
$$

But now note, these Source components which are defined in the tracking frame couple into the Sensor to produce the respective components indicated in Equations 11.3 (also, defined in the tracking frame). That is,
$\underset{\text { Components }}{\text { Source }}=\left[\begin{array}{c}-\sin \beta \\ 0 \\ \cos \beta\end{array}\right] \Rightarrow\left[\begin{array}{c}-2 F \sin \beta \\ 0 \\ -F \cos \beta\end{array}\right]=\begin{aligned} & \text { Sensor } \\ & \text { Signals }\end{aligned}$

From this we conclude that the relative coupling coefficients which take the $\mathbf{k}$-vector excitation components into the corresponding sensed components, as defined in the tracking frame, are $2,-1,-1$, respectively. As we would expect, the two co-planar or transverse coupling coefficients are the same.

Up to this point, the unit excitation of the source was taken to be the vector $\mathbf{k}$. The analysis of this choice is commonly made in the literature - and this choice makes sense in that vertical source antennas with respect to the ground plane are by far the most common orientation in applications. In order to determine the sensed field intensity at an arbitrary remote point in space relative to this vertical source antenna, a polar translation, ( $\mathrm{R}, \alpha, \beta$ ), was employed to define the remote point. The derivation is simplified because the 1st rotation, $\alpha$, in the polar translation is about the vertical axis which contains the source antenna. This produces a zero as the y-component of the $\mathbf{k}$-axis source excitation expressed in the tracking frame.

### 11.3.2 Unit X-axis Source Excitation

In the preceding section we began by taking the unit source excitation to be the basis vector $\mathbf{k}$. We did this simply because that is the usual choice in electromagnetic field theory literature. We could just as well have chosen another basis vector, although the choice of $\mathbf{k}$ was particularly convenient. If we take the unit source excitation to be the i -vector (that is, along the x -axis), then the sensed field intensity or signal components defined in the tracking frame would be

$$
\begin{align*}
& e_{x}=2 p^{-3}(\cos \nu-p \sin \nu) \cos \alpha \cos \beta \\
& e_{y}=p^{-3}\left(\cos \nu-p \sin \nu+p^{2} \cos \nu\right) \sin \alpha  \tag{11.4}\\
& e_{z}=-p^{-3}\left(\cos \nu-p \sin \nu+p^{2} \cos \nu\right) \cos \alpha \sin \beta
\end{align*}
$$
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instead of those shown in Equations 11.2. Then as a result, the simplified equations would become

$$
\begin{align*}
& e_{x}=2 F \cos \alpha \cos \beta \\
& e_{y}=F \sin \alpha  \tag{11.5}\\
& e_{z}=-F \cos \alpha \sin \beta
\end{align*}
$$

instead of those listed in Equations 11.3. A third choice is, of
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course, the basis vector $\mathbf{j}$, and expressions similar to the above could be obtained. In fact, we can summarize all three choices in the following way. We may think of the choices of $i, j$, and $\mathbf{k}$ as a time-multiplexed sequence of unit Source excitations. If we let the columns of the matrix $E_{i}$ represent the sequence of Source excitations, expressed in the Source frame, then the resulting sensed signals, expressed in the tracking frame, may be
represented by the columns of the matrix, $E_{o}$, where

$$
E_{o}=C P E_{i}=C P\left[\begin{array}{lll}
1 & 0 & 0  \tag{11.6}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Here, $P$, is the tracking matrix of Equation 11.1 and the Coupling matrix, $C$, is

$$
C=\left[\begin{array}{ccc}
2 & 0 & 0  \tag{11.7}\\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right]
$$

Notice that the entries in the matrix $C$ are exactly the coupling coefficients obtained earlier, and that for each excitation component the elements of the matrix $C$ apply appropriately.

### 11.4 Source-to-Sensor Coupling
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In this section we introduce a slight generalization of what we have done so far. The generalized electromagnetic near-field


Figure 11.7: Source and Source Frame
Source-to-Sensor coupling is now derived in the context of the

The columns of the input excitation matrix, $E_{i}$, can in principle be any set of three independent timemultiplexed excitation vectors.
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coordinate relationships which define the relative orientation between the Source and Sensor frames. In Figure 11.7 the vectors $\mathbf{i}, \mathbf{j}$ and $\mathbf{k}$, represent not only the orthonormal frame of the body which contains the Source, but also the sequence of the three (time-multiplexed) orthonormal excitations of the 3 -axis Source. This sequence of unit Source excitations is conveniently represented by the column vectors of the matrix $E_{i}$, which in this case is the identity matrix as in Equation 11.6. However, since the location of the remote Sensor is in the direction of the vector V (defined by the x-axis of the tracking frame) we resolve each of these Source excitations into an axial and two normal components defined in the remote tracking frame. Clearly, these excitation components in the tracking frame are functions of the tracking angles, $\alpha$ and $\beta$. The relative coupling coefficients for these resolved components (one axial and two normal) in the tracking frame, are $2,-1$, and -1 , respectively. We emphasize that these values for the coupling coefficients are appropriate when both the Source excitations and the signals sensed by the Sensor are viewed in the same coordinate frame, which in this case is the tracking frame.

We emphasize further that the tracking frame is simply an auxiliary frame within which the Source and Sensor signals are easily related. What we need are the signals detected by the Sensor, in the Sensor frame.

First, we recall that the instantaneous position of a remote body is defined by the polar position triple ( $\alpha, \beta, R$ ), with respect to the Source frame. Here the parameter $R$ represents the Source-to-Sensor distance. This distance, or Range, is measured using an 'inverse-cube-attenuation-with-range' scheme which is discussed in the next section. However, the actual Source-toSensor coupling is also dependent upon the relative orientation of these two bodies.

In order to define the orientation of the remote Sensor with respect to the Reference or Source frame, we adopt the familiar Aerospace sequence of three Euler angle rotations, namely, Heading $(\psi)$, Elevation ( $\theta$ ), and Bank Angle ( $\phi$ ), about the z, $y$, and $x$ axes, respectively, as illustrated in Figure 11.2. As we know from the discussion in Section 4.3 and 4.4, this Aerospace sequence may be represented by the rotation matrix

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{11.8}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]=R E H
$$

and $\quad R=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \cos \phi & \sin \phi \\ 0 & -\sin \phi & \cos \phi\end{array}\right]$
$E=\left[\begin{array}{ccc}\cos \theta & 0 & -\sin \theta \\ 0 & 1 & 0 \\ \sin \theta & 0 & \cos \theta\end{array}\right]$
and $\quad H=\left[\begin{array}{ccc}\cos \psi & \sin \psi & 0 \\ -\sin \psi & \cos \psi & 0 \\ 0 & 0 & 1\end{array}\right]$
The indicated matrix product for A defines the elements:

$$
\begin{align*}
a_{11} & =\cos \psi \cos \theta \\
a_{12} & =\sin \psi \cos \theta \\
a_{13} & =-\sin \theta \\
a_{21} & =\cos \psi \sin \theta \sin \phi-\sin \psi \cos \phi \\
a_{22} & =\sin \psi \sin \theta \sin \phi+\cos \psi \cos \phi  \tag{11.9}\\
a_{23} & =\cos \theta \sin \phi \\
a_{31} & =\cos \psi \sin \theta \cos \phi+\sin \psi \sin \phi \\
a_{32} & =\sin \psi \sin \theta \cos \phi-\cos \psi \sin \phi \\
a_{33} & =\cos \theta \cos \phi
\end{align*}
$$

In summary, the two rotation matrices, P and A , provide the means for relating the Source frame to the Tracking frame and
the Source frame to the Sensor frame, respectively.
Our ultimate objective, of course, is to determine the relative position and orientation of the remote Sensor. To do this we can work only with the signals used to excite the Source and those sensed by the Sensor. At this point, we have the sensed signals analytically expressed in the tracking frame by the matrix of Equation 11.6. To get these signals from the tracking frame into the Sensor frame, we merely take them first back to the Source frame, using the inverse of the matrix, $P$, namely, $P^{t}$, and then from the Source frame into the Sensor frame using the orientation matrix, $A$ : It follows then if the time-multiplexed excitations on the Source are given by the columns of the matrix $E_{i}$ and the corresponding sensed signals are expressed in the Sensor frame by the columns of the matrix $E_{o}$, we can write

$$
\begin{equation*}
E_{o}=S E_{i} \tag{11.10}
\end{equation*}
$$

where

$$
\text { and } \begin{aligned}
S= & k A P^{t} C P=k Q C P \\
Q= & A P^{t} \text { takes vectors from the Tracking } \\
& \text { frame to the Sensor frame } \\
A= & \text { the orientation matrix, which relates } \\
& \text { the Sensor frame wrt Source frame } \\
P= & \text { the tracking matrix, which defines the } \\
& \text { direction to the Sensor wrt Source frame } \\
C= & \text { the coupling matrix } \\
= & d g[2,-1,-1], \text { for near-field } \\
k= & \text { the EM field coupling/attenuation factor }
\end{aligned}
$$

Equation 11.10 properly relates any near-field excitation of the Source (given by $E_{i}$ ) to the corresponding signals, $E_{o}$, sensed or measured by the Sensor. Since we know $E_{i}$ àpriori and for
this known input sequence we measure the corresponding output sequence $E_{o}$ we can write

$$
\begin{equation*}
S=E_{o} E_{i}^{-1} \tag{11.12}
\end{equation*}
$$

It follows that, since the spanning set of excitations $E_{i}$ is known àpriori, its inverse may be computed àpriori, and since the corresponding $E_{o}$ is measured, the elements of the matrix, $S$, are determined.

Recall, however, we earlier developed an analytical expression for this measured signal matrix, $S$, namely,

$$
S=k A P^{t} C P
$$

The only known quatities in this equation are the measured signal matrix, $S$, and the coupling matrix, $C$. We now must find algorithms which will determine the attenuation factor, $k$, the Range, $R$, and the rotation matrices, $P$ and $A$. We do this in a rather creative way. This then will completely determine the relative position and orientation of the remote object, which is our goal.

### 11.5 Source-to-Sensor Distance

The magnitude of the signals detected by the 3-axis Sensor, under near-field conditions, varies inversely with the cube of the distance, $R$, between Source and Sensor. In other words, the attenuation factor $k$ is proportional to $1 / R^{3}$.

We determine k as follows. Justfied in the margin, we let

$$
\begin{equation*}
U=S^{t} S=k^{2} P^{t} C^{2} P \tag{11.13}
\end{equation*}
$$

The trace of the matrix $U$, denoted $\operatorname{tr}(U)$, is merely the sum of the terms on the main diagonal of the matrix $U$, which for

Equation 11.13 we write

$$
\begin{aligned}
\operatorname{tr}(U) & =\operatorname{tr}\left(S^{t} S\right) \\
& =\operatorname{tr}\left(k^{2} P^{t} C^{2} P\right) \\
& =\operatorname{tr}\left(k^{2} C^{2}\right) \\
& =6 k^{2}
\end{aligned}
$$

A Theorem which applies to Equation 11.13 is that the trace of a matrix, $C^{2}$, is invariant under the similarity transformation, $P^{t}\left[t r C^{2}\right] P$

This inverse-cube relationship between range and the detected signal strength means we may write

$$
\begin{aligned}
\alpha & =\text { some constant } \\
& =k R^{3} \\
& =k_{0} R_{0}^{3} \\
\Rightarrow R^{3} & =R_{0}^{3} \frac{k_{0}}{k}
\end{aligned}
$$

Therefore, since $U$ is computed using the measured signal matrix $S$ we can write

$$
\begin{equation*}
k=[\operatorname{tr}(U) / 6]^{(1 / 2)} \tag{11.14}
\end{equation*}
$$

The measurement of the Range, $R$, that is, the distance between the Source and the Sensor, uses this computed value for $k$ in the following open-loop range measurement scheme. In this measurement scheme we assume that the excitation of the Source is well regulated and that the electronic attributes of the system are consistent with maintaining a precise open-loop calibration over a wide dynamic range.

Let $k_{o}$ be the value for $k$ in Equation 11.14 which corresponds to range $R_{o}$, the reference range (distance Source-to-Sensor) as determined in the initial calibration of the system. Then, since in the near-field, $k$ varies inversely with $R^{3}$ we can express the measure for any range (within some sensible operational domain) to be

$$
\begin{equation*}
R=R_{o}\left(k_{o} / k\right)^{(1 / 3)} \tag{11.15}
\end{equation*}
$$

Thus we have determined the distance $R$ between the Source and the Sensor. This range $R$, however, is only one of the six degrees-of-freedom to be determined by this measurement system.

### 11.6 Angular Degrees-of-Freedom

What remains to be determined are the two tracking angles $\alpha$ and $\beta$ in the matrix $P$, and the three orientation angles $\psi, \theta$,
and $\phi$, in the rotation matrix $A$.

### 11.6.1 Preliminary Analysis

We will determine the remaining five degrees of freedom by uncoupling the position and orientation matrices $P$ and $A$ which reside in the measured signal matrix $S$. We begin by dividing the signal matrix $S$ by the value of $k$ which we have just determined. This gives us a matrix $M$ which is independent of the range $R$. That is, we write

$$
\begin{equation*}
M=A P^{t} C P \tag{11.16}
\end{equation*}
$$

At this preliminary point in our analysis we are not only very fortunate but it is also very important to recognize that the coupling coefficient matrix $C$ may be written

$$
\begin{equation*}
C=d g[2,-1,-1]=3 E_{1}-I \tag{11.17}
\end{equation*}
$$

where the matrix $I=d g[1,1,1]$ is the identity matrix and we define $E_{1}$ to be the zero matrix except with element $e_{11}=1$.

Using this representation for $C$, the reader should verify (as shown in part in the margin) that

$$
\begin{align*}
& M^{t} M=3 X+I  \tag{11.18}\\
& \text { and } \quad A^{t} M=3 X-I  \tag{11.19}\\
& \text { where } \quad X=P^{t} E_{1} P \tag{11.20}
\end{align*}
$$

### 11.6.2 Closed-form Tracking Angle Computation

Note that Equation 11.18 involves only the tracking matrix $P$, that is, $X$ is independent of the orientation matrix $A$. If we
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$$
\begin{aligned}
M^{t} M & =S^{t} S \\
& =\left(A P^{t} C P\right)^{t}\left(A P^{t} C P\right) \\
& =P^{t} C^{t} P A^{t} A P^{t} C P \\
& =P^{t} C^{t} C P \\
\text { but } C^{t} & =C \text { so we write } \\
M^{t} M & =P^{t} C^{2} P \\
& =P^{t}\left(3 E_{1}-I\right)^{2} P \\
& =P^{t}\left(9 E_{1}^{2}-6 E_{1}+I\right) P \\
& =P^{t}\left(3 E_{1}+I\right) P \\
& =3 P^{t} E_{1} P+I
\end{aligned}
$$

solve this equation for $X$ we get

$$
\begin{equation*}
X=P^{t} E_{1} P=\left(M^{t} M-I\right) / 3 \tag{11.21}
\end{equation*}
$$

Since the numerical values in the matrix $M$ are known (measured), therefore so are those in matrix $X$.

However, in our analysis the matrix $X$ was defined as in Equation 11.20 to be

$$
X=P^{t} E_{1} P
$$

which means that each element of the matrix $X$ must be some function of the tracking angles, $\alpha$ and $\beta$.

$$
\text { That is, } \begin{align*}
& x_{11} \\
& =\cos ^{2} \alpha \cos ^{2} \beta \\
x_{12} & =\cos \alpha \sin \alpha \cos ^{2} \beta \\
x_{13} & =-\cos \alpha \sin \beta \cos \beta \\
x_{21} & =\cos \alpha \sin \alpha \cos ^{2} \beta  \tag{11.22}\\
x_{22} & =\sin ^{2} \alpha \cos ^{2} \beta \\
x_{23} & =-\sin \alpha \sin \beta \cos \beta \\
x_{31} & =-\cos \alpha \sin \beta \cos \beta \\
x_{32} & =-\sin \alpha \sin \beta \cos \beta \\
x_{33} & =\sin ^{2} \beta
\end{align*}
$$

It is now easy to see that

$$
\begin{aligned}
\tan \alpha & =\frac{\sin \alpha}{\cos \alpha}=\frac{x_{22}}{x_{12}} \\
\text { and } \quad \sin \beta & = \pm \sqrt{x_{33}}
\end{aligned}
$$

Since the numerical values for $x_{12}, x_{22}$, and $x_{33}$, are known, these equations determine the tracking angles $\alpha$ and $\beta$. Any ambiguities in the angles over the operational domain are usually resolved by the physical constraints imposed by the application.

### 11.6.3 Orientation Angle Computation - Closedform

To compute the relative orientation of the remote Sensor, we shall first write the inverse of the normalized signal matrix $M$ of Equation 11.16 as

$$
M^{-1}=\left[A P^{t} C P\right]^{-1}=P^{t} C^{-1} P A^{t}
$$

To get a useful analytical expression for this inverse we first invent a new expression for the inverse of the coupling matrix $C$. Since $C$ is a diagonal matrix, it is easily inverted to obtain

$$
C^{-1}=d g\left[\frac{1}{2},-1,-1\right]=\frac{1}{2} d g[1,-2,-2]
$$

Then using the techniques we employed earlier we may write

$$
C^{-1}=\frac{1}{2}\left[3 E_{1}-2 I\right]
$$

This technique was first applied in the expression for the Coupling Matrix in Equation 11.17.

Lut now, since $P^{t} E_{1} P=X$ and $M^{t} M=3 X+I$, we may write

$$
\begin{aligned}
M^{-1} & =\frac{1}{2}[3 X-2 I] A^{t} \\
& =\frac{1}{2}\left[M^{t} M-3 I\right] A^{t}
\end{aligned}
$$

If we premultiply both sides of this equation by this signal matrix $M$, and postmultiply both sides by the orientation rotation matrix $A$, we finally obtain

$$
\begin{equation*}
A=\frac{1}{2} M\left[M^{t} M-3 I\right] \tag{11.23}
\end{equation*}
$$

Since the numerical values of the elements of the matrix $M$ are known, then so are the numerical values of the rotation matrix $A$. And since analytical expressions for the elements of the matrix A are also known, as listed in Equations 11.9, it is relatively
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$$
\begin{aligned}
\tan \psi & =\frac{\sin \psi}{\cos \psi}=\frac{a_{12}}{a_{11}} \\
\text { and } & \sin \theta
\end{aligned}=-a_{33}, a_{23}
$$

Each of the elements of the orientation matrix, A, are defined by the Equations 11.9, but the corresponding 'normalized' measurement of these elements is defined as a function of Equation 11.16 by Equation 11.23. Again, it should be emphasized that solving for $P$ and $A$ using these matrix methods, often results in some hemispheric ambiguity. These ambiguities, however, are usually eliminated by application boundaries or appropriate placement and orientation of the Source.

In summary to this point, the three column vectors of the signal matrix $E_{o}$ represent signals detected by the 3-axis Sensor. These signal vectors are the result of corresponding orthonormal excitations applied at the remote 3 -axis Source. The $3 \times 3$ signal set at the Sensor is 'normalized' and the resulting measure of the attenuation factor ' $k$ ' provides the basis for a regulated openloop measure of the distance. The 'normalized' signal set $M$ is the grist for the system process. This process provides the means for determining the relative position and the relative orientation of the Sensor frame, respectively, with respect to the frame of the relatively remote Source.

### 11.7 Quaternion Processes

As the reader of the earlier chapters knows very well by now, our primary purpose is to explore the use of quaternions in the analysis of rotations in $R^{3}$ as an alternative to the use of matrix rotation operators. So now we turn to considering the preceding problems from a quaternion point of view. We begin with a reminder of three important matters.

First, if a unit vector $\mathbf{u}$ defines the direction of the axis of a rotation in $R^{3}$ and $\alpha$ is the angle of that rotation, then the quaternion $q$ associated with that rotation is

$$
q=\cos \frac{\alpha}{2}+u \sin \frac{\alpha}{2}
$$

Second, if $q$ is a unit quaternion with complex conjugate $q^{*}$, then the quaternion operator $q^{*} v q$ represents a coordinate frame rotation in which the vector $\mathbf{v}$ is now expressed as vector $\mathbf{w}=q^{*} \mathbf{v} q$ in the rotated frame.

Third, to this point we have used only vectors in our computations with quaternions - treating vectors as quaternions with real part zero. Now, however, it will be helpful to use the compact notation which matrices afford. That is to say, if $A$ is a $3 \times n$ matrix, whose column vectors are $\mathbf{a}_{1}, \mathbf{a}_{2}, \cdots \mathbf{a}_{n}$, we will agree that the quaternion operation $q^{*} A q$ yields a $3 \times n$ matrix $B=q^{*} A q$ whose column vectors $\mathbf{b}_{i}$ are given by $\mathbf{b}_{i}=q^{*} \mathbf{a}_{i} q$ for $i=1,2, \cdots, n$. It follows that if $Q$ is the rotation matrix associated with the quaternion $q$, we have

$$
B=Q A=q^{*} A q
$$

With these considerations in mind, we return once again to our signal matrix $E_{o}$ given in Equation 11.10 as

$$
\begin{aligned}
E_{o} & =S E_{i} \\
S & =k A P^{t} C P=k Q C P
\end{aligned}
$$

where
as in Equation 11.11. Here both $A$ and $P$ and therefore $Q$ represent rotations in $R^{3}$. In terms of quaternions, let us associate with each of these rotation matrices the quaternions $a, p$ and $q$, respectively. Then the signal matrix $E_{o}$ may be written as

$$
\begin{align*}
E_{o} & =S E_{i} \\
& =k Q C P E_{i} \\
& =k q^{*}\left[C\left(p^{*} E_{i} p\right)\right] q \tag{11.24}
\end{align*}
$$

where $\quad E_{i}=$ matrix whose columns are time-multiplexed excitations of the Source triad
and $\quad q=p^{*} a$ in quaternion notation
Earlier, we have shown that matrix Equations 11.18, 11.19 and 11.20 can be solved to give a closed form measure of the desired relative position and orientation of the Source and Sensor frames. It does seem to be the case, however, that a corresponding closed-form solution using quaternion rotation operators is
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Six Degrees-of-Freedom not so easily obtained. In the next section we give a partial solution, in terms of quaternions, for the tracking angles which determine the direction to the remote object. Closed-form quaternion based solutions for the distance to the remote object, as well as its orientation angles, must await further investigations. It is likely, however, that the analysis must proceed along the lines indicated in the next section.

It should be noted at this point, however, that various rotation matrix and/or quaternion operators may still be used in a variety of configurations, even hybrid, depending upon the application. Therefore, using the results that we have obtained to this point, we will develop three alternative iterative quaternion processes which may be used to provide a measure of

1. Position only, or
2. Orientation only, or
3. Both Position and Orientation, as a
(a) Simultaneous Process, or as a
(b) Parallel Process

The parallel processor for determining Position and Orientation is time-efficient and is particularly appropriate in certain 'realtime' computer graphics applications. Some of these applications will be discussed later, after we develop in some detail the processes listed above.

### 11.8 Tracking Quaternion - a Partial Closed-form Solution

We begin our quaternion solution for the tracking angles $\alpha$ and $\beta$ by considering the matrix $X$ of Equation 11.20. We have

$$
X=P^{t} E_{1} P
$$

From Equation 11.21 we note that since the elements of the matrix $M$ are known numerically from the sensed data, so are the elements of the matrix $X$. Further, for any vector $\mathbf{v}$, we know that if

$$
p=p_{0}+p_{1} \mathbf{i}+p_{2} \mathbf{j}+p_{3} \mathbf{k}
$$

is the quaternion which corresponds to the rotation matrix $P$ we may write

$$
P \mathbf{v}=p^{*} \mathbf{v} p
$$

and

$$
P^{t} \mathbf{v}=p \mathbf{v} p^{*}
$$

It follows that we may write

$$
\begin{align*}
X & =P^{t} E_{1} P=\frac{1}{3}\left[M^{t} M-I\right] \quad \text { (computed) } \\
& =p V p^{*} \tag{11.25}
\end{align*}
$$

## Sensor Signals

$\mathrm{S}=\mathrm{ka} \mathrm{a}^{*} \mathrm{p}\left[\mathrm{H}\left(\mathrm{p}^{*} \mathrm{I} \mathrm{p}\right)\right] \mathrm{p}^{*} \mathrm{a}$

## Normalized Signals

$\mathrm{M}=\mathrm{a}^{*} \mathrm{p}\left[\mathrm{H}\left(\mathrm{p}^{*} \mathrm{I} \mathrm{p}\right)\right] \mathrm{p}^{*}{ }_{\mathbf{a}}$


Figure 11.8
Processor for Position ONLY

When we show the quaternion rotation operator operating on a $3 x 3$ matrix as in Equation 11.26, it is to be understood that the operation is to be performed on each of the column vectors, in turn, which comprise the matrix.

$$
\begin{align*}
\text { where } & V \tag{11.26}
\end{align*}=E_{1} P=E_{1}\left[p^{*} I p\right] ~ 子 ~(m a t r i x \text { (measured) }
$$

## Reference

Equation 11.21
$P^{t} E_{1} P=\left(M^{t} M-I\right) / 3$

We now first expand the second equality on the right-hand side of Equation 11.21 for each of the column vectors of the Identity matrix

$$
I=\left[\begin{array}{lll}
\mathbf{e}_{1} & \mathbf{e}_{2} & \mathbf{e}_{3}
\end{array}\right]
$$

We perform the quaternion operation $p^{*} \mathrm{e}_{i} p$ on each of the standard basis vectors $\mathbf{e}_{i}$. Each is then multiplied on the left by $E_{1}$ to produce vectors $\mathbf{v}_{\boldsymbol{i}}$

$$
\mathbf{v}_{i}=E_{1}\left[p^{*} \mathbf{e}_{i} p\right] \text { for } i=1,2,3
$$

We now compute these three new vectors as functions of the tracking quaternion components.

$$
\begin{aligned}
\mathbf{v}_{1} & =E_{1} p^{*} \mathbf{e}_{1} p \\
& =E_{1}\left[\left(2 p_{0}^{2}-1\right) \mathbf{e}_{1}+2\left(\mathbf{e}_{1} \cdot \mathbf{p}\right) \mathbf{p}+2 p_{0}\left(\mathbf{e}_{1} \times \mathbf{p}\right)\right] \\
& =E_{1}\left[\begin{array}{l}
2 p_{0}^{2}+2 p_{1}^{2}-1 \\
2 p_{1} p_{2}-2 p_{0} p_{3} \\
2 p_{1} p_{3}+2 p_{0} p_{2}
\end{array}\right]=\left[\begin{array}{l}
a \\
0 \\
0
\end{array}\right]
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\mathbf{v}_{2} & =E_{1} p^{*} \mathbf{e}_{2} p \\
& =E_{1}\left[\left(2 p_{0}^{2}-1\right) \mathbf{e}_{2}+2\left(\mathbf{e}_{2} \cdot \mathbf{p}\right) \mathbf{p}+2 p_{0}\left(\mathbf{e}_{2} \times \mathbf{p}\right)\right] \\
& =E_{1}\left[\begin{array}{l}
2 p_{2} p_{1}+2 p_{0} p_{3} \\
2 p_{0}^{2}+2 p_{2}^{2}-1 \\
2 p_{2} p_{3}-2 p_{0} p_{1}
\end{array}\right]=\left[\begin{array}{l}
b \\
0 \\
0
\end{array}\right]
\end{aligned}
$$

and finally,

$$
\begin{aligned}
\mathbf{v}_{3} & =E_{1} p^{*} \mathbf{e}_{3} p \\
& =E_{1}\left[\left(2 p_{0}^{2}-1\right) \mathbf{e}_{3}+2\left(\mathbf{e}_{3} \cdot \mathbf{p}\right) \mathbf{p}+2 p_{0}\left(\mathbf{e}_{3} \times \mathbf{p}\right)\right] \\
& =E_{1}\left[\begin{array}{c}
2 p_{3} p_{1}-2 p_{0} p_{2} \\
2 p_{3} p_{2}+2 p_{0} p_{1} \\
p_{0}^{2}+2 p_{3}^{2}-1
\end{array}\right]=\left[\begin{array}{l}
c \\
0 \\
0
\end{array}\right]
\end{aligned}
$$

where, merely to simplify the notation, we let

$$
\begin{aligned}
a & =2 p_{0}^{2}+2 p_{1}^{2}-1 \\
b & =2 p_{2} p_{1}+2 p_{0} p_{3} \\
c & =2 p_{3} p_{1}-2 p_{0} p_{2}
\end{aligned}
$$

Now, since $X=p V p^{*}$ as indicated in Equation 11.25, we must operate again on the matrix

$$
V=\left[\begin{array}{lll}
a & b & c \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

whose three columns are scalar multiples of each other, as indicated. It is not difficult to show that after performing this last quaternion operation, we get

$$
X=\left[\begin{array}{lll}
a^{2} & a b & a c  \tag{11.27}\\
b a & b^{2} & b c \\
c a & c b & c^{2}
\end{array}\right]
$$

where $a, b$, and $c$ are functions of the tracking quaternion components indicated above.

Again, the tracking quaternion we have designated as

$$
p=p_{0}+\mathbf{p}=p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}
$$

where each of the four quaternion components, namely $p_{0}, p_{1}$, $p_{2}$, and $p_{3}$, are functions of the two angles employed in the (as
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Recall,

$$
\begin{aligned}
\cos 2 \theta & =\cos ^{2} \theta-\sin ^{2} \theta \\
\sin 2 \theta & =2 \sin \theta \cos \theta
\end{aligned}
$$

yet unspecified) angle/axis tracking sequence. We define the angle/axis sequence as before: first, a rotation through an angle $\alpha$ about the reference Z-axis, followed by a rotation through an angle $\beta$ about the new y-axis. Then, as we have already shown at the end of Chapter 6, we have

$$
\begin{align*}
p= & \left(\cos \frac{\alpha}{2}+\mathbf{k} \sin \frac{\alpha}{2}\right)\left(\cos \frac{\beta}{2}+\mathbf{j} \sin \frac{\beta}{2}\right) \\
= & \cos \frac{\alpha}{2} \cos \frac{\beta}{2} \\
& -\mathbf{i} \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \\
& +\mathbf{j} \cos \frac{\alpha}{2} \sin \frac{\beta}{2}  \tag{11.28}\\
& +\mathbf{k} \sin \frac{\alpha}{2} \cos \frac{\beta}{2} \\
= & p_{0}+\mathbf{i} p_{1}+\mathbf{j} p_{2}+\mathbf{k} p_{3}
\end{align*}
$$

Now we return to Equation 11.27 and note that

$$
\begin{aligned}
x_{11} & =a^{2} \\
a & =p_{0}^{2}+p_{1}^{2}-p_{2}^{2}-p_{3}^{2}
\end{aligned}
$$

Upon substitution of the equivalent trigonometric expression from Equations 11.28 for the $p_{k}$ 's and after invoking trigonometric identities (suggested in the margin), we get

$$
a=\cos \alpha \cos \beta
$$

Therefore

$$
x_{11}=\cos ^{2} \alpha \cos ^{2} \beta
$$

which agrees with the result obtained earlier in the matrix analysis of the tracking angles (see Equations 11.22).

In like fashion, Equation 11.27 tells us, for example, that

$$
\begin{aligned}
x_{23} & =b c \\
\text { where } \quad b & =2 p_{2} p_{1}+2 p_{0} p_{3} \\
\text { and } \quad c & =2 p_{3} p_{1}-2 p_{0} p_{2}
\end{aligned}
$$

Again, upon substitution of the equivalent trigonometric expression from Equations 11.28 for the $p_{k}$ 's and after invoking appropriate trigonometric identities, we get

$$
x_{23}=b c=-\sin \alpha \sin \beta \cos \beta
$$

as before. The other entries in the matrix $X$ may be determined in like manner. From these expressions the tracking angles are determined just as before.

We will not at this time attempt to determine the distance to the remote body or its relative orientation using quaternion analysis. Rather, we turn instead to a quaternion based iterative process for the system.

### 11.9 The Tracking Quaternion - an Iterative Solution

We now present an iterative process on Equation 11.21 which is rewritten in terms of the tracking quaternion $p$. The process will converge to a measure of the tracking quaternion which defines the direction to the remote Sensor relative to the Source frame (see Figure 11.2).

We rewrite the right-hand side of Equation 11.20 partially in terms of the actual quaternion $p$, to give

$$
\begin{equation*}
X=P^{t} E_{1} P=p\left(E_{1} P\right) p^{*} \tag{11.29}
\end{equation*}
$$

The 2nd equality of the Equations 11.29 is now ready for the first step in the quaternion process.

We begin the iterative process by estimating the tracking quaternion, $p$, which we wish to determine. Using the estimated quaternion, denoted $\tilde{p}$, our strategy is to 'undo' the indicated

## Sensor Signals

$S=k a^{*} p\left[H\left(p^{*} I p\right)\right] p^{*} a$

Normalized Signals
$\mathrm{M}=\mathrm{a}^{*} \mathrm{p}\left[\mathrm{H}\left(\mathrm{p}^{*} \mathrm{I} \mathrm{p}\right)\right] \mathrm{p}^{*} \mathrm{a}$

Position Processor $\mathrm{P}^{\mathrm{t}} \mathrm{E}_{1} \mathrm{P}=\left(\mathrm{M}^{\mathrm{t}} \mathrm{M}-\mathrm{I}\right) / 3$

Application
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Reference
Equation 11.21

$$
P^{t} E_{1} P=\left(M^{t} M-I\right) / 3
$$
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Note that the algorithm

$$
\begin{aligned}
X & =P^{t} E_{1} P \\
& =\frac{1}{3}\left[M^{t} M-I\right] \\
& =\mathfrak{f}(\text { measurements }) \\
& =X^{t} \\
& =\text { symmetric matrix }
\end{aligned}
$$

transformations which appear in Equation 11.29. If the estimated quaternion, $\tilde{p}$, is equal to the actual quaternion then the result, of course, will give the matrix $E_{1}$. If, however, the estimated quaternion is not equal to the actual quaternion, the resulting matrix $E_{1}$ will show errors. Our objective at this point is to determine how the errors which appear in $E_{1}$ are related to errors in the estimated tracking quaternion.

We define the estimated quaternion, $\tilde{p}$, in terms of the actual tracking quaternion, $p$. To do this we write

$$
\begin{equation*}
\tilde{p}=p d \tag{11.30}
\end{equation*}
$$

where the quaternion $d$ is the transition or error-quaternion which relates the actual quaternion $p$ and its estimate, $\tilde{p}$. The error-quaternion $d$ is

$$
\begin{align*}
d & =d_{o}+\mathbf{d}  \tag{11.31}\\
\text { with } \quad \mathbf{d} & =\mathbf{i} d_{1}+\mathbf{j} d_{2}+\mathbf{k} d_{3}
\end{align*}
$$

We now operate on Equation 11.29 with this best estimate in an attempt to 'undo' the effect of the first $p$ operation.

$$
\begin{align*}
X_{1} & =\tilde{p}^{*} X \tilde{p} \\
& =\tilde{p}^{*} p\left(E_{1} P\right) p^{*} \tilde{p} \\
& =d^{*} p^{*} p\left(E_{1} P\right) p^{*} p d \\
& =d^{*}\left(E_{1} P\right) d  \tag{11.32}\\
& \simeq(I-2 D) E_{1} P \tag{11.33}
\end{align*}
$$

Equation 11.33 is Equation 11.32 expanded in matrix form with the assumption that $|\mathbf{d}|$ is small, that is, $|\mathbf{d}| \rightarrow 0$ and $d_{0} \cong 1$. The vector components of the error-quaternion, namely $\mathbf{d}$, are the elements of the error matrix

$$
D=\left[\begin{array}{ccc}
0 & -d_{3} & d_{2}  \tag{11.34}\\
d_{3} & 0 & -d_{1} \\
-d_{2} & d_{1} & 0
\end{array}\right]
$$

We now take the transpose of both sides of Equation 11.33 and again express the tracking matrix $P$ in terms of its equivalent tracking quaternion $p$, and we write

$$
\begin{equation*}
\left(X_{1}\right)^{t}=p\left[E_{1}(I+2 D)\right] p^{*} \tag{11.35}
\end{equation*}
$$

As before, we now operate on Equation 11.35 with $\tilde{p}$, the best estimate of $p$

$$
\begin{align*}
\tilde{p}^{*}\left[\left(X_{1}\right)^{t}\right] \tilde{p} & =(I-2 D) E_{1}(I+2 D) \\
& =E_{1}+2 E_{1} D-2 D E_{1}-4 D E_{1} D \tag{11.36}
\end{align*}
$$

Since the vector part of the tracking error quaternion $d$ is assumed to be small compared to one, the last term on the right-hand side of Equation 11.36 is taken to be negligible. The remaining three terms on the right-hand side of 11.36 then form the matrix

$$
E_{1}+2 E_{1} D-2 D E_{1}=\left[\begin{array}{ccc}
1 & -2 d_{3} & 2 d_{2}  \tag{11.37}\\
-2 d_{3} & 0 & 0 \\
2 d_{2} & 0 & 0
\end{array}\right]
$$

Up to this point we have merely derived an error-matrix whose elements provide algorithms which define the errors in the most recent estimated quaternion, $\tilde{p}$, for the position-only Process. However, the same sequence of operations which resulted in Equations 11.22 define the actual (ongoing) process which must be performed on the right-hand side of Equation 11.21.

After performing these operations - also twice, as indicated above - on the right-hand side of Equation 11.21 each element in the matrix of Equations 11.22 may be assigned a numerical value. The numerical values of the elements of the resulting matrix provide values for the corresponding elements $d_{2}$ and $d_{3}$ in Error-matrix equation 11.22 .

After successive iterations, the vector part, |d|, hopefully, approaches 0 , and the real part, $d_{o}$, approaches 1 . As this happens, of course, the estimated quaternion, $\tilde{p}$, approaches the actual quaternion, $p$.

It might be argued that since the tracking transformation involves only two rotations, and if these two tracking angles are the conventional tracking heading and the tracking elevation, then the $d_{1}$ component of the tracking error-quaternion may be computed as, $d_{1}=-d_{2} d_{3} / d_{0}$. However, recall that at the outset the vector part of the tracking error-quaternion was assumed small and $d_{0} \simeq 1$. Therefore, the product of two small components should be exceedingly small which justifies that $d_{1} \simeq 0$.

These computed values for $d_{2}$ and $d_{3}$ define the resulting tracking error quaternion to be

$$
\begin{aligned}
d & =d_{o}+\mathbf{d}=d_{o}+\mathbf{j} d_{2}+\mathbf{k} d_{3} \\
& \simeq 1+\mathbf{d}
\end{aligned}
$$

This computed value for the tracking error-quaternion, $d$, we now use in Equation 11.30 to compute the actual quaternion $p$. But the most we can claim is that this newly computed 'actual' quaternion is merely a more precise estimate for the tracking quaternion. That is,

$$
\begin{aligned}
\text { Since } & \tilde{p}=p d \\
\text { then } & p=\tilde{p} d^{*}
\end{aligned}
$$

But, the right-hand side of this last equation is still an estimate, so the best we can say is that

$$
p \simeq \tilde{p}_{\text {new }}=\tilde{p}_{\text {old }} d^{*}
$$

and then repeat the process until the error-quaternion, $d \rightarrow 1$. In other words, repeating this process indefinitely or until the
vector part of the tracking error-quaternion, $d$, becomes sufficiently small produces a precise measure of the tracking quaternion. We emphasize that only the direction portion of the Sensor position triplet is determined from this computed tracking quaternion. The value for $R$ would, of course, come from the normalization process discussed above.

It should be noted that the foregoing process, which converges to a measure of the tracking quaternion $q$, is independent of the relative orientation between the Source and the Sensor.

### 11.10 Orientation Quaternion

We are now ready to develop an iterative process, using quaternion rotation operators, to determine the angles $\psi, \theta$, and $\phi$, which define the orientation of the remote Sensor frame relative to the Source frame. These three rotation angles are exactly those which comprise the Aerospace Sequence which we have discussed earlier. In the preceding pages we have used the matrix $A$ to represent this sequence of rotations, and the reader may wish to review the matrix form for the aerospace sequence as we discussed it in Section 4.4 of Chapter 4. From this form for the matrix $A$ it is relatively easy to see that

$$
\begin{aligned}
\tan \psi & =\frac{a_{11}}{a_{22}} \\
\sin \theta & =-a_{13} \\
\tan \phi & =\frac{a_{23}}{a_{33}}
\end{aligned}
$$

Thus if the matrix $A$ is known we easily can calculate the orientation angles $\psi, \theta$, and $\phi$. We also know that the components of the matrix $A$ can be written in terms of the components of the associated quaternion (once again, see page 141). It follows that in order to find the orientation angles we need only to find

## Reference

Equation 11.23

$$
\begin{aligned}
A & =a^{*} I a \\
& =\frac{1}{2} M\left(M^{t} M-3 I\right)
\end{aligned}
$$

the quaternion $a$ which corresponds to the matrix $A$ in Equation 11.23. As we have noted before, the elements of the matrix $M$ are known from the sensed data, so that the elements of the matrix $A$ are also known numerically. Thus we may calculate the orientation angles directly from this information.

Our interest here, however, is to see how quaternions may be used to solve this same problem. We remark further that in certain applications, it is not necessary to solve for the orientation angles; it is sufficient simply to know the quaternion, $a$. So, here we present an iterative process on Equation 11.23, which will yield the desired orientation quaternion, $a$. The strategy we adopt here is similar to that employed in the determination of the tracking quaternion in the previous section, namely,

Estimate the orientation quaternion, $a$. Then, using this estimate in an inverse quaternion rotation operator, attempt to invert the expression for the orientation matrix $A$ in Equation 11.23. If the estimate is error-free then the resulting matrix will be the identity matrix. If the estimate is in error, as will at first usually be the case, then these errors will be displayed as non-zero off-diagonal elements of the 'identity' matrix. These error elements are then used to make the next estimate more precise, and the process is repeated.

The left side of Equation 11.23, namely $A$, is the symbol which represents the $3 \times 3$ orientation rotation matrix. The equivalent quaternion rotation operator, denoted $a^{*} I a$ in the first equality, is also a $3 \times 3$ matrix whose elements are functions of the components of the quaternion $a$. The second equality merely emphasizes that the nine elements which comprise $A$ and $a^{*} I a$ have numerical values which are determined from the sensed data collected in the normalized measurement matrix $M$.

The unknown orientation quaternion, $a$, is estimated, the estimate being denoted $\tilde{a}$. We let $a=u \tilde{a}$ where $u$ is the transition quaternion or, in this instance, error-quaternion which relates the actual quaternion, $a$, which we wish to determine and its estimate, $\tilde{a}$. With this definition of $u$, note that we then have

$$
\begin{aligned}
\tilde{a} & =u^{*} a \\
u & =a \tilde{a}^{*} \\
u^{*} & =\tilde{a} a^{*}
\end{aligned}
$$

As before we shall assume that the error-quaternion $u$ is nearly the identity quaternion, so that $u_{0} \approx 1$ and $u_{1} \approx 0, u_{2} \approx 0$, and $u_{3} \approx 0$. Thus second order terms in $u_{1}, u_{2}, u_{3}$ may safely be neglected. We begin by operating on both sides of Equation 11.23 , namely

$$
A=a^{*} I a
$$

with the quaternion estimate $\tilde{a}$ to obtain

$$
\begin{aligned}
\tilde{a} A \tilde{a}^{*} & =\tilde{a} a^{*} I a \tilde{a}^{*} \\
& =u^{*} I u
\end{aligned}
$$

Now if $\tilde{a}=a$ we have $u=1$ and we would obtain the identity matrix. But usually some errors will appear. If we have

$$
I=\left[\begin{array}{ccc}
\mid & \mid & \mid \\
\mathbf{e}_{1} & \mathbf{e}_{2} & \mathbf{e}_{3} \\
\mid & \mid & \mid
\end{array}\right]
$$

where $\mathbf{e}_{1}, \mathbf{e}_{2}$, and $\mathbf{e}_{3}$ are the standard basis vectors, we may calculate the columns of the matrix $u^{*} I u$ by noting that

$$
u^{*} \mathbf{e}_{k} u=\left(2 u_{0}^{2}-1\right) \mathbf{e}_{k}+2\left(\mathbf{e}_{k} \cdot \mathbf{u}\right) \mathbf{u}+2 u_{0}\left(\mathbf{e}_{k} \times \mathbf{u}\right)
$$

In view of our earlier comments on the components of the errorquaternion $u$ we may write

$$
u^{*} \mathbf{e}_{k} u \approx \mathbf{e}_{k}+2\left(\mathbf{e}_{k} \times \mathbf{u}\right) \quad \text { for } \quad k=1,2,3
$$

$$
\begin{aligned}
A & =a^{*} I a \\
& =\frac{1}{2} M\left(M^{t} M-3 I\right)
\end{aligned}
$$

## Reference <br> Equation 11.23

The reader is urged to check the algebraic details which allow us to write

$$
\begin{aligned}
u^{*} I u & =I+2 U \\
\text { where } \quad U & =\left[\begin{array}{ccc}
0 & u_{3} & -u_{2} \\
-u_{3} & 0 & u_{1} \\
u_{2} & -u_{1} & 0
\end{array}\right]
\end{aligned}
$$

As we have said before, if $U=0$ we have $\tilde{a}=a$ and our problem is solved. If not all of the $u_{k}$ 's are equal to zero then

$$
\tilde{a} \neq a
$$

and we must repeat the process. And since $\tilde{a}=u^{*} a$ we can use the last estimated $\tilde{a}$ and the newly computed value for the error quaternion $u$ to compute a better estimate, $a=u \tilde{a}$ or

$$
\tilde{a}_{(\text {new })}=u \tilde{a}_{(o l d)}
$$

Then we repeat the process until

$$
u_{0} \rightarrow 1 \quad \text { and } \quad|\mathbf{u}| \rightarrow \mathbf{0} \quad \text { then } \quad \tilde{a} \rightarrow a
$$

It may be that initially the best estimate for the quaternion is the identity quaternion - ordinarily, the best estimate will be the most recent computed estimate. At any rate, the sequence of values which represent the estimated orientation quaternion, $\tilde{a}$, converge rapidly to the 'actual' orientation quaternion in this iterative process. During normal operations, the computed best estimated orientation quaternion, $\tilde{a}$, may (at each step in the iterative process) be used within some larger control process.

### 11.11 Position \& Orientation

The process for getting both position and orientation can take two forms. Clearly, one could use the two separate processes,
described above, which yield position only and orientation only, either as concatenated or as parallel processes.

Alternatively, we now present a process on Equation 11.16 which will simultaneously determine both the tracking and the orientation quaternions. Recall the quaternion representation for the signal matrix in Equation 11.11 which after 'normalization' was written as

$$
M=q^{*}\left[C\left(p^{*} I p\right)\right] q
$$

We now adopt the same processing strategy as used in the previous section, except that we estimate both the quaternion $q$ and the tracking quaternion $p$, denoting these estimates as $\tilde{q}$ and $\tilde{p}$, respectively. Again, we relate the unknown actual quaternions with their estimates by means of appropriate transition or error quaternions, $e$ and $d$, so that

There are good reasons for choosing the order employed in the definition of these transition quaternions, as will become clear.

These estimates are now used to process the normalized signal matrix $M$. The strategy in this process is to invert the transformations indicated in Equation 11.16, using the improved quaternion estimates obtained after each iteration. Residual errors in the quaternion estimates appear as non-zero off-diagonal elements in the 'computed' coupling matrix. This iterative process, however, does converge to the expected diagonal coupling matrix $C$, and the estimated quaternions do converge to the actual quaternions we seek to determine.

As the first step in this process, we 'undo' the effect of the quaternion $q$ in Equation 11.16, using its best estimate $\tilde{q}$. We
do this by computing

$$
\begin{align*}
M_{1} & =\tilde{q} M \tilde{q}^{*} \\
& =\tilde{q} q^{*}\left[C\left(p^{*} I p\right)\right] q \tilde{q}^{*} \\
& =e^{*} C P e \\
& =(I+2 E) C P  \tag{11.38}\\
\text { where } \quad E & =\left[\begin{array}{ccc}
0 & e_{3} & -e_{2} \\
-e_{3} & 0 & e_{1} \\
e_{2} & -e_{1} & 0
\end{array}\right]
\end{align*}
$$

The reader is urged to check the algebraic details which yield these results
Note:

$$
\begin{gathered}
C^{t}=C \\
(I+2 E)^{t}=I-2 E
\end{gathered}
$$

The next step is to 'undo' (or invert) the effect of the tracking transformation, $P$, in Equation 11.38. To do this we first transpose both sides of Equation 11.38 which gives

$$
\begin{align*}
M_{2} & =M_{1}^{t} \\
& =P^{t} C(I-2 E) \\
& =p C(I-2 E) p^{*} \tag{11.39}
\end{align*}
$$

We now operate on both sides of Equation 11.39 using the best estimate of the quaternion $p$, namely, $\tilde{p}=p d$

$$
\begin{align*}
M_{3} & =\tilde{p}^{*} M_{2} \tilde{p} \\
& =\tilde{p}^{*} p C(I-2 E) p^{*} \tilde{p} \\
& =d^{*} C(I-2 E) d \\
& =(I+2 D) C(I-2 E) \\
& =C+2 D C-2 C E-\underbrace{4 D C E}_{\text {negligible }}  \tag{11.40}\\
& =\left[\begin{array}{ccc}
2 & -2 d_{3}-4 e_{3} & 2 d_{2}+4 e_{2} \\
-4 d_{3}-2 e_{3} & -1 & -2 d_{1}+2 e_{1} \\
4 d_{2}+2 e_{2} & 2 d_{1}-2 e_{1} & -1
\end{array}\right] \\
\text { where } \quad D & =\left[\begin{array}{ccc}
0 & d_{3} & -d_{2} \\
-d_{3} & 0 & d_{1} \\
d_{2} & -d_{1} & 0
\end{array}\right]
\end{align*}
$$

We note that the elements of the matrix $M_{3}$ are the elements of the coupling matrix $C$, except for the indicated error terms in the off-diagonal positions.

The foregoing analysis gives us algebraic expressions for the elements of $M_{3}$ in terms of the components of the error quaternions, $d \simeq 1+\mathbf{d}$ and $e \simeq 1+\mathbf{e}$. However, since the elements of the measured matrix $M$ are known numerically, so are the elements of the matrix $M_{3}$. If we denote these numerically known elements of $M_{3}$ as $m(i j)$, the reader should verify that we may write

$$
\begin{array}{ll}
d_{o}=1 & e_{o}=1 \\
d_{1}=0 & e_{1}=\left(m_{23}-m_{32}\right) / 4 \\
d_{2}=\left(2 m_{31}-m_{13}\right) / 6 & e_{2}=\left(2 m_{13}-m_{31}\right) / 6 \\
d_{3}=\left(m_{12}-2 m_{21}\right) / 6 & e_{3}=\left(m_{21}-2 m_{12}\right) / 6
\end{array}
$$

The new estimates for the quaternions $p$ and $q$ then are

$$
p=p_{\text {new }}=\left(p_{\text {old }}\right) d \quad q=q_{\text {new }}=\left(q_{\text {old }}\right) e
$$

and the process is repeated either continuously or until the error becomes sufficiently small. Then, using the definitions stated with Equation 11.16, the orientation quaternion, $a$, is computed as the quaternion product

$$
\begin{equation*}
a=p q \tag{11.41}
\end{equation*}
$$

## Reference

Equation 11.16

$$
\begin{aligned}
M & =A P^{t} C P=Q C P \\
& =a^{*} p\left[C\left(p^{*} I p\right)\right] p^{*} a \\
& =q^{*}\left[C\left(p^{*} I p\right)\right] q \\
& \text { note: } \quad q=p^{*} a
\end{aligned}
$$

## Chapter 12

## Computer Graphics

### 12.1 Introduction

The invasion of the personal computer into virtually every aspect of our lives has brought along with it a fascination with computer-generated imagery. A wide variety of software is on the market which enables novices to create images, even animated images, on the computer screen. And although the available software is often suitable for the most challenging requirements of the user, there are those instances when new software must be developed to achieve the unique objectives envisioned by the creative entreprenuer. Very likely that is what has happened to those whose software the reader may currently be using.

So, in this chapter we present some of the mathematics of computer graphics, mostly using matrices, but with special attention given to quaternions and the quaternion rotation operator alternative, whenever rotations are required. We first introduce canonical transformations which are employed in the graphics generating milieu, all in the context of homogeneous coordinates. We do this first in two-dimensions, for pedagogical reasons, since it is much easier to visualize what happens in $R^{2}$. In $R^{2}$ we will also consider some of the special problems
associated with concatenation and the importance of order in sequences of transformations on point-sets. We then extend all of these basic ideas to $R^{3}$. Finally, based upon this background, we outline a strategy for the development of the Virtual Reality required in the design of a Flight Simulator.

### 12.2 Canonical Transformations

There are three canonical transformations which are fundamental to the creation of two-dimensional images (graphics) which represent three-dimensional objects. These are

- Scale
- Translation
- Rotation

Transformations, other that these, such as

- Skews
- Reflections
- Distortions
may be produced by merely inserting special entries in the three primary transformations, as may be easily verified.


### 12.3 Transformations in $R^{2}$

We first define the three canonical transformations in $R^{2}$. From this two-dimensional vantage point, we introduce homogeneous coordinates. We may then extend these results to the generation of images in $R^{3}$, along with the mathematics of perspective. In general we shall use $P$ to designate the initial point-set and $P^{\prime}$ to denote the transformed point-set.

### 12.3.1 Scale in $R^{2}$

By the Scale Transformation we mean that, given two scale factors, $S_{1}$ and $S_{2}$, we have the mapping

$$
P=(x, y) \quad \longrightarrow \quad P^{\prime}=\left(S_{1} x, S_{2} y\right)
$$

This transformation simply modifies independently the horizontal and vertical dimensions of an object in $R^{2}$. For example, if we let $S_{1}=3$ and $S_{2}=2$, the unit square shown in Figure 12.1 is transformed into a $3 \times 2$ rectangle, as indicated.


This scaling example shown in Figure 12.1 is formulated as some specified scaling transformation, $S$.

Figure 12.1: Scale
The scale transformation example may be conveniently represented in matrix form. In our example, we may write

$$
\begin{aligned}
& P^{\prime}=S P \\
& P^{\prime}=\left[\begin{array}{cc}
S_{1} & 0 \\
0 & S_{2}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
S & =\left[\begin{array}{ll}
3 & 0 \\
0 & 2
\end{array}\right] \\
P & =\text { original point-set } \\
P^{\prime} & =\text { modified point-set }
\end{aligned}
$$

### 12.3.2 Translation in $R^{2}$

By Translation we mean that an entire set of points which comprise an object are shifted (without dimensional change) within


Figure 12.2: Translation
the viewing frame, in accordance with the familiar rule

$$
P=(x, y) \quad \longrightarrow \quad P^{\prime}=(x+h, y+k)
$$

Here $h$ and $k$ are the horizontal and vertical displacements.
Then, in matrix form, for the translation example shown in Figure 12.2 we may write

$$
P^{\prime}=P+T
$$

where

$$
\begin{aligned}
T & =\left[\begin{array}{c}
2.5 \\
1
\end{array}\right] \\
\text { So } \quad P^{\prime} & =P+\left[\begin{array}{c}
2.5 \\
1
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
P & =\text { original point-set } \\
P^{\prime} & =\text { translated set }
\end{aligned}
$$

### 12.3.3 Rotation

As was suggested in Section 2.5.2, by a Rotation we mean that an entire point-set is subjected to a point rotation about the


For the rotation example shown in Figure 12.3 we write

$$
P^{\prime}=R P
$$

where

$$
\begin{aligned}
R & =\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right] \\
P & =\text { original point-set } \\
P^{\prime} & =\text { rotated set }
\end{aligned}
$$

Figure 12.3: Rotation
origin through an angle $\theta$, in accordance with the rule

$$
\begin{aligned}
& P=(x, y) \longrightarrow P^{\prime}=\left(x^{\prime}, y^{\prime}\right) \\
& \text { where } \quad \begin{aligned}
x^{\prime} & =x \cos \theta-y \sin \theta \\
y^{\prime} & =x \sin \theta+y \cos \theta
\end{aligned}
\end{aligned}
$$

We write this transformation in matrix form, as shown in the margin. We ask at this juncture a question:

> What if we intended that the square be rotated about its 'upper left' vertex? - or for that matter, how would one rotate the indicated square about any specfied point?

Using the transformations, $R$ and $T$, just described, we simply translate to the origin, rotate, then translate back. We note, however, that $S$ and $R$ are both multiplicative operations, whereas $T$ is an additive operation. To make these operations all multiplicative, we introduce Homogeneous Coordinates.

### 12.4 Homogeneous Coordinates

In the foregoing three canonical transformations, we note that the matrix products

$$
R S \text { and } S R
$$

make sense, whereas the products

$$
R T \quad T R \quad T S \quad S T
$$

are not defined, or do not produce sensible results. However, by using homogeneous coordinates, borrowed from Projective Geometry, we can concatenate the three canonical transformations multiplicatively in whatever order suits a particular application.

The homogeneous coordinate representation for the point $(x, y)$ in $R^{2}$ is the triplet $(x, y, 1)$, that is

$$
(x, y) \quad \longrightarrow \quad(x, y, 1)
$$

For the Scale, Translation, and Rotation operators in terms of homogeneous coordinates, we will use the same symbols for their designation as before, namely, $S, T$, and $R$, respectively. We have

## for Scale in $R^{2}$ Homogeneous Coordinates

$$
\begin{aligned}
S & =\text { Scale Operator } \\
& =\left[\begin{array}{ccc}
S_{1} & 0 & 0 \\
0 & S_{2} & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

so that

$$
\left[\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
1
\end{array}\right]=P^{\prime}=S P=\left[\begin{array}{ccc}
S_{1} & 0 & 0 \\
0 & S_{2} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]=\left[\begin{array}{c}
x S_{1} \\
y S_{2} \\
1
\end{array}\right]
$$

## for Translation in $R^{2}$ Homogeneous Coordinates

$$
\begin{aligned}
T & =\text { Translation Operator } \\
& =\left[\begin{array}{lll}
1 & 0 & h \\
0 & 1 & k \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

so that

$$
\left[\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
1
\end{array}\right]=P^{\prime}=T P=\left[\begin{array}{ccc}
1 & 0 & h \\
0 & 1 & k \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]=\left[\begin{array}{c}
x+h \\
y+k \\
1
\end{array}\right]
$$

## for Rotation in $R^{2}$ Homogeneous Coordinates

$$
\begin{aligned}
R & =\text { Rotation Operator } \\
& =\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

so that

$$
\begin{aligned}
{\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
1
\end{array}\right] } & =P^{\prime}=R P=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right] \\
& =\left[\begin{array}{c}
x \cos \theta-y \sin \theta \\
y \cos \theta+x \sin \theta \\
1
\end{array}\right]
\end{aligned}
$$

We next consider in some detail the question which was raised earlier, that is,

How do we concatenate these operators, and in what order, to achieve a specified objective?

The inverses of the homogeneous operators are defined as follows:

$$
\begin{aligned}
S^{-1} & =\text { Inverse Scale } \\
& =\left[\begin{array}{ccc}
S_{1}^{-1} & 0 & 0 \\
0 & S_{2}^{-1} & 0 \\
0 & 0 & 1
\end{array}\right] \\
T^{-1} & =\text { Inverse Translation } \\
& =\left[\begin{array}{ccc}
1 & 0 & -h \\
0 & 1 & -k \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
R^{-1} & =\text { Inverse Rotation }=R^{t} \\
& =\left[\begin{array}{ccc}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

In the next section we answer this question by massaging a concrete example.

### 12.5 An Object in $R^{2}$ Transformed

Consider the unit square $P$ and the rectangle $P^{\prime}$ as illustrated in Figure 12.4. What we want to do is to define a sequence of transformations which will take the point-set defined by $P$ into


Figure 12.4: Operation on Unit Square
the point-set defined by $P^{\prime}$. Here the point-set $P^{\prime}$ is a $2 \times 1$ rectangle rotated approximately 30 degrees clockwise and translated to the point ( 2,1 ), as shown.

At the outset, it is not entirely clear what the transformations in the desired sequence should be, or in what order they should occur. It might seem at first glance that the first operation should be an appropriate scaling transformation, producing a $2 \times 1$ rectangle, followed by the 30 degree clockwise rotation. The third transformation, to achieve our goal, could be an appropriate translation. However, this last translation from the previous rotated state might not be desirable because it could require some additional coordinate computations.

Alternatively, we might think a better plan would be to follow the scale transformation by a unit vertical translation. Our goal would then be achieved by a 30 degree clockwise rotation
about the point $(2,1)$. But, as we have observed, rotations about points other than the origin also require more translations. We avoid these difficulties by introducing the sequence which we now describe.


Figure 12.5: Transformation Sequence
The first transformation is a translation $T_{1}$, which takes the set $\mathbf{P}$ one unit to the left, as in Figure 12.5a. Next, in Figure $12.5 b$, the transformation $S$ scales this translated set $\mathbf{P}$ into the desired $2 \times 1$ rectangle. Third, in Figure 12.5c, the transformation $\mathbf{R}$ rotates this rectangle 30 degrees clockwise. Finally, the origin of this rotated set is translated by $\mathrm{T}_{2}$ to the desired point (2,1), as in Figure 12.5d. The composite transformation is, $\mathbf{P}^{\prime}=\mathbf{M P}$ where $\mathbf{M}=\mathbf{T}_{2} \mathbf{R S T}_{1}$.

The order of operations in this sequence is very important, as we demonstrate in the next section.


Operation on Unit Square
We take the Set of Points defined by $P$ into the set of points defined by $P^{\prime}$

The sequence of transformations which are used to accomplish the stated objective in the figure above, are defined as follows:

$$
\begin{aligned}
S & =\text { Scale operator } \\
& =\left[\begin{array}{lll}
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \\
T_{1} & =\text { Translation\#1 } \\
& =\left[\begin{array}{lll}
1 & 0 & -1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \\
T_{2} & =\text { Translation\#2 } \\
& =\left[\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right] \\
R & =\text { Rotation } \\
& =\left[\begin{array}{ccc}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right] \\
\theta \approx-30 & \operatorname{degrees}
\end{aligned}
$$

### 12.6 Concatenation Order in $R^{2}$

Consider again the unit square input point-set $\mathbf{P}$ as represented in the previous section. The sequence in Figure 12.6a is our ear-

The transformations which are used in each of the sequences in Figure 12.6 are defined as follows:

$$
\begin{aligned}
& S=\text { Scale operator } \\
&=\left[\begin{array}{lll}
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \\
& T_{1}=\text { Translation\#1 } \\
&=\left[\begin{array}{lll}
1 & 0 & -1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \\
& T_{2}=\text { Translation\#2 } \\
&=\left[\begin{array}{ccc}
1 & 0 & 2 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right] \\
& R=\text { Rotation } \\
&=\left[\begin{array}{ccc}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right] \\
& \theta \approx-30 \text { degrees }
\end{aligned}
$$

Again, as an exercise the reader should verify that these sequences indeed do produce their respective images.
(a)

(b)

(c)


Figure 12.6: Concatenation Order
lier sequence of Figure 12.5. Two alternative sequences, also illustrated in Figure 12.6, demonstrate that order in the sequence is extremely important. In Figures 12.6b and 12.6c the order
of the operations are intentionally permuted, to demonstrate results that clearly do not meet our stated objective.

### 12.7 Transformations in $R^{3}$

In a manner analogous to the 2-dimensional case we introduce homogeneous coordinates for points in $R^{3}$. The homogeneous coordinate representation for a point $(x, y, z)$ in $R^{3}$ is the 4tuple ( $x, y, z, 1$ ), so that all points of objects in $R^{3}$ undergo the mapping

$$
(x, y, z) \quad \longrightarrow \quad(x, y, z, 1)
$$

The homogeneous coordinate representations for Scale, Translation, and Rotation in $R^{3}$ again are designated using the same symbols, namely, S, T, and R, respectively. We have

## for Scale in $R^{3}$ Homogeneous Coordinates

$$
\begin{aligned}
S & =\text { Scale Operator } \\
& =\left[\begin{array}{cccc}
S_{1} & 0 & 0 & 0 \\
0 & S_{2} & 0 & 0 \\
0 & 0 & S_{3} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

so that

$$
\left[\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
z^{\prime} \\
1
\end{array}\right]=S\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]=\left[\begin{array}{cccc}
S_{1} & 0 & 0 & 0 \\
0 & S_{2} & 0 & 0 \\
0 & 0 & S_{3} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]
$$

Thus, under a scaling transformation with scale factors, $S_{1}, S_{2}$, and $S_{3}$, we have the mapping

$$
P=(x, y, z, 1) \quad \longrightarrow \quad\left(S_{1} x, S_{2} y, S_{3} z, 1\right)=P^{\prime}
$$

BO, watch that order!

The homogeneous inverse operator are defined as follows:

$$
\begin{aligned}
S^{-1} & =\text { Inverse Scale } \\
& =\left[\begin{array}{cccc}
S_{1}^{-1} & 0 & 0 & 0 \\
0 & S_{2}^{-1} & 0 & 0 \\
0 & 0 & S_{3}^{-1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
T^{-1} & =\text { Inverse Translation } \\
& =\left[\begin{array}{cccc}
1 & 0 & 0 & -x_{0} \\
0 & 1 & 0 & -y_{0} \\
0 & 0 & 1 & -z_{0} \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
R_{4}^{-1} & =\text { Inverse Rotation }=R_{4}^{t} \\
& =\left[\begin{array}{llll} 
& R_{3}^{t} & 0 \\
& & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

## for Translation in $R^{3}$ Homogeneous Coordinates

$$
T=\text { Translation Operator }
$$

$$
=\left[\begin{array}{cccc}
1 & 0 & 0 & x_{0} \\
0 & 1 & 0 & y_{0} \\
0 & 0 & 1 & z_{0} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

so that

$$
\left[\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
z^{\prime} \\
1
\end{array}\right]=T\left[\begin{array}{c}
x \\
y \\
z \\
1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & x_{0} \\
0 & 1 & 0 & y_{0} \\
0 & 0 & 1 & z_{0} \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]
$$

Thus, under a translation transformation with displacements, $x_{0}, y_{0}$, and $z_{0}$, we have the familiar mapping

$$
P=(x, y, z, 1) \quad \longrightarrow \quad\left(x+x_{0}, y+y_{0}, z+z_{0}, 1\right)=P^{\prime}
$$

for Rotation in $R^{3}$ Homogeneous Coordinates

$$
\begin{aligned}
R & =\text { Rotation Operator } \\
& =\left[\begin{array}{cccc}
r_{11} & r_{12} & r_{13} & 0 \\
r_{21} & r_{22} & r_{23} & 0 \\
r_{31} & r_{32} & r_{33} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

so that

$$
\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime} \\
1
\end{array}\right]=R\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]=\left[\begin{array}{cccc}
r_{11} & r_{12} & r_{13} & 0 \\
r_{21} & r_{22} & r_{23} & 0 \\
r_{31} & r_{32} & r_{33} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]
$$

Here the $3 \times 3$ submatrix with the $r_{i j}$ entries must represent an appropriate rotation matrix in $R^{3}$. That matrix, of course, is peculiar to the particular application.

Most applications in $R^{3}$ will involve some sequence of the transformations we have just described, as was the case in $R^{2}$. At the risk of being overly pedantic, we now give a simple detailed example which uses each of these three transformations. We are given a cube, each of whose sides has length 2, which is centered at the point $(4,2,3)$ with all edges parallel to the axes of the reference coordinate frame. Our objective is to

Transform the cube into a vertical $2 \times 2 \times 6$ parallelepiped, still centered at $(4,2,3)$; then rotate the object 60 degrees clockwise about an axis which contains the center, and which is parallel to the vector $\mathbf{u}=(1,1,1)$.
To do this, we first translate the cube to the origin, then scale it to give the desired parallelepiped. We then rotate the object appropriately, and finally translate it back to the original point.

In this simple application we need only to apply these transformations to the vertices of the cube. In order to facilitate the required matrix algebra, we characterize the cube by a $4 \times 8$ matrix,

$$
P=\left[\mathbf{v}_{k} \mid k=1,2, \cdots, 8\right]
$$

Here, the elements of the $k^{t h}$ column, $\mathbf{v}_{k}$, are the homogeneous coordinates of the $k^{\text {th }}$ vertex of the given cube, each of which are known. Moreover, use of the index $k$ suggests possible ordering of these vertices for imaging purposes.

We first translate the cube to the origin, by means of the transformation, T, where

$$
\begin{aligned}
T P & =\left[\begin{array}{cccc}
1 & 0 & 0 & -4 \\
0 & 1 & 0 & -2 \\
0 & 0 & 1 & -3 \\
0 & 0 & 0 & 1
\end{array}\right] P=P_{1} \\
& =\text { cube translated to the origin }
\end{aligned}
$$

Next, the translated cube, as characterized in matrix $P_{1}$ is subjected to the Scaling Transformation, S, to make a vertical parallelepiped centered at the origin. The eight new vertices are given by the expression

$$
\begin{aligned}
& S P_{1}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] P_{1}=P_{2} \\
& =\mathrm{a} \text { vertical parallelepiped } \\
& \text { centered at the origin }
\end{aligned}
$$

Next we need to rotate this parallelepiped about an axis (through the center of the object), which is parallel to the vector $\mathbf{u}=$ ( $1,1,1$ ). This may be accomplished by a sequence of two frame rotations such that the x -axis defines the required axis of rotation. We follow this by the required 60 degree rotation about that axis.

The first two frame rotations, $R_{2} R_{1}$, which remind us of the familiar Tracking sequence, take the frame x -axis into the required axis of rotation. This is followed by a rotation $R_{3}$ about this axis, so that

$$
\begin{aligned}
P_{3}= & R_{3} R_{2} R_{1} P_{2} \\
& \text { gives the final orientation of the parallelepiped. } \\
& \text { Here } \\
R_{2} R_{1}= & {\left[\begin{array}{cccc}
\sqrt{2} / \sqrt{3} & 0 & -1 / \sqrt{3} & 0 \\
0 & 1 & 0 & 0 \\
1 / \sqrt{3} & 0 & \sqrt{2} / \sqrt{3} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
\sqrt{2} / 2 & 1 / 2 & 0 & 0 \\
-1 / 2 & \sqrt{2} / 2 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] }
\end{aligned}
$$

makes the x -axis the required axis of rotation, and

$$
R_{3}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 / 2 & -\sqrt{3} / 2 & 0 \\
0 & \sqrt{3} / 2 & 1 / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

rotates the object 60 degrees, clockwise.

Finally, we translate this rotated parallelepiped back to the original point, by the operation

$$
\begin{aligned}
P_{4} & =T^{-1} P_{3} \quad \text { where } \\
T^{-1} & =\left[\begin{array}{llll}
1 & 0 & 0 & 4 \\
0 & 1 & 0 & 2 \\
0 & 0 & 1 & 3 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

returns the transformed cube, with its new scaling and orientation to its original location ( $4,2,3$ ).

In summary, the properly ordered sequence which accomplishes this stated objective is:

$$
P_{4}=T^{-1} R_{3} R_{2} R_{1} S T P=M P
$$

where $M$ is the indicated product. In practice we would ordinarily compute this matrix product before operating on the point-set.

As in $R^{2}$, we introduced homogeneous coordinates in order to make the translation, scaling, and rotation operators multiplicative - but again, the price we pay for this is that the algebraic dimensionality has gone from three to four, and all points of objects in $R^{3}$, are defined by

$$
(x, y, z) \quad \longrightarrow \quad(x, y, z, 1)
$$

### 12.8 What about Quaternions?

To this point, all transformations were represented strictly in terms of matrices and matrix algebra. In this section we ask

Are quaternions as easy to apply in these applications as the conventional rotation matrix?

It is true that in order to make translation (which is intrinsically an additive process) multiplicative, along with scaling and rotation, we had to introduce homogeneous coordinates. Homogeneous coordinates, as we have noted, are 4 -tuples, as are quaternions. This suggests that there might be a way of doing scaling and translation in terms of some sort of quaternion operator. However, at this point there seems to be no such way; quaternions and their rotation operators are algebraically incompatible with homogeneous coordinates. However, there is at least one situation in which quaternion are helpful.

In the foregoing example we required the rotation of an object about a specified axis, with direction $\mathbf{v}=(1,1,1)$, through a specified angle, 60 degrees. The quaternion required, in this instance, is immediately known to be

$$
q=\cos \frac{\pi}{6}+\mathbf{u} \sin \frac{\pi}{6} \quad \text { where } \quad \mathbf{u}=\frac{\mathbf{v}}{|\mathbf{v}|}
$$

The components of $q$ can then be used to determine, quite efficiently, the required rotation matrix, as in Equation 7.17. The resulting matrix may then be used in a homogeneous coordinate format. An important question which remains, however, is

> How can we produce appropriate two-dimensional screen images of these three-dimensional objects?

In the following sections, we define some of the projections which are commonly used to produce these images.

### 12.9 Projections $R^{3} \rightarrow R^{2}$

Now that we have defined the operators which enable us to establish and/or change the position and/or orientation of threedimensional objects, we next consider methods and options for projecting an image of this object on a two-dimensional screen. There are two general classes of planar projections, namely, Parallel and Perspective (not parallel). In such projections, we emphasize that Lines always map to Lines.

By a Parallel projection we mean any projection in which the lines of projection (taken to be the viewing direction) are parallel, as in Figure 12.7.


Figure 12.7: General and Axonometric Projections

By a Perspective projection we mean a projection in which the lines of projection intersect in at least one point, called a point of perspective (see Figure 12.8).

In the following two sections we present three sub-classes of each of these two kinds of projections.


Isometric Projection

The Isometric Projection is in a direction which shortens each axis in the viewing frame equally.


One-Point Perspective The One-Point Perspective has a point at infinity, straight ahead. To illustrate this notion, a tunnel is shown with a person near the end of the tunnel. The entrance to the tunnel is parallel to the projection plane.

### 12.9.1 Parallel Projections

By a General projection we mean a parallel projection onto a plane where the orientation of the plane, relative to the viewing direction, is unrestricted.

By an Axonometric projection we mean a parallel projection onto a plane in which the orientation of the plane is normal to the viewing direction. See Figure 12.7.

By an Isometric projection we mean an axonometric projection such that the viewing direction is parallel to the vector $\mathbf{v}=[1,1,1]$ defined in the object frame. Thus the three direction cosines of the viewing direction are equal.

### 12.9.2 Perspective Projections

A perspective projection is classified as one-point, two-point, or three-point, depending upon the number of focal points (points of perspectives) it has.

A one-point perspective has a Surface of the object parallel to the projection plane. The entrance to the tunnel, illustrated in the margin, is parallel to the projection plane.


Figure 12.8: Two-Point Perspective

A two-point perspective has an Edge (but no surface) of the object parallel to the projection plane. In Figure 12.8 the vertical edges are parallel to the projection plane.

A three-point perspective has no Edge of the object parallel to the projection plane. This is the perspective one gets, say, when flying low over a city with tall buildings.


Figure 12.9: Three-Point Perspective
For our purposes the computer screen will always be the local projection screen. The images of three-dimensional objects on the computer screen will manifest, in general, a three-point perspective. At any one instant, of course, the perspective depends upon the relative disposition of the view-frame and the object in the world-frame. An object in motion, of course, may at times encounter positions where an edge or even a primary surface is parallel to the projection screen.

### 12.10 Coordinate Frames

The mathematics for a perspective transformation and for the creation of images for Virtual Reality applications requires that we define and relate some independent orthonormal frames.

- World Frame - The world frame is a primary reference frame, in which all other coordinate frames are defined. The relative positions and orientations of these frames may thus be directly or indirectly established.


Figure 12.10: Objects in World Frame

- Object Frame - Each object is defined as a point-set in its object frame. Object frames are independent of the world frame and of each other, and are not necessarily fixed in time. The parameters $P$ and $p$, illustrated in Figure 12.10, define the position and orientation of an object with respect to the world frame. Given these parameters for two objects, their relative position and orientation, $Q$ and $q$, may be determined.
- Image Frame - The image frame (or projection frame), defined in greater detail in the next section, is simply a coordinate frame whose xy plane contains the planar image we seek, and whose z-axis contains the observers Eye.


Figure 12.11: Flight Simulator Coordinate Frames
A significant Virtual Reality application, which involves these frames, is that of a Flight Simulator, whose mathematical model we will develop next. These frames, along with the position of the observer's eye are directly or indirectly defined in the world frame by means of vectors $\mathbf{a}, \mathbf{b}, \mathbf{e}$, and $\mathbf{u}$, as illustrated in Figure 12.11. First, however, we must introduce the perspective transformation needed to take the observed points into the Image Plane - in perspective.

### 12.10.1 Perspective - Simple Case

We begin with the simple case illustrated in Figure 12.12. We place the eye at the origin of the world frame, with the viewing


Figure 12.12: A Point in Perspective
direction taken as the positive Z-axis. We take the image plane to be D units above and parallel to the XY-plane. Suppose that in homogeneous coordinates we have $\mathbf{p}=[x, y, z, 1]$. Then, from similar triangles, it is clear that $\mathbf{p}$ in the world frame maps into

$$
\mathbf{q}=\left[\frac{D}{z} x, \frac{D}{z} y, D, 1\right]=\frac{D}{z}\left[x, y, z, \frac{z}{D}\right]
$$

in the image plane. In matrix notation this Perspective Transformation may be written

$$
\mathbf{q}=Q \mathbf{p}=\frac{D}{z}\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 / D & 0
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z \\
1
\end{array}\right]
$$

### 12.10.2 Parallel Lines in Perspective

Another simple case which provides further insight into the perspective transformation is the view one gets of parallel lines. The horizon in the world frame (where all parallel lines meet)


Figure 12.13: Parallel Lines in Image Plane
is represented by a finite set of points in the image plane - a very useful notion borrowed from projective geometry. See Figure 12.13. Note in particular that the image of all parallel lines meet at points on the horizon in the image plane.

The line which represents the horizon in the image plane is readily determined geometrically by finding the intersection of the image plane with a plane through point $E$ parallel to the world XY plane.

We now consider the sequence of operators required for the more general case, that of projecting arbitrary images which are defined in their respective frames, first into the world frame and then into the image frame - in perspective.

We emphasize that it is helpful to view the vectors, in the minds eye, as free vectors, especially after the various vector operations.

### 12.10.3 Perspective in General

For the general case, we define the Image Frame or Projection Frame as a right-handed xyz orthonormal coordinate frame, where the xy plane is the Image Plane. See Figure 12.14. The unit vector $\mathbf{N}$ is normal to the Image Plane. The point $E$ is the Center of Projection, defined in the World Frame with the 'eye' at point $E$ 'looking' in the negative $\mathbf{N}$ direction. Point $E$ is on


Figure 12.14: Object $P$ in the World Frame
the z-axis of the image frame and is D units above the Image Plane. The orientation of the image frame with respect to the world frame is specified by a rotation operator $R$, whereas the position of the image frame is governed by the parameters E and D. See Figure 12.10.3, in the margin.

The object of our concern is again a parallelepiped defined by the point-set $P=\left\{p_{k} \mid k=1,2, \cdots 8\right\}$ in the world frame. To create the image of P we find the image $q_{k}$ of each $p_{k}$, then join these image points with appropriate line segments.

Our strategy is first, translate the origin of the world frame to the point E , using a translation $T$; then, using the rotation operator R , rotate the the translated world frame so that its orientation coincides with that of the image frame. This reduces the required perspective transformation to the simple case of the previous section. The composite transformation $M=Q R T$ is then our general perspective transformation.

In matrix notation, we have

$$
\begin{aligned}
\mathbf{p}_{k} & =\text { a point defined in the World Frame. } \\
\text { For } T & =\text { Translation Matrix } \\
T \mathbf{p}_{k} & =\left[\begin{array}{lllc}
1 & 0 & 0 & -E_{x} \\
0 & 1 & 0 & -E_{y} \\
0 & 0 & 1 & -E_{z} \\
0 & 0 & 0 & 1
\end{array}\right] \mathbf{p}_{k}
\end{aligned}
$$

which translates the World Frame origin to the point $E$.
For $R=$ Rotation Matrix or Quaternion Operator

$$
\begin{align*}
R T \mathbf{p}_{k} & =\left[\begin{array}{llll} 
& & 0 \\
& R & & 0 \\
0 & 0 & 0 & 1
\end{array}\right] T \mathbf{p}_{k}  \tag{12.1}\\
\text { or } & =\left[\begin{array}{cccc}
q^{*}\left(T \mathbf{p}_{k}\right) q & 0 \\
& 0 & 0 & 1
\end{array}\right] \tag{12.2}
\end{align*}
$$

which rotates the World frame to the Image Frame. We are now ready for the Perspective transformation.


Figure 12.10.3
An image, $\mathbf{q}_{k}$, of the points, $\mathbf{p}_{k}$ which are defined in the World frame, are shown projected in perspective into the Image Plane.

We let $Q=$ Perspective Operator

$$
=\frac{D}{z_{k}}\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 / D & 0
\end{array}\right]
$$

which then takes points $\mathbf{p}_{k}$ into the points $\mathbf{q}_{k}$ in the image plane.
That is, $\mathbf{q}_{k}=\frac{D}{z_{k}}\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 / D & 0\end{array}\right] R T \mathbf{p}_{k}$

$$
\begin{equation*}
=Q R T \mathbf{p}_{k} \tag{12.4}
\end{equation*}
$$

$=$ the corresponding point in the image plane
Taking the entire set $P=\left\{\mathbf{p}_{k} \mid k=1,2, \cdots 8\right\}$ through this sequence gives an image of the remote object, in perspective.

We note that $\mathbf{q}_{k}$ is of the form

$$
\mathbf{q}_{k}=\left[x_{k} \frac{D}{z_{k}}, y_{k} \frac{D}{z_{k}}, D, 1\right]
$$

and that only the ordered pairs formed from the first two components of each 4 -tuple are required to make the image in the image plane.

### 12.11 Objects in Motion

We now simulate the motion of an object P , such as the aircraft shown in Figure 12.15. Here the aircraft is defined by the point-set $P_{0}=\left\{\mathbf{p}_{k} \mid k=0,1, \cdots n\right\}$, whose geometric center is at the origin. We will simulate the flight of the aircraft kinematically, that is, by subjecting the point-set $P_{0}$ to an appropriate sequence of incremented translations and/or rotations. At any
step in the sequence, we let $P$ be the point-set which represents the current position and orientation of the reference object, $P_{0}$, say, at time $t$. We let $P^{\prime}$ be the incremented point-set which describes this object at time, $t+\Delta t$.

Further, at any step in the sequence, the position of the object is specified by a translation operator $T$ which takes the world frame origin to the current geometric center, say, the point


Figure 12.15: Object P in Motion
$\left(x_{0}, y_{0}, z_{0}\right)$. The matrix form for $T$ is

$$
T=\left[\begin{array}{cccc}
1 & 0 & 0 & x_{0}  \tag{12.5}\\
0 & 1 & 0 & y_{0} \\
0 & 0 & 1 & z_{0} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Motion of objects in computer graphics is always accomplished by a sequence of small incremental values for the parameter $\Delta t$. Adopting the notation used in computer science, we write succesive translation operators as


$$
\mathbf{v}=\left[v_{x}, v_{y}, v_{z}\right]
$$

Object Translation

In the equation, on the right, we assume no rotation is required

In like manner, the orientation of the object is specified by a rotation operator, $R$, defined by

$$
R=\left[\begin{array}{cccc} 
& & & 0  \tag{12.6}\\
& R_{0} & & 0 \\
& & & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Thus the current state of the object, in position and orventation in the world frame, is described by the point-set, $P$, where

$$
P=T R P_{0}
$$

In what follows, we consider how these operators, $T$ and $R$, may be modified in order to show the object in motion - in translation and/or rotation, incrementally.

### 12.11.1 Incremental Translation Only

We simulate an object moving incrementally in a direction specified by a velocity vector $\mathbf{v}=\left[v_{x}, v_{y}, v_{z}\right]$ using an incremental translation operator defined by the matrix

$$
\Delta_{T}=\left[\begin{array}{cccc}
1 & 0 & 0 & v_{x} \Delta t  \tag{12.7}\\
0 & 1 & 0 & v_{y} \Delta t \\
0 & 0 & 1 & v_{z} \Delta t \\
0 & 0 & 0 & 1
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & \Delta_{x} \\
0 & 1 & 0 & \Delta_{y} \\
0 & 0 & 1 & \Delta_{z} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

for some very small time increment, $\Delta t$. The velocity vector $\mathbf{v}$ may vary with successive increments. A new translation is then defined in terms of the current or old translation by

$$
T_{\text {new }}=\Delta_{T} T_{\text {old }}
$$

for each successive $\Delta_{T}$. That is, for a given velocity vector $\mathbf{v}=$ [ $\left.v_{x}, v_{y}, v_{z}\right]$, and for each successive $\Delta_{T}$, the new incrementally translated point-set is given by

$$
P^{\prime}=\Delta_{T} P=\Delta_{T} T_{\text {old }} P_{0}=T_{\text {new }} P_{0}
$$

The new incrementally translated image is then obtained from $P^{\prime}$ using the perspective transformation of the last section.

### 12.11.2 Incremental Rotation Only

In free space an object rotates, in general, about its center of mass. So, for our purposes we assume that the orientation of the object $P$, or more specifically the orientation of its coordinate frame, is defined about this center by either a rotation matrix $R$ or a quaternion $r$. These two alternatives are each considered separately in what follows.

Because the current position of the object to be rotated is not, in general, at the origin of the world frame, the center of the object must first be translated to the origin. The object is then rotated about this center, and translated back to its former location. If $\Delta_{R}$ is the incremental rotation matrix, and $P$ is the current point-set ( not $P_{0}$ ), then the new incrementally rotated point-set $P^{\prime}$ is given by

$$
\begin{align*}
P^{\prime} & =T R T^{-1} P  \tag{12.8}\\
\text { where } \quad R & =R_{\text {new }}=\Delta_{R} R_{o l d}  \tag{12.9}\\
\text { Here } T^{-1} & =\left[\begin{array}{llll}
1 & 0 & 0 & -x_{o} \\
0 & 1 & 0 & -y_{o} \\
0 & 0 & 1 & -z_{o} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{12.10}\\
T & =\left[\begin{array}{llll}
1 & 0 & 0 & x_{o} \\
0 & 1 & 0 & y_{o} \\
0 & 0 & 1 & z_{o} \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{12.11}\\
\text { and } \quad R & =\left[\begin{array}{llll} 
& R_{n e w} & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \tag{12.12}
\end{align*}
$$

The details of the rotation transformation R have not yet been specified. However, if the specified angular rotation rate of the object is $\omega$ about an axis, $\mathbf{u}$, say, in the body frame, then the use of a quaternion rotation operator immediately comes to mind.


#### Abstract

The precise simulation of the forced motion of an object, particularly one with unequal principle moments, requires input from an appropriate mathematical model which takes into account the laws of dynamics which govern these matters. For example, rotation of the parallelpiped about a principle diagonal introduces a couple which is not taken into account in a kinematic rotation.


If the linear velocity of the object is not zero then incremental translation will also occur during this computational interval.

### 12.11.3 Quaternion Incremental Rotation

The orientation of the object $P_{0}$ we define with a quaternion, $r$. As before, the position of the object is dictated by the translation, $T$. The current rotated state $P$ is then

$$
\begin{equation*}
P=T\left(r^{*} P_{0} r\right) \tag{12.13}
\end{equation*}
$$

We increment the orientation, using an incremental quaternion, call it $s$, where $s=\cos \omega \Delta t+\mathbf{u} \sin \omega \Delta t$. Then the incremented quaternion is given by $r_{\text {new }}$ where $r_{\text {new }}=r_{\text {old }} s$.

Finally, the incremented point-set, $P^{\prime}$ is computed as

$$
\begin{align*}
P^{\prime} & =T\left(s^{*} r_{\text {old }}^{*} P_{0} r_{o l d} s\right) \\
& =T\left(r_{\text {new }}^{*} P_{0} r_{n e w}\right) \tag{12.14}
\end{align*}
$$

In practice, the incremental rotation angle, $\omega \Delta \mathrm{t}$ is very small, so we may write

$$
\begin{align*}
s & \approx 1+\mathbf{u} \omega \Delta t=1+\Delta \\
\text { where } \Delta & =\Delta \mathbf{u}=\Delta_{x} \mathbf{i}+\Delta_{y} \mathbf{j}+\Delta_{z} \mathbf{k}  \tag{12.15}\\
\text { and }|\Delta| & \ll 1
\end{align*}
$$

Alternatively, the components of this new incremented quaternion, $r=r_{0}+\mathbf{i} r_{1}+\mathbf{j} r_{2}+\mathbf{k} r_{3}=r_{n e w}$, may be used to define the elements of an equivalent new composite rotation matrix, $R_{\text {new }}=R_{\text {new }}\left(r_{0}, r_{1}, r_{2}, r_{3}\right)$, as in Equation 7.7. This equivalent rotation matrix, whose elements then are known functions of the components of the corresponding quaternion, $r_{\text {new }}$, will incrementally modify the last rotation state of the point-set $P$. That is to say, for the incrementally rotated point-set, $P^{\prime}$, using this matrix, we may write

$$
P^{\prime}=T R_{n e w} P_{0}
$$

### 12.11.4 Matrix Incremental Rotation

Suppose, on the other hand the incremental rotation is specified as some linear combination of incremental body axis rates, $\omega_{x}, \omega_{y}$, and $\omega_{z}$, about the principle axes of the body, $P$. Using Equation 4.4 and small angle approximations, we get an . incremental rotation matrix, $\Delta_{R}$, of the form

$$
\Delta_{R}=\left[\begin{array}{cccc}
1 & \Delta_{3} & -\Delta_{2} & 0  \tag{12.16}\\
-\Delta_{3} & 1 & \Delta_{1} & 0 \\
\Delta_{2} & -\Delta_{1} & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where

$$
\begin{aligned}
\Delta_{1} & =\omega_{x} \Delta t \\
\Delta_{2} & =\omega_{y} \Delta t \\
\Delta_{3} & =\omega_{z} \Delta t
\end{aligned}
$$

The off-diagonal entries in this matrix are small angle rotations about the indicated body axes. Again we write

$$
\begin{aligned}
R & =R_{\text {new }}=\Delta_{R} R_{\text {old }} \\
\text { and so } \quad P^{\prime} & =T R T^{-1} P=T R P_{0}
\end{aligned}
$$

The simultaneous motion of an object in both translation and rotation will involve the appropriate incremental combination of the foregoing. The need for this generalized motion in both translation and rotation becomes more apparent as one further develops the graphics software necessary to make the virtual reality required by a Flight Simulator more real.

In the next section we introduce a simplified control-law for the implementation of an aircraft flight control system. And finally we suggest an enhanced virtual reality perspective which offers the possibility of depth perception of objects within the cockpit by simulating binocular vision.

### 12.12 Aircraft Kinematics

The motion of the aircraft (see Figure 12.16) is generally modelled or simulated in accordance with a set of differential equations which represent the aircraft. These equations usually are written in terms of the appropriate aerodynamic coefficients


Figure 12.16: Model of Aircraft
which characterize the aircraft of interest. If we followed this approach, we could study such matters as the stability and control of a specific aircraft. These concerns, however, are beyond the scope of this overview.


Figure 12.17: Aircraft and World Frames
Instead we consider the relative position and orientation of an Aircraft in the World Frame as represented in Figure 12.17. Here, $P$ is the position matrix and the orientation operator is
defined by the quaternion $p$. The vector a locates the remote Aircraft in the World Frame. The vector $\mathbf{u}$ defines an arbitrary point of interest in the world frame; the vector

$$
\mathbf{v}=\mathbf{u}-\mathbf{a}
$$

defines this same world point in the aircraft frame.


Figure 12.18: Kinematic Flight Control System
We adopt the kinematic model shown in Figure 12.18 where with a simple Control Law and a throttle and a 'joy-stick', we can control the aircraft linear velocity $\mathbf{V}$, and the angular velocity,

$$
\omega=\mathbf{i} \omega_{x}+\mathbf{j} \omega_{y}+\mathbf{k} \omega_{z}
$$

of the aircraft, both defined in the aircraft body frame. In our simplified kinematic model we also make the aircraft 'turn rate', $\dot{\psi}$, somehow linearly consistent with

$$
\begin{aligned}
\dot{\psi} & =f(\mathbf{V}) \tan \phi \quad \text { that is } \\
& =f(\mathbf{V}) \phi \quad \text { or } \\
& =c \mathbf{V} \phi \quad \text { for }|\phi| \leq \pi / 4
\end{aligned}
$$

and for some proportionality constant, $c$.

This simple expression gives turn rate, $\dot{\psi}$, as a linear function of aircraft bank angle, $\phi$, and will suffice for modest aircraft maneuvers. We now sketch a strategy for the analysis of important concerns encountered in the design of the remainder of the Flight Simulator System. This system simulates a view of the external world environment as seen by the pilot of the aircraft.

So, consider the pilots viewing environment as illustrated in Figure 12.19. It is important to note that the vector magnitudes $|\mathbf{b}|$ and $|\mathbf{e}|$ are in general negligibly small compared to the magnitudes $|\mathbf{a}|,|\mathbf{u}|,|\mathbf{v}|$, or $|\mathbf{w}|$. This means that if $\mathbf{b}$ is negligible, the vector $\mathbf{c}$ approaches $\mathbf{a}$, and the view-point vector, $\mathbf{v}$, from each eye approach $\mathbf{v}$. Therefore, for world points, the vector $\mathbf{w}$ may be regarded as being equal to the vector $\mathbf{v}$, or that the remote


Figure 12.19: The Pilot Helmet-Sight System
position of the helmet frame and that of the aircraft frame may be regarded as one and the same.

But it is not quite so simple for relative orientations. Although the motion of the aircraft is influenced in important ways by the orientation of the aircraft, the appropriate view of the world points from the aircraft depends not only upon the orientation of the aircraft, but also upon the orientation of the helmet frame.

The relationship between these two frames has already been discussed in the Six degree-of-freedom Transducer, described in Chapter 11. This transducer represents an important component in the development and implementation of new Virtual Reality concepts and applications. Such transducers are currently used by the various branches of The United States Armed Services in a variety of Visually-Coupled Control Systems. In one such application the position and orientation of the Pilot's head (Helmet), and therefore her Line-of-Sight (LOS), is measured with respect to the Aircraft Frame (Cockpit). This Transducer and Sight, together called the Helmet-Mounted Sight (HMS), completely relates the Pilot's Head Frame (LOS) and the Aircraft Frame.

In the next section we consider the relative position and/or orientation of several objects, as we continue to sketch the development and implementation of an Aircraft Flight Simulator. This simulator entails a computer generated virtual reality for a pilot who is wearing a helmet equipped with the HelmetMounted Sight (HMS). Along with a kinematic model which will govern the aircraft flight patterns, we now consider possible strategies for creating Computer Generated Images of virtual reality, for use in such a Flight Simulator.

### 12.13 n-Body Simulation

The process which takes the point-sets which are defined in the cockpit frame into an appropriate binocular view merely requires that we use the ideas presented thus far to the two different values of the vector $\mathbf{e}$, one for each eye. These two values for the


Figure 12.20: Frames for Virtual Reality
vector e define the location of each eye in the Q,q frame, with respect to the HMS Sensor. These, in turn, result in two distinct view-point vector sets which are used to construct the image for the device assigned to its respective eye.

The image generator for each eye may be a distinct, dedicated CRT-type imaging device which is fixed to the Helmet. As the person wearing the helmet changes her viewing direction, the sensor of the HMS detects this change and the computergenerated view of the World landscape changes accordingly. See Figure 12.20.

As stated above, because the magnitudes of the vectors $|\mathrm{e}|$, and $|\mathbf{b}|$, are usually negligible compared to the world vectors $|\mathbf{w}|$, etc., a separate and distinct image need not be computed for those images defined by the relatively remote world vectors $|\mathbf{w}|$. On the other hand, those vector sets which represent instrumentation, and their time-variation, in the cockpit are computed separately for each eye. This affords a depth perception which contributes to the realism of the view.

This chapter merely outlines an approach to the potential concerns one might encounter in the design and development of instrumentation which will yield a virtual reality environment. Hopefully, however, this overview presents enough to enable the reader to understand how such a development might proceed.
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[^0]:    ${ }^{1}$ The first six degree-of-freedom electromagnetic position and orientation measurement transducing system, more commonly known as the Polhemus Tracker, was first conceived and patented by the author. This technology, currently owned by The MacDonnell-Douglas Corporation, is being manufactured and further developed for military and non-military applications by The Kaiser Electronics Corporation. The first quaternion processors for these systems were also introduced by the author.

[^1]:    From this point on, for the most part, the arguments and proofs presented will be more intuitive and hueristic - an approach which is more appropriate for our purposes.

[^2]:    Recall that for a rotation matrix $A$, its inverse is simply its transpose of $A$, denoted $A^{t}$

