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Electronic Devices." The meeting was held in San Francisco, California, from
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presentations and contributed oral, poster and late news posters, as well as a
panel discussion held mid-week. This symposium differed from several
previous MRS symposia on wide bandgap semiconductors in that the
emphasis was specifically on materials aspects related to electronic
properties and devices. The proceedings volume is organized much as the
meeting, but with poster and oral presentations mixed according to the
session topics. Solid advances were reported in the growth techniques of all
three materials groups. Contributions demonstrated the critical importance
of surfaces, interfaces, doping, defects, and impurities. Reports showed
potential device applications ranging from new high-frequency, high-power
all solid-state devices to unique cold cathode electronic devices. While the
results presented here demonstrate real promise for a wide range of new
solid-state devices that are not feasible with current production materials,
substantial progress in materials research is necessary to fulfill the real
potential of these applications. A lively panel discussion was held in the
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the electronic potential of the three materials.
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SiC Semiconductor Applications - An Air Force Perspective

L.S. Rea
U.S. Air Force Wright Laboratory Materials Directorate
3005 P St. Ste. 6, WPAFB, Ohio 45433-7707, reals@ml.wpafb.af.mil

ABSTRACT

The Department of Defense (DoD) is investing in the development of
Silicon Carbide (SiC) for a wide range of applications. Over the past year,
SiC technology has demonstrated excellent device performance results for
power devices, high temperature electronic devices and microwave
devices. The materials growth and processing technology for SiC is now at
a level of sufficient maturity to support substantial device development
efforts. While there is still considerable materials and device research
required for SiC to achieve it's full potential, the fundamental technology
has been proven for several critical applications. A perspective on some
Air Force device performance requirements will be presented. The status
of SiC materials development, material limits to advances in device
performance and issues relating to supporting technology will also be
discussed.

INTRODUCTION

The U.S. Air Force is developing advanced semiconductor materials to
meet requirements for next generation systems. "Conventional"
semiconductors, such as silicon and gallium arsenide, won't be able to
provide performance for many high temperature, high power applications.
SiC-based electronic devices are being developed to address some of these
military applications. Much work is being performed and sponsored by
other U.S. government agencies, including DARPA, the Navy, the Army and
NASA. Many of the applications for SiC discussed here are quite similar to
applications being pursued by these other agencies and services. This
paper will focus, however, on Air Force applications.

Three primary system application areas will be presented: Power
Components, High Temperature Sensors and High Frequency Applications.
There are other technical areas where SiC (and other wide bandgap
semiconductors) offer advantages, such as for UV sensors and
optoelectronics, but the majority of the development efforts within the Air
Force are presently focused on these three primary applications. Each will
be discussed in turn.

Other wide bandgap semiconductors are beginning to show great
promise for dramatic improvements in device performance. Thbre has
been a tremendous increase in the research efforts on gallium nitride-
based devices. These materials have already demonstrated superior
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optical performance over SiC , and will possibly push the performance
envelope of RF devices beyond that obtainable with SiC. These materials
are, however, much less mature than SiC. For some relatively near-term
applications needed by the Air Force, SiC technology is becoming mature
enough to be considered as a candidate for these requirements. For non-
optoelectronic applications, the electronic and thermal properties of SiC are
sufficient to meet many device performance requirements. The mobility
and breakdown field strengths are high enough, and most importantly, SiC
substrates are available. This will allow SiC devices (on SiC substrates) to
perform closer to theoretical limits than devices built by heteroepitaxy.
While there are still further improvements required in the materials
technology, the level of technical risk has decreased to where it is
reasonable to pursue some specific system insertions.

POWER COMPONENTS

Very high power, high temperature devices will enable development of
the "More Electric Aircraft". This is part of a tri-service, multi-agency
"More Electric Initiative" [1]. The goals of this initiative are to reduce the
total system weight, while increasing reliability and performance.
Reduction (or elimination) of active cooling and hydraulic actuation, as well
as a reduction in part counts are planned. To accomplish these goals, very
high power, high temperature electronics will be required to support the
power management and distribution system.

One great advantage of SiC for power components is in efficiency. SiC
device efficiency has been modeled at over 99% [2]. The best performance
for a silicon device will be at 95% or less. This increase in efficiency will
result in a five fold reduction in electronics heat load. This will enable the
reduction or complete elimination of the cooling systems required for the
Power Management and Distribution (PMAD) system, flight actuator, stores
system and the engine control electronics [1].

To accomplish this level of performance, devices must possess the
following characteristics: high voltage (600-1000 V) with high
conductance, low switching loss and high current density (1000 A/cm2 ).
These devices must operate up to 350 'C and must be highly reliable. For
electric motor and generator control applications, motor controller devices
operational to 350'C are required. These include highly efficient
inverter/converter circuits (95-98% efficient) and 50-200 hp electric
drives. To handle the power, solid state circuit breakers (greater than
1000 V) must also be developed.

The most critical materials limitation for power device development is
the requirement for large area (greater than 1 cm 2 ), low (zero) defect
density bulk and epitaxial materials. Since current density scales with
device area, the only practical means to achieve the high current densities
required is to produce larger devices. This doesn't mean that large
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diameter, defect-free wafers are required, only that wafers exhibiting
large, defect-free regions must exist. Large, defect-free wafers will be
necessary to improve device yields as the device production technology
matures. Dopant uniformity is also an issue. Another area requiring
improvement relates to the oxide/dielectric layers. These layers must
exhibit both high temperature reliability (at 350 0 C) and high breakdown
field strength (greater than 10 MV/cm). Low resistance contacts,
especially p-type, with high temperature stability are also required.

HIGH TEMPERATURE SENSORS

Distributed electronics, which can be considered a "local engine network"
[3] are being developed to replace hydraulic actuation. Again, this will
lead to reduced system weight, complexity and maintenance. Very high
temperature sensors, capable of performing some signal conversion
functions, are required to accomplish this goal. In particular, pressure,
temperature and position sensors capable of performing A/D, D/A and low
signal amplification at the sensor must be produced and integrated into the
aircraft control system. These components must function reliably at
temperatures above 350'C. Some specific near-engine sensor
requirements call for operation at temperatures near 650'C. High
temperature packaging and stable metallizations for these temperature
ranges will also be necessary.

The limitations being encountered in the development of these devices,
namely undesirable threshold voltage variations and inadequate
mobilities, relate primarily to epitaxial materials growth. As reported by
Krishnamurthy et al [4], undesired aluminum (Al) contamination from p-
type substrates (or epitaxial layers) into an n-type SiC layer can result in
threshold voltage variations. In addition, the electron mobility of the n-
type layers are also reduced by the presence of Al [4]. Stable p-type
dopants, possibly alternatives to Al, with large area uniformity will be
necessary. Also, dopant predictability and reproducibility must be
achieved before devices can be produced in quantity. Other materials
limitations include the reliability of the oxide layers required for many of
the device designs currently under development.

HIGH FREQUENCY, HIGH POWER DENSITY RF

Efforts are underway to replace vacuum tubes with solid state
components. In general, moving to solid state components (based on GaAs
and InP) will improve system safety and maintainability. SiC-based solid
state devices offer the possibility of further size and weight reductions due
to higher power densities, reduced cooling requirements and higher
temperature and voltage operation. Specific RF and microwave system
requirements potentially benefited by SiC device development involve
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frequencies between 200 MHz and 12 GHz (UHF through X-Band).
Potential applications are in the areas of communications, radar (airborne
and ground-based) and electronic warfare [5]. Power requirements for
these devices are for 50-1000 W (pulsed) and at least 200 W (continuous
wave, CW). High efficiency (power added efficiency, PAE, greater than
40%) and high linearity are also essential.

Materials limitations which are slowing device development include
small substrate diameters, high defect levels and unstable electronic
properties. Cost effective, production-worthy devices will require
substrates at least three inches in diameter, with fewer than 10
micropipes/cm 2 , and less than 1000 dislocations/cm 2 . Uniform, stable,
semi-insulating material, with resistivities greater than 1E6 ohm-cm must
also be available, in particular, to support the development of high power
MESFET structures. Other requirements for successful SiC RF products
include uniform, large area epitaxial growth, ion implantation to enable
planar circuit development and stable p-type contacts.

SUMMARY

While examples of SiC power devices, high temperature sensors and RF-
devices have been successfully demonstrated, there are still fundamental
materials problems which must be resolved for this technology to reach its
full potential. The Air Force will continue to emphasize uniform epitaxial
growth, stable p-type dopants and process control. Bulk substrate
materials are becoming consistently better, but larger diameters are
necessary to assure technological acceptance by the device community.
Other materials requirements include research on oxides/dielectrics to
produce low interface state densities (SiC/dielectric interface) and high
temperature reliability, and research on metal contacts which remain
stable at high temperatures and current densities.
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ABSTRACT

The present status of SiC high-voltage power switching devices is reviewed. The figures of
merits that have been used for unipolar and bipolar devices to quantify the intrinsic performance
improvement over silicon are presented. Analytical and numerical modeling and simulations to
estimate the BV and device choice are described. The active area and termination design of
trenched-gate MOS power transistors, together with an integrated process for their fabrication, is
presented. The progress in high-voltage power device experimental demonstration is described.
The material and process technology issues that need to be addressed for SiC device
commercialization are discussed. Finally, the impact of SiC power devices on motor drive
systems is estimated.

INTRODUCTION

While silicon is the dominant semiconductor of choice for high-voltage power device
applications, wide bandgap semiconductors, particularly SiC, have attracted much attention
recently because they are projected to have much better performance than silicon [1-5].
Compared to silicon, these wide bandgap semiconductors, SiC and GaInN can be categorized into
one group while diamond and AIN into another because the former has bandgaps of 2-3.5 eV and
the latter 5.5-6.5 eV. On the other hand, the Group IV or IV-IV semiconductors have indirect
bandgaps whereas the Group III-nitrides are direct. In particular, various polytypes of SiC has
superior physical properties which offer a wider energy bandgap (2 to 3 times), a higher electric
breakdown field (8-10 times), a higher thermal conductivity (3 times), a larger saturated electron
drift velocity (2-2.5 times), when compared to silicon (See Table I). Hence, SiC power devices
can operate at a higher temperature, a higher frequency, and a lower power loss, together with a
less stringent heat sinking requirement. In this paper, the unipolar and bipolar figures of merit for
power devices will be described. The analytical and numerical modeling analyses used for SiC are
presented. The design of MOS SiC device structures, including termination, and processes will
then be discussed. Also, the outstanding material and processing issues that need to be overcome
to commercial SiC devices will be pointed out. Finally, the impact of SiC technology into motor
drive systems on efficiency will be estimated.

FIGURES OF MERIT

To quantify the intrinsic improvement of replacing silicon with wide bandgap semiconductors,
several different figures of merit (FM), which are proposed specifically for unipolar and bipolar
high-voltage power devices [1,2,4,5], have been used. It should be noted that the avalanche
electric field is the most important physical material parameter in all of these figures of merit,
followed by thermal conductivity and carrier mobility. The unipolar figures of merit for the major
wide bandgap semiconductors is shown in Table II. A low frequency FM (like BM [1]) shows a
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Table I: Physical properties of important semiconductors for high-voltage power devices.

Material Eg er ý1 .1, t EI l. X. n,

eV cm2/V.s cm2/V.s 106 V/cm 10
7 V/cm W/cm cm-3

Si 1.1 11.8 1350 450 0.3 1.0 1.5 1.5x10 10

Ge 0.66 16.0 3900 1900 0.1 0.5 0.6 2.4x1013
GaAs 1.4 12.8 8500 400 0.4 2.0 0.5 1.8x10 6

GaN 3.39 9.0 900 50 3.3 2.5 1.3 1.9x10".'
3C-SiC 2.2 9.6 100 50 1.2 2.0 4.5 6.9
4H-SiC 3.26 10 720' 50 2.0 2.0 4.5 8.2x10"9

650'
6H-SiC 2.86 9.7 3700 50 2.4 2.0 4.5 2.4x10s-

50'
diamond 5.45 5.5 1900 1500 5.6 2.7 20 2.4x10-27

Note: a - mobility along a-axis, c - mobility along c axis

Table II: Normalized unipolar figures of merit of important semiconductors for high-voltage power
devices[4].

Material JM KM Q9 QF2 BM (Qpa) BHFM
Si 1 1 1 1 1 I
Ge 0.03 0.2 0.06 0.02 0.2 0.3
GaAs 7.1 0.5 5.2 7 16 11
GaN 756 1.6 563 6220 653 78
3C-SiC 64 1.6 112 446 37 11
4H-SiC 178 4.6 3870 25800 129' 23'

350c 23300 117c 210
6H-SiC 256 4.7 3340 26700 1110 17a

450 3600 15c 2c
diamond 2540 32 54860 1024000 4110 470

Note: a - values calculated using mobility along a-axis, c - values calculated using mobility along c axis

10-100 times improvement over silicon due to the fact that a reduced drift length needed to
support the required voltage rating results in a lower ON-resistance. By contrast, a better high-
frequency FM (like BI-IFM) is due to a reduced capacitance from decreased active area [2].
Comparison of wide bandgap power devices with silicon counterparts is complicated by the fact
that these devices can be grouped into two distinct groups - those having an odd number of
junctions and those having an even number. Junction rectifiers and thyristors belong to the former
group while the bipolar junction transistor belongs to the latter. Consequently, in the ON state,
junction rectifiers and thyristors have a turn-on ("knee") voltage which is about 70% of the
semiconductor bandgap but the BJT does not have such a turn-on knee due to junction drop
cancellation between the emitter-base and base-collector junctions in saturation. While the second
group of devices can use the unipolar figures of merit, for the first group, the high turn-on voltage
(1.5 to 2.8V) for the wide bandgap semiconductors results in a higher forward drop, when
compared to silicon (with a 0.7V turn-on voltage), for low-frequency applications where
conduction loss dominates. However, with increasing switching frequency, the reduced lifetime in
the drift layer to improve the switching power loss causes a rapid increasing forward drop.
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Hence, a bipolar figure of merit using the frequency (fmin) at which the total power loss silicon
device becomes equal to that of the wide bandgap semiconductors has been defined [5]. Another
point that needs to be pointed out is that only indirect semiconductors are considered because
only their minority carrier lifetimes are sufficiently long (>1 pts) to enable conductivity modulation
of the drift layer. Tables III and IV shows the various power loss components and this FM for a
1000V pin junction rectifier and IGBT (a dominant MOS-controlled bipolar power transistor),
respectively, and we can see that SiC polytypes and diamond have a lower total power loss when
the switching frequencies exceed 30 kHz [5]. Similar improvement has been estimated for
thyristor and GTO [5].

Table III: A bipolar figure of merit applied to PiN rectifier (Calculated at J, = 10OA/cm 2 ,
VBR = 1000V, r,0 = 1.0us, cp0 = 0Ups) [5].

Name Nd W1- VF J-, Jof t f tl t2 trot Eo, ff m

(cm-) (rn) (V) (A/cm2) (A/cm 2) (Ms) (s) (Ms) (s) (mJ) (kHz)
Si 1.3x1014 100 0.88 9.7 2x10-5  7 0.81 0 0.82 54 -

Ge 4.4x1013 200 0.47 8.3 8x10-2  7.6 1.8 0 1.8 62 0
3C-SiC 3.8x×0 15 16.7 1.98 42.8 2x10 5- 4.4 0.2 2.2 0.2 20 1.62
6H-SiC 1.6x10 16 8.33 2.65 46.2 3x10-21 10.0 0.14 4.6 0.14 5.5 1.82
Diam 1.2x1017 2.3 5.24 93.4 5x10-44 2.6 0.02 10 0.029 1.1 4.12

Table IV: A bipolar figure of merit applied to IGBT (Calculated at J, = 100 A/cm2 , V"R = 1000V) [5].

Name Nd WN_ ,o~ VF CC V, WR Jof" TB Eoff fmmi
(cm-3) (IM) (Ps) (-um) (A/cm 2) (Ms) (mj) (kHz)

Si 1.3x10 1 4 100 1.0 1.2 0.14 6.0 2.Ox10-5  0.285 2.55 -
Ge 4.4x10'3  200 0.95 0.63 0.14 12.0 8.5x10-2  0.302 2.70 <190
3C-SiC 3.8x1015  16.7 0.37 2.74 0.14 1.0 5.4x10- 5  0.058 0.55 38.4
6H-SiC 1.6x1016 8.33 0.15 2.97 0.14 0.5 1.8x10- 20  0.016 0.15 36.9
Diam 1.2x10 17 2.3 0.0011 5.04 0.14 0.14 5.Ox104 6.Ox10- 4 15.Ox10 75.3

Modeling and Simulations

Analytical modeling and numerical simulations have been used for SiC device performance
projection. The material parameters and their variation with temperature used in these simulations
have been carefully assessed and extracted from available experimental data. These include
impact ionization coefficients, bandgap energy, carrier mobility and dopant energy levels. In
particular, the bandgap variation with temperature of 6H-SiC is obtained by a two-parameter fit to
experimental data. Impact ionization coefficients of electrons and holes (can and acp respectively)
as a function of electric field were also estimated by using the conventional two-parameter fit of
the best available experimental data [6]. To simplify our analysis and obtain an approximate
design curve, we have approximated [7] the ionization coefficients by a single ionization
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coefficient using a power law (following Fulop's approach used for Si [8]) and obtain the ideal
breakdown voltage (BVpp) and depletion layer width at breakdown (Wpp) as a function of
background doping as shown in Fig. 1. For example, at a doping concentration of 1016 cm-3 , a
BVPP of 2810 V and a Wp of 17.4 pm were obtained, compared to a BVpp of 2700V obtained
using the exact at's. Furthermore, the effective avalanche field estimated for doping concentration
of 1015 to 1017 cm-3 is the range 2.5 x 106 V/cm, close to the experimental value of 3 x 106
V/cm. Also, in contrast to silicon, the breakdown voltage of 6H-SiC is expected to decrease
when temperature increases [9]. While this analytical curve is very usefu~l in estimating the drift
length required, more accurate two- or three- dimensional numerical simulations solving the
continuity equations are used to assess the device performance. However, even these simulations
are only approximate due to a lack of basic material parameters (like Auger coefficients) and their
orientation and polytype dependence for SiC.

101. 10'

10':2 ---

--------- - - - -- -

101'1' 10''
Doping concentration (cm')

Figure 1. Breakdown voltage of parallel-plane, one-sided abrupt junction (BVpp) and its
depletion layer width at breakdown (Wpp) for 6H-SiC at 300K [7].

The choice of whether a unipolar device (like a MOSFET) or a bipolar device (like an IGBT)
should be used for a particular application depends on the blocking voltage and operating
temperature. For silicon, for blocking voltage above 300V, the IGBT is preferred over the power
MOSFET due to a lower drift layer resistance resulting from conductivity modulation. For SiC,
the reduction in ON-resistance makes IGBT uncompetitive below 1000OV. However, at higher
blocking voltages or operating temperatures or in applications where a high overcurrent
(sometimes as high as 10 times the ON-state current) condition may exist, the IGBT can perform
better than the power MOSFET. More on this will be discussed in the next section.

DEVICE STRUCTURES AND PROCESSES

Active Area Design

Silicon power MOS devices almost exclusively use a Double-diffused MOS (DMOS)
structure in which the channel is formed between the difference in junction depths of the p-body
and n+ source along the MOS surface. DMOS in SiC is difficult due to slow diffusion of most n-
and p-type dopants at or below 1200'C. By contrast, the UMOS in which the channel p body
layer can be grown epitaxially after the growth of the n drift layer can be formed by subsequent n+
source implantation, vertical trench etching and gate oxidation. Since the SiC UMOS structure
can be realized with present process technology, its use in high-voltage power MOSFET and
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Figure 2. Schematic Cross-section of high-voltage DMOS and UMOS FET and IGBT.

IGBT has been experimentally demonstrated [10,11]. However, care must be taken in the device
and process design so as to avoid high electric field at the trench corners. To illustrate this point,
the breakdown voltage of a UMOS FET as a function of mesa width for various trench depths is
shown in Fig. 3. For deeper trenches, a very narrow mesa width (<3jim) is needed to provide
charge shielding and hence higher BV.

In the on-state, it has been found that a 1000V SiC power UJMOSFET (with a fairly
aggressive pitch spacing of 15 pkm) is expected to have an ON-resistance about 100 times better
than Si at room temperature as well as at 400'C. In contrast, despite its conductivity modulation,
SiC IGBT's are not always better than the SiC MOSFET's due to a higher turn-on voltage [3].
However, at higher current densities (>500A/cm2) and higher operating temperatures (>200°C),
SiC IGBT's can have a lower forward drop than SiC power MOSFET (see Figs. 4 and 5).
Furthermore, the minority carrier lifetime in the drift region needs to be sufficiently high (>0.3 ps)
so that the drift region drop is minimized.

Termination

Besides the active area design, the termination design is critical to realize the optimal blocking
voltage of a power switch. For a DMOS FET or IGBT, a lightly doped, implanted RESUJRF
region can be used to reduce the surface electric field so as to obtain blocking voltages close to an
one-dimensional, ideal junction breakdown voltage. (See [12] for a design example of this.)
While the placement (by implantation, for example) of the proper space charge would yield the
optimal BV, one usually do not know a priori the actual amount of active charge (vs. the amount
implanted). Hence, the exact dosage needs to be determined empirically. For UMOS devices, a
three-step termination design, shown in Fig. 6, which removes part of the p-body epi layer by
vertical plasma etching, are explored and they are compatible with the UMOS process, which is
used to fabricate the vertical MOS channels. This termination technique closely resembles that of
angle beveling in that a certain amount of dopant space charge is removed from the more heavily
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Figure 3. Avalanche breakdown voltage of Figure 4. Calculated INV characteristics of
UMOS structure as afunction of mesawidth and 1000V UMOS FET and IGBT at room
trench depth [I1I]. temperature and 700K [7].
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Figure 5. Calculated 'cross-ovei? current densities of 6H-SiC power UMOS FETs and JGBTs as a
function of forward blocking voltage and temperature (tc,,=0.5p.s, TPO=50ns).
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Figure 6. A termination structure for UTMOS Figure 7. Equipotential contour of SiC
FET and JGBT [7]. termination design at breakdown [7].
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doped side so as to spread out the total electric field across the junction. In our three-step
termination design, the step region nearest to the pn junction should be totally depleted when BV
is reached. (Such a case is depicted in Fig. 7.) The key design parameters are the length and
height of each step. By varying the step heights, near-optimal blocking voltages have been
obtained with reasonable process latitudes, as shown in Figs. 8 and 9.

2000 2000
1800 1800 - BV

S 1600 , 1600.o 0

o 1400. 1400

1200i 12000 Pxoo lO. miro 0OQ x.l5.mco
1000 o: c1l=0.3micron 1 00q x: L1 =5.0Omicron

mo: ll =7.0 micron

+ dl =0.5 micron 800 1=10.0 micron

600 600
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

d2 (micron) d2 (micron)

Figure 8. Breakdown voltage of the termination Figure 9. Breakdown voltage of the termination
structure as a function ofdl and d2 [7]. structure as a function of d2 and L1 [7].

Switching Characteristics

Due to the absence of minority carriers, the ultimate switching speed of the power MOSFET is
the carrier relaxation time in semiconductor, which is about Ips. Practical silicon power
MOSFET switching times are usually limited by gate resistance and capacitance and package
inductance and typically range from 1-10ns. By contrast, minority carrier storage and its removal
slows than the turn-off time of the Si IGBT, which is larger than lOOns. SiC IGBT's can be faster
than the silicon counterparts due to a thinner drift layer and less minority carrier storage.

Integrated UMOS Process

In silicon UMOS processes [13,14], the most important processing steps are the vertical
trench etching and gate poly-Si planarization. The trench etching conditions determine the exact
trench shape and carrier mobility along the trench sidewalls and the gate poly-Si planarization can
greatly affect gate-to-source shorts and hence device yield. Most of the SiC UMOS devices
reported [10] are non-planar because the gate electrode is not self-aligned and planarized.
Recently, we have developed a self-aligned, poly-Si gate UMOS process and implemented it on
6H-SiC to fabricate UMOS FET and IGBT with the three-step termination described earlier [11].
Highlights of this process flow are depicted in Fig. 10. This fully planarized process resembles
that of a state-of-art silicon UMOS process in using anisotropic etching to define vertical
trenches, which are subsequently oxidized and filled with a conformal layer of CVD poly-Si, and
successive oxidation and etch-back to planarize the poly-Si. On the other hand, unlike any Si
UMOS process, the gate oxidation is performed after the N+ source and P+ short implantation
due to the high (>1200*C) dopant activation temperature. Furthermore, different barrier metals
need to be used for Ohmic contacts to the N+ and P+ implanted regions. Other process
enhancements, such as a thicker oxide on the trench bottoms, can be further incorporated into this
basic process.
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SIC UMOS FET/IGBT Process Summary
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Figure 10. SiC UTMOS FET/IGBT process flow.
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EXPERIMENTAL DEVICES

Many 6H- and 4H-SiC test devices of BV higher than 1 OOV have already been demonstrated.
These are summarized in Table V. Junction rectifiers as high as 4500V has been reported for 6H-
SiC [15]. High-quality 3C-SiC junction rectifiers with a BV of 350V have also been grown on
6H-SiC substrates [16]. Schottky rectifiers of BV as high as 1100V for 6H-SiC [17] and 4H-SiC
[18,19] . A npn BJT with an epitaxially grown base has been demonstrated in 6H-SiC, having a 0
- 10 and a blocking voltage of 200V [20]. 6H- and 4H-SiC vertical power UMOSFET's of up to
300V and IA has been fabricated and characterized but theirON-resistance is higher than optimal
[10,20]. The highest BV (450V) for a SiC FET was reported for a substrate-gate, lateral JFET
on 6H-SiC [21]. 6H- and 4H-SiC gate-triggered thyristors reported have BV ranging from 100
to 375V and current levels as high as 1.8A [10,20,22]. Recently, we have also fabricated
UMOSFET and IGBT [11] with BV up to 200V and current up to ImA using the fully planarized
UMOS process described above. The experimental and simulated I-V characteristics of one of

Table V: A list of SiC power devices that have been experimentally demonstrated.

Device Type Polytype Power Ratings Features Developer

Rectifier
Schottky 6H-SiC 550V, Al/Ti Guard-Ring Termination Fuji Electric, 1995

6H-SiC I100V, Ni U. of Cincinnati, 1995
4H-SiC 1 100V, Ti C-Face Kyoto Univ. 1995
4H-SiC 1000V, Ti N. Carolina State U., 1995

Junction 6H-SiC 4500V, 20mA V, - 6V Linktping Univ. 1995

6H-SiC 2000V, ImA NASA, 1993
3C-SiC 350V On 6H-SiC substrate NASA, 1994

Transistors:
MOSFET 6H-SiC 60V, 125mA LIMOS, 38rnQ - cm

2  Cree, 1993
4H-SiC 150V, 150rnA UMOS, 33m(. - cm2  Cree, 1995

IFET 6H-SiC 450V, 12mA Lateral, Substrate Gate N. Carolina State U., 1995
411-SiC 170V, 50mA Lateral, Buried Gate Ioffe Institute, 1995

BIT 6H-SiC 200V, 20mA - 10, 126mf3 - cm2  Cree, 1993

IGBT 6H-SiC 200V, ImA Self-Aligned UMOS RPIGE, 1996
Thyristors:
Thyristor 6H-SiC 100V, 20mA Gate Triggered Cree, 1993

4H-SiC 375V, LA Gate Triggered Cree, 1995
6H-SiC 100V, 1.8A Gate Turn-Off ARL, 1995

our UMOS IGBT at 2500 C are shown in Fig. 11. A very low channel mobility (<5% of the bulk

value) needs to be used for data fitting.

MATERIAL AND PROCESSING CHALLENGES

At present, commercial SiC substrates of 6H and 4H polytypes up to 2 inches in diameter are
available and custom n- and p-type epitaxial layers up to 10 Pim can be ordered. For high voltage
devices, total epitaixal layer thickness of at least up to 30jtm with acceptable surface flatness and
doping uniformity and minimum compensation is needed. To minimize parasitic substrate
resistance and maximum carrier concentration, a doping of 1019 cm-3 would be desired. The
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Figure 11. Experimental (a) and simulated (b) current characteristics of 6H-SiC UMOS IGBT at
250-C [11].

most severe structural defect is the micropipes but its density has been substantially improved (to
a recently reported value of less than 10 micropipes/cm 2 [23]). A micropipe density of less than
1/cm2 is needed to realize devices of current ratings larger than IOA with reasonable yield. 3 C-
SiC can be heteroepitaxially grown on silicon substrates but due to a large (18%) lattice
mismatch, the interfacial region is full of defects and poor film qualities often results. High-
quality 3C-SiC film growth on 6H-SiC substrates has been demonstrated [16] but careful control
on surface and growth conditions need to be performed to prevent nucleation of other polytypes.
AIN substrates are not commercially available but heteroepitaxial hexagonal AIN films can be
grown on sapphire substrates. SiC is the only compound semiconductor on which a high-quality
SiO 2 film can be grown, much like silicon. While MOS interfacial properties of thermally grown
oxide on lightly doped n-type 6H-SiC can be controlled to the extent that a fixed oxide charge
(Qf) less than 101 1 /cm 2 and interface state density less than 1011/cm 2 -eV can be obtained, those
on p-type appears to be much worse [24,25] and its cause has been attributed to either aluminum
[24] or carbon [26] at the SiO 2 /SiC interface. High surface state densities also degrade

termination design by enhancing surface electric field crowding. Also, the effect of RIE on the
MOS parameters has not been investigated. Furthermore, high-temperature reliability of gate
oxide is also of major concern [27]. While dopant diffusion in SiC is very slow when compared to
silicon, planar, ion-implanted n+/p and p+/n junctions, using nitrogen and aluminum or boron
respectively, have been demonstrated, despite a relatively high implantation/activation

temperature (>1200°C) and small percentage (<20%) of dopant activation [28-32]. However, its
forward and reverse I-V characteristics is inferior to either silicon implanted junctions or
epitaxially grown SiC junctions, probably due to defects introduced during implantation. Ohmic
contacts of reasonable contact resistivities (<10-4 fl-cm2 ) have been made to SiC. Usually, Ni is
used on n-type contacts and Al is used for p-type contacts. A relatively high (around 1000°C)
sintering step is performed for contact formation. Formation of p-type contacts is more difficult
because a high surface hole concentration is often hard to achieve due to the deepness of the
acceptor levels (>180meV).
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SYSTEM EFFICIENCY

The performance enhancement projected for SiC MOSFET will be further demonstrated in
using a 15A motor drive system as a test case. Efficiency due to device power dissipation has
been shown [33] to be drastically reduce when SiC-based devices replace conventional silicon
devices. In Fig. 12, the system efficiency (due to device power loss) calculated analytically using
a self-consistent model [34]) is shown as a functional of frequency at room temperature for Si and
SiC devices respectively. It can be seen that the SiC devices dissipate much less power and
operate at a higher (>10 times) switching than the Si counterparts, despite a much larger voltage
rating. These efficiency figures demonstrate that SiC devices can be used to reduce energy
consumption and relax the heat sinking requirements of the package.

Optimized efficiency of Si UMOSFET Optimized efficiency of SiC UMOSFET100 100r
95 BV=1000V995B10V

Z 90
85 7B=0V99.0

S85 Bv=5 0vBV=3000V

80 0

598.5

v 6

70 098.0B
.• 65 . . . . .. • 97.5 -

55 60-0 97.0-

50 Vdd-0.8BV, Im=15A, Lcell=10pam, T=300K 96.•5 Vdd=0"8BV, I~m=15A', Lcell,10g,Im T,=3,00K

10'0 10' 107 lip10 10, 107 1;8

Frequency (Hz) Frequency (Hz)
(a) (b)

Figure 12. The optimum system efficiency of Si and SiC devices as a function of switching
frequency [34].

SUMMARY

We have reviewed the present status of SiC devices for high-voltage power electronics
applications. In particular, we have presented the figures of merit, modeling and simulation
approaches, the design of device structures and processes, major device achievements, material
and processing challenges and system efficiency impact of SiC power devices. With the advance
of material, process and device technology, we expect to see SiC power devices commercially by
the year 2000.
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GROWTH OF HIGH QUALITY (In,Ga,AI)N/GaN HETEROSTRUCTURE
MATERIALS AND DEVICES BY ATMOSPHERIC PRESSURE MOCVD
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and U. K. MISHRA

Electrical & Computer Engineering and *Materials Departments,
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ABSTRACT

Using atmospheric pressure MOCVD we have obtained high quality InGaN/GaN and
AIGaN/GaN heterostructure materials and devices. For nominally undoped 4 g.m thick
GaN films, we obtained 300 K mobilities of 780 cm 2 Ns and an unintentional
background impurity level of n300K = 6*1016 cm-3 . For InGaN/GaN heterostructures
we have obtained direct band-edge transitions with FWHM as narrow as 7.9 nm (59
meV) for 50A thick lno.16Ga0.84N quantum wells at 300K, which is the among the
best reported values. The quantum wells display energy shifts towards shorter
wavelength with decreasing well thickness, and the shift agrees with predicted
quantum effects. These materials have been incorporated into InGaN single quantum
well LEDs that emit at 450 nm. In addition AIGaN/GaN heterostructure materials have
been incorporated into HFETs and MODFETs. Gate-drain breakdown voltage well
exceeding 100 V, and extrinsic transconductance gm of up to 140 mS/mm were
realized in the MODFET.

INTRODUCTION

Recently, the Group-Ill Nitride based semiconductors have emerged as the
leading material for short wavelength optoelectronic devices operating from the UV to
blue wavelengths. Furthermore, the group III-nitrides are distinguished by their high
thermal conductivity and physical hardness, making them suitable for high
temperature, high power electronic devices applications. The majority of the InGaN
based p-n junction light emitting diodes (LEDs) are employing impurity related
transition for blue and green emission.',2,3 Recently, direct bandgap emission in the
blue-green spectral region has been obtained using high In content in single quantum
well (SQW) LEDs and lasers4. However, there are few reports on the optimum growth
condition for InGaN which has proven to be difficult to grow due to the high volatility of
indium at normal nitride growth temperatures. Understanding the growth of ultra-thin
InGaN/GaN quantum wells by metal organic chemical vapor deposition (MOCVD) is of
extreme importance in improving the properties of these devices. In this paper we will
discuss aspects of the MOCVD growth of high optical quality InGaN quantum wells
and quantum well LEDs. In addition, we present preliminary results on GaN/AIGaN
HFETs.
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EXPERIMENTAL

Epitaxial films were grown on c-plane sapphire in a two-flow atmospheric pressure
MOCVD reactor (Thomas Swan, Ltd.). Trimethylgallium (TMGa), trimethylindium
(TMIn) and ammonia were used as precursors. After annealing the substrates at 1050
0C, a 190 A thick GaN nucleation layer was deposited at 600 0C. The temperature was
then raised to 1080 0C to grow GaN of 1.4 to 2.4 gm thickness. The growth of InGaN
was investigated in the temperature range between 650 and 850 0C. The 0.1 to 0.2 Rm
thick InGaN layers were grown on top of the thick GaN layers. The input flows of TMGa
and TMIn were varied from 1 to 13 gimol/min and 1.9 to 24 jimol/min, respectively. The
ammonia flow was kept constant at 0.12 mol/min.

RESULTS

For nominally undoped 4 gm thick GaN films, we obtained 300 K mobilities of 780
cm2 Ns (n30oK = 6*1016 cm-3 ), which is among the highest values reported for this
carrier concentration range. Surface nitridation of the sapphire substrate was found to
highly influence the GaN film mobility and double crystal x-ray diffraction linewidth.
Double crystal x-ray rocking curves display a minimum FWHM of 40 arcsec or 300
arcsec for 2 micron thick GaN films depending on the nitridation procedure.
Surprisingly the best mobilities are routinely obtained from the samples with broader
DCXRD linewidths. On these samples dislocation densities as low as 4*108 cm-2 for
GaN on Sapphire substrates were observed in cross-sectional TEM measurements.
The films are characterized by a band edge to deep level luminescence intensity ratio
of higher than 1300 for photoluminescence measurements (220 mW/cm 2) performed at
22 K. Even at excitation levels as low as 2.2 mW/cm 2, the 300 K PL is dominated by the
near band edge emission . The FWHM of the (002) x-ray reflection was 180 arcsec. A
relatively low dislocation density was obtained from cross-sectional transmission
electron microscopy analyses and amounted to 4x10 8 cm 2.5

TABLE I. FWHM of symmetric and asymmetric XRD GaN reflections and dislocation
densities for 1.2 lim thick films grown on sapphire with different NH3 pretreatments

NH3 Preflow Symmetric (002) Asymm(102) Dislocations

(FWHM/ arcsec) (FWHM/ arcsec) (cm-2)

60s 269" 413" 4*108

400 s 40" 740" 2*1010
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The growth of InGaN has to be performed at temperatures below 850 0C because
of the high volatility of indium at common GaN growth temperatures of above 1000 0C.

But even on InGaN layers grown at temperatures below 800 0C, In droplet formation
was observed.' Fig. l'a shows the 300 K PL spectra of three InGaN films of varying
composition. Sample (a) was deposited at 800 0C with a TMGa and TMIn flow of 3.8
and 10 gmol/min, respectively. Sample (b) was grown at 760 °C with a TMGa and
TMIn flow of 3.8 and 7.2 gmol/min, respectively, and sample (c) at 700 0C with a TMGa
flow of 1.9 gmol/min and TMIn flow of 4.8 i.tmol/min. The InGaN films were Si doped
with a Si2H6 flow of 0.7 nmol/min. The spectra are dominated by the recombination of
the donor bound excitons. No luminescence related to deep levels was apparent, up
to a wavelength of 800 nm. The luminescence intensity decreases slightly with
decreasing growth temperature and increasing indium content of the layers. The
emission wavelength increased from 375 nm (a) to 389 and 419 nm for samples (b)
and (c), respectively, corresponding to indium compositions of X'n = 0.04,

PIL 300 K 1..............................

(a)

a _ _ x,-- 0.04 Tg= 800°C

Z,.@ 0.1

CI
0

. (b ) gr
# . = 0.09 7 6 00C 0 .0 1 m - - --8 0 0 °C

--*- 760 °C
-*- 700 °C

x = 0.20 -0-- 650 °C

(2 700oC 0 ....... .. ........ I
o0.1 1 10

300 400 500 600 r /A/s
wavelength /nm

(a) (b)

Fig. 1 . (a) 300 K PL spectra of InGaN films grown at (a) 8000 C (b) 7600C and (c)

7000C (excitation density 220 mW/cm 2). (b) Dependence of the relative indium

segregation coefficient, kin, on the growth rate determined at different growth
temperatures.
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(a), xSl = 0.09, (b), and xs1, = 0.2, (c) 7 Fig. lb shows the dependence of the relative

indium incorporation coefficient,

kin = xsln * fTMGa/(-xSIn )*fTMIn,

on the growth rate of InGaN for samples grown at different growth temperatures.
Besides the expected increase of kin with decreasing growth temperature8 , we
observe an increase of kin with increasing growth rate at a given temperature. This
indicates that the incorporation of indium is limited by the evaporation of indium
species from the surface. The tendency for evaporation decreases at lower
temperatures and/or increasing growth rate, when the indium species become trapped
by the growing layer. Ino0 16Gao84N single quantum wells were embedded in InGaN of
graded composition. First a 250 A thick InGaN:Si layer with an In composition
increasing from 4.5 to 6.5 % In was grown on a 2.4 lam thick GaN film by slowly
lowering the growth temperature from 760 to 750 °C. The temperature was then
ramped to 700 °C for the growth of the undoped Ino. 16Gao.,N quantum well. After
accomplishing the quantum well growth, the temperature was raised again to 760 °C
and a 10 A thick Ino. 05Gao.95N layer was grown. TMGa and TMIn were injected into the
reactor at a flow rate of 1.9 and 3.7 gmol/min, respectively, throughout the whole
InGaN layer growth. The layer structure was accomplished with the deposition of a
0.1 gim thick GaN cap at 1050 0C. The bulk layers were analyzed by double crystal x-
ray diffraction using the (002) reflection of GaN and InGaN. Room temperature
photoluminescence (PL) measurements were performed using the 325 nm line of an
He-Cd laser operating at a pump level of 1 mW. The thickness of the QWs was
determined from transmission electron microscopy calibration of 100 A thick InGaN
quantum wells embedded in GaN.

Fig. 2 shows the 300 K PL spectra of four In0.16Ga 0.4N SQWs of a thickness
between 17 and 50 A embedded in the graded In0Ga,.)N barriers. The graded barrier
was chosen since SQWs embedded directly in GaN showed only weak luminescence
under the excitation conditions applied in this study. The reason for this behavior is
presently under investigation. The emission wavelength of 409 nm measured for the
50 and 34 A thick wells is the same as for InGaN bulk layers grown under these
conditions. The peak wavelength shifted towards lower values at a thickness below 30
A. With decreasing thickness, the intensity of the QW luminescence decreased by a
factor of about 4. The loss of intensity with thinner well width results from the increased
penetration of the electron wave function into the barriers, causing a decreased
probability of carrier recombination in the well. Additionally, the influence of
nonradiative carrier recombination due to interface related defects increases. The
FWHM of the QW luminescence increased from 7.9 nm for the 50 A thick well to about
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Fig. 2. 300 K PL spectra of Ino.16Gao.84N Fig. 3. 300 K PL emission wavelength
SQWs of different thickness. and FWHM of the SQWs.

30 nm for the 17 A thick well (Fig. 3). The increase the FWHM of the QW luminescence
with decreasing thickness is thought to originate from interface fluctuations, together
with band filling effects caused by the silicon doping of the barrier material. 9 The large
effective electron mass in the nitrides together with the graded barriers result in
quantum effects only being observed for a thickness less than 30 A for this QW
composition. In contrast to the results obtained for GaN QWs embedded in AIGaN,' 0

we did not observe any remarkable strain induced shifts of the emission wavelength of
the quantum wells. Transmission electron microscope investigations indicated a
relatively high stacking fault density in the InGaN layer, which may be responsible for
the high degree of relaxation of the quantum wells.' 1

OPTICAL DEVICES ( InGaN /GaN DH LED)

For the LED structure indium contents exceeding 25% were explored in order to shift
the wavelength into the range of greater eye sensitivity. In the LED structure the first
layer consisted of 1 gim undoped GaN deposited by applying a TMGa flow rate of 51
limol/min followed by 3 gim silicon doped GaN, grown with a TMGa flow of 13 imol/min
and a Si2H6 flow of 1.2 nmol/min. The growth of the 20 nm thick InO.27G0.73N active
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layer was performed at 830 0C. A 20 nm Alo.15Gao. 8 5N cap was grown immediately
after the quantum well. The contact layer consisted of a 0.5 gm thick Mg doped p-GaN
cap layer deposited at 1080 0C with TMGa and Cp2Mg flows of 13 and 1.3 Imol/min,
respectively, resulting in a magnesium concentration in the solid of 1*1020 cm- 3 ,
measured by secondary ion mass spectroscopy (SIMS). After the growth , the
samples were annealed in nitrogen at 730 °C for 15 min. The LED process was
accomplished by evaporating a 10 nm Ni /10 nm Au current spreading layer, and a p-
type contact consisting of 20 nm Ni / 200 nm Au. After chlorine reactive ion etching
(RIE) of the mesa, 200 nm Al was evaporated as n-contact metal. Figure 4 shows the
electroluminescence spectra of the LED at forward currents of 10, 20 and 100 mA.
The peak electroluminescence (EL) wavelength shifts from green to blue at increasing
forward currents. We believe the low current spectra is caused by deep levels in our
high indium containing ternary alloys and can be further improved by optimizing

[bias

6 100 mnA
Z'

,a,
S20mrA

350 400 450 500 550 600 650

Wavelength (nm)
Fig. 4 Electroluminescence of GaN/InGaN double
heterostructure LED for different forward currents.

growth conditions. At higher forward currents, the spectrum is dominated by band-
edge related luminescence around 450 nm. The current - voltage (I - V) characteristics
of the DH LED exhibits a forward voltage of 3.6V at 20 mA. A series resistance of 55 0
was measured for these diodes.

ELECTRONIC DEVICES (HFETS AND MODFETS)

Owing to its large bandgap, high electron saturation velocity and large conduction
band offset, the GaN/AlxGal -xN system is particularly attractive for high power HEMT
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devices. Early 0.25 gm gate-length HFETs' 2 showed promise (ft - 20 GHz, fmax - 77
GHz). Performance was limited by the low transconductance (gm - 28 mS/mm)
resulted from low sheet charge density and poor ohmic contact resistance. Aktas et
al."3 demonstrated MODFETs with an improved gm of 120 mS/mm. We have further
improved on these earlier studies and achieved GaN HFETs and MODFETs with a
gate to drain diode breakdown voltage well in excess of 100 V, transconductances as
high as 140 mS/mm, and a full channel current > 300 mA/mm. The transistor channels
were grown on the c-plane sapphire substrate with Channel thickness of 0.4 [tm for
the HFETs and 0.3 gm for the MODFETs. They are both unintentionally doped with a

background electron concentration around 4x1016 cm"3 . Gate barrier of the HFETs
was an undoped 300 A AI0.15Gao.85N layer. It was modulation-doped for the

MODFETs with a 30 A spacer, a 150 A doped layer (Nd - 3X1 018 cm"3 ) and a 120 A
undoped cap. Mesa isolation was done with C12 RIE. Source and drain ohmic scheme
was Ti/AI annealed at 650 Co , while gate metalisation was E-beam evaporated Au.
Gate lengths were 1.5 mm and 1 mm for the HFETs and the MODFETs respectively.
On wafer TLM pattern measurement yielded a contact resistance of 2.5 W-mm for the
HFETs and 3.0 W-mm for the MODFETs.

The GaN/AIGaN MODFET exhibited the highest external transconductances of
approximately 140 mS/mm as shown in figure 5. Gate to drain diode I-V
characteristics of a representative MODFET with gate-drain separation of 2 mm
showed a turn-on at 1.6 V while the reverse breakdown is beyond the limit of the HP
4145B Semiconductor Parameter Analyzer, with a leakage current density of 0.6

pA/mm2 at -100 V. Large voltage I-V characteristics of the same MODFET was
recorded up to Vds = 60 V. With its full channel current of > 300 mA/mm, a RMS class

000 20 40 6

a ah0 mm 333mA/mm

2Vgs start: +1.5 V,•, • • step: -0.5 V
0.015• g.,m..~ 120 mS/mm

0.010

0.005

0 20 40 60
vd, (Y)

Figure 5. GaN/Alo.15Gao.85N MODFET exhibiting high extrinsic transconductance
and a high >300mA/mm channel conductance.
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A amplifier power output over 2 W/mm is possible. I-V characteristics of another
MODFET with 150 mA/mm channel current was obtained with channel voltage up to
100 V without inducing damage. The maximum on-stage voltage is thermally limited.
The HFETs demonstrated similar high voltage capability and channel current density
as the MODFETs with a lower knee voltage as the result of the lower ohmic contact
resistance. Initial microwave measurement indicated ft - 5 GHz and fmax - 11 GHz at
Vds = 20 V for both the 1.5 glm gate-length HFETs and the 1 gm gate-length
MODFETs, lower than expected. The reason is currently under investigation.

CONCLUSIONS

In conclusion, narrow and bright band edge related luminescence was observed
for InGaN SQWs grown at 700 0C. The quantum wells display energy shifts towards
shorter wavelength with decreasing well thickness. The increase in the emission
energy was accompanied by an increase in the full width at half maximum and a
decrease in the intensity of the QW luminescence. The FWHM of the QW
luminescence of the 50 A thick well was as narrow as 7.9 nm (59 meV). InGaN/GaN
double heterostructure LEDs showed blue luminescence visible in bright room light.
In addition, we have successfully fabricated GaN HFETs and MODFETs with very high
breakdown voltage and large transconductance. In particular, a gate-drain breakdown
voltage well exceeding 100 V, gm up to 120 mS/mm, channel current density > 300
mA/mm were realized in the same MODFET.
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ABSTRACT

The properties and characteristics of vacuum microtriodes based on NEA diamond sur-
faces were modelled. Specifically, an NEA diamond vacuum microtriode array was investi-
gated using electrical measurements, electron optics software, and microwave circuit simula-
tion. Data for emission current versus applied voltage for various anode-to-cathode distances
for diamond NEA surfaces was analyzed and various parameters were extracted. Electron
optics software was used to determine Fowler-Nordheim and space-charge-limited DC I-V
characteristics for each microtriode. Microwave circuit simulation was done to determine the
behavior of arrays of these vacuum microtriodes in an RF amplifier circuit.

INTRODUCTION

In this work, a set of simulations are presented for diamond NEA emission vacuum
microelectronic devices, in which electrons are emitted from a diamond cathode into vacuum
and are collected at an anode spaced a few micrometers away. Unlike traditional thermionic
vacuum tubes, which require a heated cathode in order to obtain significant current densities,
these cathodes would be fabricated by growing a thin film of polycrystalline diamond on
silicon and then using appropriate surface treatments to obtain a cold cathode with a negative
electron affinity (NEA) surface. Much work has been previously reported concerning current
emission from diamond surfaces [1, 2, 3, 4, 5].

Vacuum microtriode structures have been investigated utilizing a molybdenum or silicon
cathode shaped in the form of a conic tip. Measurements have been reported for arrays
of these types of structures [6, 7, 8]. In the simulations done in this work, the difficulties
involved in fabricating these tips is avoided by assuming that the emitting cathode surfaces
are flat. The usefulness of these types of fiat-emitter vacuum microtriodes in high-frequency
RF circuits was recognized by Eastman [9].

We simulated the DC I-V characteristics of the vacuum microtriodes using EGN2, a
commercially available electron optics simulation program [10]. First, a set of simulations
were done using parameters extracted from recent diamond NEA emission data. It is hoped
that, eventually, for NEA diamond surface emission, space-charge-limited current (SCLC)
will be obtained (i.e., the electric field at the cathode surface will drop from a large value
to approximately zero). In order for the microtriodes examined in this work to operate
in the SCLC regime, emitted current denisities must exceed 100 A/cm2 . To investigate
the usefulness of these microtriodes for microwave circuits, simulations for these structures
assuming SCLC were performed.

From the SCLC results, a large-signal circuit model for a 1 x 1 mm2 array of each
microtriode was developed. This model was implemented in Microwave Harmonica, a com-
mercially available microwave circuit simulation program [11]. The circuit simulator was
used to predict the performance for each microtriode array in a microwave amplifier cir-
cuit. The results of these simulations indicate that diamond NEA vacuum microtriodes are
promising devices for high-power, high-frequency microwave circuits.
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METHODS

Diamond NEA Emission Data

Typical diamond NEA emission data was taken from our research group and used as a basis
for Fowler-Nordheim (F-N) emission simulations. This data indicates that diamond surfaces
for which the presence of NEA has been confirmed by photoemission measurements show a
F-N dependence of current with anode voltage and cathode-to-anode spacing. That is, the
emitted current has the form

I k (/Va2exp 653 d (1)

where Va is the anode voltage (V), d is the anode-to-cathode spacing (pm), 0 is the barrier
height of the NEA surface (eV), /3 is the field-enhancement factor, and k is a data-fitting
parameter (with units of pA . [m

2/V 2).
Specifically, the data used in these simulations was originally reported by Bozeman, et

al [12]. This data was obtained from a 3.2-pm-thick chemical vapor deposited (CVD) dia-
mond film grown on silicon. This film had a 1.1 x 1018 cm- 3 boron concentration (confirmed
by SIMS measurements), a (110) texture surface morphology, and a Raman FWHM of 9.4
cm-'. The current was measured by placing a 2-mm-diameter cylindrical platinum anode
with a flat end near the diamond film surface (2.6 to 19.8 pm).

Analysis of the data indicated that this film exhibited a threshold electric field of 28+2
V/pm, i.e., 0.1 pA of current were obtained when 28+2 V/pm appeared at the sample
surface. With the assumption that 3 = 1 (the surface is perfectly flat, so no field enhancement
has taken place), it was found that a reasonably good fit to the data could be obtained using
0 = 0.16+0.04 eV and k = 387.1 pA .um 2 /V 2. These values of 0, /3, and k were used in the
subsequent F-N DC I-V simulations.

Device Geometries

A vacuum microtriode structure originally proposed by Eastman [9] is shown in Fig. 1.
Electrons are emitted into vacuum by a cathode, pass by 0.3 x 0.3 pm 2 metal grid electrodes

Anode

etaol Anode

1.0 P m electron
trajectories

diececl&~

S1.0 Jim
Grid Electrodes

mectal

Grid t. mel

Cathode (NEA diamond emitting regions)

Cathode

Figure 1: Vacuum microtriode structure Figure 2: Vacuum microtriode structure
proposed by Eastman [9]. proposed by our group.

(which are spaced 0.3 pm apart and sit on 0.15 x 0.3 pm 2 Si0 2 supports), and proceed on
an additional 1.0 pm to an anode.

The electrode geometry of a vacuum microtriode of our own design is shown in Fig. 2.
In this structure, electrons are emitted from 0.5-/pm-wide fiat NEA diamond surfaces, pass
by 0.5 x 0.1 pm grid electrodes (which are spaced 0.5 pm apart and sit on 0.5 x 0.45 pm 2

Si0 2 supports), and proceed an additional 2.5 pm to the anode (supported by 0.5 x 2.45
pjm 2 Si0 2 supports).

34



F-N-Type Emission DC I-V Simulations

DC I-V simulations were done for the two microtriode geometries using the EGN2 electron
optics simulator [10]. The NEA emission data described above was implemented using the
derived parameters 0,0, and k to calculate F-N current emission. To maximize the F-N
current flowing from cathode to anode, the voltage on the anode should be as large as
possible. However, there is a limit to the electric field that can exist in the device; dielectric
breakdown and other detrimental effects can occur. For this reason, the maximum electric
field allowed in the F-N current simulations was 100 V/Mrm. This means that no more than
+30 V can be applied to the grid electrodes in the Eastman device, and no more than ±45
V can be applied to the grid electrodes in our proposed structure, when the cathode is
grounded.

An example of a F-N emission simulation for the Eastman device is shown in Fig. 3.
Note that these device structures can be analyzed in half-space due to their symmetry, and
this improves computational efficiency. The Eastman device was biased with 30 V on the
control grid and 130 V on the anode. For a 1 x 1 mm 2 array of triodes, this resulted in

-s D-nIE -- FN

Figure 3: Fowler-Nordheim current emission Figure 4: Space-charge-limited current
simulation for Eastman structure. simulation for our proposed structure.

a DC anode current of 1.34 mA and a DC grid current of 0.676 mA. Thus, the DC power
dissipation at the anode is 0.174 W and the dissipation at the grid is 20.3 mW. At this bias
point, simulation of anode current modulation by grid voltage indicated a transconductance
(gm) of 0.242 mS and an anode resistance (r.) of 137 kW.

For our proposed structure, the microtriode was biased with 45 V on the control grid and
290 V on the anode. For a 1 x 1 mm 2 array, the DC anode current was 5.48 mA and the
DC grid current was 0.514 mA. Thus, the DC power dissipation at the anode is 1.59 W and
the disspation at the grid is 23.1 mW. At this bias point, simulation of current modulation
indicated a g. of 0.658 mS and an ra of 78.1 kQ.

SCLC DC I-V Simulations

In the SCLC regime, the vacuum microtriode anode current is given by [13]

IA = K(VA + jVG )31 2  (2)

where K is the perveance (A/V/21 ) and [t (= r. x g-) is the amplification factor. We
approximated the grid current by way of the expression

IG = FKp 3/2(VA + /sVG)3/
2  (3)

where F is determined by device simulations.
For a 1 x 1 mm 2 array of the Eastman device, simulations yielded an amplification factor

(y) of 171, a perveance (K) of 1.75 mA/V/ 2 , and a grid current constant (F) of 3.09 x 10-.
An example of a SCLC simulation for our proposed structure is shown in Fig. 4. For a 1 x
1 mm 2 array, simulations yielded a y of 56.4, a K of 9.90 mA/V 3 /2, and an F of 2.75 x 104.
These simulations lead to an anode current vs. anode voltage and grid voltage characteristics
for arrays of the Eastman device and our proposed structure as shown in Figures 5 and 6,
respectively.
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Figure 5: SCLC DC I-V characteristics Figure 6: SCLC DC I-V characteristics for

for Eastman structure array. an array of our proposed structure.

Microwave Circuit Simulations

Microwave circuit simulations were performed using Microwave Harmonica, a commer-
cially available software package. This program is capable of both linear and nonlinear circuit
analysis by way of harmonic balance calculations.

To perform an accurate nonlinear simulation of each microtriode array, a large-signal
model was developed, as shown in Fig. 7. This large-signal model contains two current

C g• :..~~~....M .?.• . r.• .••.. •
[I o Acl Rg G Cg R C

C 9
------------------ -------------- - ---- ------

Figure 7: Large-signal model for vacuum Figure 8: Common-cathode amplifier used
microtriodes. in microwave circuit simulations.

sources, one corresponding to anode current, with current given by equation (2), and one
corresponding to control grid current, with current given by equation (3). The three inter-
electrode capacitances, Cgc, Cg., and Ca, were estimated and included.

For an array of the Eastman device, the estimated interelectrode capacitance values were
Cgc = 39.8 pF, Cga = 6.6 pF, and Ca, = 2.8 pF. For an array of our proposed structure, the
estimated interelectrode capacitance values were Cg, = 38.4 pF, Cga = 7.0 pF, and Cac =
1.5 pF.

An array of each type of microtriode was simulated in a common-cathode amplifier circuit,
as shown in Fig. 8, in order to determine each array's usefulness as an amplifier component
for frequencies rnging from 10 MHz up to 10 GHz. The simulation assumed low-resistance
DC and RF voltage sources and low-resistance array package leads. The load resistance was
set equal to the anode resistance of the array at the quiescent point [14].

For the Eastman array circuit simulation, a load of 70 Q was used. The array was biased
with 19.2 V on the anode and 0.0547 V on the grid. A 0.15-V magnitude RF input signal
was used. As shown in Fig. 9, this array delivered about 1.1 W of power to the load at low
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Figure 9: Eastman array output power Figure 10: Output power for our proposed
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frequency and about 0.2 W of power at 1 GHz.
For our proposed device array circuit simulation, a load of 24 !) was used. The array was

biased with 11.0 V on the anode and 0.0345 V on the grid. A 0.23-V magnitude RF input
signal was used. As shown in Fig. 10, the array delivered about 1.1 W of power to the load
at low frequency and about 0.8 W of power at 1 GHz.

RESULTS AND DISCUSSION

The results obtained for the F-N emission simulations in this work show what type of
vacuum microtriode device performance could be expected using typical NEA diamond cold
cathodes as they exist today. Obviously, these devices require large anode voltages (130 to
290 V) and suffer from small anode currents (1 to 6 mA), small transconductances (0.2 to
0.7 mS) and large grid leakage currents (0.5 to 0.7 mA). Obviously, these are not practical
devices for high-power, high-frequency microwave applications.

When the SCLC DC I-V characteristics for the Eastman device and our proposed struc-
ture are compared, it is seen that although Eastman's structure has an amplification factor
three times as high (i.e., the grid voltage exerts more control over the grid current), the per-
veance for our structure is more than five times higher. It should be noted that some of the
electron trajectories in the simulations of our proposed device entered and passed through
the dielectric layers, indicating that dielectric charging of the Si0 2 surface may need to be
taken into account in future simulations.

The microwave circuit simulations reveal that both microtriode geometries suffer from the
Miller effect. That is, the capacitance between the grid and the anode is a feedback capacitor,
and circuit analysis for these triodes shows that the total capacitance which appears at the
grid input is the sum of the grid-to-cathode capacitance plus the grid-to-anode capacitance
times the voltage gain of the array [15]. This phenomenon severely reduces gain at higher
frequencies. To overcome this problem, a screen grid electrode could be included in the device
design, inserted between the control grid and the anode. This would essentially eliminate
the control-grid-to-anode capacitance and increase the output power at higher frequencies.

This work has shown the feasibility of using NEA diamond vacuum microtriodes for
microwave circuits, but the device geometry and circuit design presented are not optimized
for any particular application. Additional work needs to be done to determine optimal
designs for these vacuum microtriodes and circuits containing them for particular microwave
circuit applications, such as cellular phone or radar subsystems.
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CONCLUSIONS

In this work, typical diamond NEA emission data was used to predict the performance
of two different vacuum microtriode arrays. It was concluded that with currently attainable
current emission densities, useful devices for high-power and high-frequency RF circuits are
not attainable. Simulations were then done for the vacuum microtriode structures assuming
that emission from the NEA diamond surface would allow the devices to operate in the
space-charge-limited regime. These device and circuit simulations indicate that these vacuum
microtriode structures operating in the SCLC regime have potential for use in high-power
and high-frequency microwave circuits.
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ABSTRACT

This paper describes the design and fabrication of a carbon based thin film transistor (TFT).
The active layer is formed from a novel form of amorphous carbon (a-C) known as tetrahedrally
bonded amorphous carbon (ta-C) which can be deposited at room temperature using a filtered
cathodic vacuum arc (FCVA) technique. In its 'as grown' condition, ta-C is p-type and the
devices described here, produced using undoped material, exhibit p-channel operation.

INTRODUCTION

The flat panel display market is currently dominated by active matrix addressed liquid crystal
displays (AMLCDs) for which the preferred TFT switching elements are manufactured from
either hydrogenated amorphous silicon (a-Si:H) or polycrystalline silicon (poly-Si). However, the
temperatures required to produce these materials make them incompatible with the desire to use
low cost plastic substrates. Further, a-Si:H devices continue to suffer from gate bias induced
instabilities thought to be associated with hydrogen motion [1] and the production of poly-Si
films, uniformly over large areas, remains problematical.

Our solution is to investigate the potential of diamond-like carbon (DLC) as an alternative
material for the active layer in the LCD pixel switches. Although a number of carbon-based
TFTs have previously been demonstrated they have either been produced from high temperature
( > 800°C) CVD diamond [2] or have used more diverse forms of carbon, such as polymeric p-
phenelyne vinylene (PPV) [3] or carbon C 60 [4], for which encapsulation is required to ensure
satisfactory operation.
. DLC is an amorphous form of carbon which contains a large fraction of sp 3 bonding. There

are two basic types of DLC, hydrogenated and unhydrogenated. Hydrogenated amorphous
carbon (a-C:H) is usually prepared by the plasma-enhanced CVD (PECVD) technique and its
properties can be varied by altering the dc 'self bias' on the electrode supporting the substrate. A
more novel type of unhydrogenated a-C can be produced using a FCVA technique. This material
can be deposited at room temperature and, when deposited at an ion energy of 100 eV, has a
bandgap of approximately 2.5 eV, contains negligible hydrogen (< 0.5 at %) and is up to 85%
sp 3 bonded [5]. As grown the material is p-type with a conductivity activation energy of
approximately 0.35 eV. N-type doping can be achieved by the addition of nitrogen to the reaction
vessel during film deposition [6].

This paper will describe the design, manufacture and performance of TFTs made using
undoped ta-C as the active layer. Some investigation of the mechanisms responsible for the
observed FET operation is described.

EXPERIMENT

Device Design

It has been shown by Davis et al [7] that, although bulk ta-C films have a high sp 3 content,
there is always a surface layer, rich in sp2 bonding, present. This is illustrated in Figure 1 which
shows a bright field TEM image of a ta-C film. The film was grown in two stages between which
it was exposed to the atmosphere for a period of 10 minutes. The silicon substrate is shown on
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the extreme left of the picture and five distinct layers can be identified by Fresnel contrast. The
lighter regions marked A, C and E correspond to regions of lower density which, using
nanometre spatial resolution techniques, have been shown to be sp 2 rich [7]. The graphitic layer
at the top surface is of the order of 1 - 2 nm and 3 - 5 nm at the bottom interface with the
substrate. Such layers will lead to the pinning of the Fermi Level and prevent transistor action.
The device structure and the fabrication process must therefore allow this layer to be removed.

Ii I I I I ', ,

Si A B C D E 5nm

Figure 1. Cross-sectional bright field TEM of a ta-C double layer on silicon [7].

From the several TFT structures available a coplanar type was chosen for the final device.
This configuration has several advantages: the graphitic layer on the top surface is thinner and
the least contaminated; the top layer can be easily accessed to allow etching off of the sp 2 layer
and; the subsequent deposition of the gate insulator layer can be effected in the same pump down
sequence thereby minimising the chance of the sp 2 layer reforming and reducing potential
contamination problems at this critical interface.

Device Fabrication

A lift -off process was used to pattern a 50 nm thick layer of undoped ta-C into 1.2 x 0.6 mm
islands on a Corning 7059 glass substrate. Aluminium was then deposited by thermal
evaporation and patterned to define the source and drain contacts. The graphitic layer on the top
surface of the ta-C islands was then etched away in an N2 0 plasma and a 400 nm layer of
PECVD silicon nitride was then immediately deposited to form the TFT gate insulator. An
aluminium top gate contact completed the process. A detailed description of the device
fabrication is given in [8] and a layout of the completed planar structure is shown in Figure 2.

,< channel ,
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Sou rce ,

channel •_
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Drain Zta-C island•(1.2 mm x 0.Gmm Wn = 1.0 mmli

•L .. • •= 20 urn

Figure 2. Layout of the coplanar ta-C TFT Structure
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Results

A typical transfer characteristic for a device produced using undoped ta-C as the active layer
is shown in Figure 3. This device operates in the p-channel mode. As the bias on the gate is
ramped from + 100 V to - 100 V the drain current increases by 1 to 2 orders. For all devices
tested the gate leakage is less than a few picoamps.

10

[] W = lO00Wn
L = 20gm

-1.0
C 0

V ,,= 50V 
DI 0010

0 .1 . . . . . . . . . .... . .. ..i i i i i I I .

-100 -50 0 50 100

Gate Voltage (V)

Figure 3. Transfer Characteristic for p-channel ta-C TFT

Figure 4 shows a series of drain characteristics for the same device. The drain current is
clearly modulated by the applied gate voltage. However, no saturation in the drain characteristics
has been observed, even for drain voltages as high as 100 V. The low drain current at low drain
bias may be attributed to the poor ohmicity of the aluminium source and drain contacts to ta-C
layer. We are currently investigating other contact materials in order to eliminate this effect.
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Figure 4. Drain Characteristics for a typical p-channel ta-C TFT

41



DISCUSSION

The TFTs operate by accumulation in the p-channel enhancement mode. This is to be
expected as the undoped, 'as grown' ta-C is strongly p-type. The increase in the drain current as
the gate voltage in made increasingly more negative is associated with the field induced
movement of the Fermi level closer to the valence band. Similarly, the reduction in drain current
as the gate bias is ramped positively is consistent with the movement of the Fermi level towards
midgap.

This is confirmed by the data presented in Figure 5 which shows the conductivity activation
energy (EA) as a function of applied gate bias. When there is no gate bias applied the measured
activation energy of 0.35 eV is consistent with the p-type nature of undoped ta-C. As the gate
voltage is increased negatively the activation energy decreases. This is in agreement with the
observed rise in the TFT drain current and corresponds to the field induced shifting of the Fermi
level closer to the valence band in the ta-C layer at the ta-C/Silicon nitride interface. As the gate
bias is increased more negatively EA eventually saturates at around 0.26 eV.

0.36 ... . . . . . . .

V 50V
0.34

>1 0.32

Wu 0.30
C-
.0
"Zi 0.28
> 0

0.26
-120 -100 -80 -60 -40 -20 0 20

Gate Voltage (V)

Figure 5. Conductivity Activation Energy versus Gate Voltage.

The slow switching speed and high 'Off current (when compared to a-Si:H TFTs) can be
attributed to the large density of deep or localised states which are known to exist in a-C films
[9]. Movement of the Fermi level requires these states to be filled or emptied and large gate
fields are therefore required. In addition, hopping conduction in the deep states is responsible for
the high 'Off current.

It is suggested that, in undoped ta-C, the Valence band tail is wide (again in comparison to
device quality a-Si:H) and the Fermi level is already situated within the Valence band tail states.
Thus, at fields compatible with the breakdown strength of the silicon nitride gate insulator, only
small shifts in the Fermi level position can be achieved due to the high tail state density. Our
observation of a small saturated shift of 0.09 eV is therefore due to the movement of the Fermi
level deeper into the rapidly increasing valence band tail state density.

The very small field effect mobilities which we measure in these devices, of the order 10-5 to
10-6 cm2V-ls-1 [8], indicate that extended state transport is not the dominant conduction
mechanism. Hopping conduction in the valence band tail states is the most likely mechanism.
The gate field dependence of the hopping current can be attributed to the movement of the Fermi
level closer to the valence band where the defect density is higher.

Further comparison with the a-Si:H system suggests that improvements in TFT 'On' state
performance may be obtained by operating the device in n-channel mode. The field effect
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mobility of electrons in a-Si:H is higher and the conduction band tail is sharper both of which are
responsible for a the superior performance of n-channel a-Si:H TFTs. A significant reduction in
the deep state density of the ta-C films will be required to improve the 'Off state performance of
the ta-C devices.

CONCLUSIONS

Low temperature, glass compatible, amorphous carbon based TFTs, operating in the p-channel
enhancement mode, have been produced. Gate control of the drain current has been observed.
The measured hole mobility is too low for practical applications. Future work will concentrate on
optimisation of the material in order to steepen the valence band tail and reduce the deep state
density. Efforts are also continuing to produce n-channel devices from nitrogen doped ta-C
layers. It is hoped that the electron mobility and the shape of the conduction band tail will be
more conducive to high performance ta-C TFT operation.
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ABSTRACT

In this paper, we present the first calculations of the electron and hole initiated interband
impact ionization rate in zinc blende phase GaN as a function of the applied electric field
strength. The calculations are performed using an ensemble Monte Carlo simulator including
the full details of the conduction and valence bands along with a numerically determined,
wave-vector dependent interband ionization transition rate determined from an empirical
pseudopotential calculation. The first four conduction bands and first three valence bands,
which fully comprise the energy range of interest for device simulation, are included in the
analysis. It is found that the electron and hole ionization rates are comparable over the full
range of applied electric field strengths examined. Based on these calculations an avalanche
photodiode, APD, made from bulk zinc blende GaN then would exhibit poor noise and
bandwidth performance. It should be noted however, that the accuracy of the band structure
employed and the scattering rates is presently unknown since little experimental information is
available for comparison. Therefore, due to these uncertainties, it is difficult to unequivocally
conclude that the ionization rates are comparable.

INTRODUCTION

The III-Nitride materials are presently attracting great interest for numerous device
applications owing to their relatively large band gap energies [1]. The energy gap of these
materials can be spectrally matched for blue and ultraviolet emission and detection [2].
Additionally, the large band gap of the III-Nitrides, particularly GaN, offers the potential for
ultra-high temperature and radiation hard electronics. In many of these device applications,
particularly short channel field effect devices and avalanche photodiode, APD, detectors, high
electric fields exist which can lead to carrier multiplication through impact ionization. In short
channel devices it is often important to avoid carrier multiplication while in APD devices
multiplication provides gain which can be exploited for low light level detection. In any case, it
is important to know at what electric field strengths impact ionization will occur and to know
more about the nature of the ionization breakdown, i.e., whether the carrier ionization rates are
comparable, etc. Knowledge of the ionization rates ratio enables the determination of the noise
and bandwidth properties of an APD, which in turn dictate its usefulness in most detector
applications [3,4].

Spectral matching to blue and ultraviolet wavelengths coupled with the high quantum
efficiency of most of the III-Nitride materials makes them attractive candidates for new, solid
state detectors. To date, GaN based detectors have been made [5-7]. Photoconductive UV
sensors made on insulating GaN [5,6] as well as p-n junction detectors have been demonstrated
[7]. However, there is no information presently available about GaN based detectors utilizing
impact ionization such as APDs. As is well known, optimal performance of an APD, as
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measured in terms of low noise and high bandwidth operation, occurs under single carrier
ionization conditions [4]. Though few materials are known to exhibit single carrier-type
ionization, satisfactory noise performance can still be attained provided the ionization rate of
the secondary carrier species is very much less, by more than an order of magnitude, than the
primary carrier species ionization rate.

It is the purpose of this paper to present the first determination of the electron and hole
ionization rates in bulk zinc blende phase GaN. The rates are determined theoretically using an
ensemble Monte Carlo calculation. The Monte Carlo simulators for the electrons and holes
contain the full details of the conduction and valence bands covering the full energy range of
interest. Results are presented for the electron and hole ionization rates, average carrier energy
and originating band as a function of applied electric field strength.

MODEL DESCRIPTION

The calculations are performed using ensemble Monte Carlo simulators for electron and
hole transport which include the full details of the first four conduction and first three valence
bands respectively. These bands cover the full energy range of interest. The band structure is
obtained from an empirical pseudopotential calculation [8] using an expansion set of 113
reciprocal lattice vectors. All of the relevant phonon scattering mechanisms, as well as ionized
impurity scattering are included into the simulators. The parameters used to determine the
electron scattering rates, i.e., phonon energies, dielectric constants, deformation potential
constants, etc. have been reported in reference [8]. In the hole simulator, owing to the very
anisotropic nature of the valence bands, the phonon scattering rates are all calculated
numerically by integrating over the actual pseudopotential band structure and incorporated into
the simulations following the approach of Hinckley and Singh [9]. In both the electron and
hole simulators, the high energy phonon scattering rates are assumed to be dominated by
deformation potential scattering. In this regime, the phonon scattering rate is calculated through
use of a time dependent perturbation theory expansion by integrating the transition rate over the
final, numerically determined, density of states including collision broadening effects [10].

The wavevector dependent interband impact ionization transition rate is calculated
numerically using the empirical pseudopotential band structure. The transition rate is
determined by integrating Fermi's golden rule for a two-body, screened Coulomb interaction
over the possible final states using a numerically generated wavevector dependent dielectric
function [11] and pseudowavefunctions. The usual first order umklapp processes as well as
those processes arising from the pseudowavefunction expansion as described by Sano and
Yoshii [12] are included in the evaluation of the direct and exchange terms which comprise the
full matrix element for the transition. The wavefunctions are determined throughout the entire
Brillouin zone using the transformation properties of the irreducible wedge for the zinc blende
symmetry [12]. Free carrier screening is also added, and for simplicity, is treated in the Debye
approximation with a carrier concentration of 107 cms at 300 K. The integration is performed
using the Monte Carlo method by sampling over several million final states. The wavevector
dependent transition rate for both the electrons and holes is calculated for 1419 initial states
which is then incorporated into the Monte Carlo simulators.

For simplicity, the bands are labeled in the present simulators using a basic ordering
scheme. The lowest energy points are assigned to the first band, either conduction or valence
bands, which are labeled #1. The next lowest energy points are assigned to band #2, etc.
Though band crossing effects can sometimes be important, for the purposes of identifying the
bands, they are neglected. In the case of zinc blende phase GaN, the number of band crossings
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is relatively small anyway. Nevertheless, we investigated the effect of including band crossings
in the calculations. It was found that the calculated results for the ionization rates do not change
significantly if the band crossing effects are accounted for or not during the course of the
simulation.

RESULTS

As mentioned above, presently there is no available information, either experimental or
theoretical, about the interband impact ionization coefficients in bulk GaN. The calculations
presented here are the first reported estimates of these rates. The calculated electron and hole
impact ionization rates in bulk zinc blende phase GaN as a function of inverse applied electric
field are shown in Figure 1. As can be seen from Figure 1, the rates are nearly the same at the
highest electric field strength, 3.0 MV/cm, and below. Only at the lowest field strength, 1.0
MV/cm, does the hole ionization rate appear to be significantly higher than the electron rate.
Some caution should be exercised however in interpreting the lower field results. At 1.0
MV/cm the ionization counts are too few to provide good statistical estimates. Therefore, there
is a high degree of uncertainty about the level to which the ionization rates differ in this range.
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-*.-Holes
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Figure 1: Calculated electron (squares) and hole (diamonds) impact ionization
coefficients as a function of inverse applied electric field in bulk zinc blende
phase GaN.

The percentage of ionization events originating out of each band for electron initiated
events is plotted in Figure 2 as a function of electric field strength. In zinc blende phase GaN,
the first four conduction bands dominate the carrier transport dynamics. As can be seen from
Figure 2, most of the electron initiated ionization events originate out of the second conduction
band. At higher electric fields the third conduction band begins to contribute significantly to the
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ionization rate. Neither the first nor the fourth conduction bands contribute much to the

ionization rate at the field strengths examined here.
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Figure 2: Percentage of electron initiated impact ionization events arising from each of
the first four conduction bands as a function of applied electric field.

The case for hole initiated ionization is very different. In this case all of the ionization
events originate out of the third valence band. The third valence band contributes nearly 100%
of the ionization events over the full range of applied electric fields. This is due to the fact that
there are no points in the first valence band and very few points in the second valence band
which have a nonzero transition rate. Additionally, at the few points for which the transition
rate does not vanish in the second valence band, the rate is relatively low compared with the
rate from the third valence band. Subsequently, the third valence band dominates the hole
initiated ionization process.

Finally, the quantum yield as a function of applied electric field strength for both
electron and hole initiated impact ionization is plotted in Figure 3. The quantum yield is defined
as the average number of impact ionization events caused by a high energy injected carrier until
its kinetic energy relaxes below the ionization threshold energy through scattering and/or
ionization events. The quantum yield provides an excellent means of determining the relative
"hardness" of the threshold, i.e., the degree to which a carrier will survive to energies much
higher than the ionization threshold energy. As can be seen from Figure 3, the quantum yield
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increases at a substantially greater rate for hole initiated ionization than for electron initiated
ionization. Notice, that the quantum yield reaches 1 for hole initiated ionization at a much lower
energy than for electron initiated ionization indicating a much harder threshold energy in the
valence band. This implies that the electrons survive to much higher energies on average
compared with the holes prior to suffering an impact ionization event. Consequently, the
threshold energy for hole initiated ionization is significantly "harder" than that for electron
initiated ionization in bulk zinc blende phase GaN.

lop

10-1

-oElectrons'
Ho 1 es

10 -3 ,. .. . ..... - J. . .,...., .... .... .... .... ....

0 1 2 3 4 5 6 7 8 9 10

Energy (eV)

Fig. 3: Calculated quantum yield for both electrons and holes as a function of energy of
the carriers.

CONCLUSIONS

In this paper, we present the first determination of the electron and hole impact
ionization rates in bulk zinc blende phase GaN. The rates are determined theoretically from
ensemble Monte Carlo simulators. The Monte Carlo calculations include the full details of the
first four conduction and first three valence bands derived from an empirical pseudopotential
calculation. Additionally, the wavevector dependent impact ionization transition rate is
determined using a numerically generated dielectric function [11] and pseudowavefunctions. It
is found that the carrier ionization rates are nearly identical at high electric field strength, -3
MV/cm, becoming somewhat different at lower field strengths. Though there appears to be a
difference in the electron and hole ionization rates at -1.0 MV/cm, due to poor statistics, this
difference cannot as yet be considered reliable.
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It is further found that the threshold for hole initiated ionization in bulk zinc blende
phase GaN is significantly "harder" than the corresponding threshold for electron initiated
ionization. As a result, the electrons will survive to higher energies, on average, before
suffering an impact ionization event than the holes.

It should be further noted that the calculations rely to some extent on the knowledge of
several parameters, such as phonon energies, deformation potentials, etc, which are presently
not well known. In addition, we have found that the ionization transition rate is highly sensitive
to the calculated band structure and can vary significantly depending upon the details of the
particular bands used. Presently, the accuracy of our band structure at high energies is unknown
since little experimental data at these energies are available to provide a comparison. Therefore,
due to these uncertainties, it is difficult to unequivocally conclude, based on these calculations
alone, that the electron and hole ionization rates in bulk zinc blende GaN are nearly equal.
Further work, principally experimental, is required to confirm these predictions.
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ABSTRACT

The OBIC (Qptical Beam Induced Current) technique is a powerful method to investigate the
electric field distribution of p-n junctions in SiC. In a previous work we found strong indications
for the presence of a high density of negative surface charge in n-type SiC. In order to study
samples of both conductivity types under similar conditions we prepared Schottky contacts on n-
type and p-type 6H-SiC CVD epitaxial layers.

OBIC measurements show an extension of the depletion region of several hundreds of
microns from the edge of the contact on n- and p-type samples, thus interconnecting diodes on an
area up to several mm 2. Our results imply that there is no fixed surface charge but a high density
of both acceptor- and donorlike surface states leading to a dependence of the net surface charge
on the Fermi energy, in which case the sign of the surface charge reverses from negative on n-
type material to positive on p-type 6H-SiC.

INTRODUCTION

Recent progress in the growth of single crystal SiC wafers as well as CVD layers has made it
possible to produce devices with a blocking capability of up to 4.5 kV [ 1 ]. The ability of support-
ing high electric fields is limited by the onset of avalanche breakdown, which can occur both
within the interior regions of the device and at the edges. The resulting high electric surface
fields in SiC power devices are one of the major problems to be solved to further improve device
performance. A careful design of the edge termination of power devices is necessary to raise the
breakdown voltage to the upper bound provided by the analysis of the semi-infinite junction.

Another factor that comes into play is the passivation of the surface of discrete power devices
which is in fact closely related to the problem of edge termination. The passivation induced sur-
face charges strongly influence the electric field in the device regions lying close to the surface
and a proper choice of the passivant can lower the surface electric field considerably. The higher
surface fields of SiC power devices make surface passivation even more critical in comparison to
Si power devices.

A previous study [2] on SiC p÷-n mesa diodes showed that the experimental breakdown volt-
age exceeded the value expected from numerical studies regardless of the specific edge termina-
tion design (mesa diodes with and without multiple floating field rings). OBIC measurements
revealed a substantial expansion of the depletion layer to a value ten times as large as that pro-
vided by the numerical analysis, thus decreasing the surface electric field and in consequence
increasing the maximum achievable breakdown voltage. These results implied the presence of a
negative surface charge with a concentration of > 3x1012 cm 2 . Surface charge variations will
result in irregularly shaped depletion layers which itself will cause premature breakdown. Locally
reduced surface charge concentrations may result in increased electric surface fields in this spot.
On the opposite high surface charge concentrations may lead to the incorporation of remote
defects like pinholes in the active device area due to an increased depletion width. The origin of
the surface charge is still unknown and it is not yet possible to control its precise concentration.
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Therefore an optimized junction termination design including the effect of this charge is not
possible to date and the efforts should be directed towards removing the charge.

In this study we further investigated the questions that originated from those findings about
origin and character of the surface charge by studying Schottky diodes on n- and p-type 6H-SiC
with respect to conductivity type, doping concentration and surface processing. The use of
Schottky contacts instead of p-n mesa diodes simplified the processing since no RIE process and
no oxide formation were involved. Furthermore it was then possible to study the as-grown SiC
surface.

EXPERIMENT

The samples used in this work were CVD grown p- and n-type epilayers with thickness
ranging from 10 pm to 30 pm grown on the Si-face of 3.5' off-oriented 6H-SiC substrates from

14 3 16 3Cree. The doping levels of the epilayers were in the range of 2x10 cm3 to lxl0 cm . On top
of the epilayers Schottky barrier contacts were formed by electron beam evaporation of Al on n-
type SiC and Ti on p-type SiC, respectively. The contacts had a diameter of 200 pmn and were
arranged in an array with a spacing of 300 pm. For the large area backside ohmic contact we used
Al. In order to study the influence of surface processing on the depletion layer width several
samples were etched using a standard RIE process (CF4/H2/Ar plasma) to remove approximately
1 pm of the CVD layer prior to the formation of Schottky contacts.

A mapping of the depletion layer was accomplished by measuring the spatial variation of the
photocurrent in the device. The principle configuration for this technique is illustrated in Fig. 1.
In order to generate electron-hole pairs we used monochromatic light from a 100 W mercury arc
lamp in combination with interference filters (bandwidth 5 nm) for the UV mercury lines. An
aperture was homogeneously illuminated and reimaged onto the sample surface using a micro-
scope with a long working distance objective. For 3.4 eV photons the penetration depth (1/cL,
with the absorption coefficient tx) in 6H-SiC is about 14 pm [3]. The spotsize was approximately
15 pm. In order to separate the photocurrent from the dark current and for increased sensitivity
the light beam was mechanically chopped (f = 70 Hz) and a lock-in technique was used. A more
detailed description of the set-up can be found in [4].

Within the space charge region the charge carriers are separated by the electric field before
they can recombine. At low injection levels and for doping levels much larger than the intrinsic
carrier concentration the photocurrent outside the space charge region will decrease roughly

interference A- ocular
filter WK

mercury Mv X/ Y
arc lamp aperture lens

lens lchopper I-objective
reference J

Fig. 1 Schematic view of the OBIC
set-up (left) and principle of scanning

amplifier + x.y stage the depletion region of a Schottky
contact (magnified section of the

OBIC signal . - sample surface, right).
S current-voltage-converter
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exponentially according to the minority carrier
diffusion length. Thus the OBIC images can be
directly related to the expansion of the depletion
layer at the surface of the device.

RESULTS

The OBIC mapping for a low N-doped n-type 0 0,
sample (doping concentration 2x1014 cm"3) is evice under test
shown in Fig. 2 in grayscale encoding, where white
color represents the maximum photocurrent and
black the minimum photocurrent, respectively.
Superimposed is a drawing of the contact array.
The depletion layer of the device under test ex-
tends over the whole area that was investigated
without a significant decrease in the signal except Fig. 2 OBIC image of the depletion region of
for the area under the opaque metal contacts. This a reverse biased Schottky contact on n-type
has a large impact on the result of any electrical 6H-SiC (No = 2x1 014 cm;, irradiation wave-
measurements since the actual device area is much length 365 nm, reverse bias 3 V)
larger than the area covered by the metallisation.
Furthermore the OBIC image indicates that all diodes are interconnected and it is not possible to
single out a specific diode for electrical characterization. This result implies that the presence of
a negative surface charge is not distinctive for mesa diodes where process steps as RIE and oxi-
dation are involved, but is also present at the as-grown surface.

Fig. 3 illustrates the influence of doping concentration on the extension of the space charge
region. A magnified section of the OBIC image of Fig. 2 is compared to an image of a higher
doped sample (doping concentration lxl016 cm 3). In the latter case the space charge region
extends only 220 mrn from the contact edge with a well defined perimeter. Nevertheless this

Fig. 3 Dependence of the depletion layer width on the doping concentration (irradiation wave-
length 365 nm, reverse bias 3 V\).
a) doping concentration 2x10c
b) doping concentration 2x1016 cml
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value is still more than ten times larger 100 ........
than expected from theory. A brief esti- 80
mate of the diffusion length of 6H-SiC 60 - low doping
from mobility and lifetime data reported ."c6
in literature [1,5,6] for the particular 7 40

doping levels yields a difference in diffu- 2
sion lengths by a factor of 5. From the high doping

experimentally observed decay of the .o 20

photocurrent with distance from the con- a_

tact edge we found the diffusion length c t
for the low doped sample to be 50 times 10 ............
larger than for the high doped sample 5 200 400 600 805 1000

(Fig. 4). This result does not agree with Radial distance (prm)

the sole assumption of carrier transport by Fig. 4 Photocurrent as function of distance from the

lateral diffusion. A more practical depletion layer boundary

assumption to explain above results is the formation of an inversion channel.
In order to study the process dependence of the negative surface charge we selected the RIE

process, which is a characteristic process in the fabrication of SiC device structures and has been
one of the process steps used for p-n mesa diodes investigated previously. The process depend-
ence of the expansion of the depletion layer width is shown in Fig. 5. The RIE etched sample has
a markedly smaller extent of the electric field compared to the as-grown sample. But in spite of
the removal of 1 ptm thick portion of the CVD layer the outspread of the space charge region is
still noticeable which means that the surface charge was retained and could not be entirely
removed.

As additional confirmation of the assumption of a negative surface charge we prepared
Schottky contacts on p-type CVD epilayers. In this case we expected to be able to demonstrate a
decrease in depletion width. Yet in contrast to our expectation, for p-type samples a similar
behavior as for n-type samples was observed. This is demonstrated in Fig. 6a where three diodes

20 p

Fig. 5 Process dependence of depletion layer width (irradiation wavelength 365 nm,
reverse bias 3 V). Cs

a) n-type (ND =5xl10 cm"3) 6H-SiC, as-grown surface
b) after removal of 1 pm using a RIE (CH4/H2/Ar) process.
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adjacent to the diode under test exhibit an increase in signal in their proximity. The OBIC signal
is likewise enhanced in-between the diodes but to a lesser extent. Outside the region encircled by
this four diodes the photocurrent is reduced rapidly with distance. An enlarged depletion region
width for p-type 6H-SiC however can only be explained if one assumes a positive surface charge.

In order to establish the fact that the photocurrent observed in the OBIC measurement origi-
nates indeed from charge carrier separation due to the presence of an electric field with a drift
component directed to the device under test we performed three-terminal measurements on the
contact configuration as seen in Fig. 6. For that purpose we applied a high reverse bias voltage of
100 V to one of the adjoining Schottky contacts to extract all charge carriers generated in its
vicinity. As a consequence the photocurrent as measured in the device under test should be sig-
nificantly reduced in the proximity of the biased contact. The experimental result as presented in
Fig. 6b apparently shows the expected behavior for the biased and the most distant contact with
regard to the diode under test while the depletion layer for the remaining two contacts is barely
affected by the applied bias voltage. This result can readily be interpreted in terms of the electric
field sensitive character of the OBIC method.

CONCLUSIONS

The markedly increased depletion layer width at the surface of SiC Schottky contacts can be
explained by the presence of surface charge. The fact that this surface charge is effective for n- as
well as p-type material indicates that there exist acceptor-like surface states along with donor-like
surface states. Assuming an arbitrary distribution of these surface states within the bandgap the
Fermi energy determines the net charge of the surface charge. This simple model renders a

@0

Fig. 6 OBIC image of the depletion region of a
Schottky contact on p-type 6H-SiC
(irradiation wavelength 365 nm, reverse UIU/

bias 3 V).
The experimental configuration for three
terminal measurements is shown to the !• SG
right.

a) voltage was applied to diode "DUT" biased e
b) an additional reverse bias voltage diode under test

was applied to diode "BIAS"
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negative net charge for n-type surface states nitrogen surface states aluminum
SiC and a positive net charge for (don. + acc.) donor (don. + acc.) acceptor

p-type SiC, respectively. Space E
charge neutrality results in a band
bending at the semiconductor sur- L . Ec

face (Fig. 7). This is supported by LU - -- o p-SIC
the trend observed for variation
of the doping level.

The formation of a space n-SIC
charge region at the surface due
to surface charge increases the E ionized
effective device area and corre- v donors
spondingly accounts for the ex- -, * ionized

perimentally observed leakiness x acceptors

of Schottky barrier rectifiers. On Fig. 7 Resulting band diagram for the 6H-SiC surface including
extremely low doped material the the effect of acceptor- and donorlike surface states on n-
extension of the depletion layer and p-type SiC.
over several millimeters without a
significant decrease in photocurrent is indicative of an inversion channel since the photocurrent
dependency on the distance cannot be understood in terms of carrier transport by diffusion alone.

While the specific origin of the surface charge is not yet clear, it is suggested by the fact that
the surface charge has been retained even after the removal of several pm of the CVD layer the
presence of a surface charge is not just a contamination effect but of more fundamental nature.
Further work must be directed to identify the origin of the surface charge in order to be able to
control it. The seemingly ubiquitous presence of a surface charge has a high impact on the actual
design of junction termination and an understanding of its physics will be important in address-
ing other passivation related problems.
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ABSTRACT

Forward and reverse current-voltage (I-V-T) measurements of MOCVD grown 4H-SiC
p0/n diodes are compared to classical recombination-generation theory over the temperature
range of 100 to 750 K. The forward bias data indicate that the I-V characteristics of the well-
behaved devices follow a classical recombination dominant transport mechanism. Ideality
factors were determined to be in the range of 1.85 to 2.09, and the forward activation energy
found to be EA=l.56 eV compared to a nearly ideal value of 1.6 eV. A majority of the devices
tested under forward bias conditions were, however, found to exhibit significant leakage current
components due to tunneling at forward biases of up to 2.2 V for turn-on voltages in the 2.5 to
3.0 range. Deep level transient spectroscopy (DLTS) was also performed on the diode structures
over the same wide temperature range, and the results were correlated to those obtained from
reverse I-V-T and C-V-T characterization. Deep level defects at energies between 200 and 856
meV were identified from the DLTS data, and these levels are believed to be responsible for the
tunneling dominant current conduction. Intrinsic deep levels, common to all devices tested, are
emphasized and suggested as possible reverse bias tunneling paths for breakdown to explain the
lack of an avalanche mechanism in all of the 4H-SiC diodes tested.

INTRODUCTION

As device performance requirements increase and geometry innovations continue,
existing Si technologies are becoming increasingly limited by intrinsic material properties. With
the theoretical limits of performance being closely approached by many present day devices,
especially for high power and high temperature applications, the need for viable alternatives is
becoming imperative. Wide-bandgap semiconductors which show negligible intrinsic generation
and leakage current, large saturated carrier velocities, an increase in electric field breakdown,
and in many instances excellent thermal conductivity may satisfy the demand for greater
performance for high temperature and power applications.

Due to the recent availability of large area substrate material, a-SiC has attracted
renewed attention as one of the most promising materials for high-power, high-temperature, and
high-frequency devices. Ultraviolet photodiodes,i junction devices,2 numerous field effect
structures,3 and most notably blue and violet light emitting diodes4 have all been demonstrated to
various levels of efficiency and performance. Concurrently, continued improvements to
substrate quality has significantly reduced the macroscopic structural defect density such as
micropipes and inclusions toward reasonable levels. However, difficulties in processing and the
need for better quality base material continue to be the primary impediments to the realization of
the full performance potential of SiC electronic devices. For example, poor oxide-
semiconductor interfacial quality results in degraded MOSFET transconductance and high-
voltage performance, and minority carrier lifetime limited bipolar device characteristics.

In this paper, we report results on the electrical characterization of the junction
characteristics and current conduction mechanisms of 4H-SiC p÷/n diode structures. Forward

57

Mat. Res. Soc. Symp. Proc. Vol. 423 01996 Materials Research Society



and reverse current-voltage-temperature (I-V-T), capacitance-voltage-temperature (C-V-T), deep
level transient spectroscopy (DLTS), electroluminescence (EL), and reverse breakdown
measurements were performed to correlate junction characteristics with defects in the material.

EXPERIMENTAL

The SiC diodes used in this study were mesa isolated structures, off-axis MOCVD grown
on the (0001) surface of n-conductivity, 4H polytype wafers. Asymmetric abrupt p+/n junctions
were obtained by doping Al and N in p- and n-type regions to -lxl019 and 5x1015 cm3,
respectively. Al and Ni standard ohmic contact metalliztions were utilized on the p-and n-type
surfaces, respectively.

Temperature dependent I-V measurements were performed in a closed cycle He
refrigerated cryostat, which includes a heated stage enabling measurements to temperatures in
excess of 750 K during a single scan. Fully automated computer controlled instrumentation and
data acquisition capabilities allow the performance of a wide range of detailed electrical
characterizations including C-V and several variations of DLTS.

RESULTS AND DISCUSSION

Forward biased current conduction characteristics of the 4H-SiC diodes were first
compared to the classical Sah-Noyce-Schockley 5 (SNS) recombination-generation theory.
Typical forward biased I-V data taken on the 4H-SiC diodes are illustrated in Fig. 1 for both a
well-behaved and a leaky diode with a significant shunting characteristic. Solid lines in the

6figure are numerical fits to the classical SNS equation,

I= Idf exp(qVAkr) +TIrec exp(qV/AkT)+ I. exp(BV), (1)

where I is the total forward bias dark current 10-1

and V is the applied junction voltage. The 10 - Tunneling Curent
first and second terms account for diffusion 10-2 (c) - Recombination Current (e)
and recombination mechanisms, and the third 10-3 (d) - Diffusion Current (d)

term is included to account for current (e)6-Seres Resistance

conduction due to tunneling6, with B an 1-. 40-4 A 2 = 2.7 1.36
empirical fitting parameter. As can be seen
from the figure, the 4H-SiC diodes exhibit • 10-5 4H-SiC p~n Diodes

classical forward bias characteristics, .10-6
including the dominance of recombination "leaky" (b)
over ideal diffusion conduction in the well- 10-7 _ A2 = 2.09
behaved devices as expected for large (a)
bandgap (EG) materials. An average value 10
for Irec/Idiff obtained from several ideal diodes I0-9 (
was in the range of 1025. Typical values of - o
the diode ideality factors are illustrated next 10 0s "well behaved"
to their respective conduction regions in the 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
figure. The A2 factor corresponding to Voltage (V)
recombination in the space charge region
(SCR) is indicative of recombination via Figure 1. Forward I-V characteristics for near ideal (o)
traps near the center of the bandgap. and strongly shunted () diodes.
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Although it is difficult to obtain the diffusion 10-1
ideality factor, A,, due to the dominance of :- 1
recombination currents at lower voltages and 10"2 .6 16

due to series resistance effects at larger 19

forward biases, it was observed to be
consistently greater than the ideal Schockley 10-4

value of one. This dominant recombination
processes7 along with the large number of ' 10" 1000 2./ic

diodes exhibiting shunting behavior are the • 10.6
first indications as to the presence of 2
significant concentrations of deep traps and/or Z 10-7 (K

recombination centers in these devices. In 300

fact, the majority of devices characterized 10"8 375

during the present study revealed that the 1520

shunted type leaky diodes were found to be

over 70% of the randomly selected devices 1010 "4H-iC p1n Diode

from the 1.125" wafer. . .-11
Figure 2 illustrates a typical temperature 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

dependent series of I-V data curves for a well- Voltage (V)
behaving diode along with the solid line fits to
the diffusion and recombination components of Figure 2. Forward I-V-T series for good device with

conduction. Diodes without significant leakage recombination-activation Arrhenius plot inset.

or shunt characteristics were found to have
recombination to diffusion ratios which agreed closely with the predicted temperature
dependence, IreclIdiffoc T' /2exp(Eo/2kT), over the range of 300 to 725 K. The activation energy

for the A2 & 2 current component can be
10-4 obtained from an Arrhenius plot of ln(Irec) vs

4H-Si p~n liode 17 1O00/T using the best linear fit to the
300 < T< 650 K expression IrecT 5/2exp(-EA/kT). The results

10-• of these analyses for several diodes are shown
in the inset of Fig. 2. The obtained value of

10-6 V112 
e'~ ~1.56 eV is in agreement with statistical theory 5

which predicts EA'=EGO/2, where EG0 =EG(T=0).

Figure 3 displays a set of typical
temperature dependent reverse bias I-V curves

X, 4HS W o e17 for diodes exhibiting a significant tunneling

0 -l % ieaio component in the forward I-V characteristic.
7 8 Included in the figure is the theoretical thermal

•*0 . generation current, Irev 1 , curve expected
0 , for abrupt doping profiles.s In wide bandgap

10-.1 E,=68 ,v materials, it is predicted that the thermally
1 t0 generated SCR component (Irev) will be

:-_____ l________-___o ___, preeminent over bulk-diffusion and surface-

0 -20 -40 -60 -80 -100 perimeter leakage currents, t  which are
Reverse Voltage (V) neglected in the analysis. As seen from Fig. 3,

the trend is exponential for the mid and larger
Figure 3. Temperature dependent series of reverse

I-V measurement data with activation plot inset, reverse bias voltages rather than the ideal
square root dependence, which can be
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attributed to the neglected perimeter and shunt reverse leakage components for the larger and
smaller bias ranges, respectively. Similar behaviors have been previously reported for GaInP 2

9

and InGaAs9 diodes. The inset of Fig. 3, showing the Arrhenius plot of the reverse activation
energy, illustrates the typical exponential dependence upon temperature of the reverse leakage
current [Irv = Clexp(-EAI/kT) + C2exp(-EA2/kT)]. The activation energies listed on the plot are
characteristic of the dominant generation centers controlling reverse current at the selected bias
and measured temperature. The energies obtained in this manner were relatively insensitive to
the bias voltage chosen as long as the shunting regions of small bias were avoided. The 185
meV generation center was the most consistently observed in all the devices tested, and was also
detected using DLTS methods. The shallower 68 meV level is attributed to the nitrogen donor
levels in the 4H material, since calculations of the free carrier concentration at equilibrium over
this temperature range support a Fermi level effect associated with these shallow levels.
Temperature dependent capacitance measurements corroborate this effect.

A range of reverse activation energy levels were obtained from the large number of
devices tested. The results predominantly indicated the presence of shallower generation centers
in the 4H material, while a few energy levels were in the 700 meV range. This observation is
most likely due to three conditions in the material. First, for the reverse I-V-T method, which at
best will resolve only two or three levels of reasonable energetic separation, the presence of
numerous levels in the forbidden gap results in decreasing accuracy and doubtful validity.
Secondly, the temperature range of the measurements (300 - 600 K) will not result in significant
thermal emission from deep centers greater than -1.1 eV as the Fermi level is pushed toward its
intrinsic position. Thus, generation centers located more deeply in the gap will not contribute to
the thermally stimulated reverse leakage currents. Finally, if there are numerous levels present
in the material, with energy states spanning the energy gap, there may exist a significant
probability for reverse bias tunneling through a series of trap levels. This may occur until a
sufficiently shallow level is subsequently occupied, which has a greater thermal emission
probability than tunneling to the resonant band or to another intermediate level. The DLTS and
reverse breakdown data presented in the following paragraphs support the role of all these defect
related mechanisms in the 4H-SiC diode characteristics.

DLTS characterization of the diodes subjected to I-V-T analysis was typically performed
using classical constant-voltage (CVDLTS) methods. In some instances in which the trap
concentration exceeded 0.lNd, the constant-capacitance (CCDLTS) mode of operation was
utilized. It should be noted that although thermal scans are accomplished to over 750 K, the
emission rate [e. = Nc<v>aexp(-Et/kT)] limitation will restrict observation of deep levels to
within only -Eo/3 of either bandedge. Thus a large portion of the bandgap will remain
uncharacterized using thermal generative techniques such as DLTS. Nevertheless, several deep-
level defects were consistently recorded across the matrix of samples, and the typical DLTS rate
window plots of eight deep level majority-electron and minority-hole trapping centers are shown
in Fig. 4. The concentrations of defects labeled A-H in Fig. 4 are large enough to affect device
junction characteristics. They range from O.OlNd for level A to 0. 3Nd for level F, where the
shallow donor doping level Nd is 5x10i 5 cm"3. These deep traps with ionization energies over
the range of 200 to 856 meV are implicated in the shunting and leakage currents seen in the
forward I-V characteristics of a majority of devices. The majority carrier electron traps shown
in Fig. 4 have been observed in all diodes exhibiting significant tunneling leakage currents.
Furthermore, these defects have characteristically large capture cross sections ranging from
5x10"1 to 6x10"13 cm2. When these defects occur in large concentrations, the probability of
transitions through these centers will significantly increase, and may dominate junction
characteristics. Levels A, B, and C located at energies of Ec-192, 286, and 340 meV,
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respectively, have all been implicated as .... /n Diode
dominant reverse bias generation centers from I- B

V-T analysis. When considering the large . A,B,C, and D
÷ Majoity carrier electron tmps

+ D 200 < E <E 565 mVnumber of traps observed, although only A Dr

considering roughly one third of the 4H-SiC
bandgap, the possibility of tunneling through ' A
several undetected intermediate levels prior to " E " IT
thermal emission from the A, B, or C levels I
becomes more probable. It should also be noted Minoriycnierholtt.

that several additional deep level electron and 250<ET<856mev

hole trapping centers were detected, but they
were consistently found to exist in much lower Rate Windom
concentrations. Table I enumerates the energy G: - 52.9
levels, AE, capture cross sections, cv, and trap --. 8

concentrations, Nt, obtained primarily from = 59.4

DLTS measurements with superscripts L -365.5

indicating corroborating I-V-T data. C-V-T 100 200 300 "680690700710720730
measurements were taken on several devices at 1 Temperature (K)
MHz and 1 kHz source frequencies. In addition
to the detected levels illustrated in Fig. 4, Table Figure 4. DLTS rate window spectra for several
I lists 4 additional deep level centers which were large concentration traps implicated in the shunt
all detected in the n-type diode base of a number leakage currents of the p+/n 4H-SiC diodes.

of other samples using DLTS methods. The
centers labeled el, e2, and e3 are electron traps, and hl is a hole trapping center. These defects
were found to be present in much lower concentrations than those of Fig. 4, as seen in Table I,
and in comparison will have negligible effects on device I-V behavior.

Additionally, minority carrier hole traps labeled F and G in Fig. 4 have also been observed
in diodes with shunting forward I-V characteristics and in diodes exhibiting significant leakage
and tunneling currents. However, these are present only in diodes which exhibited a bright
green (-2.4 eV) defect electroluminescence. Field dependent DLTS emission rate measurement
results and the extremely large capture cross section identify an acceptor nature of the F-defect,
which make it a potential dominant recombination center in the n-type material. This fact
together with the presence of this center in all diodes exhibiting a bright green luminescence lead
us to conclude that the 620 meV center is the activator responsible for the bright green
electroluminescence. The deep energy level, large cross section, and high concentration of this
hole trap results in a large recombination probability and short radiative lifetime associated with
this center, which may explain the lack of a violet N-Al donor-acceptor-pair radiative
recombination in these diodes.

Characterization of the reverse breakdown mechanism in these devices was marginally
successful due to the destructive failure of the diodes when biased into the breakdown region.

TABLE I. Deep level trap summary of DLTS detected defects in the 4H-SiC p÷/n diodes
Trap AT I B T CT D E' F G" H el e2 e3 hil
AE 200 285 340 564 246 620 730 856 585 611 536 350

a 2E-17 4E-17 1E-16 6E-13 1E-18 2E-12 4E-12 1E-18 2E-14 5E-20 3E-21 1E-19
Nt 0.01 0.06 0.09 0.07 0.03 0.3 0.25 0.03 0.002 0.002 0.003 0.002

*-Minority carrer hole traps. t-Observed also using I-V-T technique. Energies in meV, cross sections in cm , and

trap concentrations normalized to the shallow donor 5x101 5 cm-3 value.
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Diodes with well-behaved I-V characteristics were consistently able to sustain an average 475 V
reverse bias before catastrophic breakdown. Leaky devices, characterized by high
concentrations of deep defect centers, were seen to breakdown at a much lower 95 V average.
An avalanche mechanism was not observed in any of the devices tested. Temperature dependent
trends were characterized by a negative coefficient for reverse breakdown up to 423 °C, although
once a diode was biased to breakdown, it was no longer useful for further testing.

SUMMARY

Recently grown p+/n 4H-SiC rectifiers have been studied to determine current conduction
mechanisms and deep levels using I-V-T and DLTS. Roughly 30% of the measured diodes
showed well-behaved forward and reverse I-V characteristics. However, the majority of diodes
tested were found to exhibit shunted I-V behavior which obeyed a tunneling conduction model.
DLTS measurements of the devices revealed the presence of numerous deep trapping centers,
several of which are implicated in the large reverse saturation currents observed in many
devices. Reverse breakdown measurements were characterized by the lack of an avalanche
mechanism, a negative temperature coefficient, and the catastrophic failure of each device after
biasing to breakdown. The negative temperature coefficient is indicative of reverse bias
tunneling through allowed states in the bandgap7 . The detection of several deep level defects
with significant concentrations support this supposition. Furthermore, the large number of
DLTS detected centers observed within roughly Ec0 3 of the bandedges suggests the possibility
of additional undetected deeper levels in the material. The sources of the defects observed in
these devices are unknown. However, the presence of structural flaws such as micropipes and
polytype inclusions in hexagonal SiC are well-known and thus, dislocations, vacancies, grain
boundaries, etc. may be closely associated with the defects detected in this study. Additionally,
support for this link to crystalline flaws may be related to the existence of extremely high
concentrations for several defects. That is, the unintentional introduction of atomic impurities,
at the concentrations observed for several of the defects, is unlikely in high quality epitaxial
CVD reactors. Thus, if lattice imperfections are in fact dominating junction characteristics,
scaling the device areas to dimensions appropriate for applications such as high power will only
exacerbate the problems. The results here indicate that while the improvements to material
technology have been significant with steady progression, there continue to exist significant
concentrations of structural and impurity related defects. This highlights the need for additional
study of the defects in these materials, especially their sources, and continued attention and
improvements to material quality.
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ABSTRACT

A new bias-enhanced nucleation method based on an AC-bias step to form
highly oriented diamond (HOD) nuclei on silicon substrates is presented. The
uniformity of the nucleated film and the bias time strongly depended on the
substrate temperature and the substrate holder. In our case the shortest bias time
and highest nucleation densities were achieved at ~ 850°C while using a graphite
susceptor. Following this nucleation enhancement step the diamond films were
grown out using conditions employing an (a-parameter slightly greater than 2. This
ultimately leads to extremely smooth and well-faceted (100) textured HOD films
which could be used as substrates for the fabrication of electronic devices.

Schottky diodes with high rectification ratios and high breakdown voltages
have been fabricated for the first time via selective growth of the active boron doped
diamond layers on these HOD films. Results of the growth procedure and diode
performance will be given.

INTRODUCTION

Synthetic diamond is readily used for tribology purposes; however, this
unique material also holds promise for commercial application in the
microelectronics arena. Although significant progress has been made in the
fabrication of diamond over the past decades, the development of large area single
crystals has not yet been achieved. Further improvements in diamond synthesis are
essential in order for diamond to realize its full potential.

The recent development of a nucleation enhancement process, termed bias-
enhanced nucleation (BEN), which is performed in situ during microwave plasma
chemical vapor deposition led to the discovery of obtaining broad area highly

oriented diamond (HOD) on j3-SiCl and Si(100) 2,3 . The microelectronic character of
these films was first investigated by Stoner et al. 4 . Later work by Fox et al. 5 revealed
carrier mobilities approaching that of devices fabricated via homoepitaxial diamond
growth.
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The purpose of this paper is to discuss the application of BEN utilizing an AC
bias rather than the conventional DC bias source used in previous works 1-5 . It has
been observed that a carburization treatment prior to BEN is essential for growing
oriented diamond on silicon 3 . Alternating current bias-enhanced nucleation (AC
BEN) was observed to form HOD without this additional carburization
pretreatment. Subsequent to AC BEN, diamond growth was carried out to form a
(100) textured HOD film. Au-Schottky diodes were then fabricated on these surfaces.
The fabrication and rectifying character of these devices will be discussed.

EXPERIMENTAL

Diamond deposition was undertaken in an ASTeXTM microwave plasma
chemical vapor deposition (MP CVD) chamber using methane and hydrogen as
source gases. This growth system has been modified so that a bias potential may be
applied to the substrate. One pole of a 50Hz voltage source is connected to the metal
casing of the thermocouple which is situated in the graphite susceptor containing
the substrate and the other pole is connected to ground. The substrate biasing was
only performed as a nucleation enhancement step; no substrate biasing was used
during diamond deposition.

Single-sided highly polished silicon(100) wafers up to 3 inches in diameter
were entered into the growth chamber as-received. The growth chamber was
immediately evacuated by way of a turbomolecular pump to 1x10-6 torr. Substrate
biasing was performed immediately following a 10 minute hydrogen plasma
cleaning step. An AC bias of 150VRMS was used which produced a current of 10 to
40mA. This procedure was performed at a substrate temperature -850'C as
measured by a calibrated optical pyrometer. Following the formation of a diamond
film determined by use of laser reflection interferometry 6 , the bias voltage was
terminated and diamond deposition was continued using a two-step process. First,
the oriented particles were grown to form diamond octahedra under conditions
employing an a-parameter of 3 as shown in Figure la. These process conditions
were initially used yielding the fastest growth direction normal to the substrate.
Once the diamond octahedra had overgrown the randomly oriented diamond
(Figure 1b), the substrate temperature was increased to form diamond cubo-
octahedra. During this procedure an a-parameter of ~2 was utilized. Continuation
of this deposition procedure resulted in a (100) textured surface. The process
conditions used in this study are summarized in Table I. A schematic
representation of this growth system and further details of the procedure used to
obtain these HOD films have been presented previously 7.

Au-Schottky devices were then fabricated onto the intrinsic HOD substrates.
A boron doped p+-ohmic contact layer was deposited on these substrates to -400nm
in thickness. A boron-coated molybdenum rod of -1mm in diameter was injected
into the plasma via an externally controlled manipulator arm and served as the
dopant source. Next, a silicon dioxide layer was deposited and circular regions of
various sizes ranging from -50jim to greater than 100gm in diameter were wet
etched revealing the underlying p+- layer. A pulse-doped p- layer was then
selectively grown to approximately 400nm in thickness. The pulse doping was
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undertaken by injecting the boron-coated rod into the plasma for 50 seconds at the
beginning of a 25 minute growth duration and quickly withdrawing it away from
the plasma. The silicon dioxide was removed and gold contacts were deposited onto
the p- layer. An in-depth discussion of this experimental procedure has been
presented previously 8 .

Figure 1. SEM micrographs of highly oriented diamond formed by AC BEN
followed by (a) a short and (b) an extended diamond deposition period.

(a) (b)

Table I. The processing conditions for alternating current bias-enhanced nucleation
(AC BEN) and growth of (100) textured diamond.

Parameters AC BEN Diamond deposition

Bias voltage 150VRMS 0
Bias current 10 - 40 mA 0
CH4/H2 2% 1.5%
Pressure -17 Torr 30 Torr
Microwave power 700 Watts 700 Watts
Substrate temperature approx. 850'C 780 - 8500C

RESULTS AND DISCUSSION

The biasing pretreatment was determined to be optimum at a substrate
temperature of 850'C per the experimental conditions used in this study. Any
increase or decrease in the substrate temperature over the temperature range of
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650'C to 850'C resulted in a longer bias duration to obtain a diamond film. A high
percentage of the diamond formed when using AC substrate biasing were also
observed to be oriented relative to the Si(100). The diamond(100) is parallel to the
silicon(100) and a diamond<110>//silicon<110> relationship exists, which has been
observed in previous studies1-3 . However, there is evidense of misorientation and
tilting of the diamond particles relative to the substrate which has been attributed to
the large degree of mismatch between the Si/SiC and diamond lattices 9 .

The AC bias is acting to enhance diamond nucleation as well as providing a
surface conducive to oriented diamond nucleation. It is proposed that the extreme
negative voltages of the AC waveform are acting to promote diamond nucleation.
Based on past work in this area 1 0- 19, only voltages of approximately >-100volts were
found to promote diamond nucleation. Also, the positive and moderate negative
voltage portion of the AC waveform is speculated to be acting as a concurrent
carburization procedure. This process may be responsible for forming an epitaxial
carbide conversion layer onto which the oriented diamond is nucleating as
proposed in past work3 .

The diamond films shown in Figures 2a and b were grown out using the two-

step process previously discussed. An I-V plot of a 5011m diameter diode is exhibited
in Figure 3a. Reverse breakdown voltages in the range of 40 to 50 volts were
typically measured for this particular diode size as is evident in this graphic. Point
contact reverse breakdown voltages of -100volts were also measured. A correlation
between the size of the diode devices and the reverse breakdown voltages were not
obvious which may be due to non-uniform boron doping across the substrate. The
breakdown field strength was calculated to be -2xl0 6V/cm based on the reverse
breakdown voltages and the thickness of the p- layer.

Figure 2. SEM micrographs of (a) a plan view and (b) an inclined view of a highly

oriented diamond surface. The p+- layer, p- layer, and gold contacts are shown on
these substrates.

(a) (b)
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Figure 3. (a) An I-V plot of a 50gm diameter diode fabricated on the intrinsic HOD
surface. (b) The temperature dependent I-V character of these diodes.

(a) (b)
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The low forward bias current at -15volts in Figure 3a (i.e. -10- 4A/cm2 ) may be
attributed to the thin p+- layer. It is speculated that increasing the thickness of this
layer and/or increasing the dopant concentration within this layer may lead to an
increase in the forward current density. The I-V character of a 50gm diameter diode
measured at 50'C and 500'C may be seen as well in Figure 3b. These devices

exhibited rectification ratios If/Ir >106 at 50'C and >102 at 500'C (measured at +/- 15
volts). A Richardson plot using the data extracted from several temperature
dependent I-V plots yielded a linear slope which is indicative of Schottky behavior.
The potential barrier measured via the slope of this plot was determined to be
-1.6eV, which is comparable to diodes fabricated by homoepitaxial means.

SUMMARY

Alternating current bias-enhanced nucleation was responsible for forming
highly oriented diamond on silicon(100). The AC bias is acting to promote diamond
nucleation while concurrently forming a surface conducive to oriented diamond
nucleation. Growth of these films were continued employing a two-step process to
form a (100) textured surface. Au-Schottky diodes were fabricated using solid boron
as the dopant source. Reverse breakdown voltages in the range of 40 to 50volts were
measured for 50gm diameter diode structures. When measuring the I-V character
of these diodes at 50'C and 500'C, rectification ratios, If/Ir, of >106 and >102 were
observed, respectively. A Richardson plot was constructed using data from the
temperature dependent I-V plots and indicated a Schottky barrier height of -1.6eV.
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ABSTRACT

The radiative recombination rates have been calculated for the first time in the wide band
gap wurtzite semiconductors GaN, InN and AIN and their solid solutions Ga•Alm 1,N and
InAll_,N on the base of existing data on the energy band structure and optical absorption
in these materials. We calculated the interband matrix elements for the direct optical tran-
sitions between the conductivity band and the valence one using the experimental photon
energy dependence of the absorption coefficient near the band edge. In our calculations we
assumed that the material parameters of the solid solutions (the interband matrix element,
carrier effective masses and so on) could be obtained by a linear interpolation between their
values in the alloy components. The temperature dependence of the energy gap was taken
in the form proposed by Varshni. The calculations of the radiative recombination rates were
performed in the wide range of temperature and alloy compositions.

INTRODUCTION

Nowadays, the nitride semiconductors such as GaN, AIN and InN attract a considerable
attention due to their outstanding physical, chemical and mechanical properties and also
because of the recent progress in the technology that allowed to produce high quality nitride
films with help of MOVPE and MBE (for a recent review, see Ref. [1]). The attractive
properties of the nitrides include high heat conductivity, hardness, chemical stability and
high luminescence intensity. These wide gap semiconductors are very promising materials
for LEDs and semiconductor lasers in wide spectral interval from ultra-violet to green and
even orange [2] because their solid solutions may have the energy gap varying from 2 eV in
InN to 6.2 eV in AIN.

Important characteristics of materials used in luminescence devices are the rates of differ-
ent electron-hole recombination processes. However, there is no information at the moment
about the intensities of these processes in the nitrides. In this work, we concentrate on the
calculation of the radiative recombination rate in GaN, InN, AIN and their binary alloys
GaAll_,N and InAll-,N on the base of the experimental absorption data that is present
in the literature [3-7], the calculated electron energy band dispersion laws [8-11] and the
temperature dependence of the band gaps in the pure materials [12,13].

ENERGY SPECTRA OF THE NITRIDE SEMICONDUCTORS

We consider more common and popular hexagonal phase of the nitrides. All of them
belong to the crystal class C6,. Their conductivity bands are non-degenerate, and their
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electron states originate from atomic s-functions. In the r point of Brilluine zone they
transform according to P1 , the unite representation of C6,. The valence band is complicated
and consists of two branches. One of them transforms according to P1 whereas the other is
degenerate and form the two-dimensional representation P6 . If spin-orbit interaction is taken
into account, P6 farther splits into two bands, Pr and rs [14]. However, the latter splitting
manifest itself only along k, and k3 , but it equals zero in the very r point and along k,, z
being the direction of the hexagonal axis c which usually coincides with the normal to the
film. We will neglect this splitting and consider P6 as a degenerate band.

According to the results of Ref. [6,8-10,15,16], the order of levels in the valence band of
the nitrides is different: in GaN and InN, P6 branch lies above rP, whereas in AIN it lies
below P'.

The symmetry of the electron wave functions in different bands and band branches leads
to the following selection rules for the radiative transitions:

"* For the transition from rP to r,, only z- component of the transition matrix element
differs from zero, and correspondingly, the emitted photon is polarized along z axis.

* On the contrary, for the transition from I" to P,, z-component of the transition matrix
element equals zero, and the emitted photon polarization is perpendicular to z axis.

RADIATIVE RECOMBINATION RATE: THE METHOD OF CALCULATION

Usually, Shockley-van Roosbroeck formula is used for the calculation of the radiative
recombination intensity [18], which allows one to calculate the transition rate if the spectral
dependence of the absorption coefficient is known. However, this is not the case in the
nitrides where the optical absorption has been measured only in a small vicinity of the band
edge, and another method is needed that would allow to express the recombination rate
through the material parameters.

A straightforward quantum-mechanical calculation similar to given in Ref. [19] leads to
the following expression for the spontaneous radiative recombination rate:

ne 2 r2kET] 3/2 _[ 3kBT]

R 1 M2
- 2k_ /MXI'Yjz f I+ kT eE1B

inch L 7J [ 2B, I
where n is the refractive index, mo is free electron mass, p, = (mn' + m-I)'- is the reduced
carrier mass in x direction, and similar for y and z, and

1 pý 12
W = -. =: 1 d Ik lekPc I

where ekA is the polarization direction of the photon with the momentum k, the sum is over
two polarizations, the averaging is over all photon momentum directions, and P, is the
interband transition matrix element at the P-point of the Brilluine zone.

Defining the radiative recombination coefficient according to the equality

R = Bnp

where n and p are carrier concentrations, one comes to the following expression:

B ne. 2 M 2 [2 1 2 3/2 1 E(T) + 3kBT
mc kBT J _ __1/2 2Eg(T)J
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where f. = mMe, + mh,x and so on.

TEMPERATURE AND ALLOY COMPOSITION DEPENDENCE OF THE ENERGY
GAP

To derive the accurate temperature dependence of the radiative recombination rate, one
needs to know how the gap varies with the temperature in the materials under consider-
ation. In many semiconductors, including the nitrides, the empiric Varshni formula [17]
approximates well the observed temperature dependence of the gap:

7yT 2

Eg(T) = Eg(O) - T +2-

where y and /P are parameters. Their values for nitride thin films were found out in
Ref. [12,13]:

AIN: Eg(300K) = 6.026 eV, -y = 1.799 x 10-3 eV/K, /3 = 1462 K,
GaN: E,(O) = 3.427 eV, -y = 0.939 x 10-3 eV/K, / = 772 K,
InN: Eg(300K) = 1.970 eV, -y = 0.245 x 10-3 eV/K, P3 = 624 K.
For the gap value in the binary alloys with the components A and B, we used the ex-

pression Ep AB)(X T) I [x E A)(T) + (1 - x) EB)(T) - d x(1 - x)]

with d = 1.0 for Ga+Ali_-N and d = 2.6 for InrAli_-N [3,21,22].

CALCULATION OF THE INTERBAND MATRIX ELEMENT

To calculate the interband transition matrix element, we made use of the formula for the
absorption coefficient that also contains P,. (see, for example, Ref. [19]):

-- 2e 2 ý 1'~x~ 1
a(ltw) =b Vhw,- E, b-= aTT Z dOjekAP,1h 2 m~ncE. 2•r 2=I

where the integration is over all polarization directions in the plane perpendicular to the
incident photon momentum.

Extracting the coefficient b from the measured frequency dependence of a, one can find
P,, components in the xy plane assuming that the light beam was perpendicular to the film
surface. However, this method does not allow us to find P,,,. This is not important for the
transitions from r',1 to P6 ,v as in InN and GaN (see selection rules in Sec. 2 above), but in
AIN where Pr,+ band lies higher than P6 ,,, this may cause problems. We still have calculated
B for AIN, too, assuming that Pi,,-P 6,, splitting in AIN is rather small [20], and the hole
population of Ps,,, and hence the transition probability to this band, may be higher than
that in P1 ,, due to much higher density of states in r6,,.

The values of P found this way together with other material parameters used
in calculations are listed below:

AIN: P,,,,=13.4 x 10-20gcm/s, n=2.15, me=0.45, mh,,= 3.6 8 , mh,zy= 3 .78;
GaN: Pc•,=6.3 x 10-2 0gcm/s, n=2.67, m,=0. 22 , mh,,= 2.4 9 , mh,,5 =2 .02;
InN: P,,,,=11.5 x 10-2 0gcm/s, n=2.1, me=0.1 2 , mh,,y,=0.5.

The material parameters for the alloys were found using a simple linear interpolation between
the values for the alloy components.
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The calculations of the radiative recombination rates were performed in the full range of
alloy compositions and in the temperature interval from 200 to 1000K.

The calculated temperature dependence of the radiative recombination coefficient, B,
is shown in the figures. B is higher in InN and lower in GaN, taking intermediate values
in AIN. For example, at 300K B = (2.7, 0.4 and 0.15) x 10-1 cm 3 /s for InN, AIN and

GaN, respectively. The corresponding radiative lifetime of non-equilibrium carriers in GaN
at T = 300K and n = 1 x 101Scm- 3 equals 60 ns.

CONCLUSION

We calculated radiative recombination coefficients for three nitride semiconductors and
their binary alloys. To do it, we extracted values of the interband matrix elements from the
absorption data. The matrix elements do not differ considerably in these semiconductors,
and the difference between the recombination coefficients is connected also with the difference
in the band gap values and carrier masses.
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ABSTRACT

We report on the measurements of the pyroeffect in wurtzite n-type GaN films deposited
over basal plane sapphire substrates. The voltage drop between the contacts was measured while
the sample was subjected to uniform heating. Our results show that the pyroelectric effect in
GaN can be partially attributed to the secondary pyroelectricity, caused by the development of
strain in the material due to thermal expansion.

INTRODUCTION

Large piezoelectric constants of GaN and AIN [1] point out possible applications of GaN
- based materials in piezoelectric sensors. Due to a wide band gap, these sensors are expected to
operate in a broad temperature range and/or in a harsh environment. Recently, we reported [2]
on the measurements of the piezoresistive effect in n-type wurtzite GaN films, which confirm
these expectations. Our study showed that these samples had a strong dynamic response to an
applied force. The gauge factor (GF) of these structures was measured at room temperature for
both longitudinal and transverse configurations. The dynamic effect was related to a strong
piezoeffect in GaN. The maximum dynamic GF observed was - 130 (approximately four times
larger than for SiC [3]).

In this paper, we present the results of our experimental and theoretical studies of the
pyroelectric effects in wurtzite GaN films in a temperature range from 20 OC to 80 0C. We also
propose simple equation describing the pyroeffect under realistic condition of the pyroelectric
charge relaxation. This equation relates the pyroelectric coefficients to piezoelectric properties
of GaN. Our theory is in good agreement with our experimental data and can be applied to
analyze the pyroelectric effect in many different types of materials.

I. EXPERIMENT

GaN layers (3 - 5 gim thick) were deposited over basal plane sapphire substrates, slightly
off-axis. The sample geometry is shown in Fig. 1. Except for the center stripe, the GaN film
has been completely etched down to the sapphire substrate (see Fig. 1). The standard Hall
measurements showed that the electron concentration was close to 5x10 16 cm-3 and the Hall
mobility was on the order of 350 cm 2/V-s. A typical sample resistance was close to 2 k•.

75

Mat. Res. Soc. Symp. Proc. Vol. 423 © 1996 Materials Research Society



The voltage drop between the
contacts 1 and 2 was measured while the
sample was subjected to uniform heating.

Y In these experiments, we abruptly changed
the ambient temperature and monitored the
sample temperature (using a SmS based
thermoresistor) and voltage responses as
functions of time. The experimental
results will be described in Section III,
where they will be interpreted using our
theory. We conducted hot thermal shock
experiments in the range +20 oC - +80 °C

X using oil as a thermal bath.

3 Fig. 1. Schematic of GaN sample. 1 - 6 are the
2 contacts to GaN layer.

II. THEORY

The wurtzite GaN is a natural pyroelectric with the pyroelectric polarization in the
direction of c-axis. It generates an electric charge in response to heat flow. Under the steady
state conditions, the pyroelectric polarization can not be detected because of the compensating
charges from the sample and from the ambiance [4]. This is why we study the change in the
pyroelectric charge as a function of temperature variation. Both the sample temperature change
T(t) - T(0) (which is proportional to the thermal energy stored) and the thermal flux affect the
current value of the polarization [5].

In our experiments, the pyroelectric effect can be described by the system of the heat
transfer equation, the equation of motion of a viscous fluid, and the equation for pyroelectric
polarization (voltage) generation.

Heat Transfer

In our study, the sample was subjected to a uniform heating. The heat transfer was
relatively low (due to the high viscosity of oil), and, therefore, it was caused both by free
convection and thermal conduction. Since the measurement temperatures were relatively low,
we may neglect the radiative transfer. Due to the high thermal conductivity of sapphire
substrate, we can neglect the temperature gradients in the sample, and apply the lumped system
analysis [6].

Pyroelectric Effect

Our samples had a strong electric response to a heat flow into the sample. In the
thermodynamic equilibrium, the effect vanished. Taking into account the response to the heat
accumulation and to a secondary pyroelectricity (piezoeffect) [5], the effect can be described by
the simple equation which fits well our experimental data:

Vez (1)V: V. 76piezo
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In Eq. (1), W is heat accumulated (dissipated) by the sample, and Vplezo describes the
piezoelectric effect due the non-uniform thermal expansion of the sample [5], r, is the relaxation
time, a 1 is a constant, and the dots denote the time derivatives. The heat accumulated by the
sample is given by

W = cpp(T - TO), (2)

where p is the sample density, cp is the sample specific heat, T, is an initial sample temperature
(in our experiments, it is a room temperature), and the weak dependence cpp on temperature is
neglected. The piezoelectric term caused by non-uniform deformation is equal to:

Vpjezo = apL..o(T - TO) (3)

where apieo is proportional to the effective piezoelectric constant of GaN and to the difference
between GaN and sapphire thermal expansion coefficients. Using Eqs. (2), (3), we can write Eq.
(1) in the simple form:

V=aT-V 
(4)

where
a = a1cpp + ap~zo (5)

The solution of the Eq. (4) with the initial condition

V(to) = 0 (6)
is

A t -to [/,V = ae-t f T(t')e- t/'dt" t to (7)
0

According to Eq. (7), in order to find the voltage generated by the pyroeffect, we need to know
the time derivative of sample temperature, t. We determined t from the experimentally
measured dependence T(t) . We calculate apzo from Eq. (5) using the theory of the piezoeffect
in III-Nitrides [7] and the piezoelectric constants extracted from the data on GaN mobility [2]. In
our experiments, apiezo is the main contribution to the pyroeffect, and a = ape,,. To compare
the pyroelectric properties of GaN and another pyroelectric materials, we estimated the
pyroelectric voltage coefficient [5] of GaN:

P+,, = -- (8)
dT

where F is the electric field in the sample caused by the piezoelectricity. In order to find the
electric field, we solve Poisson's equation with the appropriate boundary conditions taking into
account the piezoelectric polarization along the contacts [7]. It yields:

Pv = az/ 2 rd (9)

where rd is the Debye length.
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III. RESULTS

In Fig. 2, we plotted the
results of our hot thermal shock

Bath Temperature experiments. Notice that in oil bath
the heat transfer was relatively small
due to the high oil viscosity. In this

80- .case, the heat conduction (thermal
diffusion) mechanism is important.
Indeed, the analysis of the monitored

C) .sample temperature increase shows
S40- that the heat transfer is due to a

mixed diffusion-convection
mechanism. As mentioned above,
we used the experimental

0- dependence T(t) in order to calculate
0 2 4 6 8 1 0 12 the generated voltage. Also, our

calculation shows that the main
Time, s contribution to this effect comes

1 from the secondary piezoelectricity.
In Fig. 2, we plot the dependence

0.8-° V(t) calculated according to Eq. (7)
with the only contribution left due

Sto the piezoeffect. The theory
0.6- reproduces well the experimental

data. Notice that the only fitting
S0.4- parameter in this calculation is the
4-1 relaxation time (we use r, = 1.6 s),
S0and its value does not affect the

forward front of the voltage pulse.
0 The value of the pyroelectric voltage

coefficient estimated according to

-0.2- Eq. (9) is - 3x10 3 V/mK.

0 2 4 6 8 10 12
Time, s

Fig. 2. Upper curve represents the sample temperature, and the
lower curve represents the pyroelectric voltage. Circles are the
data, solid line is the calculation.
The temperature of the environment (bath) increases from room
temperature to 80 °C.

IV. CONCLUSIONS

We performed the experimental and the theoretical studies of the pyroelectric effect in
wurtzite n-type GaN grown on basal plane sapphire slightly off (0001) axis. The voltage drop
between the contacts was measured while the sample was subjected to uniform heating. Our
results show that the pyroelectric effect in GaN can be attributed to the secondary pyroelectricity
(piezoeffect), caused by the development of strain in the material due to non-uniform thermal
expansion.
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CVD DIAMOND WIRES AS X-RAY DETECTORS
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ABSTRACT

Miniature metal-diamond wire detectors have been fabricated by Hot Filament Chemical Vapor
Deposition (HFCVD) method and characterized as x-ray dosimeters in the energy range 50 keV-
250 keV. Linearity of the response and the sensitivity as a function of energy have been accurately
determined in a range routinely used for x-ray radiotherapy. With a Mo wire substrate, a 10 ptm
thick CVD diamond film can reach sensitivities of the order of 4x108- A/Gy/min, more than one
order of magnitude larger than for a 6 cm 3 standard ionization chamber.

INTRODUCTION

For x-ray detectors, particularly at low energies, diamond has many advantages over other
semiconductor materials, as silicon and germanium. Diamond is faster due to larger saturated
carrier drift velocity, a factor of 2 greater than silicon, less noisy due to the lower dielectric
constant and more resistant to radiation damage (the displacement threshold is approximately 43
eV compared with approximately 20 eV for silicon). Due to its large band gap, a junction is not
necessary to reduce the leakage current for proper operation of the detector at room temperature.
Therefore, a detector can be made into a simple metal-semiconductor-metal (MSM) device with a
mode of operation being that of a photoconductor, both pulsed and DC.

Few papers, however, have been published until now about the use of Chemical Vapor
Deposited (CVD) diamond as x-ray detector, both in the field of hard x-rays [ 1, 2, 3] and for soft
x-rays applications [4].

As a matter of fact, diamond is approximately a tissue-equivalent detector (Z=6 against Z=6.7
for the biological tissue) and this advantage can be probably used for the realization of solid state
tissue-equivalent gamma cameras, particularly at low x-ray energies (below 30 keV, for instance).
Moreover, diamond is also tissue-compatible and environmentally hard, being therefore
exceptionally suitable for in-vivo probes for absorbed dose monitoring. For these applications,
needle-like shapes are evidently to be preferred. Now, among the various CVD techniques, Hot
Filament Chemical Vapour Deposition (HFCVD) turns out to be particularly suitable and simple
for obtaining diamond wires and tubes [5, 6]. In this work, we present the results which have been
obtained in deposition of CVD diamond onto some kind of metal wires (W, Mo, Ta) in order to
prepare x-ray detectors for energies in the interval 50÷.250 keV of maximum energy. The
substrate metal wire is used in order to include the CVD diamond response in this energy region.
For higher x-ray energies, larger Z-value substrates may be needed (Au, Pt, Pb)

EXPERIMENTAL

Our hot filament chemical vapor deposition apparatus, consists of a cylindrical stainless steel
chamber (250 mm diameter, 300 mm height) with a viewport. The gas flow is controlled by two
mass flow controllers and the pressure is measured by a capacitance manometer. The deposition
parameters are listed in table I.

Before deposition, a base pressure of 10-6 mbar was maintained for 24 hours.
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Fig. 1 - HFCVD apparatus used for diamond wire fabrication (A) and the particular arrangement
of the two hot filaments in order to obtain a uniform deposition (B)

"Two tantalum wires ( 0.25 mm diameter)
are wound into helical shapes with about 2
mm turn diameter. The filaments were heated
up to 2300'C as measured by an optical
pyrometer (Minolta-Land Cyclops 152). The
filaments were located 8 mm apart and 6 mm

p distant from the substrate which consists of a
molybdenum wire (50 mm long and 0.3 mm
diameter). In order to increase initial diamond
nucleation rates, they were manually abraded
with 0.25 IVm diamond paste and then washed
in acetone.

S.. The temperature of the substrate wire,
heated by radiation and conduction from the
tantalum filaments, was not measured due to

Fig. 2 - SEM micrograph of a cross section of a the difficulty in placing a thermocouple
diamond deposition (20 gm) on a W wire with a through the filament and was estimated to be100 im diameter at the origin about 950'C. The tantalum filaments

dissociated the gases allowing carbon to

deposit on to the surface of the wires in the
form of a polycrystalline diamond film whose thickness, as evaluated by scanning electron
microscopy, was about 10 [Lm after 8 hours deposition.

After deposition, and before contacts were applied, the diamond coated wire was annealed at
600'C in an argon environment and rinsed in acetone.
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Parameter A metallic thermal evaporation
technique was used to coat 4 mm of

CH4 flow rate 2.5 sccm the diamond surface with successive

H2 flow rate 500 sccm metals: Ti (40 nm) and Au (100 nm).

Pressure 15 mbar The thickness of the metallic layers
was measured during evaporation with

Filament temperature 2300°C an in-situ thickness monitor. Titanium

Substrate temperature (estimated) 950 0C was used since it easily forms a carbide
structure; gold was used to prevent

Deposition Time 8 hours oxidation of the Ti layer. The sample

was then rinsed in acetone and
Table I Growth parameter used for the deposition annealed at 600'C in a N2 environment

of diamond film to allow the Ti to form a carbide with
diamond.

The electronic properties of the Au/Ti-diamond-Mo structure were investigated by measuring
the current-voltage characteristic by means of a mod.617 Keithley electrometer.

RESULTS AND DISCUSSION

The CVD diamond films onto metal wires grow at a reasonable deposition rate (1-2 Itm/h)
and, with the particular hot filaments arrangement adopted, quite uniformly. The best films, from
the point of view of adhesion and thickness uniformity, are those deposited onto tungsten wires:
an example is shown in Fig. 2.

Tungsten, however, is relatively fragile, due to the strong carburization; and, moreover, the
cleaning procedure before deposition is difficult to apply. This is to some extent disappointing,
since Raman spectra indicate the best diamond quality for W deposition. Tantalum giving

10-6- During Irradiation W,••. 0

107- 
0--10"7 " --....,.,

10-8. 0 /

10-1°0 -0

Before Irradiatiorn'. -
111010-1 i -0,402

10.12 . b 0.0 D-.oo--
1-10 -so 0 SOI

Vdtage M

10"13 o0 1
-100 -50 0 50 100

Voltage (V)

Fig. 3 - I-V characteristics of a Mo-diamond wire (300 gm diameter plus a 10 ýIm of deposited
diamond) before and during an x-ray irradiation of about 150 keV maximum energy. In
the insert, the rectifying properties of the diamond wire are displayed on a linear scale
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adhesion problems, the choice fell onto Mo, which gave very good electrical characteristics,
displaying a strong rectification behavior (see Fig. 3, insert) which allows current intensities lower
or of the order of 1 nA below 100 V applied bias. This strong rectification is not well understood
at the moment, but it is certainly related to the different kinds of electrodes (Mo, or better, MoC
inside, Ti/Au outside).

The current increase corresponding to a dose rate of 10.8 Gy/min is quite noticeable,
particularly at bias voltages around or below 20 V (see Fig. 3): however, since in the investigated
dose rate interval the SIN ratio was very good, all the measurements reported here will be referred
to 100 V bias. After an irradiation corresponding to a dose of 20 Gy, the diamond wire reaches a
reproducible starting condition, which can be used for any kind of dose measurement.

Both direct and reverse I-V characteristics are compatible with a Schottky or Poole-Frenkel
behavior: but it seems more likely that direct I-V characteristics, at least at larger bias voltages, is
due to a Space Charge Limited Current mechanism.

Mo-diamond wires have been subjected to a careful investigation about their response to x-
rays in the energy interval from 50 keV up to 250 keV and for x-ray tube current from 6 to 14
mA. The responses in terms of current as a function of the dose rate are always linear (see Fig. 4,
which reports the results obtained at a maximum energy of 150 keV, for an applied bias of 100
V). The x-ray tube was filtered by a Be window: a second filtration was set up by placing the wire
detector in a box of aluminum 2 mm thick, in order to cut off energies below 20 keV. In the same
box, we placed a 6 cm2 ionization chamber (mod. 1015x Dosimeter Corporation) with a time
equivalent response within 10 % from 20 keV to 660 keV, in order to measure directly the dose
rate. A further measurement by using much smaller TLD-100 thermoluminescent dosimeters
(about 3x3xl mm3) gave approximately the same results. Therefore, one can conclude that, at
least in a dose rate interval typical for x-ray radiotherapy, and for maximum energies from 50 keV
to 250 keV, Mo-diamond wire response is linear. In terms of current, Mo-wire displays a

x-ray tube current (mA)
6 8 10 12 14

0,70 I

0,65 7

"< 0,60 -

0,55 ,

o0,50 -
0
C- 0,45 --

0,40

0,15 0,20 0,25 0,30

Dose Rate (Gy/s)

Fig. 4 - Behaviour of the steady-state photocurrent in a Mo-diamond wire, biased at 100 V, as a
function of dose rate (Gy/s). X-ray tube voltage is 150 kV, while the current varies from

6 to 14 mA.
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Fig. 5 - Time response of a Mo-diamond wire (A) and of a diamond planar detector (B) as exposed
to x-rays (150 kV, 12 mA) for a time of 6 minutes. The diamond planar detector has
dimensions of 1 cm2x400 gim. In both cases, bias voltage is 100 V

sensitivity about 14 times larger than the 6 cm 3 ionization chamber placed in the same conditions
(7x10-12 Ah/R against 5x10 13 Ah/R, where Roentgen, R, refers to a ionization density of 2x10 9

electron-ion pair per cm
3 of air).

Time response of Mo-diamond wire is also relatively fast, at least if compared with a very fast
(about 1 ns) planar CVD diamond detector in approximately the same conditions (Fig. 5). The
long tail of the x-ray beam shutoff is not present in planar detector, where the substrate and a 50
l.tm thick layer next to the substrate have been cut off, which contained mainly small dimension
grains. Deep trapping in this region, which is present in wire detector, and, likely, the presence of
large capacitances due to technologically imperfect contact, could be responsible for the observed
effect, which seems to be limited to 2 or 3 minutes and which may be likely eliminated by a more
careful contact preparation.

Finally, Mo-diamond wire sensitivity (in terms of As/Gy) is reported as a function of x-ray
maximum energy in Fig. 6. The sensitivity is decreased as a function of maximum energy mainly
because low energy electrons produced by low energy x-rays close to the Mo surface are more
effective, because of the short range and of the small thickness of diamond. The results of
theoretical calculations, based on Monte Carlo method, are also plotted, and it turns out to be in
reasonable agreement with experimental data. The calculations simulate the whole x-ray spectrum
impinging on the wire detector, calculate the interaction point, follow the emitted photoelectron
according to the particular angular distribution and, finally, evaluate the charge (or the current)
created in the diamond film, according to the particular irradiation geometry, which is normal to
the wire axis. By comparing with the actual detector response one can obtain the charge
collection efficiency of the CVD diamond films, which is of the order of few percent. The
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Fig. 6 - Mo-diamond wire detector sensitivity (As/Gy) as a function of x-rays maximum energy,
for an x-ray tube current of 10 mA. Bias voltage is 100 V. The results obtained by a
simple Monte Carlo calculation are also shown for comparison. A Gray (Gy) corresponds
to a dose of 1 J deposited energy in 1 kg of detector material (diamond in this case)

program code will be very useful in order to optimize the wire detector from the point of view
both of the geometry and of the kind of substrate material.

CONCLUSION

Miniature diamond wire detector have been fabricated and characterized with respect to
medium energy x-ray. The linearity of response and the sensitivity vs. x-ray maximum energy have
been measured between 50 keV and 250 keV. In spite of the very small dimensions, the sensitivity
is more than one order of magnitude larger than for a 6 cm 2 standard ionization chamber. By
varying the wire substrate one can try to increase the sensitivity for higher energies or, also, to
make the detector tissue-equivalent for low energies applications. A wire mesh detector may be
also fabricated for dose imaging purposes.
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ABSTRACT

The long-term reliability of gate insulator under high field stress of either polarity presents a
constraint on the highest electric field that can be tolerated in a 4H-SiC UMOSFET under on or
off condition. A realistic performance projection of 4H-SiC UMOSFET structures based on
electric field in the gate insulator (1.5 MV/cm under on-condition and 3 MV/cm under off-
condition) consistent with long-term reliability of insulator is provided for the breakdown voltage
in the range of 600 to 1500 V. The use of P+ polysilicon gate allows us to use a higher field of 3
MV/cm in the insulator under off-condition and leads to a higher breakdown voltage as the Fowler
Nordheim (FN) injection from the gate electrode is reduced. FN injection data is presented for p
type 4H-SiC MOS capacitor under inversion at room temperature and at 325°C. It is concluded
that the insulator reliability, and not the SiC, is the limiting factor and therefore the high
temperature operation of these devices may not be practical.

INTRODUCTION

Extremely attractive performance projections have been made for 4H-SiC UMOSFET
structure for power electronic applications claiming 100x better performance than silicon power
devices [1]. These projections are made on the basis of l0x higher breakdown field in SiC
compared to silicon. However, a closer look reveals that the limitations of the gate insulator such
as SiO2 will prevent us from exploiting the full potential of these devices. Significant progress
has been reported towards fabricating these devices [2,3]. The results from CREE Research are
particularly encouraging although the specific on-resistance of 17.5 m,2-cm2 has been obtained
with positive gate bias far exceeding the practical limit of 1.5 MV/cm electric field in the insulator.

INSULATOR ISSUES

Electric Field in the Gate Insulator Under On-Condition
The electric field in the insulator overlapping the N+ region under on-condition (Fig. 1), Ei+,

should not exceed 1.5 MV/cm at room temperature and should be much less at elevated
temperature. The energy band diagram under these conditions is shown in Fig. 2. Since the
barrier for electrons in the conduction band of N+ 4H-SiC is only 2.7 eV [4] compared to 3.15
for Si, FN tunneling of electrons will dictate the maximum field consistent with the long-term
time dependent dielectric breakdown (TDDB) of the insulator at a given temperature. In silicon
MOS devices, this field is kept at about 2 MV/cm. Due to the lower barrier in SiC, 1.5 MV/cm at
room temperature is more appropriate. This then places a limit on maximum positive gate bias
that can be applied under on-condition and on the doping of the p-region due to the need for
minimizing the threshold voltage.
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s 1' E i+ =1.5 MV/cm

N+ or P+ doped 2.70 eV FN Tunneling

Somee Polysilicon gate Soure<

P Rch L P Na .05
•L• L x Dioxide "

Gate insulator
Xepi Repi N drift layer Nd 1 2 eylicon

Rbulk N +4H-SiC
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Fig. I A schematic cross-section of a unit cell of the Fig. 2 Energy band diagram of N+ 4H-
4H-SiC UMOS showing all the active layers. In a SiC/SiOg/Polysilicon system under on-condition
device, there are N cells each of width W and pitch S.

In order to study the FN tunneling, metal-oxide-semiconductor (MOS) capacitors were made

on the silicon face of the p-type 4H-SiC by pyrogenic oxidation at 1050'C for six hours followed
by 1 hr. anneal in Argon and 1.5 hr. anneal in oxygen at 950'C. Approximately 460 A of silicon
nitride was deposited on top of the thermal oxide and gold dots were evaporated. The backside
of the wafer was cleaned by reactive ion etching the oxide and the nitride and 5000 A of Al layer
was thermally evaporated. Finally, the wafer was annealed in forming gas at 450'C for 1 Hr. FN
tunneling measurements were made by stepping a positive bias on the top electrode, creating an
inversion layer at each bias step by illuminating with a UV source for 1 minute, and then
measuring the current in the dark. The results are shown in Fig. 3. The composite insulator
breaks down at about 11-12 MV/cm electric field at room temperature and about 5 MV/cm at
325°C. The FN plots indicate much higher current density at a given field in SiC as compared to
silicon. The current density in SiC increases much more rapidly with temperature as compared to
silicon indicating the presence of enhanced thermionic field emission due to lower barrier in
SiC/SiO 2 system.

Electric Field in the Gate Insulator Under Off-Condition
The electric field in the insulator over the bottom comer of the trench, Ei_, under off condition

with maximum voltage on the drain should not exceed about 2 MV/cm to avoid FN tunneling of
electrons from the conduction band of N+ ploysilicon gate into the insulator at room temperature.
This limit may be raised to about 3 MV/cm if P+ doped polysilicon gate is employed due to about
1 V increase in the barrier (Fig. 4) [5]. A 2-D simulation using MEDICI software from TMA
indicates the field crowding in the insulator near the bottom corner. Taking into account the
ratio of dielectric constants of SiO2 and SiC (3.9/10), the maximum field in SiC at the SiC/Si0 2
interface in the bottom flat region of the trench should not exceed about 0.75 MV/cm. Assuming
some charge sharing with the adjacent channel [6], this limit may be raised to about I MV/cm at
room temperature. Again, this limit should be lowered at elevated temperatures. As the
breakdown field of 4H-SiC is about 3 MV/cm, it is clear that in devices such as UMOS or IGBT
where gate insulator is subject to the high field stress under off-condition, the design and
performance is limited by the insulator reliability issues rather than intrinsic SiC properties.
These reliability issues become more severe at elevated temperatures and thus it is difficult to take
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advantage of low leakage currents 0M . . . .
in SiC at high operating .. .. .
temperatures. Thus the expected (N.. .
r e d u c tio n in c o o lin g r e q u ir e m e n ts ..,o • .. ... ......--...

due to higher junction ... .......

temperatures will not be available -....- . ... .... ... ... .. ... C,

in such devices. ..

High Interface State Density and ..........

Fixed Chargee........
High interface state density at

the p-SiC/SiO2 interface and high I-10 0• 1 a 0 0A GJ

fixed charge in the gate insulator E(W/ai) /E(aTVW

have been the cause for a very poor Fig. 3 FN tunneling data on p-4HSiC MOS capacitors under positive
effective inversion layer electron bias indicates that much higher injection current densities at 325°C
mobility of about 10 cm 2 /Vs at are obtained in 4H-SiC as compared to silicon due to the lower barrier
room temperature [2]. Several in the SiC/SiO 2 system. The electric field stress in SiC UMOS
good ideas have come forward such structures therefore needs to be reduced below that for silicon for

as the use of ozone cleaning to long-term reliability.

remove graphitic carbon from the
surface [7] and the growth of = 3.0MV/cm
thermal oxide at the lowest 3.15
practical temperature (1050'C) P P 1 FN Tunneling

followed by an anneal at an even
lower temperature (900'C) [8]. 4.73 4 nm

Even with these techniques, the Silicon
Dioxide 

in

interface state density remains high 50 nm

(-x101 1  cm-2 .eV- 1) in 2.70e\
moderately Al-doped layers. Fig. 5 >
compares high frequency CV 3.25 N- 4H-SiC

curves for MOS samples fabricated
as described earlier with or without 305

ozone cleaning prior to thermal
oxidation. Ozone cleaning clearly
leads to low fixed charge and Fig. 4 Energy band diagram of N 4H-SiC/SiO 2/P+

reduced interface trap density. Polysilicon system under off-condition

With further improvements in processing, an inversion layer electron mobilit of about 50 cm 2fVs
is not at all unreasonable given the bulk electron mobility of about 600 cm2IVs parallel to the c-
axis.

Performance Projection:
Considering these factors, and assuming that about 80% of the breakdown voltage is available,

the specific on-resistance at room temperature for UMOSFET's has been plotted in Fig. 6 along
with the inversion layer resistance and the drift layer resistance for a range of breakdown voltages.
It should be emphasized that even with all the limitations of the gate insulator, the SiC
UMOSFET is a very practical and viable choice in this voltage range due to its ease of
control and higher switching frequency than regenerative devices such as GTO's. It is
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interesting to note that whereas the silicon devices are completely dominated by the drift layer
resistance, the 4H-SiC based devices have a potential of being dominated by the channel
resistance if surface electron mobility in the inversion layer is much less than 50 cm 2/Vs. Also,
whereas silicon IGBTs gain
enormously by cutting down the
drift layer resistance by means of--
conductivity modulation, 4H-SiC 09 - Ozone
IGBTs stand to gain very little in C/Cox Clean

this voltage range. No Ozone
Clean

In light of the above discussion, the
following technological goals need to 0"

be reached for achieving a specific on- Wet Oxide at 1050°C

resistance in the range of 30-60 mil- 0 1 Hr Argon anneal
cm 2  for a 500-2000 V 4H-SiC 1.5 Hr 02 anneal at 9500C

UMOSFET: I 1 1
J-25 -_N -15 -10 -5 0

1. High quality gate dielectric that can VG (V)
withstand a stress of at least 1.5 Fig. 5 Ozone cleaning reduces fixed charge and interface trap
MV/cm under positive gate bias density in a MOS capacitor formed by thermal oxidation of p-

and at least 3 MV/cm under type 4H-SiC.

negative gate bias on a long term
basis. .

Pitch =5 urn, bulh mobility= 500 cmt2lVs
Na =20 Nd, channel mobility = 60 cm V2Ns

2. High quality gate dielectric/p-SiC F- PFolysilicon Oatc electioc•e,
0- Ei. 1.5 MVle1 . Ei- 3 MVlcrn

interface along the sidewalls R~pi EfsIc) = I MVIcm

leading to an inversion layer - - Qi = 10^11 cm^-2
imh li.04~ns _f~ d!slown*,

mobility of about 50 cm 2/Vs. This4 - Vgdi = 50 Vm
implies low density of fast and slow R..

interface traps, Dit < 5x10 10 cm- 0
2.eV- 1 and low fixed charge in the
gate insulator, Qi < lxl0 11 cm-2 . 5 I I

EXPERIMENTAL RESULTS Vni
Fig. 6 Specific channel resistance, Rch, specific drift layer

UMOSFETs were made on the Si- resistance, Repi and specific on-resistance in Ohm.cm 2 for SiC
face of 4H-SiC substrates. The device 4H-UMOSFE's at room temperature as a function of breakdown

voltage. The fact that Rch dominates means that there is no
had a periphery of 0.3 cm, side-wall advantage of using SiC IGBT in this voltage range.
thermal gate oxide thickness of about

100 sun, cell pitch of 29 gim, drift layer of 5 gim doped at about lxl0 16 cm-3 , p-type channel
layer doped at 1x10 17 cm-3 and a channel length of 2 gim. The minimum width of the trench was
3 gim. The gate oxide was grown in three different ways:

Thermal Oxide
Thermal oxide grown at 1150'C wet for 4 hrs followed by 30 min. Ar anneal. Phosphorous

doped N+ polysilicon was used as the gate electrode. The I-V characteristics are shown in Fig. 7.
The channel current showed activation with temperature reaching a maximum at 250'C thus
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indicating large number of interface traps at the ..... .
thermal oxide/p-SiC sidewall interface. The 20.02 It 1

current density was 18.5 A/cm2 at 3 V forward /
voltage corresponding to a specific on resistance of mA •4V,

about 162 mf-cm2 at 250'C. The maximum 2.002 - ,-

positive gate bias was 18 V to keep the positive / //V
field in the side-wall gate oxide below 1.5 MV/cm. -- /-
It is clear that the on-resistance is dominated by the- - - - - --,- -
inversion layer resistance due to the poor quality of I/ - - --

the gate oxide/p-SiC interface along the vertical I l k - -

sidewall (inversion layer electron effective mobility, .0000 o - -t-

tn,ch-4 cm 2/Vs). The breakdown voltage was .0000Volt 90.

about 100 V for this device. The main problem Fig. 7 Experimental IN characteristics at 250'C
with this approach is that the thermal oxide for the thermal oxide case.
grown on the silicon face on the bottom of the
trench is too thin (-300 A) whereas it is too
thick (-1500 A) on the side-walls. The thin oxide
on the trench-floor and the field-crowding at the

bottom comers of the trench limit the breakdown -. -.

voltage to about 100 V. N

Deposited and oxidized amorphous Si gate oxide
In order to avoid the anisotropy in gate oxide

thickness, the gate oxide was produced by
depositing 620A of amorphous silicon and
oxidizing it at 1150'C, wet for 12 min. such that
some thermal oxide was grown on the SiC surface lo

after complete oxidation of the deposited
amorphous silicon layer. This was followed by 30 Fig. 8 I-V characteristics for 4H-SiC UMOSFET at

min. Ar anneal at 1 150'C. A 4000 A thick layer of 300'C for oxidized amorphous silicon gate insulator.
phosphorous doped N+ polysilicon layer was
deposited for gate electrode. The I-V
characteristics at 300'C are shown in Fig. 8. The G
current density is too low and shows activation up
to 400'C indicating a higher interface state density
compared to the pure thermal oxide case. The
breakdown voltage is increased to about 150 V

due to somewhat thicker oxide on the trench floor
as compared to the pure thermal oxide case.

LPCVD oxide and P+ doped polysilicon gate
A 700 A of LPCVD oxide was deposited

followed by an anneal in dry 02 at 1000'C and 30 9 -cmin.Ar nnel. oro doed olyilion atewasFig. 9 I-V characteristics for 4H-SiC UMOSFET at
min. Ar anneal. Boron doped polysilicon gate was 300'C for deposited LPCVD oxide based gate insulator.
used to improve the breakdown voltage up to Use of P+ polysilicon gate improves the breakdown

about 250 V at 300'C as shown in Fig. 9. The voltage.
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current was in between cases 1 and 2 indicating that interface state density is higher than the
thermal oxide but lower than the oxidized amorphous silicon case.

CONCLUSIONS

The above results are encouraging and point towards several problems that need to be solved
such as low interface trap density and fixed insulator charge at the gate insulator/4H-SiC side-wall
interface, appropriate edge-termination, smaller cell-pitch down to 6-10 gm (to increase the
charge sharing among the neighboring cells), and ways to round the sharp corners at the bottom
of the vertical U-shaped grooves which tend to concentrate the electric field with the resulting
low breakdown voltages. Moreover, the reliability of gate oxides or alternative insulators such as
AIN or Oxide/Nitride/Oxide (ONO) stacks needs to be established at high temperature under
appropriate electric field polarity and magnitude. Although, thick oxide can be grown on the
carbon-face, the interface state density at the SiC/SiO 2 tends to be about one order of magnitude
higher than that on the silicon-face. This by itself is not a problem as no current flows through
this region but net positive charge in the interface traps under off-condition (n-SiC drift region
depleted under the trench) can seriously degrade the breakdown voltage and is a serious long-
term reliability issue. It may be better to grow a very thin high quality thermal oxide layer on the
silicon-face and on the side-walls and follow it with a deposited and annealed LPCVD oxide to
achieve almost a uniform layer of oxide on the sides and bottom of the U-grooves.
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ABSTRACT

A 280 V 6H-SiC thyristor has been fabricated and characterized. The switching
characteristics of the SiC thyristor were investigated over a temperature range from 23 'C to 400 0C,
with a switched current density of 4900 A/cm2 being observed under pulse bias condition. The
thyristor has shown a dV/dt of 400 V/ms. Both the turn-on time and turn-off time increase
significantly at 400 °C. The thyristor forward breakover voltage decreases by only 5% when the
operating temperature is increased from 23 °C to 400 'C.

INTRODUCTION

SiC is a highly promising semiconductor for high-temperature and high-power electronics
applications due to its wide bandgap, high breakdown field and high thermal conductivity [1,2].
These superior properties would result in a high power density (100 times higher than Si
counterpart) and low thermal budget for SiC based power systems. It is suggested, under the ideal
conditions, that the SiC based MOSFETs are the choice of future power devices because of its
many ideal properties, such as low forward drop, high blocking voltage and high frequency
operation [3]. However, in reality, many problems are hindering the development of SiC based
MOSFETs. The quality of thermal oxide on p-type SiC is still far from acceptable for n-channel
MOSFETs applications. The channel mobility of SiC UMOSFETs is around 20 cm2/V.s, orders
magnitude less than that of the Si counterpart [4]. The reliability of Si0 2 at high temperature under
high field has proven to be a serious problem even in Si technology [5]. The maximum oxide field is
limited to less than 2MV/cm when operating temperature is increased to 350 °C. However, in order
to utilized the high breakdown field of SiC, the electric field on the oxide film on SiC will be around
5 MV/cm due to the low dielectric constant of the oxide. It is obvious that such high fields will pose
serious problem if the SiC based MOSFETs are to be operated at high temperature. In Si power
technology, thyristor structures have been used for high-voltage and high-current applications due to
their low forward drop and high current handling capability [6]. Advanced MOS-controlled Si
thyristors (MCT) offers additional advantage of voltage gate control. It is expected that SiC
thyristors will operate reliably under high-voltage, high-current and high temperature conditions by
avoiding the problems associated with oxide based devices. Furthermore, because of the lack of
high fields on the oxide, a SiC based thyristor with MOS controlled turn-off could be more easily
developed. Thus, of the various SiC power devices demonstrated, the SiC based thyristor is the
most promising power device for ultra high-voltage and high-current applications, including high
power motor drives for electric vehicle, aircraft engine controls and utilities. In our earlier work, we
have reported a high-current and high-temperature SiC thyristor with a blocking voltage of 100 V
[7]. In this work we report the switching characteristics of a 280 V 6H-SiC thyristor operated at
temperature up to 400 "C.

EXPERIMENT

The 6H-SiC pnpn thyristor structure used in this work is illustrated in the Figure 1. The
structure consists of a 0.8 gm p-type base layer grown on an n÷ 6H-SiC substrate, a 7.5 gm
undoped ntype blocking layer and a 0.5 gm Al doped p÷ layer. The doping level in the n type
blocking layer was designed to be 8x015 /cm3 for a blocking voltage of 400 V. The gate contact wasplaced on the n-type base layer. The gate recess and device isolation etching were accomplished by
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Figure 1. Cross-section of the 6H-SiC thyristor.

employing a newly developed electron cyclotron resonant plasma etch process for SiC [8,9]. The
device has an anode diameter of 210 gim and a mesa diameter of 320 gim. The anode area of
3.46x10 4 cm 2 was used to calculate the device current density. The high defect density in SiC
(100's micropipes/cm 2 ) is a limiting factor in scaling up device dimensions and hence in increasing
maximum device current [10]. Nitrogen was implanted at room temperature in the gate area for the
formation of the gate ohmic contact. The implantation depth was 0.25 j.m deep with an ion density
of lx1020/cm 3. The nitrogen ions were activated at 1350 "C in vacuum for 30 minutes. Al was used
as the p-type ohmic contact and Ni was used as the n-type ohmic contact. Both Al and Ni contacts
were alloyed at 950 TC in argon for 5 minutes. The specific contact resistances, obtained from
transmission line model (TLM) measurements, were found to be 2- 4xI0-4 ohm-cm 2 for the Ni
contacts and l-2x10.3 ohm-cm 2 for the Al contacts. The Ni and Al contacts were coated with Ti/Au
after annealing. The current-voltage and capacitance-voltage measurements are performed to check
anode emitter junction and doping level of n base layer. The capacitance-voltage measurements
indicates that doping level in the n base region of SiC thyristor is in the range of 5.5 xl015/cm 3,
lower than the design value of 8x1015 /cm 3. The n base layer thickness of 7.5 gim is confirmed by
SIMS measurements. The switching performance of the SiC thyristor was characterized at
temperatures ranging from 23 "C to 400 0C.

RESULTS AND DISCUSSIONS

The forward blocking voltage of the thyristor was found to be 280 V. This value is
consistent with the punchthrough voltage determined from the n- base layer doping level and
thickness, indicating the device was operated in a punchthrough mode. The device leakage current is
less than 3x105 A/cm2 at 250 V at room temperature. The gate current needed to turn on the thyristor
is about 6 times that of the 100 V SiC thyristor at the bias voltages corresponding to the same
undepleted n- base layer width in both thyristors. The higher gate current required in the 280 V
thyristor is largely due to the increase in doping level in the n- base region. It is known that the
decrease in base resistance leads to an increase in gate current [5]. It is also expected that a lower
base resistance improves the thyristor's dV/dt capability. This is consistent with the observation that
the 280 V thyristor has shown a dV/dt of 400 V/ps, a significant improvement over our earlier result
of 15 V/ts for the 100 V SiC thyristor.
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The switching characteristics of the SiC thyristor were investigated over temperatures from
23 °C to 400 0C. Figure 2 shows a switching waveform at 23 'C with a device current of 1.05 A
(equivalent to a current density of 3000 A/cm2 ) under gate pulse triggering. The rise time increases
from 30 ns at room temperature to 105 ns at 400 0C as shown in Fig. 3. The delay time and rise time
are plotted in Fig. 4 as a function of temperature. It is seen that both delay time and rise time
increased as the operation temperature is increased. The delay time is related to the carrier transit
process which ends with the collapse of space charge region in the thyristor after applying the gate
current and is greater than the sum of the carrier base transit times. The rise time has been related to
the excess charge build-up process in the base regions after the sum of current gain reaches unity
and can be approximated by the geometric mean of the carrier base transit times based on the charge
control model [11]. Since the carrier transit time is determined by the base layer thickness and
mobility, fast rise times at room temperature could be attributed to the narrow base width in the SiC
thyristor while reduction in mobility at high temperature is largely responsible for the observed
increase in delay time and rise time.

The turn-off performance of the thyristor was investigated using a double-pulse circuit. The
turn-off time t, is defined as the minimum time required before a second voltage can be applied to the
device without switching the device back to the on-state. It is the time required for the excess carriers
stored in the base regions to be reduced to below a certain level through recombination processes. It
is found that the turn-off time, tq, is less than 250 ns at room temperature and increases to more than
2 ms at 400 °C as shown in Fig.5. The significant increase in turn-off time by a factor of 8 is most
likely due to the increase in carrier lifetimes at high temperature. The effect of temperature on carrier
lifetime has been studied by several researchers [12,13] and has been reported that the carrier
lifetime increases with increasing temperature. This observation is significant considering the fact
that one of the major applications of SiC thyristors is at high temperature. The increase in carrier
lifetime at high temperature would lead to the reduction in the on-state resistance and offset the effect
of reduction in carrier mobility. However, the carrier lifetime increase as a function of temperature
would result in decrease in the thyristor's switching speed and increase in turn-off power loss.

T =23 "C
0 - _ -- -

> -100 --- 0.4

CUL...

O -200 -- --L - -- 0.8

'K -0

0.4 0.8 1.2 1.6

Time (jis)

Figure 2. Turn-on switching waveform of the 6H-SiC thyristor with
a gate pulse triggering at room temperature. Ig = 5.8 mA/div.
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Figure 3. Turn-on switching waveform of the 6H-SiC thyristor with
a gate pulse triggering at 4000C. Ig = 5.8 mA/div
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Figure 4. Temperature dependence of the delay time and rise
time of the 6H-SiC thyristor during turn-on process.
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Figure 5. Turn-off time measurement of the 6H-SiC thyristor at 400
°C by a double-pulse circuit. The tq increases from less than 250 ns

at room temperature to over 2 gs at 400 oc.
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Figure 6. Forward breakover voltage vs temperature for the 6H-SiC
thyristor. The data of a conventional Si thyristor (NTE 5411) is
included as a comparison.

The thyristor forward breakover voltage decrease by only 5 % and reverse blocking voltage
decrease by 8% when the operating temperature is increased from 23 °C to 400 'C, as shown in
Fig.6. This performance illustrates the advantage of SiC over Si for high-temperature operation, as
the typical maximum rated temperature for Si thyristors are limited to approximately 120 0C. The on-
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state resistance of this thyristor is dominated by the p-type contact resistance as in the case of our
100 V thyristor [7]. The high p-type contact resistance, which is partly due to the relatively low Al
doping level (low 10 18/cm3 ) in the p+ emitter layer, prevents the meaningful study of the temperature
dependence of on-state resistance. The maximum current density of 4900 A/cm2 tested in this
thyristor was limited by the high voltage drop in the p-type contact which eventually cause the
destruction of the ohmic contacts. Even under this condition, a power density of 1.2 MW/cm2 is
achieved in this device.

CONCLUSIONS

In conclusion, we have demonstrated a SiC thyristor which blocks 280 V and conducts up to
24900 A/cm switched current with fast turn-on and turn-off characteristics. The high temperature

performance was investigated over temperature range of 23 TC to 400 "C. While excellent thermal
stability was observed in the devices voltage blocking capability, turn-on time and turn-off time were
found to increase at high temperature. A low contact resistance of p-type ohmic contact is critical to
the SiC thyristor operation. This work demonstrates the potential of SiC thyristors for high-
temperature electronics and power control applications.
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ABSTRACT

The current vs voltage characteristics of 4H-SiC MOS capacitors under deep depletion are
obtained by a fast ramp response technique so as to obtain the maximum field that can be applied
to the MOS structure without the failure of either the semiconductor or the oxide layer. The
experiments on n-type 4H SiC wafers having a 5 g.m thick epilayer of 1015 - 1016 cm"3 doping
concentration and an oxide layer 1200A - 1500A thick, indicate the significant influence of the
oxide quality and defects in the semiconductor on the nature of the current response during
accumulation and deep depletion measurements. The effect of the conductivity of the oxide layer
is reflected clearly in the current response, even though classical C-V measurements do not
indicate any abnormality. Apart from obtaining the maximum breakdown fields of the
semiconductor and the oxide, the fast-ramp response technique provides useful information about
the generation processes associated with defects in the MOS structure.

INTRODUCTION

The past few years have seen tremendous improvements made in the growth and
processing techniques related to SiC, making high power electronic devices using this wide
bandgap semiconductor a reality. Various groups have reported on the fabrication of high voltage
pn junction diodes and MOSFETs [1 - 4] using either 6H or 4H SiC. The breakdown voltage of
SiC MOS devices is a very important parameter which determines the maximum limits to which
the device can be stressed without failure. Considering that one of the major advantages of a wide
bandgap semiconductor such as SiC is its suitability for high power devices operating at high
voltages, it is essential to characterize the high field properties of the semiconductor vis-a-vis
what is theoretically expected. Also, the breakdown voltage and leakage current of the oxide layer
needs to be characterized in order to make reliable MOS devices. In this context the
characterization of a simple MOS capacitor structure by the fast-ramp response technique
provides an elegant and inexpensive method to qualify the device worthiness of a MOS structure.

EXPERIMENT

The fast-ramp response technique presented in this paper is capable of providing
information regarding the quality of the semiconductor and the oxide layer. The technique
involves the measurement of the current response in the accumulation and deep depletion regimes
of a MOS capacitor structure while applying a rapid voltage ramp pulse [5]. The measurements
yield information about the conductivity and breakdown strength of the oxide layer, the maximum
depth of the depletion layer before avalanche breakdown, the maximum field that can be applied
across the semiconductor before avalanche generation is observed, etc. The experimental set-up
used for the ramp response measurements is shown below.
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-+Connection for Deep Depletion Measurements
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Fig. 1: Experimental set-up for fast-ramp response measurements on MOS capacitors.

The experimental system consists of a high voltage ramp generator which is capable of
providing a negative voltage pulse ranging from 10 V to 10 kV, at variable slopes from 10 V/ms
to 100 V/ms and pulse duration in the range of 0.lms to 100 ms. Since the ramp generator is
designed with independent control over the slope as well as the pulse duration, it is possible to
study the variation in the MOS electrical characteristics as a function of either of the above
parameters. The experimental sequence for the characterization of MOS structures performed in
the present case involves the application of a fixed slope pulse with varying pulse duration so that
the peak applied voltage increases with increasing pulse duration. The slope of the ramp voltage is
chosen such that it is rapid enough to avoid any thermal generation in the semiconductor.

The MOS capacitor structures used in the present experiments were fabricated on n-type
research grade 4H - SiC substrates with - 1018 cm73 doping concentration and a 5gtm epilayer of
_ loll to 1016 cm"3 concentration. A thermal oxide of 1200A - 1800A thickness was grown on top
of the epilayer by wet oxidation at 1150'C in a quartz furnace. Al gate contacts of different
diameters (0.1mm to 1.0 mm) were defined on the oxide layer by photolithography. All the MOS
structures were at first characterized using room-temperature high frequency C-V measurements
at 100 kHz under perfect dark condition. The MOS structures were then tested using the ramp
response technique, first in the accumulation mode and then in the deep depletion mode.

As indicated in Fig.1, for the accumulation measurements the negative high voltage pulse
is applied to the bottom ohmic contact of the capacitor (for the n-type semiconductor), while the
Al gate is connected to the ground via a lkW current viewing resistor (CVR). In this circuit
configuration the applied voltage appears entirely across the oxide layer, and hence the
characteristics of the oxide layer can be determined. Since the applied ramp voltage has a constant
slope (dV/dt), for a fixed oxide capacitance (C.x), the measured current should be ideally a
constant value corresponding to the displacement current (C,,dV/dt). In case of a poor quality
oxide, with significant leakage current, an additional conduction current proportional to the oxide
conductivity will be superimposed on the measured displacement current. Hence by comparing the
measured total current with the theoretical displacement current that is expected (since C., is
known from the C-V measurements), the oxide conductivity for poor quality oxides can be
determined.

The MOS structures with no leakage through the oxide were further tested in the deep
depletion mode. In this configuration, as shown in Fig.1, the negative ramp voltage is applied to
the gate of the MOS structure in series with a fixed positive D.C. bias while the ohmic contact is
connected to the ground through the lkQ CVR. The fixed D.C. bias ensures that the MOS
structure is at first in accumulation until the ramp voltage magnitude exceeds the D.C. voltage.
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Thus in this mode of measurement the MOS structure is swept from accumulation to deep
depletion as the ramp voltage increases. Hence the measured current decays from a peak
amplitude corresponding to CodV/dt, as the total displacement current reduces with decrease in
depletion capacitance. In the case of ideal MOS structures with good quality semiconductor and
oxide layer, the measured current continually decreases with the increase in the ramp voltage,
until the field in the depletion region exceeds the breakdown strength of the semiconductor
resulting in the breakdown of the semiconductor, which will be reflected as a sudden spike in the
measured current. In such a situation any further increase in the ramp voltage will not result in any
more growth in the depletion layer, and in fact the measured current will then settle back to the
displacement current magnitude corresponding to the oxide capacitance since the semiconductor
depletion region will be short-circuited by the breakdown process. On the other hand, in practical
MOS structures, the presence of defects in the semiconductor (such as micro-pipes or other kinds
of defects common in SiC) will result in an increase in the measured current much before the
intrinsic breakdown limit of the semiconductor is reached. Since thermal generation is avoided,
we believe that the increase in current is due to local avalanche processes associated with defects
in the semiconductor. By measuring the gate voltage at which the current increase is observed
(termed as the avalanche voltage, V.v), and knowing the epilayer doping concentration and oxide
thickness, the depletion width corresponding to 'V,0 ' as well as the field in the oxide and
semiconductor can be calculated. Since the measurements are performed in a pulsed regime, even
after breakdown, the MOS structure is not permanently damaged and the pre-breakdown current -
voltage characteristics can be obtained again at lower voltages. Thus the ramp response technique
provides a simple effective method to determine the maximum operating voltage limit of a MOS
structure before going through the elaborate steps of fabricating a complete MOS device.

RESULTS

The high frequency C-V characteristics of two different MOS capacitor structures and
their corresponding current (I) vs voltage (V) characteristics in accumulation mode (using the
ramp response technique) are presented in Fig.2.

8 MOS # 1: C-V 8 MOS # 2: C-V

0 #01
z -40-20 0 20 40 -40-20 0 20 40

Gate voltage (V) Gate voltage (V)

MOS # 1 I - V in Accumulation MOS # 2: 1 - V in Accumulation
0.06 100

6j
0

.
04

50

~0.020
UU

0 0 -
-10 0 10 20 30 -5 0 5 10 15 20

Gate voltage (V) Gate voltage (V)
(a) Capacitor structure with (b) Capacitor structure with

"good" quality oxide "bad" quality oxide

Fig.2: High frequency (100kHz) C-V characteristics and I - V characteristics in accumulation
using ramp response technique for two different SiC MOS structures.
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As observed in Fig.2 while both the MOS structures indicated very good C-V
characteristics, the I - V characteristics obtained using the ramp response technique clearly
demonstrate that the capacitor structure MOS#2 had significant leakage through the oxide when
tested in the accumulation mode while MOS#1 with the good quality oxide did not indicate any
measurable leakage. In fact, from the I - V characteristics shown in Fig.2(b), the oxide
conductance is calculated to be - 3 gtS for the "bad" quality oxide.

Typical current and voltage waveforms for a "good" quality MOS structure under deep
depletion mode is presented in Fig.3. Note that the current waveform indicates the decay in the
displacement current with the increase in the ramp voltage as the depletion capacitance is reduced.
In Fig.3 the current and voltage waveforms are shown as a function of time as well as current vs
voltage characteristics. While Fig.3(a) shows the situation with no breakdown (peak gate voltage
~ 90 V), Fig.3(b) shows the situation when the same test dot suffered breakdown at Va, 113 V.

SDeep depletion no breakdown Deep depletion breakdown
100O 100

S50

U
i -50 ".0 S""-. l-100
ýý-100"" o

-150 -200
0 5 10 • 0 5 10

Time (mS) Time (mS)

I - V in Deep depletion : no breakdown I -V in Deep depletion: breakdown
10 40

• 20
5

0

-20 0 20 40 60 80 100 -50 0 50 100 150
Gate voltage (V) Gate voltage (M)

(a) (b)
Fig.3: Typical current and voltage waveforms using ramp response technique in deep depletion
for a "good" quality MOS structure.

In certain situations it is possible to observe the beginning of the avalanche processes leading to
the increase in the current, even before the complete breakdown occurs. A typical I-V
characteristics showing the onset of avalanche initiation is depicted in Fig.4.

I - V in Deep depletion: avalanche onset

2[avalanche initiatio 1
-2.5 I

1 V

0 20 40 60 80 100

Gate voltage (V)

Fig.4: I-V characteristics showing the onset of avalanche in a 4H-SiCMOS capacitor.
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Table I summarizes the breakdown data obtained from the deep depletion measurements
performed on many (> 50) different test dots of various diameters.

Table I. Avalanche data of 4H SiC MOS capacitors
Diameter Nepi t.X Vav Wd Eo, Eý
d (mm) (1016crn 3) (A) (V) (gsm) (MV/cm) (kV/cm)

0.1 0.991 1285 182 4.19 1.96 749.53
0.2 0.886 1279 174 4.34 1.81 694.89
0.4 1.11 1329 137 3.37 1.76 675.01
0.5 4.47 1303 113 1.37 2.88 1104.0
1.0 1.67 1285 60 1.69 1.33 508.99

Nepi : Epilayer doping concentration (cm 3); t,,: oxide thickness (,A); V :gate voltage at which
breakdown or current increase is observed; Wd :depletion width corresponding to V, ; E0, : field
in oxide at V, ;E, : maximum field in semiconductor at V. .

One of the main observations from the breakdown data in Table I is that the maximum
field in the semiconductor at which avalanche generation associated with defects is observed lies
in a wide range between 500 - 1100 kV/cm for the present MOS structures. This value is below
the expected intrinsic breakdown strength of SiC which is in the range of 2 - 3 MV/cm. Since the
depletion layer widths calculated in Table I is less than the epilayer thickness of 5 gmtr, and the
field across the oxide at V., is much less than the breakdown strength of the oxide (ideally - 10
MV/cm ) the breakdown is clearly within the SiC epilayer. Also, a clear dependence of the gate
diameter on the avalanche initiation voltage (Vav) is observed, with the highest voltage obtained
for the smallest gate diameter and the lowest voltage for the largest gate diameter. The
dependence of V_, on gate diameter is understandable since the probability of including defects in
the semiconductor increases with increase in diameter of the gate. But, it has to be noted that the
maximum field in the semiconductor at V., do not show any clear correlation with test dot
diameter, since the variation in the doping concentration significantly affects the magnitude of the
field through the variations in the depletion width.

CONCLUSIONS

The effect of increased conductivity of the oxide layer in some test dots on a given wafer
is clearly observed in the current variation under fast-ramp response measurements on the 4H SiC
MOS capacitors, even though classical C-V measurements do not indicate any abnormality. The
maximum field in the semiconductor at which local avalanches associated with defects in the
semiconductor are observed lies in the range of 500 - 1100 kV/cm, which is lower than the
expected theoretical breakdown limits for SiC. Normal pre-breakdown current and voltage
characteristics can be obtained at lower voltages even after breakdown, indicating that the pulse
mode measurements in the ramp response technique do not result in a permanent damage of the
MOS structure. The avalanche initiation voltage (Vav) shows clear dependence on the MOS
capacitor dimension, with the highest voltage obtained for the smallest diameter of the gate.
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ABSTRACT

Discrete, buried-gate 4H-SiC JFETs (WIL = 1 mm/5 gtm) were packaged and characterized at
temperatures ranging from 290 K to 773 K for use in a hybrid, 4H-SiC analog amplifier. A con-
taminated passivation oxide was found to limit high-temperature operation initially, but upon
removal of the passivation layer the devices demonstrated stable operation to 773 K with adequate
amplification (Av greater than 200 V/V) up to 673 K. From the 16 devices tested, a peak extrinsic
saturated transconductance (gmsat) of 27.1 mS/mm was measured at 308 K, corresponding to a
channel mobility of 400 cm/V.s, excluding significant series resistance effects.

INTRODUCTION

Silicon Carbide (SiC) is a wide-bandgap semiconductor well-known for its attractive electrical
properties of wide-bandgap, high saturated electron velocity, high thermal conductivity, and high
breakdown strength [1-3]. These four material properties give SiC an advantage over other semi-
conductors such as Si and GaAs in high-temperature, high-power, high-frequency, and
high-radiation applications. Of the almost 200 known polytypes of SiC, currently only two are
commercially available in bulk wafer form, 4H-SiC and 6H-SiC. While trade-offs exist between
the two polytypes, 4H-SiC is generally preferred for analog applications because of its higher and
more isotropic electron mobility. Some key electronic properties (bandgap (E.), thermal conduc-
tivity (EK), breakdown strength (Ecrit), saturated velocity (vat), electron mobility ([L,) and intrinsic
carrier concentration (ni)) of 4H-SiC, Si and GaAs are listed in Table 1. Although traditional
silicon-based electronics utilize Complementary Metal Oxide Semiconductor (CMOS) logic,
Junction Field Effect Transistors (JFETs) have advantages over MOS devices in high-temperature,
high-radiation, and even high-power applications in that they do not depend on a gate dielectric
such as Si0 2 which often degrades in the aforementioned environments. Here, device perfor-
mance of 4H-SiC JFETs from 294 K to 723 K and limited packaging issues are examined.

TABLE I: Key Electronic Properties of Si, 4H-SiC, and GaAs

Property Silicon [3] 4H-SiC [3] GaAs [4] Comments

Eg (eV) 1.16 3.26 1.5 T<5K
eK (W/cm*K) 1.5 3.7 0.5 300 K
Ecrit (MV/cm) 0.25 2.2 0.4 10

17
<N<10'

8
cm-

3
at T =300 K

Vsat(e-) (xl06cm/s)* 10 20 8 (overshoot in GaAs)
]In (cm 2 /Ves) 1400 1000 9200 T = 300K, 1014 < N < 1015 m-3

ni (cm-
3
)at300K lxlo+lO 5x10- 9 2.xl10+6

*at an electric field of 200 kV/cm

105

Mat. Res. Soc. Symp. Proc. Vol. 423 0 1996 Materials Research Society



EXPERIMENT

Sixteen 4H-SiC buried-gate JFETs, purchased from Cree Research, Inc., were characterized in
terms of standard device parameters, such as turn-off voltage (VT), output resistance (rDs), gate-
to-source and gate-to drain capacitances (CGs and CGD, respectively). The devices had a channel
width (W) of 1 mm, channel length (L) of 5 gm, gate area of 1.05 x 10-3 cm"2, and a channel
thickness (a) (set by reactive ion etching) of 0.20 to 0.22 gm. Other parameters provided by the
manufacturer include a pn junction built-in potential (Vbi) of 2.85 V at 300 K and a nitrogen-doped
(n-type) epitaxially-grown channel layer with a doping level of approximately 1.0 x 10

17 cm"3 . A
cross-section of the device is shown in Figure 1. The p-type epitaxial layer is provided to effect
charge depletion of the channel. A heavily doped n+ epitaxial layer is provided to reduce contact
resistance to the nickel based ohmic contacts with gold overlayer. Nickel-based ohmic contacts to
SiC have been reported elsewhere [5]. The surface was passivated with Si0 2, although this layer
was removed prior to testing as detailed below.

The devices were packaged on alumina ceramic chip carriers which had gold thick-film con-
ductor traces and pads screen printed on them to facilitate gold-gold wirebonding and brazing.
The bare die were attached by brazing the die using either Au-In (82%/18%) or Au-Ge (88%/12%)
preforms in a forming gas (95%H 2/5%N2 ) ambient for two minutes. Use of the Au-In braze
allowed for higher-temperature operation (up to 773 K), but the high brazing temperature (923 K)
degraded the metal contacts in many of the JFETs and prevented operation or wirebonding in these
cases. To increase the successfully packaged die yield, Au-Ge brazing (at 683 K) was used for
most devices, although this limited the temperature of operation to below the Au-Ge eutectic
temperature of 636 K [6].

RESULTS

DC Characterization of 4H-SiC JFETs

Device characteristics of the JFET are described by the equations below taken from Sze [7]
which were derived under the assumptions of the gradual-channel approximation, a long channel
device, abrupt depletion layer, and constant mobility. Equation (1) describes the built-in potential

Nickel Ohmic Contacts

+ c with Gold overlayer
n cap layer11

SiO 2 passivation t

17-.Ol cm n-type epitaxial channel layer to-34 urn-3 I-I

NA - 2.0 x 10 i cm -a 5 gim 14- p-type epitaxial layer

Gate Contact p 4H-SiC substrate
V drawing not to scale

Figure 1: Device cross-section of 4H-SiC buried-gate JFET purchased from Cree Research, Inc.
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of an abrupt pn junction in terms of electron charge (q), Boltzmann's constant (k), intrinsic carrier
concentration (ni), temperature (7), and the doping levels of the p and n regions (NA and ND,

respectively.)

kT I(NAND') kT (ND) +
Vbi = -n ~ ~ In~~ forap njxn.()

Equation (2) gives the saturated drain-to-source current (IDsat) as a function of relevant device
parameters, where Vp is the pinchoff voltage defined by Equation (3). The term Fs is the semi-
conductor permittivity (10.0 x (8.854x10-14F/cm2) for 6H-SiC).

Ff \ (qn) 2a'1 __ 'V 0  )+ 2~ (VG; + r V

IDsat = -L) 3(V + Vbi V -bi'2

Vp = (qna2) voltage at which channel is pinched off. (3)

The turn-off voltage (VT) where the device is turned off is defined by Equation (4) in terms of Vbi

and Vp. Ideally VT is controlled primarily through ND and a, making uniform epilayer doping and
thickness critical. Using the manufacturer's supplied values for a, ND, and Vbi, the calculated VT

should range between -0.4 V and -1.5 V at 300 K. Finally, the extrinsic saturated transconductance
(gmsat) is given in Equation (5). The channel mobility can be extracted from Equation (5) using the
values for channel doping and thickness given above.

VT = Vbi - Vp turn - off voltage (4)

gmsat = gmax - V- +V•p ) where gmax L (N ) (5)

Effect of Passivation Layerv Removal

In a typical as-received device, the extrinsic, saturated transconductance (gmsat) at 0 V gate bias
(V0s = 0) was measured to be 6.2 mS/mm at 290 K, falling to 2.27 mS/mm at 673 K. Small-signal
voltage gain (Av) ranged from 232 to 278 V/V up to 473 K for a 10 V drain-to-source bias and 0
V gate-to-source bias. Parasitic drain-to-source leakage current was found to be responsible for
degrading Av. lDSS (IDSsat at VGs = 0 V) fell from -8.4 mA at 294 K to - 5 mA at 723K. The source
of the parasitic leakage was identified primarily as leakage through the surface passivation layer.
This was confirmed by etching off the surface oxide with buffered oxide etch (BOE) solution of
6:1 H20:HF for 15-20 s, and re-testing several devices. Figure 2 illustrates device output charac-
teristics of a typical device at 673 K before and after the removal of the surface passivation. The
gate voltage was stepped from -1.5 V to + 1.5 V in 0.5 V increments. Reasons for the dramatically
altered DC characteristics of the devices after removal of the passivation oxide could include large
amounts of mobile and/or fixed charge within the passivation oxide as a result of Na+, K+ or heavy
metal contamination. The presence of Na in similar, virgin SiC has been shown elsewhere [8].

Figure 2b illustrates the typical output characteristics of an unpassivated 4H-SiC JFET at 307
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Figure 2a: Output characteristics of a 4H-SiC JFET Figure 2b. Output characteristics of
at 673 K with passivation oxide (before BOE) and packaged, unpassivated 4H-SiC JNET (J3)
without passivation oxide (after BOE). VGs stepped at 307 K and 648 K in a dark, shielded,
from -1.5 V to 1.5 V in 0.5 V increments, nitrogen ambient. VOs stepped from -1.5 V

to +0.25 V in 0.25 V increments.

K and 648 K. These results exhibit the expected decrease in IDS at the higher temperatures from
decreased mobility as a result of acoustic phonon scattering. The output resistance (rDs) was fairly
constant over the temperature range, in contrast to the passivated devices' output as illustrated in
Figure 2a. Typical average values for rDS were 200 kM at 300 K and 300 kQ2 at 623 K at a DC bias
of VGs = 0 V and VDS = 10 V. VT, gi, and other DC parameters also were fairly stable with
temperature after removing the passivation layer on the devices. VT at 300 K was recorded before
and after etching the surface oxide in four devices and was found to shift by an average of +0.8 V
to +1.0 V. VT ranged from -1.3 V to -2.6 V prior to BOE treatment, and ranged from -0.3 V to -1.7
V afterwards at 300 K in four random devices. VT for a typical, randomly selected device before
and after removal of the surface passivation layer from 300 K to 773 K is shown in Figure 3a. IDSS
also decreased by a substantial amount, from an average of 7 mA at 300 K before etching off the
surface passivation to 0.8 mA afterwards. This decrease was not surprising since the shift in VT
allowed less conduction at VGS = 0 V for the unpassivated devices. VT was fairly constant up to
623 K where increased pn junction leakage currents began to contribute. The increased pn junc-
tion leakage currents contribute to the increased sub-VT leakage from drain-to-source as shown by
Figure 3b. Increased pn junction leakage is expected since pn junction saturation current is di-
rectly proportional to ni2, which is strongly temperature-dependent.

Temperature effects on other device parameters

IDSsat and gmsat both decreased with increasing temperature as expected from decreasing elec-
tron mobility. Aside from gX and the mildly temperature-dependent n, Vbi is the remaining
first-order temperature-dependent factor in the expression for gmsat shown in Equation (5). IDSsat
also decreases with increasing temperature, much for the same reasons as discussed for gmt.
Figure 4 illustrates IDS and g,. as a function of VGs and temperature. From 300 K to 623 K, a 33%
to 50% reduction in gmsa, was typically observed. A peak gmsat of 27.1 mS/mm was measured for
one device at 308 K with VDS of 10 V, corresponding to a gI of 400 cm 2/V-s as calculated from
Equation (5) while ignoring substantial series resistance effects (approximately 20 kM), and using
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Figure 3a: Turn-off voltage of a 4H-SiC JFET Figure 3b. Linear transfer characteristics
versus temperature before and after removal of illustrating sub-VT drain-to-source current

contaminated passivation oxide. (IDS) at different temperatures.

the values given for a, ND, and Vbi by the manufacturer. Peak gmsat was measured at a VDS of 10 V
and a Vos of 2.6 V. The average [t of the 16 devices at 308 K was 250 cm 2/V.s, with a range from
200 to 400 cm 2/Vs observed. Channel Ii's were approximately 50% to 80% of expected g, but are
reasonable given the large series resistance of the device and significant defect density in the SiC.
Minimizing series resistance and material defect density should increase device performance.

The unbiased CGs and CDs were measured to be in the range of 86 to 55 pF (73 pF average) for
all 16 devices at 300 K (f= 100 kHz). Although COS and CDs increased moderately to an average
value of 100 pF at 623 K, the increase may be due to increased capacitance associated with the
electrical connections inside the oven.

CONCLUSIONS

Device characteristics such as g, VT, leakage currents from drain-to-source and other DC pa-
rameters were analyzed quantitatively to 773 K. Reliability studies, improving the quality of the
passivation layer and die attach remain the only technological barriers to successful implementa-
tion of 4H-SiC JFET's in analog amplifiers capable of 773 K operation. The use of Si 3N4,
oxynitrides and other dielectrics on SiC are currently being evaluated as potential solutions for the
passivation. Development of an improved Au-In brazing process (possibly in a N2 ambient) which
does not degrade the ohmic contact metallization should allow sustained operation of packaged
devices at 773 K. The actual circuit design, fabrication, and performance of a hybrid amplifier
utilizing these components will be presented at a later date [9]. Results obtained with these 4H-
SiC JFETs, aside from the contaminated oxide passivation, are consistent with other SiC JFETs
characterized elsewhere [10-15], which have demonstrated 1000 hour reliability at 573 K [15].
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ABSTRACT

We have characterized the high electric field breakdown process of several epitaxial 4H-SiC p-n
structures with oxide passivation. The breakdown voltage was found to be dependent on the size
of the diode structures as well as their proximity to any structural defects. The time dependence of
the breakdown process was also measured to determine the characteristics of the breakdown
mechanism. This time dependence measurement provides an indication of the quality of the diode
structures. Both soft and abrupt breakdown mechanisms were observed showing the influence of
defects on the high field behavior of the diode structures. Measurements done with and without the
use of Fluorinert fluid did not show any difference in the breakdown voltage indicating that surface
flashover breakdown mechanism did not play a major role in the avalanche breakdown process.

INTRODUCTION

Silicon carbide (SiC), with its wide bandgap and high breakdown electric field, is an excellent
material for the fabrication of high-voltage and high-power devices such as diodes, transistors and
thyristors. The high thermal conductivity and wide bandgap of SiC also enable SiC-based devices
to operate at extremely high temperatures. Spurred by the early commercial availability of 6H-SiC,
many studies [1-5] have been made on the fabrication of power devices on this polytype. However,
the wider bandgap and smaller degree of mobility anisotropy of 4H-SiC make it a superior material
than 6H-SiC for high power and high temperature applications.

The potential significance of 4H-SiC as the material of choice for the fabrication of devices
designed to operate under high voltage and high temperature conditions warrant the study of the high
electric field behavior of power devices based on this material. High electric field characterization
is necessary in defining the limiting factors in the high field and high power applications of 4H-SiC
power devices. The relatively high density of defects in 4H-SiC substrates and epilayers can
drastically affect device performance causing premature breakdown of high power 4H-SiC devices.

In this paper, we discuss the high field characterization of 4H-SiC p-n junction diodes in the
reverse bias regime using the fast voltage ramp technique in order to determine the maximum reverse
breakdown strength of the junction as well as the nature of the breakdown. By monitoring the time
evolution of the breakdown mechanism we were able to characterize the behavior of the devices in
the various phases up to the limit of avalanche breakdown.

EXPERIMENT

The 4H-SiC epilayers were grown by chemical vapor deposition on the silicon face of 340 off-
axis n-doped 4H-SiC substrates purchased from Cree Research, Inc. The gases used were about 135
ppm of propane and about 90-270 ppm of silane in about 2.2 slm of hydrogen gas. Nitrogen from
2% nitrogen in hydrogen gas mixture and aluminum from trimethylaluminum were used as the n-
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and p-type dopants respectively. The 5 mm x 5 mm substrates were degreased by immersing in
trichloroethylene, acetone, methanol and deionized water. The samples were then treated with
buffered-oxide-etch solution to remove any surface oxide layer before being loaded into the growth
chamber. Epitaxial n- and p-type epilayers were grown at atmospheric pressure at about 1450-
1500°C. Circular device structures with diameter ranging from 50-300 jim were then patterned on
the samples by a two-mask photolithographic process. The first mask enabled the formation of mesa
structures by reactive-ion-etching using pure NF3 gas. The p-n junctions were then passivated by an
oxide layer of about 600 A thick which was grown by thermal oxidation at about 1100'C. This oxide
layer was then patterned using the second mask followed by treatment with buffered-oxide-etch
(BOE) solution to expose the top surface of the mesa structures for subsequent metallization. The
metallization step consisted of sputtering - 2000 A Ni on the back followed by annealing at 950'C
for 5 minutes to form the back ohmic contact. The front contact was made by sputtering - 2000 A
AMTi and annealed at 1150'C for 10 s. A schematic drawing of the diode is shown in figure 1.

Al SO
AITi
p+ - 0.3 pm

P - 3.0 pm

nl -5.0 4om

n+

Ni

Figure 1. 4H-SiC p-n diode mesa structure with oxide passivation. Doping concentration (cm-): n = -8x10' 5;
p = -5x101 7 ; p'= -5x101 9 ; n+= -5x10" 8 .

For high electric field measurements, the p-n junction diode was connected in a reverse bias
mode to a specially constructed high voltage ramp generator, which is capable of supplying a
negative going ramp voltage pulse of variable slope as well as variable pulse duration. The
experiment involved applying a single ramp voltage pulse which gradually increased the bias across
the device while the current through the device was being monitored until breakdown current
appeared. The advantage of this technique is that breakdown mechanisms due to field-induced
thermal effects can be excluded from the study.

RESULTS

The time resolved voltage and current characteristics corresponding to some typical diode
structures are shown in figure 2. The broken line in each graph is the ramp voltage pulse. The actual
slope and pulse width of the ramp voltage can be deduced from the figure. Since the applied ramp
voltage has a constant slope (dV/dt), the measured current has a displacement current component
proportional to the capacitance of the depletion region at the reverse biased junction, along with a
leakage current component due to the generation processes in the device. The combination of these
two components produces the characteristic current profile as shown in figure 2. The characteristic
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current profile can be explained as follows. At low voltages, the current is observed to decay from
an initial peak value (labeled A in figure 2a) in a somewhat exponential manner as expected from
the reduction in the displacement current when the depletion capacitance is reduced. When the
voltage is increased, the current begins to increase near the end of the ramp voltage (labeled B in
figure 2a) due to the generation current dominating over the decaying displacement current. At
even higher voltages, the device suffers avalanche breakdown with a large increase in the current.

100 100 200 100

0- 'V N 0 0. - 00

-100. ' .-100
-20 -10ooo -- 200 -

~-20 -20 00 - --20
-0300 - -200

40- -.40 -60 - -30

-500 -800 -40OS-z -h 6 1 A 1 -1 6 " 5 -1 -0.5 6 o.'S 1 1.5 1• 25 S 3.'

Time (ms) Time (ms)

(a) (b)

Figure 2. Current response of diodes with (a) soft and (b) abrupt avalanche breakdown.

The breakdown can be characterized as either a soft breakdown with a gradual increase of the current
or an abrupt breakdown with a rapid increase of the current. The observed avalanche breakdown
is not catastrophic, and the diode structure indicates normal behavior when the applied voltage is
reduced, which is the advantage of this technique. However, in our study, the measurements were
made both with and without catastrophic breakdowns in order to observe the catastrophic breakdown
effect on the device structures. Figure 3 shows the CCD camera images of a typical diode before
and after catastrophic breakdown. Contact damage is evident in the diode structure after catastrophic
breakdown.

(a) (b)

Figure 3. CCD camera images of a typical diode (a) before and (b) after catastrophic breakdown.
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The average breakdown voltages corresponding to different diameters of the diode structures are
shown in table I. The average value was obtained from five different diodes of same diameter. It
can be seen that there is a direct correlation between the breakdown voltages and the diode size.
This could be attributed to the number of defects enclosed within the diode structure, with more
defects in a larger size diode than in a smaller size diode.

Table I. Average breakdown voltage (MB) as function of diode diameter.

Diode Diameter ([im) VB (Volts) Diode Diameter (pm) VB (Volts)

300 50 100 100
200 75 75 150
150 95 50 250

A separate study using identically sized diodes on the same substrate showed that the breakdown
voltage of a diode was related to its proximity to any visible crystal defects. The breakdown voltages
for the diodes shown in figure 4 are tabulated in table II. It can be seen that the best diodes in this
case (2 and 8) with the highest breakdown voltages are those which are well separated from any
visible defects.

Table II. Breakdown voltage, VB, in volts as function
of temperature (within parenthesis).

Diode VB

1 105 (300 K); 70 (600 K)
2 >250 (300 K); >250 (600 K); 150 (900 K)
3 120 (300 K)
4 235 (300 K)
5 150 (300 K)
6 23 (300 K)
7 20 (600 K)
8 >220 (600 K)
9 40 (600 K)
10 35 (900 K)
11 130 (900 K)
12 7 (900 K)

Figure 4. Position of diodes of table I1.

The breakdown voltages obtained by DC measurements were typically lower than those obtained
by this ramp voltage pulse technique possibly due to thermal effects. The devices also deteriorated
more rapidly with increasing leakage current after repeated measurements using the DC technique
whereas the characteristics obtained using the ramp voltage pulse method were more reproducible.

The breakdown voltage values are much smaller than the theoretically expected values. Besides
the possibility of crystal defects, such as impurities, stacking faults, and dislocations, some other
explanations contributing to the low breakdown voltages should also be considered: (i) since the test
structues are in the vertical configuration with the applied field parallel to the micropipes, the
presence of micropipes could be a detrimental factor, and (ii) surface breakdown due to imperfect
edge terminations and surface defects. The latter is usually manifested in the form of soft avalanche
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breakdown. It has been shown by several researchers that edge termination using a high resistive
layer is effective in increasing the breakdown voltage of SiC p-n junction [4]. The high resistive
layer is produced by the formation of defects induced by ion-implantation. Another factor causing
a premature breakdown could be the phenomenon of surface flashover but this is unlikely because
measurements done with and without Fluorinert fluid, as shown in figure 5, showed no substantial
difference in the breakdown voltage.

500- 100 500 100

0-0 0. 0

-500 - A ,-1000
-500 -.. .-10. o<0 ~ z,. ,- o

:K-1000 -- 20-2000

i-50 "-300o

-2000 400 O1500 -300

-2500 6-00 -2000 _410

-3000 . - 00 -25000

Time (.s) Time (ms)

(a) (b)

Figure 5. Current responses of a diode measured with (a) and without (b) Fluorinert fluid.

CONCLUSIONS

The effects of high electric field on 4H-SiC p-n diodes have been characterized using the fast
voltage ramp technique. The breakdown voltage was found to be directly correlated with the
diameter of the diode and its proximity to any crystalline defect. The breakdown voltages were
found to be smaller than the theoretical value which could be due to presence of micropipes,
imperfect edge terminations and surface defects.
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N-TYPE 4H AND 6H-SIC USING NICHROMIE
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ABSTRACT

Results are reported for ohmic contacts formed on n-type 4H and 6H-SiC using nichrome
(80/20 weight percent Ni/Cr). In comparison to contacts formed on 6H-SiC using pure Ni, the
electrical characteristics of these NiCr contacts are similar (- 1E-5 0-cm2 for moderately doped
material), and composite Au/NiCr contacts exhibit good stability during long-term anneals
(- 2500 hr) at 300 C without the requirement of a diffusion barrier layer between the ohmic
contact layer and the Au cap layer. The use of NiCr also results in success rates near 100% for
direct wire bonding to the Au cap layers.

INTRODUCTION

Pure Ni is widely used for the fabrication of ohmic contacts to SiC."6 The nickel silicide
layers (e.g., Ni2Si) which are formed following short, high temperature anneals (- 1000 C/ mrin)
exhibit low specific contact resistances and excellent physical stability for long-term anneals at
temperatures up to 500 C. However, for wire bonding applications with Au cap layers, pure
nickel silicide contacts exhibit two problems which must be overcome. Gold cap layers often do
not adhere well to the silicide contact layers, and, for high temperature applications, an
intermediate diffusion barrier layer is required to prevent interdiffusion between the nickel
silicide contact layer and the Au cap layer. These problems are eliminated when the ohmic
contacts are formed using NiCr rather than pure Ni. Results are reported herein for the electrical
and physical characterization of ohmic contacts to 4H and 6H-SiC formed using an alloy of
composition 80/20 weight percent Ni/Cr (- 3.5/1 atomic percent).

EXPERIMENTAL PROCEDURE AND RESULTS

Nichrome ohmic contacts were fabricated on 0.5 jim n-type epitaxial layers supplied by Cree
Research, Inc. on Si-faced, off-axis, research grade 4H and 6H-SiC p-type substrates. Details of
the fabrication process5'6 and electrical characterization procedures using the linear transmission
line model (TLM) 7 have been presented previously. Both thin (- 50 nm) and thick (- 150-200
nm) metal layers were sputter deposited onto clean epitaxial layers, and following deposition, all
samples were annealed for 3 min at 1100 C in a vacuum ambient of 10- torr. As can be seen in
Figure 1, the total resistance (including the specific contact resistance) between two ohmic
contacts decreases with increasing annealing temperature. An optimized anneal cycle reacts the
NiCr with the SiC and produces a low specific contact resistance, while simultaneously ensuring
that carbon does not accumulate on the surface of the contact layer in concentrations large
enough to prevent good adhesion between the contact layer and an Au cap layer. Additionally,
the anneal cycle increases the atomic concentration of Cr relative to Ni at the surface of the
contact layer' which further promotes adhesion of the Au cap layer and also limits interdiffusion
between the contact layer and the cap layer.
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FIG. 1. Current as a function of voltage between two NiCr ohmic contacts on n-type 4H-SiC
(4.8E17 cm"3) following three minute anneals at temperatures between 800 and 1100 C.

Anneals were performed using a graphite strip heater, and the anneal temperature was
measured using an optical pyrometer positioned to view a 5 mm x 5 mm area of the strip heater
immedialely adjacent to the 5 mm x 5 mm SiC samples. Each sample was fabricated with two
TLM patterns, each pattern having ten 200 x 200 •tm 2 ohmic contacts separated by gaps of
constant width and variable lengths which increase from 4 pm to 20 gLm (see Figure 2).

(A) Igm __ _ (B3) 5gm pm

FIG. 2. SEM micrographs of the SiC surface between adjacent ohmic contacts in TLM patterns
for (A) sample 187 and (B) sample 155 following 3 min anneals at 1 IOOC.

Four contacts in each TLM pattern on sample 155 had the structure shown in Figure 2. None of
the other NiCr samples had these features; however, we have observed similar structure in TLM
patterns with ohmic contacts formed by high temperature annealing following sputter deposition
of Ni2Si and AlTi on n- and p-type SiC, respectively. We suspect that the white areas in the
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ohmic contact near the edge of the gap are associated with carbon segregation during the anneal
cycle; however, our attempts to confirm this supposition using Auger spectroscopy have not been
successful. We have not been able to isolate the white areas from the rest of the contact with our
AES electron beam.

The results of specific contact resistance measurements for several 4H and 6H-SiC samples
are shown in Table I. Different doping concertrations refer to different wafers, and repeated
doping concentrations indicate different 5 mm x 5 mm samples from a given wafer. The sheet
resistance values listed in Table I were measured using Van der Pauw patterns fabricated on the
samples with the TLM patterns. In all cases, sheet resistances determined using the Van der
Pauw patterns agreed within ±10% with those determined from the TLM calculations.

Table I. Summary of Specfic Contact Resistance Meaurements

Sample No. ND (cm") RSHEET (Q/sq) PC (f2-cm2)

155 (6H) 3.2E17 3708 1.2E-6 (4 gaps) 8.9E-6 (8 gaps)
1.3E-5 (4 gaps) 9.5E-6 (8 gaps)

209 (6H) 3.2E17 3478 2.5E-6

4.2E-6
211 (6H) 1.4El 8 1975 9.1E-5

6.5E-5

187 (4H) 4.8E17 1923 1.6E-5

1.4E-5
188 (4H) 4.8E17 1870 1.OE-4

1.5E-4
185 (4H) 1.3E19 97 1.2E-5

1.6E-5

Variations in the measured contact resistances for sample 155 result from the number of pairs of
contacts used to determine Pc. For the remaining samples, the sheet resistances are generally in
good agreement and decrease with increasing doping concentration as expected. However, the
specific contact resistances do not depend strongly on the doping concentrations. For research
grade epi layers using Hg probe profiling, we have measured doping concentrations which vary
typically by factors of 2-3 over the surface of 3.3 cm diameter wafers. Variations in doping
concentration coupled with variations in epi layer thickness may account for the results presented
in Table I. Investigations of the dependence of Pc on ND are ongoing and will take the form of
improved statistics generated by characterizing a number of additional samples which are
currently being fabricated.

Physical analyses using RBS and AES techniques have been performed for both thin and thick
NiCr layers (- 50 nm and 200 nm, as deposited) following 3 min anneals at 1100 C. Results for
a thin sample are shown in Figure 3. Both the AES and RBS spectra show carbon, Cr, Ni and Si
at the front surface of the contact layer, with increasing relative concentrations of Ni and Si as
one moves away from the surface towards the contact layer-SiC interface. The RBS technique is
relatively less sensitive to the prescnce of carbon, and in the RBS simulation, carbon is assumed
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to be uniformly distributed throughout the contact layer. However, front surface carbon can be
observed as a small peak in the spectrum just to the right of the solid line simulation near channel
number 120. For the channel number ranges 250-270 and 330-350, deviations between the RBS
data and the simulation are due to the surface roughness of the ohmic contact layer.

100
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FIG. 3. Auger and Rutherford backscattering spectra for a 50 nm as deposited NiCr layer
following a 3 min anneal at 1100 C. (--) RUMP simulationg.

An Auger depth profile for an annealed, thick NiCr layer (- 200 rim, as deposited) is shown in
Figure 4. In comparison to the depth profile of Figure 3, notice that Cr, Ni and Si are not present
at the surface of the contact layer, Instead, the surface is covered with a relatively thick layer of
pure carbon. These results are confirmed in RBS spectra which are not shown for this sample.
Possible sources of the carbon in the contact layers are incorporation during sputter deposition of
the NiCr films, incorporation from the carbon strip heater during annealing, and accumulation
during annealing as the NiCr reacts with the SiC epi layer. Rutherford backscattering and AES
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FIG.4. Auger spectra for a 200 nm as deposited NiCr film following a 3 min, 1100 C anneal.

analyses for samples annealed for times between 1 and 6 minutes have eliminated the strip heater
as a source, and AES depth profiles for unannealed NiCr layers show that very little carbon is
incorporated in the metal film during sputter deposition. Therefore, our supposition is that
residual carbon from the NiCr-SiC interaction diffuses rapidly through the interaction region and
accumulates at surface of the contact layer. Results for different NiCr layer thicknesses indicate
that the accumulation process is source limited rather than diffusion rate limited. Success rates
for direct wire bonding to Au cap layers (- 200 nm) sputter deposited over the contact layers are
very nearly 100% for thin NiCr layers compared to perhaps 20% for thick layers. We attribute
these poor results for the thick layers to the excessive carbon buildup on the contact layer
surfaces.

Results for long-term anneals of Au/NiCr and Au/Ni samples are shown in Figure 5.
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FIG. 5. RBS spectra for Au/Ni and Au/NiCr samples annealed long-term at 300 C and 10'6 torr.
Ohmic contacts were formed for both samples prior to sputter deposition of the Au cap layers.
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The gold cap layers were sputter deposited following short, high temperature anneals used to
produced ohmic contacts for both samples. For the Ni sample, interdiffusion between the Au and
the nickel silicide contact layer is apparent after 990 hrs (channels 310-360), while the Au and
NiCr contact layers show essentially no mixing after 2500 hrs. As discussed previously, the
relatively larger Cr concentration at the surface of the NiCr contact layer acts as a barrier to
suppress interdiffusion.

CONCLUSION

Nichrome (80/20 weight percent Ni/Cr) can be used to fabricate low resistance ohmic contacts
to moderately doped 4H and 6H-SiC. Perhaps as a result of the high annealing temperature
(1100 C), no strong dependence on doping was observed for the specific contact resistance. This
result is currently under further investigation. Gold cap layers adhere well to thin NiCr contact
layers which have relatively larger surface concentrations of Cr compared to Ni and which do not
accumulate excessive carbon at the layer surfaces during the anneal cycle which forms the ohmic
contacts. As a result, success rates for direct wire bonding to the Au cap layers are very much
improved. The higher concentration of Cr near the surface of the contact layer also suppresses
interdiffusion between the Au cap layer and the contact layer. The composite Au/NiCr contact is
stable at elevated temperatures without the requirement of an intermediate diffusion barrier layer
between the Au and NiCr layers.

This work was supported by the Center for Commercial Development of Space and Advanced
Electronics, located atAuburn University, under NASA Grant NAGW-1192-CCDS-AD.
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CHEMICAL AND STRUCTURAL CHARACTERIZATION OF THE Ni-Ti

ALLOY/ 6H-SiC CONTACTS

M. LEVIT, I. GRIMBERG, B. -Z. WEISS, AND M. EIZENBERG

Department of Materials Engineering, Technion - Israel Institute of Technology, Haifa 32000,
Israel

ABSTRACT

Ni-Ti alloy is a promising candidate for high-temperature contact metallization for SiC
electronic devices. In the present study Ni-Ti alloy thin films (100 nm) of two different
compositions (NigoTio and NioTi50) were coevaporated on 6H-SiC substrate. Interfacial
reactions, microstructure, compositional changes, and phase formation were investigated as
functions of heat-treatments in the range of 400-800 'C. The study was carried out using Auger
electron spectroscopy, x-ray diffraction, and analytical transmission electron microscopy. In the
case of the Ni90Ti10 alloy the interaction was found to begin at 450 °C. Ni and C are the
dominant diffusing species. The reaction zone is divided into three layers. In the first layer,
adjacent to the SiC substrate, the presence of a Ni-rich silicide, Ni 2Si, and C precipitates, was
observed. The second layer is composed mainly of TiC, while the third - of Ni2Si. In the case
of the Ni5oTi, 0 alloy the interaction began at 800 'C. Carbon is the dominant diffusant. The
reaction zone is divided into two layers. The first, next to the substrate layer is composed of
epitaxially grown TiC and the second - of Ni3Ti2Si compound. A thin (-5 nm) amorphous
discontinuous layer was found at the TiC/SiC interface. Factors controlling phase formation in
the Ni-Ti/SiC system are discussed.

INTRODUCTION

Silicon carbide has received recently increasing attention as a wide-bandgap
semiconductor material, due to significant advances in its growth and processing technology.
SiC is mechanically and chemically stable, and is characterized by high-breakdown electric field
and high electron saturation drift velocity [1-8]. Additional attractive features of SiC are its
capabilities to be doped both p- and n-type, and to be oxidized, producing electrically insulating
Si0 2 on its surface [5]. All these properties make SiC a suitable material for high-temperature,
optoelectronic, high-power, and high-frequency applications [ 1,2].

In the present work the interaction of Ni90Til0 and NioTi,0 alloy thin films with n-type
6H-SiC single crystal was investigated. Both Ni and Ti films form ohmic contacts on n-type SiC
[3,6]. Ni reacts with SiC and forms Ni-silicide (Ni2Si) and graphite, the latter either uniformly
distributed inside the silicide or as a surface layer [4,5]. The reaction between Ti and SiC results
in the formation of a two-layer structure consisting either of TiC and the Ti-rich silicide, Ti Si3,
or of TiC with free Si as a top layer [7,8]. Thus, bearing in mind the high affinities of Ni to Si
and of Ti to C, the formation of a thermally stable contact consisting of Ni-silicide and Ti-carbide
should be expected in the interaction between Ni-Ti alloy thin film and SiC.

EXPERIMENT

Ni90Til0 and Ni5 oTi,0 alloy thin films of a thickness of 100 nm were e-gun coevaporated
on n-type 6H-SiC (0001) substrates. In order to prevent possible subsequent oxidation and/or
contamination of the alloy film, a protective layer of W (-10 nm) was evaporated on top of each
sample. During the deposition the pressure was kept at -10' torr and the substrate temperature at
-100'C. The composition of the as-deposited samples was verified by Rutherford backscattering
spectrometry.

The samples were annealed in a vacuum furnace (-10-' torr) at temperatures 400-800 °C
for different durations. Interfacial reactions, phase formation, microstructure, and composition
were studied by Auger electron spectroscopy (AES), x-ray diffraction (XRD), and transmission
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electron microscopy (TEM) combined with energy dispersive x-ray spectroscopy (EDS).

RESULTS AND DISCUSSION

An XRD spectrum taken from the as-deposited Ni,0Ti,0 alloy thin film shows only Ni
and W peaks [Fig. 1(a)]. The peaks are broad, indicating small grain size and/or the presence of
microstresses in the as-deposited film. The Ni unit cell parameter calculated on the basis of XRD
data is smaller than reported for pure Ni, which suggests the formation of a solid solution and/or
the presence of tensile strain. The AES depth profile shows a homogeneous distribution of Ni
and Ti [Fig. 1(b)]. The concentration of impurities (C and 0) is negligible. TEM studies display
fine grains of -10 nm in the Ni-Ti layer. Some of the grains exhibit a columnar morphology,
with the columns oriented perpendicular to the substrate. The selected area electron diffraction
(SAED) patterns are composed of spot rings corresponding to randomly oriented nanocrystalline
Ni grains.

Ni (111) •Ni

S d c

"•W(110) wT 4s
Ti x4 S

iii ... , ij 1 i 1. i .

S 5 40 5 J 0 5 0 5 10 15 20 25 30
20, degree a Sputter time, min b

FIG. 1. (a) XRD pattern taken from the as-deposited NioTi,0 sample. (b) AES depth profile of
this sample.

The Ni9oTi 0 alloy begins an interaction with 6H-SiC at 450 TC. After annealing for 1/2
h, peaks of a Ni-rich silicide, Ni3,Sil 2, (also designated as NiSi2 [9]) and, possibly, traces of
TiC are seen in the XRD pattern in addition to peaks of Ni and W. The Auger depth profile of
this sample confirms the start of the interfacial reactions. The mobility of Ni and C is evident,
but no phase separation could be detected. After annealing at 600 'C for 1/2 h the peaks of Ni
disappear from the XRD spectrum [Fig. 2(a)], which shows strong peaks of Ni31Si,2, as the
major phase, as well as peaks of N2Si of W, and traces of TiC. The AES depth profile of this
sample [Fig. 2(b)] indicates that Ni, Si and C, are the mobile species, but C seems to diffuse
faster than Ni and Si. Ti and W (top layer) do not diffuse. The reaction zone can be roughly
divided into two layers (disregarding the W top layer). The first layer, adjacent to the SiC
substrate, is characterized by the presence of Ni, Si, and C. The Ni and Si concentration profiles
suggest that Ni-rich silicide have been formed. Since Ni does not form stable carbides, the
precipitation of C in this layer should be assumed. It was confirmed by the analysis of the Auger
line shape of C (KLL) in this region, which showed features characteristic of elementary C.
Because of the possible amorphization of graphite during the sputtering, it is impossible in Auger
experiments to distinguish between the originally amorphous C and graphite. An absence of
graphite peaks in the XRD spectra suggests that C precipitates in the first layer are either
amorphous or dispersed (nano sized) graphite particles.

The second layer, near the W top layer, is approximately three times thinner than the first
one and consists of Ti, C, and Ni. The C and Ti lines follow each other, indicating the formation
of TiC in this layer. The shape analysis of the C (KLL) Auger line in this region also implies that
C is present in the carbide form. By following the Ni line in the AES depth profile [Fig. 2(b)]
the formation of a Ni shoulder is observed beyond the TiC region in the second layer of the
reaction zone. It is the presence of TiC that drastically slows down Ni diffusion.
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FIG. 2. (a) XRD pattern taken from the NiLoTi,0 sample annealed at 6000C for 1/2 h. (b) AES
depth profile of this sample.

An XRD pattern taken after annealing at 800 TC for 1/2 h shows that Ni31Si12 transforms
to Ni2Si. No silicides richer in Si (namely, NiSi and NiSi 2), as revealed on a Si substrate [10],
were observed. The peaks of TiC in the XRD spectrum became more pronounced. The
spectrum also shows peaks of W, indicating that the top W layer is still present. The AES depth
profile from this sample is similar to that taken after annealing at 600 TC, however, the presence
of the Ni shoulder behind the TiC layer becomes more evident Due to their higher mobility at
800 °C, Si atoms reach Ni behind TiC, and a Ni-rich silicide seems to form in this region. Ti
and W (the top layer) are still immobile. The AES depth profile suggests the formation of a
three-layer structure in the reaction zone. The first layer, adjacent to the SiC substrate, consists
of a Ni-rich silicide, Ni2Si, (XRD data), and C precipitates; the second layer is mainly TiC; and
the third - a thin layer of Ni-rich silicide, which judging from the Ni/Si ratio (peak-to-peak
height), is probably Ni2Si.

The results of the TEM studies are consistent with those of AES and XRD. Structures of
the reaction zone observed after annealing at 600 TC and at 800 TC are similar and consist, as
previously stated, of three layers. The phase composition of each layer was determined by
means of SAED patterns and quantitative EDS analysis. The only difference was that while after
annealing at 600TC the first layer is mostly composed of Ni31Si,2 , after 800 TC it is Ni2Si. Fig.
3(a) shows the Ni90Ti1 0 sample annealed at 800TC for 1/2 h. The first layer, adjacent to the SiC
substrate, -120 nm thick, is basically composed of columnar as well as equiaxed grains of Ni2Si.
The small regions (10-20 nm) with bright contrast, seen in this layer, are attributed to the C
precipitates. It is its nano size, low atomic scattering factor of C, and small amount, which
probably makes graphite undetectable by XRD technique [Fig. 2(a)]. The second layer, -60 nm
thick, is mainly composed of nano TiC grains, while the third (-20 nm thick) contains Ni2Si
grains according to the EDS point analysis. The SAED pattern taken from a grain in the first
(Ni2Si + C) layer [Fig. 3(b)] unambiguously points to the Ni2Si structure. Since the selected
area aperture in this case covered part of the substrate and part of the second layer, dot rings
belonging to TiC and several dots of the SiC substrate could be seen.

The interaction between NigoTi,0 alloy film and 6H-SiC was found to begin at 450 TC,
when only Ni atoms are mobile. At the first stage of the interaction Ni diffuses toward SiC and
may slightly penetrate into SiC through interstitial sites and lattice imperfections, "softening" the
SiC lattice [4]. In the second stage Ni begins to react with SiC, and Ni-rich silicide is formed at
the interface. Ni-silicide growth is provided by the diffusion of Ni through the silicide. The C
atoms, released during silicide formation, diffuse through the Ni-silicide toward the Ti, partly
precipitating in the silicide layer. When C atoms reach the Ti, TiC begins to form, adjacent to the
Ni-silicide region. The growing TiC layer acts as a diffusion barrier to Ni, and part of the Ni
atoms are therefore confined to the outer region of TiC [Fig. 2(b)]. At temperatures higher than
600 TC, when the mobility of Si atoms increases, they attain this region and a thin layer of Ni-
rich silicide is formed, leading to the three-layer structure in the reaction zone [Fig. 3(a)].

Thermodynamic analysis of the NigTio/SiC interaction [11] shows that the reaction
characterized by the largest negative enthalpy change is: 4.5Ni + 0.5Ti + 1.8SiC -+ 0.9NisSi2 +
0.5TiC + 1.3C. This is the reason why the Ni5Si2 (Ni31Si12) silicide appears first. After NiSi,
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is formed, the formation of Ni2Si becomes thermodynamically favorable, while the formation of
silicides richer in Si, namely NiSi2, NiSi, and NiSi, is unfavorable [11]. These results are in
good agreement with reported Ni-Si-C ternary phase diagram [12].

a

FIG. 3. (a) TEM micrograph taken from the NigTi, 0 sample annealed at 800NC for 1/2 h. (1)
W top layer, (2) Ni2Si layer, (3) TiC layer, (4) Ni2Si + C layer, and (5) SiC substrate. (b)
SAED pattern taken from a Ni2Si grain in the Ni2Si + C layer. Zone axis: [031]. The dot rings
belong to TiC.

The observed phase separation in the reaction zone into a layer of Ni2Si and a layer of
TiC could be beneficial in high-temperature SiC metallization. Ni2Si has low contact resistance
and thermal stability when serving as a contact with a n-type SiC substrate [3]. On the other
hand, TiC is known to be a diffusion barrier in VLSI technology. The formation of such a
structure, consisting of an ohmic Ni-silicide contact followed by a layer of a TiC diffusion
barrier, promises high-temperature stability, important for SiC electronic devices.

An XRD spectrum taken from the as-deposited Ni5 oTi, 0 sample presents only broad
peaks of W [Fig. 4(a)], indicating an amorphous state of the as-deposited alloy film. The AES
depth profile of this sample shows a homogeneous distribution of Ni and Ti, and negligible
concentration of impurities [Fig. 4(b)]. In order to achieve a crystalline chemically-ordered NiTi
structure, long-range diffusion and high atomic mobility are required, which cannot be obtained
at -100 'C. On the other hand, in the case of the Nig0Ti, 0 composition, the formation of a
crystalline phase requires only short-range atomic movements in order to establish close-packed
(Ni-fcc) structure.
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FIG. 4. (a) XRD pattern taken from the as-deposited Ni50Ti5 o sample. (b) AES depth profile of
this sample.
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After annealing at 600 TC for 1/2 h no changes could be detected in the AES depth profile
compare to the as-deposited state. However, XRD analysis indicates the formation of the NiTi
intermetallic, which probably retards reactions of Ni and Ti with SiC. After annealing at 800 TC
for 1/2 h [Fig. 5(a)] the peaks of NiTi disappeared, and those of TiC and of the Ni3Ti2Si ternary
compound are clearly seen (in addition to peaks of W). The AES depth profile of this sample
[Fig. 5(b)] indicates that all components (except of W) are mobile, but C seems to be the
dominant diffusant. A well defined two-layer structure (disregarding the W top layer) is
observed in the reaction zone. The first layer, adjacent to SiC, contains C and Ti, whose lines
follow each other, indicating the formation of TiC. In the second layer Ni, Ti, and Si are
present. According to the concentration profiles, Ni-Ti-Si ternary phase with composition close
to Ni3Ti2Si may be situated here.

TEM analysis completely agrees with AES and XRD observations. Fig. 6(a) shows the
Ni5oTio sample annealed at 800 TC for 1/2 h. The reaction zone is well separated into two layers
(without the W top layer). The first layer, adjacent to the substrate is -50 nm thick, and consists
of columnar TiC grains, according to SAED pattern analysis. Electron diffraction patterns also
indicate that TiC grows epitaxially on the SiC substrate ((111)Tic II (0001)sic, <1 10 >Tic 11
<1 120>sic). The lattice mismatch between (11 1)iC and (00 0 1)sic is --1% [9]. The second layer
of the reaction zone is -80 nm thick and is composed of equiaxed grains. As follows from
SAED and EDS point analysis these grains belong to the Ni3Ti2Si ternary compound.

TiC(i 11)
SiC(006) Ni3Ti2Si(022) . .

Ni3Ti2Si(201)'• IW(l° / / Ni • -.... s.Tiii) Ni Ti ..

w 
-- -- -

25 30 35 40 45 50 55 60 0 5 10 15 20 25 30 35 40
20, degree a Sputter time, min b

FIG. 5. (a) XRD pattern taken from the NioTi5 o sample annealed at 800 °C for 1/2 h. Peaks
marked by asterisks produced by W. radiation. (b) AES depth profile of this sample.
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FIG. 6. (a) TEM micrograph taken from the Nis0Tis0 sample annealed at 800 TC for 1/2 h. (1)
W top layer, (2) Ni 3Ti2Si layer, (3) TiC layer, and (4) SiC substrate. (b) TiC/SiC interface at
higher magnification. (1) TiC layer, (2) amorphous layer, and (3) SiC substrate.
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TEM micrographs taken at higher magnifications [Fig. 6(b)] clearly show the epitaxial
relationship between TiC and 6H-SiC. In addition, discontinuous amorphous layer up to -5 nm
thick is seen at the TiC/SiC interface. This layer most probably consists of a mixture of C and Si
(AES and EDS data), however its precise composition could not be determined.

CONCLUSIONS

The interaction of Nig0Tio and NioTi 0 alloy thin films with 6H-SiC single crystal was
studied at temperatures between 400 'C and 800 'C. The Nig0Tio/SiC interaction began at 450
°C with the formation of a Ni-silicide, Ni31Si,2, followed by Ni2Si as the temperature was raised
above 600 'C. Ni and C were found to be the dominant diffusing species. After annealing at
800 'C for 1/2 h a well defined three-layer phase separation was observed. In the first layer,
adjacent to the SiC substrate, C precipitates, and a Ni-rich silicide, Ni2Si, is formed. The latter is
also found in the thin outermost layer, while the intermediate layer consists mainly of TiC.
Thermodynamic analysis indicates that the structure formed is stable in contact with SiC.

In the case of NioTi,0 alloy the interaction with 6H-SiC began at 800 'C. C was found
to be the dominant diffusant. The reaction zone is divided into two layers. The first, next to the
substrate layer, is composed of epitaxially grown TiC and the second - of Ni3Ti2Si ternary
compound. A thin amorphous discontinuous layer was observed at the TiC/SiC interface.
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ABSTRACT

Ohmic contacts on p-type GaN have been investigated. High quality GaN epilayers on c-
plane sapphire were prepared using plasma-assisted molecular beam epitaxy that utilized an
inductively coupled rf nitrogen plasma source and solid source beams. The resulting film
thickness and the doping concentration of the grown samples were in the range of 0.7-1.35 pim
and 1018 -102"/cm 3, respectively. The metallization consisted of high work function metal bi-
layers which included a combinations of 25 nm-thick Ni, Ti, Pt and/or Cr and 200 nm-thick Au
on the highly p-doped GaN in a transmission line model pattern. Ohmic contacts were formed
by alloying the bi-layers using rapid thermal annealing (RTA) at temperatures in the range of
300-700 °C for 1 min under nitrogen ambient. Current-voltage measurements showed that the
specific contact resistance was as low as 1.2 x 10 -Ž -cm 2 for the sample having 1.4 x 10
20/cm 3 p-type doping concentration with a Cr/Au contact annealed at 500 'C for 1 min by RTA.
Judging from the scanning Auger microscopy results and the glancing angle x-ray diffraction
analysis, this resistance is attributed to Cr diffusion into the GaN layer.

INTRODUCTION

Rapid progress in the GaN-based optoelectronic research has resulted in commercialization
of blue/green light emitting diodes (LEDs) [1-2]. More recently, Nakamura et al. of Nichia
Chemical have achieved InGaN multi-quantum well (MQW) structure blue/violet lasing under
pulsed current injection [3]. Although continuous wave (cw) lasing operation has not yet been
demonstrated, this pioneering work is certainly a great step toward the development of III-V
nitride semiconductor lasers. To improve the device performance and to realize cw lasing, there
are, however, a number of issues that have to be addressed. Among these, p-type ohmic contact
is considered one of the most important. According to the I-V characteristics of the Nichia laser,
the turn-on voltage of a Ni/Au metal contact was 34 V which could very well be due to the poor
p-type contact properties. To ensure reliable laser operation it is, therefore, very important that a
low resistive p-type ohmic contacts be developed.

GaN epilayers grown with metalorganic chemical vapor deposition (MOCVD), in many
cases, have shown better crystal quality compared with those grown with molecular beam
epitaxy (MBE). However, p-type doping concentrations of the MOCVD-grown GaN are known
to be lower than those of MBE because of the difficulty in removing the dangling hydrogen
bond on the GaN surface [4]. Therefore, post-growth annealing process is essential in MOCVD
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to activate the p-type dopants in the GaN crystal [5], while no such procedure is necessary in
MBE [6].

It is well known that the as-grown GaN films exhibit n-type nature. This is attributed to the
vacancy formation due to improper material incorporation between Ga and N atoms. As a result,
forming a metal ohmic contact on the n-type GaN is known to be relatively easier than that on
the p-type. Consequently, most work on metal contact on GaN has concentrated on n-type ohmic
contact [7,8]. In addition, due to the high work function of GaN (7.5 eV), it is very difficult to
find appropriate metals to form an ohmic contact on the p-type GaN. In this paper, we present
the results of ohmic contacts fabricated on p-type GaN epilayers grown by plasma-assisted
molecular beam epitaxy (PAMBE) using Cr/Au metal contacts.

EXPERIMENT

The PAMBE system used for the growth of GaN epilayers consisted of an inductively
coupled rf nitrogen plasma source developed at the University of Illinois, group III solid
sources, and Mg and Si dopant sources. After thermal desorption, sapphire substrates were
exposed to nitrogen plasma for 20 min. Prior to GaN growth, a 20nm-thick AIN buffer layer was
grown on sapphire (0001) at 550 'C. After that, the GaN epilayers were grown at 700 'C. The p-
doping was effected using high-purity Mg (6N) as the dopant. A detailed description of the
growth system and the film growth procedures can be found elsewhere [9-11].

The transmission line model (TLM) patterns were fabricated on the grown films by the
conventional lift-off process. The size of metal pad was 100 x 200 pum and the distances between
each metal pad were varied from 5 to 30 ptm. After the photolithographic process, ohmic
contacts were fabricated by alloying three different combinations of metal layers, such as Cr/Au,
Pt/Au, and Ti/Pt/Au, by electron beam evaporation. Deposition conditions for each of the metal
layers are listed in Table I.

Table I. Deposition conditions of metal layers for TLM pattern

Metal layers Layer thicknesses (nm) Deposition rates (nm/s)
Cr/Au 20/300 3/5
Pt/Au 20/300 1/5
Ti/Pt/Au 20/80/300 2.5/1/5

To investigate the effect of annealing on the ohmic characteristics of the metal contacts,
RTA was performed under a nitrogen ambient for 1 min. The I-V characteristic was measured
by increasing the annealing temperature from 300 'C to 700 'C in a TLM pattern.

The contact resistances of all the samples were measured by using the I-V curves in the
range of - I OV and + 1 OV. For heavily p-doped samples, the resistances were measured by the
linear fitting method in the +2V and -2V range. Finally, scanning Auger microscopy (SAM) and
glancing angle x-ray diffraction (XRD) were used to study the properties of the interface
between the metal contact and the p-GaN epilayer. For the SAM analysis, a peak-to-peak signal
for each element was detected using 3.5-kV, 500-mA sputtering power at every 30 sec. In the
XRD analysis, a 0 - 20 scan was performed between 10 and 90 degrees to identify the metal-
GaN compound. Intensities and 20 positions of each peak were indexed using ASTM data.
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RESULTS AND DISCUSSION

The p-type GaN samples used for this work were grown by Myoung et al. at the University
of Illinois using a PAMBE system. A detailed analysis of the structural, electrical, and optical
properties of these samples is provided elsewhere [11]. Two p-type GaN samples, with hole
concentrations of 1.4 x 1020 cm-3 (p+ GaN) and 2.7 x 1018 cm-3 (p- GaN), were used for the
present work. The film thicknesses of the samples were 1. 5 pnm and 0.6 pum, respectively.

Figure 1 shows an I-V characteristic of as-fabricated Cr/Au metal contact on p+-GaN with
5-ptm spacing. As can be seen in the figure p+-GaN sample exhibits ohmic characteristic even
without post fabrication annealing treatment. It is also noted that the lowest specific contact
resistance of 1.2 x 10 -4 ohm-cm 2 is obtained after annealing at 500 'C for 1 min, which we
believe, is the lowest specific contact resistance ever reported for a Cr/Au ohmic contact on p-
type GaN.

0.003
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Fig. 1. I-V characteristic of as-fabricated Cr/Au metal contact on p'-GaN with 5-pim spacing.

The effect of p-type doping concentration and contact material on the specific contact
resistance is shown in Fig. 2. In the case of p'-GaN, the measured sample shows good ohmic
characteristic in the entire annealing temperature range, while the p--GaN shows ohmic behavior
only after annealing at 500 'C or 700 'C . This figure indicates that, regardless of the contact
metal, the specific contact resistance of the p+-GaN is always lower than that of the p--GaN. It is
believed that this is due to easy tunneling of electrons in the highly p-doped samples facilitated
by the lowering of the contact barrier height.

The effect of annealing temperature on the specific contact resistance of the Cr/Au contact
on p'-GaN sample is shown in Fig. 3. Keep in mind that the Cr/Au metal contact exhibits ohmic
characteristics without annealing. Fig. 3 shows that as the annealing temperature increases, the
specific contact resistance gradually decreases. This decrease could be attributed to the
enhanced diffusion of Cr atoms from the metal bilayer to the GaN epilayer at higher
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temperatures. One may explain this phenomenon by using the same analogy as in the case of a
Ti/Al metal contact to n-type GaN, in which low ohmic resistance of a Ti/Al contact results
from the reaction between Ti and N to form TiN. This causes surface depletion of N in the
heavily doped GaN layer at the interface, hence enabling easy electron tunneling [8].
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Fig. 2. Effects of doping concentration and Fig. 3. Change of specific contact resistance
metal contact on the specific contact as a function of annealing temperature
resistance. in a Cr/Au metal contact on p+-GaN.

To verify Cr-diffusion into the GaN epilayer, SAM analysis was performed. In Fig. 4, the
results of the SAM analysis of a Cr/Au metal contact after RTA at 700 'C for 1 min are shown.
These data clearly indicate that the Cr atoms were diffused into the GaN epilayer. Therefore, it
is reasonable to conclude that the diffused Cr atoms formed a Cr-GaN compound at the
metal/GaN interface. This result is further confirmed by the glancing angle x-ray diffraction
equipped with the thin-film attachment option. The x-ray diffraction of 0 - 20 scan showed
strong peak intensities at 41.85, 64.68, and 77.55 degrees, which were indexed as a Cr 2GaN.
Judging from the SAM and x-ray diffraction analyses, the Cr-GaN compound formed by the
diffusion of Cr into the GaN layer may be the main reason why the Cr/Au metal contact shows
lower specific contact resistance compared with other metal contacts. However, further study
employing analytical transmission electron microscopy (TEM) or scanning transmission
electron microscopy (STEM) will be necessary to fully identify the phase of the Cr-GaN
compound formed at the interface.

An additional point to be noted from Fig. 3 is that as the annealing temperature is increased
from 500 °C to 700 °C, the specific contact resistance increases twofold in magnitude. This
means that only up to a certain temperature range, the doping concentration increases at the
metal/semiconductor interface with increasing annealing temperature. At higher annealing
temperatures, however, it is possible that the doping concentration decreases at the interface due
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to higher diffusion rate. As a result, dopant atoms are depleted at the interface, thus increasing
the number of metal ions that cannot act as active dopants, and causing stress buildup in the
crystal lattice acting, as a scattering center for the carrier movement and resulting in higher
contact resistance [12].
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Fig. 4 Scanning Auger data of Cr/Au contact after 700 'C annealing for 1 min in N2
ambient.

CONCLUSIONS

Ohmic contacts on p-type GaN have been investigated using Cr/Au metal contacts. A low-
resistivity Cr/Au ohmic contact of 1.2 x 10 -4 9-cm2 was achieved on a p-type GaN after
annealing at 500 °C for 1 min using RTA. To our knowledge, this is the lowest-resistivity ohmic
contact achieved on a p-type GaN epilayer ever reported. The effect of doping concentration
showed that the heavily doped p-type GaN exhibited lower specific contact resistance compared
to a sample with lower p-type doping. As the annealing temperature increased, the specific
contact resistance decreased. The reason for this lower specific contact resistance of the Cr/Au
contact compared with other metal contacts may be due to Cr diffusion into the GaN layer
resulting in formation of a Cr2GaN compound at the interface. However, further study utilizing
analytical characterization tools such as analytical transmission electron microscopy (TEM) or
scanning transmission electron microscopy (STEM), is needed to identify a very thin layer of
Cr-GaN phase formed at the metal/GaN interface.
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ABSTRACT

Metallurgical reactions between contacts and SiC can alter the electrical characteristics of the
contacts, either beneficially or detrimentally. Simultaneously, consumption of the underlying SiC
epilayer takes place. During prolonged operation at elevated temperature, contacts that are not in
thermodynamic equilibrium with SiC may continue to react with it. For this reason, interest in
thermally stable carbide and sulicide contacts to SiC has been growing. To select appropriate car-
bides or silicides for further study, however, knowledge of the transition metal-silicon-carbon
(TM-Si-C) phase equilibria is required. A significant body of literature on the TM-Si-C systems
exists and should therefore be examined in the context of electronic applications. In this paper,
phase equilibria for representative TM-Si-C systems are presented, trends in these systems with
respect to temperature and position of the metal in the periodic table are discussed, and attractive
carbide and silicide contacts and processing schemes for thermally stable contacts are highlighted.

INTRODUCTION

Silicon carbide, with its wide band gap and excellent thermal stability, has been targeted for
use in high temperature electronics. Many researchers have examined contacts to SiC [1]; how-
ever, fewer publications describe the effect of aging at elevated temperatures. During prolonged
operation at elevated temperature, contacts that are not in thermodynamic equilibrium with SiC
may continue to react with it. Consequently, a contact that initially displays acceptable electrical be-
havior may eventually change due to continued interfacial reaction. Of course, the rate at which the
reaction occurs is governed by the system kinetics and is therefore strongly dependent upon tem-
perature.

Silicide and carbide contacts have attracted attention for use in thermally stable contacts be-
cause the driving force for reaction may be reduced or eliminated [2-6]. However, good thermal
stability does not ensure optimal electrical characteristics. In many cases, high doping levels and/or
solid state reactions appear to be necessary for the formation of ohmic contacts with low resistivi-
ties, and it has been observed that ohmic contact formation often requires anneals near 1 000°C [ 1].
Thus, a contact that undergoes interfacial reaction with SiC during annealing, but reacts completely
so that the driving force for interfacial reaction is exhausted during the anneal, could also be attrac-
tive from the point of view of long-term thermal stability.

In either of the scenarios described above, knowledge of the relevant multi-component phase
equilibria for the contact system of interest could prove useful. Therefore, isothermal phase dia-
grams for the transition metal (TM)-Si-C systems have been compiled from the literature. Par-
ticularly useful sources of information include references [7-11]. Since phase diagrams have been
reported for most of the TM-Si-C systems only at temperatures well in excess of 1000°C, the
relevance of the high temperature diagrams for lower temperature processing or operation is also
considered.

DISCUSSION

The TM-Si-C systems show strong trends with respect to position in the period table. In fact,
the transition metals can be grouped into those that form binary and/or ternary carbides and those
that do not form any carbides. As shown in Fig. 1, the binary carbides form in the early transition
metal systems. Ternary phases are reported for the TM-Si-C systems outlined in Fig. 1. Trends in
the phases in thermodynamic equilibrium with SiC are also evident based on the position of the
metal in the periodic table. For the purposes of discussion, the Ta-Si-C system is
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FIGURE 1. Trends in the TM-Si-C systems. The shaded area indicates systems with binary car-
bides. The bold outline encloses systems with one or more ternary phases. Silicides
exist in all of these systems.

chosen as a representative of the early transition metals. The Ni-Si-C and Co-Si-C systems are
chosen to represent the late transition metals.

The effect of temperature on the phase equilibria was also examined. Two approaches were
taken to determine the applicability of the high temperature isotherms (typically reported between
10000 and 1727°C) for temperatures of interest either for operation or processing of high tem-
perature devices (300-1100 0C). The first approach involved examination of the effect of tem-
perature on the phase diagrams when isotherms for more than one temperature were available in
the literature. The second approach involved the use of thermochemical data to estimate the lower
temperature phase equilibria. A combination of both approaches was preferred but not always pos-
sible due to lack of diagrams or data. The results suggest that phases in thermodynamic equilib-
rium with SiC will often remain unchanged over a wide temperature range. This observation is not
very surprising since the entropies of formation for solid phases from solid elements are generally
quite small; so the Gibbs energies of formation, which govern the phase equilibria, are often not a
strong function of temperature.

The early transition metal systems are characterized by the presence of silicides, carbides and
ternary phases. The Ta-Si-C ternary diagram has been investigated experimentally at 1000 'C [12]
and 1727 'C [9]. The diagram for 1000 'C is shown in Fig. 2. Despite the large difference in tem-
perature, the phases in thermodynamic equilibrium with SiC are the same at both 1000 'C and
1727 °C: TaSi., TaC (at the C-rich end of its range of homogeneity), Si, and C. There is a slight
discrepancy between the two diagrams in the Ta-rich portion; however, this portion of the diagram
from the study at 1727 'C must be questioned since it does not agree with the most recent Si-Ta
binary phase diagram [13]. An estimate of the phase equilibria at 25 'C using thermodynamic data
[12-17] once again predicts the same tie-lines to SiC, despite the fact that the ternary phase
Ta 3SiCI-, was omitted from the calculation due to a lack of thermodynamic data. Consistent with
the Ta-Si-C phase diagrams and thermodynamic calculations, Edmond et al. [2] found that TaSi2
contacts exhibited good thermal stability as ohmic contacts to n-SiC with electrical characteristics
that remained constant for at least 8 hours at 400 'C.

The tie-lines between both C-rich TaC and TaSik are characteristic of the early transition
metal systems. In fact, for the group IVB and VB metals, all of the metal disilicides and monocar-
bides are in thermodynamic equilibrium with SiC, at least over a portion of their ranges of homo-
geneity. In some systems, other silicides and/or ternary phases also exhibit tie-lines to SiC. The
metal carbides are particularly interesting since some of these phases are metallic with low bulk
resistivities [18] and have the potential for epitaxial growth on SiC (which has been realized for
TiC [4,5]).

In moving across the periodic table toward the late transition metals, the absolute value of the
free energies of silicide formation pass through a minimum near group VIB and increase again
for the late transition metals [10]. On the other hand, the carbides become increasingly less stable.
Thus, in the center of the table, fewer intermetallic phases exist than for the early transition metals,
and those that do are less stable. Nevertheless, with the exception of Re at high temperature
[10,19], none of the transition metals are found to be in thermodynamic equilibrium with SiC.

Moving again to the right in the periodic table, the stability of the silicides increases for the
late transition metals. There are no equilibrium carbide phases under the conditions of interest. In
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FIGURE 2. Experimental Ta-Si-C ternary isotherm at 1000'C [12].

this study, the Co-Si-C and Ni-Si-C systems were chosen to represent the late transition metals.
As shown in the experimentally determined phase diagrams reproduced in Fig. 3 [11, 20],

three cobalt silicides occur at 1000'C and six nickel silicides occur at 900'C. Four of the nickel
silicides (Ni2Si, Ni3SiA, NiSi, and NiSi2) and two of the cobalt silicides (CoSi and CoSi) are in
thermodynamic equilibrium with SiC. It should be noted that in contrast to silicide contacts to Si,
in which only the most Si-rich silicide is in thermodynamic equilibrium with the semiconductor,
more than one silicide can be in thermodynamic equilibrium with SiC. These isotherms from the
literature match those calculated by the authors for 25 'C using available thermodynamic data [14-
16,21,22].The work of Crofton et al. [23] is also consistent with the Ni-Si-C phase diagrams. They
found that a Ni film deposited on n-type SiC and annealed at 950'C formed Ni2Si along with C.
Thus, this contact was annealed until thermodynamic equilibrium had been achieved. The resulting
ohmic contact was reported to be chemically and electrically stable at 650'C for many hundreds of
hours.

The ternary diagrams of Fig. 3 are typical of those of the late transition metals, as determined
at much higher temperatures, primarily by Searcy and Finnie [10]. Interestingly, Searcy also dis-
cusses [24] how many of the transition metal disilicides, such as MoSi2, should prove particularly
oxidation resistant, which might be useful for high temperature processing and service.

SUMMARY

Table I lists intermetallic phases known to be in thermodynamic equilibrium with SiC, as
compiled from isothermal phase diagrams reported in the literature. Some properties relevant to
contact formation are also included. Work functions are listed since it has been reported that when
metals are deposited on clean SiC surfaces, there is a partial correlation between the work function
and the barrier height [1]. Melting points and resistivities are also given.

Based on thermodynamic calculations and the data in Table I, it seems reasonable to con-
clude that the tie-lines to SiC in these systems will not change dramatically with temperature,
though some exceptions can be found in Table I. Of course, changes in the binary phase diagrams
or in the existence of ternary phases as the temperature is changed will also necessarily be reflected
in the ternary diagrams. However, the abundant condensed phase equilibria data obtained at very
high temperatures should at least be a very good starting point in estimating the phase diagrams at
typical processing and operation temperatures for SiC devices, even though these temperatures are
lower. Besides the direct deposition of phases in thermodynamic equilibrium with SiC, it should
also be possible to form thermally stable contacts by reaction at very high temperatures where the
kinetics permit complete and timely reaction. Then, at the somewhat less elevated temperatures
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FIGURE 3. Experimental Co-Si-C (1000'C) and Ni-Si-C (900'C) ternary isotherms [12].

required for device operation, the same equilibrium will still hold for many contact systems. By
selecting appropriate compositions and thicknesses of initially deposited contact layers, it should
also be possible to limit consumption of the underlying SiC epilayer by choosing reactive contacts
that will reach thermodynamic equilibrium before too much SiC is consumed. The achievement
and confirmation of this equilibria, however, requires adequate annealing time and knowledge of
the phases in thermodynamic equilibrium with SiC.

Table I. Intermetallic phases reported to be in equilibrium with SiC. The reported equilibrium
temperatures and properties of the intermetallic are provided.

Phase Temperatures Melting Point Work Function Bulk Resistivity
of Isotherms (°C) (0C) (eV) * (t-cm) *

TiC 1100[27],1200[28] 3067[17] 3.53[25] 62[18]
1227[29], 1727[9]

Tisi 2  1100[27], 1200[28], 1500[15] 3.95-4.18[26] 13-123[18]
1227[29], 1727[9] _ _II

T13SiC 2  1100[27], 1200[28] -

1227 [29] 1 1 1

ZrC 1300[28,30], 3420[17] 3.20[25] 50[18]
1727[9]

ZrSi 1300[28,30] 2095[15] - 49[26]
ZrSi 2  1300[28,30], 1620[15] 3.8[25], 35-161[18]

1727[9] 3.95-4.57[26]

HfC 1300[28] 3950[17] 3.47[25] 39[18]
1300[28] 1 2142[15] 1 4.51[26] 45-70[18]

VC 1000[12] 2700[17] 3.85[25] 78[18]
VSi 2  1000[12] 1680[15] 1 3.2[26] 9.5-66.5[18]
V5Si3C 1000[12] 1 1 I
NbC 1300[28], 1727[9] 3600[17] 4.02[25] 1 43[18]
NbSi2 1300[28], 1727[9] 1940[15] 4.19[25], 4.18[26] 6.3-100[26]
TaC 1000[12], 1727[9] 4000[17] 3.93[25] 22[18]
TaSi 2  1000[12], 1727[9] 2040[15] 4.31[25], 4.71[26] 8.5-80[26]
Ta5Si 3C 1001[12] - -
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CrC, 1400[311, 1600[321 1830[17] -

CrSi 1400[31], 1600[32]1 1475[15] 3.47[25] 92-143[26]
CrSi2 1400[31], 1600[32] 1490[15] 3.55-3.74[26] 7-6670[18]
Cr Si C 1400[31], 1600[32] - -

Mo Si3 1200[33] 2180[15] - 45.9[26]
MoSi2 1200[33], 1400[34], 2020[1515 3.87125], 21.5-100[1818

1600[35], 1727[9] 4.73-6.0[26]
Mo24Si15C3 t 1200[33],1400[34], - t t

1600[35],1727[9]
WC 1727[9] 2747[17] 3.60[25] 20[18]
W5Si, 1727[9] 2320[15] - -

WSi2 1727[9] 2160[15] 13.9[25],4.62-6[26]1 12.5-70[18]

MnSi 1000[11] 1275[15] - 200[26]
MnSi. 75  1000[11] 1152[15] - 1073-4550[26]
Mn5Si 3C 1000[11] -

Mn8Si2C 1000[11]
Re 1600[10] 3180[18] 4.74-5.1[18] 19[18]
Re2Si 1600[10] 1810[15] --

ReSi 1600[10] 1880[15] - 736[26]
ReSi 2  1000[11], 1600[10] 1980[15] 3.94[26] 7000[26]

Fe5Si 3  970[111] 1060[8] - 170-199[26]
FeSi 970[111] 1410[15] - 240-287[26]
FeSi 2  970[I1] 1220[15] - 350-10'[18]
RuSi 1340[10] 1730[15] -
Ru2Si 3  1340[10] 1710[15] 1

OsSi 2  1350[101 1640[15] -

CoSi 1000[11] 1460[15] 1 - 130[18],86-168126]
CoSi 2  1000[11] 1326[15] - 1 18-68[18]
RhSi J 1170[10 1 1452[15] - I -

IrSi 1340[10] 1408[37] -

lr2Si3  1340[101 -
IrSi 2  1340[10] -
IrSi 3  1340[10] 1260[37] - 460-580[26]

Ni2Si 850[36], 900[20] 1318[15] - 20-24[26]
Ni3Si 2  850[36], 900[20] 845[15] - 79[26]
NiSi 850[36], 900[20] 992[15] - 29[18], 14-50[26]
NiSi2 850[36], 900[20] 993[15] 1 - 34-125[26]
* Bulk resistivities and work functions are those reported near room temperature.
t Crystallographic data reported only for Mo24Si 5C3 ternary phase [7]. It is assumed that reports of this ap-

proximate composition in other studies are actually reports of the same ternary phase.
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ABSTRACT

Thin Zr films were deposited on natural single crystal diamond (100) substrates by e-
beam evaporation in ultra-high vacuum (UHV). Before metal deposition the surfaces were
cleaned by UHV anneals at either 500*C or 1150'C. Following either one of these treatments a
positive electron affinity was determined by means of UV photoemission spectroscopy (UPS).
Depositing 2A of Zr induced a NEA on both surfaces. Field emission current - voltage
measurements resulted in a threshold field (for a current of 0.1 RA) of 79 V/tm for positive
electron affinity diamond surfaces and values as low as 20 V/gm for Zr on diamond.

INTRODUCTION

Negative electron affinity (NEA) surfaces based on wide bandgap semiconductors like
diamond could enable the development of cold cathodes. So far n-type doping of diamond
remains a major challenge. The electron affinity of a semiconductor corresponds to the energy
difference between the vacuum level and the conduction band minimum. Usually the conduction
band minimum lies below the vacuum level resulting in a positive electron affinity surface. For
wide bandgap semiconductors like diamond the conduction band minimum is likely to be close
to the vacuum level. For a NEA surface the electrons from the conduction band minimum have
sufficient energy to overcome the surface potential and can be emitted into vacuum. Various
surface treatments can induce or inhibit a NEA on diamond surfaces [1-6]. Such treatments
include plasma cleaning as well as annealing in ultra high vacuum (UHV). Subsequent to a wet
chemical etch the diamond surfaces are terminated by oxygen. This chemisorbed oxygen layer
forms a surface dipole that results in an increase in the surface workfunction. It is found that
such a surface exhibits a positive electron affinity. For the diamond (100) surface an anneal to
900'C - 1050°C or a H-plasma clean results in a NEA and a 2xl reconstructed, oxygen free
surface [3, 5, 6]. The different threshold temperatures are related to different wet chemical pre-
treatments [3]. However for all these treatments a positive electron affinity and a 2xl
reconstruction are observed following a 1150*C anneal [6]. The diamond (100) surface has been
proposed to be terminated by a monohydride subsequent to a 900'C - 1050°C anneal or a H-
plasma exposure. Ab initio calculations for the 2xl reconstructed surface predict a NEA for a
monohydride terminated surface and a positive electron affinity for an adsorbate free surface [5].

Depositing a few A of a metal like Ti, Ni, Co or Cu on diamond can induce a NEA [7, 8,
9, 10, 3]. The presence of a NEA or positive electron affinity has been correlated with different
structures of the metal - diamond interface. Metal - diamond structures with a NEA have been
found to exhibit lower Schottky barrier heights than those with a positive electron affinity.
Schottky barrier height measurements have been reported for metals deposited on (100), (111)
and polycrystalline diamond surfaces [3, 7-20]. No significant dependence of the Schottky
barrier height on the metal work function has been found. Lower Schottky barrier heights have
been reported for metal films deposited on adsorbate free surfaces than for surfaces terminated
by species such as hydrogen or oxygen.

Photoemission spectroscopy is found to be a very sensitive method to distinguish
between a NEA or positive electron affinity. Electrons get photoexcited from the valence band
into states in the conduction band and can quasi thermalize to the conduction band minimum.
Secondary electrons from the conduction band minimum appear as a sharp peak at the low
kinetic energy end of photoemission spectra for NEA surfaces [14, 21]. While photoemission
spectroscopy determines the emission properties of the surface itself, field emission data reflect a
combination of carrier injection, transport and emission processes. In this study diamond (100)
surfaces have been cleaned by anneals to 500°C or 1050°C. Thin Zr films were deposited on
these diamond substrates. The surface properties were analyzed before and after Zr deposition.
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EXPERIMENTAL DETAILS

Several natural p-type single crystal semiconducting diamond (100) substrates were used
in this study. To remove nondiamond carbon and metal contaminants an electrochemical etch
has been employed. Details of this technique have been described earlier [22, 3]. The samples
were then loaded into a UHV system consisting of several interconnected chambers featuring
capabilities for annealing, metal deposition, ARUPS and AES. Two different in vacuo cleaning
processes were used to study the effect of surface treatment on the characteristics of the
zirconium - diamond interface. One procedure involved annealing the wafers to 500'C for 10
minutes. And the other involved a 1150*C anneal for 10 minutes. The base pressure in the
annealing chamber was - 1 x 10-10 Torr and rose to - 8 x 10-1° Torr and -7 x 10-9 Torr during
the anneals, respectively. Subsequent to the anneal a Zr e-beam evaporator was employed to
deposit 2 A thick films. A quartz crystal monitor was used to measure the thickness. During
deposition the pressure was - 2 x 10-9 Torr. Following each annealing - and deposition step,
UPS and AES were used to characterize the samples.

The presence of a Zr film was confirmed by means of AES. AFM images of the diamond
wafers clearly display linear groves with a depth of - 20 A. This surface structure is due to
polishing the samples with diamond grit. No island structures were observed in AFM
measurements after 2 A of deposition, indicating a uniform 2D layer.

A discharge lamp was employed to excite Hel (21.21 eV) radiation to facilitate the
photoemission and a 50 mm hemispherical analyzer with an energy resolution of 0.15 eV was
used to detect the emitted electrons. To overcome the workfunction of the analyzer a bias of 2 V
was applied to the sample. It was therefore possible to detect the low energy electrons emitted
from the NEA surface as a sharp peak at the low energy end of UPS spectra. The position of this
feature corresponds to the energy position of the conduction band minimum, Ec. Electrons
emitted from Ec appear at Ev + EG in the spectra, where Ev is the energy of the valence band
maximum and EG the bandgap energy. Furthermore, electrons from Ev get photoexcited to an
energy level at Ev + hv in the conduction band and are obviously detected at Ev + hv in UPS
spectra. This corresponds to the high kinetic energy end of the spectra. Therefore the spectral
width for a NEA surface is hv - EG. Using the value of hv = 21.21 eV for HeI radiation and
EG = 5.47 eV for the bandgap of diamond, a spectral width of - 15.7 eV is obtained. For a
surface with a positive electron affinity the low energy cutoff is determined by the vacuum level.
This results in a smaller value for the spectral width as compared to the case of a NEA.

Photoemission spectra that exhibit features from both the semiconductor and the metal
can be used to determine the Schottky barrier height ,B (Fig. 1).

Electron enery_.
E E, E, + hv

ES hv - E2

(DB -8.3 eV--

Emission from the Emission from
m tal diamond the metal

Fig. 1 Schematic diagram of photoemission spectra for metal deposited on diamond. The
Schottky barrier height 0, is determined from the difference between the position of the valence
band edge of diamond Ev and the metal Fermi level EF.
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This method is only suitable for metal films with thicknesses equal to or less than the electron
mean free path (5 5 A). For p-type semiconductors like diamond, (DB corresponds to the
difference between the position of the valence band edge, Ev, of the semiconductor and the
Fermi level of the metal, EF. But the relatively weak onset of emission at Ev may, however, be
obscured by the metal Fermi level even for metal layers thinner than the mean free path. As an
independent method Ev can be referenced to some strong features in the diamond spectrum
before metal deposition. In our case a feature positioned at 8.3 eV below Ev has been chosen.
For a NEA the position of the low energy tumon (which corresponds to Ec) can also be used as
a reference to find Ev (which is the high energy turnon of the spectrum). The difference
between Ec and Ev has to be hv - EG.

The base pressure in the field emission chamber was - 2 x 10-7 Torr. To determine the
current - voltage characteristics a bias of 0 to 1 100V was applied between the sample and a 2 mm
diameter platinum anode with a rounded tip. The distances were varied between 2 and 20 i.tm.

RESULTS AND DISCUSSION

AES spectra of the as-loaded samples clearly exhibited oxygen peaks. Following a
500*C anneal the oxygen feature was only slightly reduced. Upon heating the samples to 11 50°C
oxygen could no longer be detected by means of AES. By employing UPS a positive electron
affinity of X = 1.4 eV and of X _= 0.7 eV were observed for the crystals annealed to 500°C and
1 150'C, respectively. These values correspond to previous results [5, 9] Oxygen chemisorbed to
diamond is expected to induce a stronger surface dipole and therefore cause an increase in the
workfunction compared to a clean surface. Our results are consistent with this. Depositing 2A
of Zr onto oxygen terminated diamond (100) samples resulted in a NEA (Fig. 2a). A Schottky
barrier height of ,B - 0.9 eV was determined by UPS. Subsequent to deposition of 2A of Zr on
clean diamond (100) surfaces a NEA was observed and the spectrum shifted - 0.3 eV toward
lower energies (Fig. 2b). A lower Schottky barrier height of (B = 0.7 eV was measured. This
structure exhibited emission even below the conduction band minimum Ec. A summary of these
results is shown in Table 1. The electron affinity of a p-type semiconductor following metal
deposition is given by equation (1) [21].

X = (0,) + (D) - E, (1)

Using the bandgap of diamond EG = 5.47 eV, the workfunction of Zr OM = 4.05 eV and the
measured Schottky barrier heights one can calculate electron affinities of X - 0.52 eV for the
oxygen terminated surface and X = - 0.72 eV for the clean surface. These results are in
agreement with the detection of metal induced NEA's by means of UPS. The emission detected
below Ec for the clean surface is consistent with the calculated value of X = - 0.72 eV. The fact
that no emission below Ec was observed for Zr on oxygen terminated diamond may be due to a
different interface structure.

This simple workfunction model has been used successfully to explain NEA or positive
electron affinity effects for systems like Ti or Ni layers on diamond (111) surfaces [7, 8] and Co
or Cu films on diamond (100) surfaces [9, 10]. It has been found that Ni deposited on Ar plasma
cleaned diamond (111) substrates induced a NEA. An Ar plasma or a 950'C anneal result in a
(111) surface free of adsorbates [4]. In comparison, a positive electron affinity and a larger
Schottky barrier were observed for thin Ni films on (111) surfaces terminated by hydrogen.
Theoretical results of the Ni - diamond interface have been reported by Erwin and Pickett [24-
27] and Pickett, Pederson and Erwin [28]. The most stable configuration for clean (111) and
(100) surfaces resulted in a Schottky barrier height of less than 0.1 eV. Lambrecht calculated the
Schottky barrier height for copper on diamond (111) surfaces. A value of less than 0.1 eV for a
clean surface and greater than 1.0 eV for a surface terminated with hydrogen were found [29].
These results indicate that the Schottky barrier height depends on the interface termination.
Lower values for the Schottky barrier height and a greater likelihood of inducing a NEA are
expected for metals deposited on clean surfaces than on non adsorbate free surfaces. The
Schottky barrier heights reported in this study for Zr on diamond are in agreement with this. It is
significant that a metal induced NEA was observed for deposition of Zr on both clean and
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oxygen terminated surfaces. Previously a positive electron affinity was found for Ti on a oxygen
terminated diamond (100) surface [7]. Ti has a workfunction only 0.3 eV higher than that of Zr.
So far only metal diamond interfaces with low workfunction metals like Cs have been reported to
exhibit a NEA for non adsorbatefee diamond surfaces [30].

Field emission measurements were performed on diamond samples and on Zr films
deposited on oxygen terminated and clean diamond surfaces. The emission threshold field was
defined for a current of 0.1 pA. Thresholds between 20 and 79 V/Wim were measured. For a
summary see Table 1. Values of the same magnitude have been reported previously for diamond
samples [31, 32]. As an example I-V curves for the diamond surface are shown in Fig. 3. The
results from the field emission measurements have been compared to the Fowler - Nordheim
equation [33]:

I k(V 2 xp( -6530dp3) (2)

I is the current in amps, V is the bias in volts, d is the distance between the sample and the anode
in microns, k is a constant and (p is the effective barrier height in eV. The field enhancement
factor has been neglected since the surfaces have been found to be essentially flat by means of
AFM. By fitting the field emission data to equation (2) the effective barrier heights (p were
obtained as shown in Table 1. Depositing Zr onto both oxygen terminated and clean diamond
(100) surfaces improves the emission properties. The best results were obtained for Zr on the
clean surface. Both UPS and field emission measurements show these trends consistently.

""- b)Ec

b) (D, 0.7eV
....... ... .............................................................................)B•;e

---- -- -- i E --- --- ...... ............... c..............................

.a)Ev\....I .... ....... ...... .-- --- -- ------------a ... ........................
.4 b)• a)

-20 -15 -10 -5 0 5

Energy below Fermi Level (eV)
Fig. 2 UV photoemission spectra of 2A of Zr deposited on a diamond (100) surface annealed to
a) 500'C b) 1150'C. Metal induced NEA's are observed upon deposition of Zr for both a) and b).
For b) emission below Ec is detected.
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Fig. 3 Field emission current - voltage curves for a type IIb single crystal diamond (100) sample.
Distances between the sample and the anode: a) 3.3 [im, b) 4.3 gim, c) 5.6 gim, d) 8.5 gm.

Sample UPS Field Emission Barrier Height
Threshold (V/Jgm) (eV)

C(100) after 500°C anneal after 1150'C anneal 79 ± 7 0.23 ± 0.01
PEA, X = 1.4 eV PEA, X = 0.7 eV

Zr/C(100) NEA, X < 0, (D_ 0.9 eV 49 ± 4 0.20 ± 0.01
oxygen

Zr/C(100) NEA, X < 0, DB= 0.7 eV 20 ± 3 0.09 ± 0.01
clean

Table 1 Results of electron emission measurements. PEA: positive electron affinity, NEA:
negative electron affinity. The averages and standard deviations of the field emission
measurements at different distances are shown as the field emission threshold and the barrier
height. The threshold current is 0.1 giA.

CONCLUSIONS

Thin films of Zr were grown on diamond (100) surfaces annealed to 500°C or 1150'C.
Using UPS the diamond samples were found to exhibit a positive electron affinity after either
one of the heat treatments. Metal induced NEA's were observed for Zr deposition on either one
of these surfaces. For Zr on clean surfaces emission even below Ec was detected. Depositing
Zr on diamond reduced both the field emission threshold and the effective barrier height in a
manner consistent with the UPS results.
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OHMIC CONTACTS TO n-TYPE 6H-SiC
WITHOUT POST-ANNEALING

TOKUYUKI TERAJI*, SHIRO HARA, HIDEYO OKUSHI, and KOJI KAJIMURA*
Electrotechnical Laboratory, 1-1-4 Umezono, Tsukuba, Ibaraki 305, Japan

ABSTRACT

We formed titanium Ohmic contacts to n-type 6H-SiC epitaxial layer by
reducing the Schottkybarrier heights. The barrier heights were reduced enough to
form the Ohmic contacts by releasing the Fermi level from pinning through making
atomically-flat surfaces. The current transport by thermionic emission was
dominant at the Ti/SiC interface. Since the Ti contacts were formed without post-
annealing surfaces of the Ti electrodes were flat and homogeneous maintaining as-
deposited structures. Contact resistivity was (6±1)x10.3 Q-cm 2, which is comparable
to that of the annealed Ni contact formed on the SiC epitaxial layer with the same
carrier concentration.

INTRODUCTION

An Ohmic contact is usually formed by heavy impurity doping to a
semiconductor by which a tunneling current is increased due to a thinning of a
depletion layer. However, it is difficult to apply this conventional method to SiC
because high impurity doping to SiC is difficult. Edmond et al.' reported that high
temperature over 1800 'C is required for making of a heavily doped layer with
carrier concentration of over 1018 cm' by thermal diffusion. Another impurity
doping method by ion implantation also has a problem of a low electrical dopant
activity of about 5 % as estimated byRuff et al.2

Ni electrodes annealed at high temperatures are widely used as Ohmic
electrodes to n-type 6H-SiC crystal instead of the heavily doped electrodes. Even in
the Ni electrodes, there are some significant problems. The high-temperature
annealing typically at around 1000 °C restricts device fabrication processes and
makes morphology of electrodes rougher. Therefore, fabrication of Ohmic contacts
without heavy impurity doping and post-annealing at high temperatures is one of
the key techniques to develop electronic devices using SiC.

In this paper, we propose a new technique for Ohmic contact formation
without heavy impurity doping and post-annealing. We also demonstrate an
Ohmic contact formation to n-type 6H-SiC epitaxial layer using this new technique.
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NEW TECHNIQUE FOR OHMIC FORMATION

According to the Schottky model3, an Ohmic contact to an n-type
semiconductor is in principle formed when the work function of a metal 0. is
smaller than the electron affinity of the semiconductor ,s, where the Schottky
barrier height 0,, is negative. However, this method is of hardly any use4 because
high 0, is present at a practical interface even in the case of a low 0.. It is known to
be Fermi level pinning that the dependence of 0, on 0. is weak. Our strategy for
Ohmic formation is (1) to release the Fermi level from pinning and (2) to use a
metal with a low (high) work function to n-type (p-type) semiconductors. The
Ohmic contacts are formed without heavy impurity doping and post-annealing.

In the metal/semiconductor system with the Fermi level pinning, q, is
expressed as,

0,n = So + C (1)

where C is a constant. The Fermi level is perfectly released from pinning when S5
is 1, whereas it is perfectly pinned when S is 0. Soof practical interfaces has values
within these two limits. Kurtin et al.s found that semiconductors have their own
value. For example, S°of both Si and GaAs is around 0.1 and that of SiC is 0.25.

In 1947, Bardeen 6 proposed that the Fermi level is pinned due to surface
states. Owing to the uncertain relationship between the surface states and interface
states which pin the Fermi level, only a few experimental chemical trends to suggest
the validity of his concept have been observed. Aoki et al. 7 reported that the
hydrogen termination of dangling bonds on diamond surfaces using hydrogen
plasma is effective to improve the Fermi level pinning, where S' improved from
around zero to around 0.5. Fan et al. 8 found that S' of GaAs increases from 0.14 to
0.53 by sulfur termination. These results indicate that the termination of dangling
bonds is effective to reduce interface states.

Recently, many studies concerning hydrogen termination on Si surfaces
have been reported. Immersion of Si (111) crystal in a pH-modified buffered HF
solution 9 and in boiling water'" is reported to produce nearly ideal surfaces
terminated with monohydrides.

It is known that the two chemical treatments make the surface with
atomical flatness as well as mono-hydrogenation. The atomically-flat surface is
effective to reduce the density of surface states because such a surface is formed by
reducing the density of steps. Advanced oxidation technique was reported to make
an atomically-flat Si/SiO2 interface." In our present study, oxidation followed by
HF etching treatment and boiling water treatment were used to make surface with
low state density enough for flat band.

The advantages of the present method are as follows. Ohmic contacts are
formed without post-annealing and heavy impurity doping. The concept of the
method is applicable to other semiconductor materials. By combining this method
with the heavy doping method, contact resistivities are more improved.
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EXPERIMENT

Three n-type 6H-SiC (0001) epitaxial samples were used to form Ti electrodes.
Carrier concentration ND estimated from capacitance-voltage (C-V) measurements
was around 5x10 17 cm3. The samples were degreased followed by dipping into 5%
HF solution to remove a thin native oxide layer on these surfaces. Two samples
were oxidized in a quartz tube furnace. The oxidized layer with a thickness of
around 10 nm was etched by dipping in 5% HF solution to remove a surface layer
with low crystallinity. Then, one of the two samples was immersed in boiling
water for 10 min and rinsed in deionized water. Titanium was deposited onto the
three samples at the same time using an E-gun system with a base pressure of
around 3x108 Torr. Electrodes with diameter of 300 ýtm and thickness of 500 nm
were formed by evaporation on the samples through a metal mask. Each sample
has over 20 electrodes. During the deposition, the temperature of the samples was
maintained below 100 'C. In order to measure the Schottky barrier heights of the
Ti contacts, magnesium was thermally evaporated as back contacts. Contact
resistivity p, is estimated by measuring the resistance between two electrodes as
changing distance of the Ti electrodes. This method is based on a concept of the
transmission line model12 to measure an exact contact resistance. Other metals
with different work functions such as Mo and Ni were also evaporated on the SiC
surfaces with the same procedures as those of Ti electrodes. Conventional
annealed Ni electrodes were fabricated by annealing at 1000 'C for 60 min in pure
Ar.

RESULTS
101

Typical current-voltage (I-V) .-
characteristics of Ti electrodes on the sample 100 Z0
with the 5% HF treatment and with the = 0.0 e
oxidation/etching treatment are shown in Fig. E ,41bn = 0.50 eV-Q 10"' " b
1. Ti electrodes of 5% HF treatment show <- (b

rectification properties with 0, of 0.68 eV. ,
After the oxidation/etching treatment, 4) ";= 10
decreases to 0.50 eV. The electrodes with
immersing in boiling water show Ohmic 103

property with excellent linearity, where I-V Obn 0.65eV
characteristics were measured between two Ti U ,0-4
electrodes. Average contact resistivity p, of
the Ti electrodes is (6±1)x10-3 Q-cm 2, which is 1 0
comparable to that of the conventional 0 0.1 0.2

annealed Ni Ohmic electrodes. Voltage [VI
Figure 2 shows typical optical Figure 1. I-V characteristics of

microscope images of the present Ti electrode the Ti electrodes.
and the conventional annealed-Ni electrode. (a) 5% HF treatment
The surface of the Ti electrode is flat, whereas (b) oxidation/etching treatment
that of the Ni electrode is inhomogeneous
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because of the high temperature post-
annealing at 1000 °C.

Figure 3 shows the Schottky
barrier height as a function of the metal
work function for different surface
treatments. S values for the three
surface treatments are 0.2 for the 5% HF " oolon . -

treatment, 0.8 for the oxidation /etching Ni Ohmic contact Ti Ohmic contact
treatment and 1.0 for the boiling water annealed As-deposited
treatment. In other words, the release Figure 2. Optical microscope images
of Fermi level from pinning increases of the surface of the conventional Ni
with proceeding the surface treatment. electrode and the present Ti electrode.

DISCUSSION 2
z(c)

W e discuss the current "1 1.s Ni
transport mechanism of the Ti Ohmic
contacts. Conventional Ohmic Ti(b .
contacts are formed by heavy doping, -a T
where the tunneling current is (a)
increased due to the decrease in 0.5 ......... e....oS'-Calculated from

depletion layer thickness as shown in contactresis

Fig. 4 (a). At this interface, field 3.5 4 4.5 5 5.5
emission (FE) transport is dominant as
explained by Yu' 3 and p, is decreased Metal work function •Pm [eV]
with increasing carrier concentration. Figure 3. Schottky barrier height as
Figure 4 (b) shows a band diagram of a function of metal work function.
the lightly doped Ohmic contacts in (a) 5% HF treatment
pinning-free condition. The current (b) oxidation/etching treatment
transport of the contacts is dominated (c) boiling water treatment
by the thermionic emission (TE). p, is
reduced by decreasing the Schottky E
barrier height and is essentially Ec----EF
independent of ND. Rhoderick et al' 4  •. E14

explained that there is a gradual .. ,.v
transition from the FE to the TE. A Metal Scml-ci. semi-
dom inant transport is determ ined by a co, du. tor
parameter n.

(a) (b)

n -= (q coth(-T - ) (2)

n= o (T Figure 4. Current transport
mechanisms of Ohmic contacts.

h (N (a) heavily doped contact
E 00  = 4 z m -- - (3) (b ) low barrier con tact
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where e. is permittivity of the
semiconductor, m" is effective mass, 10
and h is Planck constant. The current FE
transport is the TE when n = 1, whereas 8

the current transport is a combination
of the TE and the FE when n > 1. 6

Figure 5 shows calculated n values for
n-type 6H-SiC crystal as a function of 4 our present
the carrier concentrations. Since the contact

carrier concentration we used is 5x10 17  
2 /

cm ", n is estimated to be unity.
Therefore, we concluded that the 0cit 0 1io 18. 169 2b "2•0 22

tunneling current of the Ti Ohmic 10 10 10 10 10 10

contacts is negligible. p, in TE range is ND[cm-3]
expressed by Yu 13 as Figure 5. n value as a function

of carrier concentration.

Pc= exp- (4)
qA T U~,

where k is the Boltzmann constant and A* is the Richardson constant. From Eq.
(4), we can estimate 0, from p, obtained experimentally when TE is dominant.
Estimated 0, of the Ti Ohmic contacts is 0.35 eV.

We discuss next the formation mechanism of the pinning released surface.
The surface structure of SiC(0001) is similar to that of Si(111) surface in terms of Si
terminated (111) surfaces. Dihydrides and trihydrides on the Si(111) surface may
induce interface states because these atoms are unstable. Several types of
dislocations, steps and kinks also induce the surface states. Therefore, the removal
of these defects is important to make a flat band. In order to reduce the density of
dihydrides and trihydrides on the SiC surface, we applied the advanced termination
techniques established on the Si(111) surface to the SiC(0001) Si-face. Watanabe et
al."5 reported that a Si(111) surface is etched anisotropically in boiling water, leading
to the formation of a surface terminated by monohydrides. The monohydride-
terminated surfaces are stable compared with surfaces terminated by dihydride or
tryhydride because each top Si atom has three covalent bonds with underlying Si
atoms.

The density of steps and kinks is reduced by making an atomically-flat
surface. Ohishi et al." found that oxidation of Si(1l1) surface at a low pressure of
oxygen makes atomically-flat Si/SiO2 interface. The atomically-flat interface is
appeared to be formed by suppressing an oxidation rate to the vertical direction due
to lowering a partial pressure of the oxygen. Since the oxidation rate of Si-face of
SiC is about 100 times smaller than that of Si, the SiC/SiO2 interface will also
become atomically-flat. In fact, the significant change in the degree of the Fermi
level pinning by the oxidation/etching treatment indicates that an atomically-flat
surface forms, leading to reducing the density of the surface states and the resultant
interface states.
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CONCLUSIONS

We formed Ti Ohmic contacts without high impurity doping and post-
annealing to n-type 6H-SiCepitaxial layer by decreasing the Schottky barrier height.
The barrier height is reduced enough to form Ohmic contacts by releasing the Fermi
level at the interface from pinning using the oxidation/etching as well as the
monohydride termination technique established on Si (111) surfaces. The current
transport by the thermionic emission was dominant and the contact resistivity was
(6+1)X10"3 32-cm

2
.
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PHOTOTHERMALLY ASSISTED DRY ETCHING OF GaN
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ABSTRACT

Photoassisted dry etching of GaN in HCI by 193 nm ArF excimer laser is developed as a
potential alternative process to eliminate the ion damage and surface roughness which occur in
etching techniques that involve an energetic ion beam impinging the surface. A directed stream of
HC1 etchant with background pressure of - 5 x 1 0 -4 Torr, sample surface temperature between 200
to 400 'C, and laser fluence of 10 to 20 mJ/ pulse combine to produce etching. The photoassisted
etching reaction under these process conditions is thermal in nature, with activation energy near 1.2
kcal/ mol. Increases in laser fluence results in increase of etch rate, but the surface also becomes
rougher. Distinct etch features can be produced with smooth surfaces at expense of etch rate.

INTRODUCTION

The ability to process devices from I1-Nitride materials, especially GaN, depends heavily
on the development of controlled etching and masking techniques for these materials. Removing
material requires some type of etchant species (reactive or unreactive, as in Ar ion milling) and a
means to provide kinetic energy for desorption of etch products and/ or to enhance the etching
reaction. Means to provide the necessary energy can be in the form of heat, biased ion beam,
kinetic energy transfer, or photons. The masking selects where the material is removed, but the
masking material must be compatible with the etching process. Since the ultimate goal is to
uniformly etch only beyond the boundaries of the mask, the etching processes must also have a
non-crystallographic anisotropic character to transfer the masked pattern.

Both dry and wet techniques can be used for device processing. Dry, plasma etching
techniques in the form of reactive ion etching (RIE) [e.g. 1, 2], magnetron electron cyclotron
resonance (ECR) etching [3, 4], and chemically assisted ion beam etching (CAIBE) [5, 6] have
been very popular for etching the IlI-N materials. Although these techniques have high etch rates
ranging between 200 to 3500 A/min, they rely on bombardment of an electrically biased surface
with ions that can produce damage, degrading the optical and electrical properties of devices,
unless used at low ion energies [7, 8]. Wet etches are ineffective due to the III-N materials
resistance to chemical attack, with low etch rates around 20 A/ min [9] for GaN. Conventional wet
etches also have the drawback of isotropic etching, leading to undercutting of the mask; however,
these etches can be effective for surface cleaning [10].

Photoassisted etching techniques using both wet and dry etchant species are being
developed as alternatives to plasma etching III-N materials to potentially reduce the damage
associated with ion beams. Photoassisted wet etching of undoped n-type GaN has also been
shown effective in producing etch rates as high as 4000 A/ min using (1:3) 45% KOH and 400A/
min using (1:10) HC1; H20 coupled with a He-Cd (325 nm) laser [11]. The etch features were
also reported to be smooth and distinct, with the etch mechanism suggested as
photoelectrochemical in nature. Recently we have reported the photoassisted dry etching of GaN
[12] using an ArF excimer laser (193 nm) and 100% HC1 etchant gas at - 0.5 mTorr, producing
distinct sidewalls and smooth etched features with an etch rate of - 80 A/ min. Results from so
called dark etching, without laser interaction, have shown that no appreciable etching occurs. Also,
no appreciable etching is observed with raising the sample temperature to - 400 'C under the same
HC1 conditions, again, without laser radiation. Both HC1 and UV radiation were necessary to
produce etching of GaN.
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In this paper we will present the effect of surface temperature, HC1 pressure, and laser

fluence on both etch rate and etched surface morphology.

EXPERIMENT

The system used in this study has been previously described [12], and consists of a load
locked ultra high vacuum chamber (base pressure 3x10"9 Torr) equipped with an internal shower
head doser for delivering HC1, with the gas flux coincident with laser radiation and the GaN
material. GaN samples grown in-house [13] epitaxially on (0001) sapphire and purchased from
Cree Research, Inc. (undoped n-type carrier concentrations < lx 1017 /cm 3) were used in this study.
The experiments were performed with no thermal bias to the substrate at ambient temperatures
near 23 'C, surface heating due to laser between - 200-300 'C, and HCl (99.999% purity)
pressures - 0.5 to 1 mTorr. An ArF (193 nm) excimer laser was used at 30 Hz and 26 kV to
produce laser fluences which were attenuated using non-coated optic flats and all energy losses
were measured by a pyroelectric Joule meter. The laser power was measured at the entrance to the
chamber, taking into account the loss due to the laser port at the system. The laser beam was
focused from the original 1 x 2 cm size at the laser exit to approximately 3 x 6 mm at the sample.

Samples were masked using a contact mask made of tungsten wire physically placed over
the surface. After etching, the samples were characterized by optical microscopy with Nomarski
differential interference contrast, stylus profilometry, and scanning electron microscopy (SEM) to
determine the etch rate and the quality of surface/ sidewall morphology. The etch rate was
determined by dividing the etch depth determined by profilometry by the time to pulse the laser
(dependent on the repetition rate). Typical number of pulses/ sample was - 25,000 taking
approximately 14 minutes.

RESULTS AND DISCUSSION

A typical etch profile is shown in Fig. 1. Etching conditions for this sample were ~ 0.5
mTorr HC1 with laser fluence of - 19 mJ/ pulse. The sidewalls are very distinct and the etch depth
for this sample is between - 0.6 to 1 gim deep. Non-uniformity in the etch depths on both sides of
the mask is due to the non-uniformity of the laser beam itself: the intensity profile of the beam is
not a perfect "top hat" shape, but is more rounded in dimensions; thus, the intensity of the laser is
not the same for all regions on the sample.

Typical surface morphology of etched regions produced by increasing laser fluences are
seen in Fig. 2. Figure 2(a) shows a very slightly textured etched surface compared to the masked
unetched surface under low laser fluences of - 10 n-J/pulse. Figure 2(b) reveals that at higher

rFtasr (193 nm) in HC1 bieIt

4 I

"=• -4 etched surface-

_8 GaN
0250 500 750

Distance (pm)

Fig. 1. Typical etch profile measured by profilometry.
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(a) (b) (c)

Fig. 2. Nomarski optical microscopy, 400x observation of etched surface morphology with
increasing laser fluence : (a) 10 mJ/ pulse; (b) 12 mJ/ pulse; (c) 19 mJ/ pulse.

laser fluence, 12 mJ/ pulse, the surface becomes more heavily textured. Finally in Fig. 2(c), the
surface is roughly textured corresponding to the highest laser fluence used in the study, 19 mJ/
pulse, and is the same sample as in Fig. 1. The edges between the etched and unetched regions of
Fig. 2(b) show some diffraction effects due to the incomplete contact masking of the samples.
Preliminary work using photolithographed Ni masks on these GaN samples indicate that with a
well adhered mask, these specific diffraction effects can be reduced. SEM results have revealed
cracks in the Ni mask possibly due to the differences in thermal expansion between GaN and Ni.
Because of this, the sidewall morphology cannot be determined due to poor mask adhesion. A
more suitable mask is being considered to reduce these effects.

The effect of laser fluence on etch rate is shown in figure 3(a). The temperature rise
associated with laser-material interaction has been determined by many authors [e.g. 141 by
solution of the heat equation and assumption of a beam shape. Using known thermal constants for
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0 I I I 1 I I
0 5 10 15 20 2.4 2.6 2.8 3.0

Laser Power (mJ/ pulse) l/T x 1000 (K-1 )

(a) (b)

Fig. 3. (a) Etch rate vs. laser fluence for photoassisted etching of GaN; (b) Arrhenius plot of the
etch rate vs. the calculated surface temperature rise with increasing laser fluences.
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GaN, a temperature rise between 300 to 400 'C can be associated with the laser power density
hitting the sample, assuming all of the laser fluence is transformed to heat. Fig. 3(b) relates the
laser fluence to surface temperature, resulting in an Arrhenius plot of etch rate vs. the inverse
temperature related to the intensity of the laser radiation. Note that the temperature rise is limited to
the surface region only, with the heat dissipating between the 30 Hz, 18 nsec pulses. The error
bars included in the graph reveal the effect of a non-uniform radiation source.

The results in Fig. 3(b) suggest that the photoassisted etching of GaN is thermally
enhanced by the laser-material interaction in this HC1 pressure range. Line fitting techniques
through these points indicate a residuals squared value of - 0.99, confirming the Arrhenius form
of the etch rate vs. 1/T. The activation energy calculated from these results is - 1.2 kcal/ mol,
higher than the activation energy of 0.65 kcal/ mol for reactive fast atom beam etching (r-FABE)
determined by Tanaka [15]. Possible differences in these two activation energies could be due to
the different methods of removing the etch products, and considering the effect of the energetic
beam in both cases. For the reactive FABE, no reason is given for the temperature dependence of
the etch rate or mechanism. The energetic fast atom beam could be adding the necessary energy to
further desorb the etch products, thus lowering the activation energy. In photothermally assisted
etching, the laser energy is doing all of the work: both the surface is heated and the etch products
desorb due to the laser irradiation.

The observations for photoassisted etching of GaN are similar to those for GaAs. Brewer
[16] and Tejedor [17] both reported on the photoassisted etching of GaAs with CF 3Br/ 193 nm
and Cl,! 193 nm, respectively, and showed that with increasing the laser fluence, the etch rate did
increase, and the surface morphology roughened with laser fluences above 30 - 35 mJ/ cm2. They
suggested the laser-material interaction produced physical ablation or at least laser enhanced
desorption of the GaAs. By comparing the results of Figs. 2 and 3 to that of the GaAs results,
similar etching behavior (and possibly mechanism) is occurring.

Compared with the wet photoelectrochemical etching reaction described by Minsky [11], at
this time there is no evidence supporting photoelectrochemical etching with the dry etching process
conditions used here. This does not mean, however, that they do not exist, since the laser energy
(6.4 eV >> E•'Ga - 3.4 eV) is more than sufficient for the production of the electron-hole pairs
involved in the photoelectrochemical reaction.

The mechanism for photoassisted dry etching is not well understood. The surface
roughness resulting with increasing laser fluence suggests that there is some non-uniform
interaction of the material with the etching energy of the laser and reactivity of the process gas.
Ablation has been suggested to explain the roughness in the photoassisted etching of GaAs, but for
GaN, whether or not true ablation occurs, it is obvious that some reactive decomposition of the
surface is occurring. The cause of the surface roughness could result from such etching
decomposition if the etch products were agglomerating from incomplete desorption, creating local
roughness that a uniform etching process could not preferentially remove. For this gas-material
interaction, it is expected that the laser dissociates the HC1 gas molecules into the etching species.
In this case, increasing the amount of reactant species, and/ or increasing the surface temperature
would be necessary to remove these agglomerated etch products.

CONCLUSION

We have shown that for the process conditions, the photoassisted etching reaction is
thermal in nature, with the activation energy - 1.2 kcal/ mol. Increases in the laser fluence results
in the increase of etch rate, however, the surface also becomes increasingly rougher. Distinct etch
features can be produced with this technique with smooth surfaces at the expense of etch rate.
With changes in the process conditions, we hope to improve the surface morphology. Extension
of this research to different III-N materials is already underway to determine the effect of
photoassisted etch damage and will be reported on in the future.
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ABSTRACT

Damage introduction in III-V nitrides during dry etching can be simulated by exposing
the samples to pure Ar plasmas for study of the physical (ion-bombardment) effects.
Changes in conductivity of InN, In0.5Gao.5N and In0.5Al0.5N layers exposed to Ar plasmas
under both Electron Cyclotron Resonance and reactive ion etching conditions have been
measured as a finction of rf power, pressure and exposure time. The combination of high
microwave and high rf powers produces large increases (10-104 times) in sheet resistance
of the nitrides, but conditions more typical of real etching processes (rf power < 150W) do
not change the bulk electrical properties. The nitrides are more resistant to damage
introduction than other II-V semiconductors. The removal of damage-related traps
occurs with an activation energy of -2.7eV. High ion currents during ECR etching can
produce substantial conductivity changes, whereas the lower currents under RIE
conditions do not affect the nitrides. It is difficult to avoid preferential loss of N in the
near-surface of these materials, which leads to leakage currents in rectifying metal contacts
deposited on these surfaces.

INTRODUCTION

The wide bandgap InGaAIN alloys are attracting interest for use in blue/UV light
emitters and detectors, and for field effect transistors capable of high temperature
operation.[1-3] The chemical stability of all of the binary, ternary and quaternary
components of this materials system has demanded that dry etching be employed for
patterning of device structures. A variety of different plasma chemistries have proven
successful, inducing CHn/H 2, BC13/Ar, Cl2H 2, CI2/CH4/H 2/Ar and SiCi4.[4-7]. A consistent
feature with all of these mixtures is that the IlI-V nitride etch rates are considerably slower
than for more conventional compound semiconductors such as GaAs and hIP under the
same conditions.[5,7,8] In the reactive ion etching (RIE) mode etch rates for GaN up to
-I 100A/min have been obtained,[6] but higher ion density techniques like magnetron or
Electron Cyclotron Resonance (ECR) produce rates up to -4000A/min at lower pressures
and dc self biases(7' 8). It is also clear that the etch rates are invariably limited by sputter
removal of the etch products(4), and therefore the study of ion-induced damage into the
nitrides is a necessary step in optimizing device fabrication processes.

We have examined ion-induced changes in conductivity of InN, InGaN and InAIN
under both ECR and RIE etching conditions. In both cases we employed pure Ar
discharges in order to simulate the ion bombardment received by the nitrides during
plasma etching.
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EXPERIMENTAL

The InN, In0 5Ga0.5N and Ino5Alo.5N were grown on semi-insulating GaAs substrates
by Metal Organic Molecular Beam Epitaxy at 500'C in an Intevac Gas Source Gen II
system.[9] Triethylgallium, trimethylindium and dimethyl ethylamine alane were
transported by the carrier gas, while the nitrogen flux was provided by an ECR source
(Wavemat MPDR 610) operating at 2.45 GHz and 200W forward power. The films were
auto-doped n-type to levels of-1.5xl0 20 cm-3 for InN and Ino5.Gao. 5N and -5x10 1 9cm-3 for
In0.5Ga0.5N. The shallow donor responsible for this autodoping in InN and related alloys
has not been definitively identified at this point, but is thought to be associated with native
defects such as nitrogen vacancies.[10] The sample thickness were typically 0.3-0.4ptmn
Details of the nitride properties have been given previously.[ 1]

Ohmic contacts to the four comers of 5x5 mm2 samples were produced by alloying
Hgin eutectic at 400'C for 3min. The sheet resistance of the layers was measured before
and after exposure to Ar discharges using the Van der Pauw method. The plasma
exposures were performed in a Plasma-Therm SLR 770 system employing an ECR source
( Astex 4400) and separate rf biasing (13. 56 MfIz) of the sample position.

RESULTS AND DISCUSSION
Figure 1(a) shows the ratio of the post-Ar plasma exposed sheet resistances to that of

the untreated control samples for the three nitrides investigated. In this case the ECR
source was utilized to provide a very high ion density incident on the samples. There is
littler change in resistance of the InGaN with increasing rf power until the highest value
(450W). The InN shows a similar trend but is more susceptible to damage introduction
than the InGaN. This is consistent with the greater bond strength of GaN relative to InN,
but this trend does not hold for the third material InAIN. In this case there is a significant
change in resistance even at 150W rf The doping in the InAIN is somewhat lower than
that in the other two nitrides which probably accounts for much of the higher sensitivity to
plasma-induced changes. The mechanism for the resistance increases is the introduction of
deep acceptor states that trap the conduction electrons, and are not thermally ionized at
room temperature. This mechanism has been well-established from dry etch damage
studies on other HI-V semiconductors [ 13,14] and also from implant isolation work. [ 14]

In comparison experiments on heavily doped InGaP we found that all of the conditions
represented in figure 1(a) produced very large (>104) resistance changes, even at low rf
power (150W). The nitrides are considerably more resistant to damage introduction than
more conventional IH-V materials, as expected from their mechanical and chemical
stability.

Turning to Figure l(b), it is seen that RIE conditions create significantly smaller
changes in resistance in all three materials at the same rf power levels as those used in
Figure l(a). Even very high rf powers produce essentially no change in resistance of InN
and InGaN, while InAIN shows severe changes above 250W rf One would expect to see
the onset of resistance increases earlier in this lower-doped material, since if essentially the
same number of deep traps are introduced in different nitrides the effect will become
evident first in the lowest doped sample.

The time dependence of resistance changes under ECR conditions (1000W, plus
250W of rf power) is shown in Figure 2. These would be typical of a situation in which
one selectively etched through one type of nitride layer and stopped at an underlying layer.
All three materials show a rapid increase in resistance under these conditions, suggesting
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that over-etch times should be kept to a minimum in device fabrication processes. We also
investigated the pressure dependence of resistance changes under ECR conditions. Figure
3 shows that higher pressure ( at least up to 10 mTorr) produce more degradation - this
tracks the ion current in our system, although at even higher pressures the resistance
changes become less significant due to a induced ionization efficiency.
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FIG. 1. (a) Increase in sheet resistance relative to the initial vauite (R,) of
InN, InGaN, and InAIN layers exposed to 1000 W ECR Ar discharges for I
min, as a function of additional rf power on the electrode. (b) Increase in
sheet resistance of nitrides exposed to Ar discharges for I min ttnder RIE
conditions. as a function of rf poe er oil tht electiode.
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FIG. 2. Increase in sheet resistance of nitrides exposed to 10M W FIG. 3. Increase in sheet resistance of nitrides exposed for I min to

ECR Ar discharges with 250 W of rf power, as it function of the 1000 W ECR Ar discharges with 350 W of rf power, as a function
exposure time. of the process pressure.

A key question is of course the thermal stability of the plasma-induced damage. Figure
4 shows the results of isochronal anneals (1min) on the resistance of either 1nN exposed to
a 1000W (ECR), 30W rf discharge, or InGaN exposed to a 450W rf plasma. In both cases
recovery of the initial conductivity starts above 500TC, and is essentially complete at
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650'C. Assuming the recovery mechanism is annealing of the deep acceptor states by

diffusion, we can estimate an activation energy of around 2.74eV from the relation

RiRo = 1-exp[-tvexp(-EdikT)] (1)

where t=60 see, v the attempt frequency was assumed to be -101 4S-1 and T is the absolute
anneal temperature. The recovery was apparent over a broader temperature range than
observed for single-step processes and indicates that several deep level states are involved
with slightly different activation energies. The value estimated above therefore represents
an average of these individual energies.

6 - I

5
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* InGaN

4

1 -

0
480 520 560 600 640

Anneal temperature ('C)

FIG. 4. Annealing ieipcrature dependence of resistance of plasma dansagcd
InN and InGaN.

Dry etching of electronic device structures also requires that the near-surface
stoichiometry be unchanged if one wishes to deposit a gate contact for channel
modulation. The test structure shown in Figure 5 was used us a test vehicle. A gate mesa
was formed by ECR plasma etching with BC13, BCl3/Ar or BC13/N 2.

A typical result when performing the gate recess step was that the current
measured between two probes placed on the surface began to decrease as the InxAllxN
contact layer was etched away, with the current voltage (I-V) characteristic transforming
from pure ohmic character to a rectifying nature. However we noticed that the I-V curve
always showed evidence of a high degree of leakage. The I-V curves were more rectifying
with the BCI3/N2 plasma chemistry, but remained almost ohmic with either BC13 or
BC13/Ar. Normally this is an indication of the presence of dry etch-induced changes to the
semiconductor surface. For example it is extremely difficult to form a rectifying contact on
a dry etched InP surface because the typical C12-or CH4/H 2-based plasma chemistries
employed tend to lead to preferential loss of P, leaving a thin In-rich layer which is
strongly n-type and which produces an ohmic I-V characteristic for any subsequently
deposited metal.

The etched surface is clearly more In-rich, as shown in Table 1 where we have listed
the ratio of raw counts for In/N. While BC13/N 2 produces less enrichment than pure BC13,
there is clearly preferential loss of nitrogen during the dry etch step, and this leads to the
presence of a defective layer that prevents achievement of acceptable rectifying contacts.
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Figure 5 Epitaxial layer structure of nAIN.

Table 1. In/N ratio measured in raw counts from AES analysis of dry etched

InAIN samples. No correction for relative sensitivity factor was applied.

Sample In/N

as-grown 2.86

BCI 3 etch 3.64

BCI3 /N 2 etch 3.49

BCI3/N 2 + wet etch 3.28

From the I-V measurements we believe this defective layer is probably strong n-type, in
analogy with the situation with InP described earlier. At this stage there is no available wet
etch solution for InAIN that could be employed to remove the non-stoichiometric layer in
the type of clean-up step commonly used in other III-V materials. Other possible solutions
to this problem include use of a higher Al concentration in the stop layer, which should be
more resistant to nitrogen loss, or employment of a layer structure that avoids the need for
gate recess. Addition of steps to enhance group III removal during dry etching, such as
addition of CH 4 or heating of the sample, are currently under investigation.

In conclusion, the Ir-V nitrides InN, InGaN and InAIN can sustain major changes in
conductivity as a result of exposure to very high Afr ion fluxes under high power ECR and
rf conditions. For plasma conditions more typical of real etching processes (i.e. rfpower <

150W) the changes are much less significant and in fact the nitrides are more resistant to
damage than conventional III-V semiconductors. The plasma-induced damage is annealed
out in the range 550-600'C. ImAIN is found to be susceptible to preferential loss of
nitrogen during even very low damage ECR etching processes, leading to degraded
properties for subsequently deposited rectifying contacts. This behavior is similar to that
of InP (and InGaAs).
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ABSTRACT

We have realized GaN wire gratings with periods down to 80 mn and with wire widths
down to 26 n.m GaN layers of good structural and optical quality with thicknesses down to
100 unm were grown by electron cyclotron resonance assisted MBE (ECR-MBE). The grating
structures were fabricated by high resolution electron beam lithography and electron cyclotron
enhanced reactive ion etching (ECR-RIE) using CIJAr as etching gas. The optical properties
of the GaN structures were investigated by photoluminescence (PL) spectroscopy in the
temperature range between 40 K and 110 K. The wire patterns show intense excitonic
photoluminescence and only a small dry etched induced degradation of the quantum efficiency
even for the narrowest wires.

INTRODUCTION

rn1-V nitride materials are attracting a great deal of attention because they permit to realize
visible and near UV light emitting diodes (LED's) and semiconductor lasers due to their large
direct band gap energies [1]. Their chemical stability, high thermal conductivity and high
melting temperature also make them suitable for high temperature electronic and photonic
device applications. Efficient light emitting diodes and room temperature laser diodes have
been realized recently [2-4]. For further development of more sophisticated optoelectronic
devices, patterning techniques for micro- and nanostructures must be developed. Wet chemical
etching techniques have been found to be impractical due to low etch rates [5]. Dry etching
techniques are more suitable, because etch rates of some 100 nm/min can be achieved. Recent
studies have shown the influence of the etching parameters on the etch rate, the chemical
composition and morphology of the etched surfaces [6-9]. To our knowledge no studies on the
fabrication and optical characterization of GaN-nanostructures have been published up to now.

EXPERIMENT

For the purpose of the lateral patterning, GaN layers were grown using ECR plasma
assisted molecular beam epitaxy (Eiko- 100-MBE, Astex CECR) on (0001) sapphire substrates.
Using a modified ECR-aperture with a reduced aperture area (6 holes with diameter of 1 mm)
we have obtained very flat surfaces suitable for high resolution patterning. During the growth
the ECR source was operated at a microwave power of 65 W. The growth started with the
deposition of an AIN buffer layer of 30 rm at a substrate temperature of 550'C. Then the GaN
epilayer with thicknesses between 100 nm and 600 nm were grown at substrate temperatures
between 640 0C - 9000C. The layers were characterized by high resolution x-ray diffractometry.
They were all single crystalline and the rocking curves showed values of AO in the range of 9-
10 arcmin which are very good values for such thin layers.
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For the fabrication of sub 100 nm GaN structures the samples were patterned with 30 un
thick Cr masks. The masks were defined by high resolution electron beam lithography in a 100
un thick layer of spin coated polymethylnethacrylate (PMMA 950K) and a lift off process.
The mask patterns were transfered into the GaN by electron cyclotron resonance (ECR)
enhanced reactive ion etching (RIE) using CIJAr (1:9) as etching gas. The etch conditions
including plasma self-bias voltage, chamber pressure, microwave input power, and gas mixture
were optimized regarding the etch rates and the surface morphology.

Figure 1 shows the dependence of the etch rate on the Cl2-content (left) and the self-bias
voltage (right). As the Cl-content is increased, the etch rate increases rapidly up to a Cl2-
content of 10% and thereafter the etch rate saturates. From this it can be inferred that that
surface of the Gan layer is essentially covered by Cl2 atoms at a Cl2-content of 10%. During
the etching process the Ar+ ions cause two effects. They remove Ga and N from the sample
surface due to physical sputtering and provide energy which promotes reactions between Ga
and Cl2 to form GaCIA products, which are volatile.
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Fig. 1: Etch rate of GaN dependent on the Cl-content (left) and self-bias voltage (right).

By increasing the bias voltage from 40 V to 400 V the etch rate can be varied continuously
from -20 nm/min to -95 nm/min, while the good surface morphology is preserved. The near-
linear increase with increasing bias voltage indicates that sputter-enhanced removal of the etch
products is still a limiting factor under these conditions. For the etching of the nanostructures
we used a total flow of about 30 sccm (C12:Ar=-3:27 sccm) resulting in a chamber pressure of
about 3,2*10-s mbar. For low ion damage and reasonable etch rates the self-bias voltage was
chosen 200 V. The patterns were etched completely through the GaN and AIN layers down to
the sapphire substrates. Finally, the Cr masks were removed in a solution of HCL.

Figure 2 shows an SEM micrograph of small wires with width of 40 rn. The period is
approximately 80 nm. This period corresponds to that of a first order distributed feedback
(DFB) grating for GaN room temperature emission. The rounded top of the wires indicates
that the Cr masks were eroded at the edges during the etching process most likely due to
physical sputtering by Ar+ ions. The structures show good sidewall morphology and reasonable
homogeneity over the structured region.

For the optical characterization the samples were mounted in a cryostat which allowed a
spatially resolved investigation of the emission at different temperatures. An Ar+ ion laser was
used as excitation source operating at a wavelength of about 335 not The luminescence was
spectrally resolved by a high resolution spectrometer and detected by a liquid nitrogen cooled
CCD camera.
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Fig. 2: SEMmicrograph of optically active GaN wires obtained by Cl/Ar ECR-RIE.

RESULTS

The properties of the GaN layers were investigated by photoluminescence (PL)
spectroscopy. Figure 3.a) displays luminescence spectra of two GaN samples at T=10 K, which
were grown at different substrate temperatures. The emission line (BX) at E-3.473 eV of the
GaN layer grown at T--640 °C is assigned to the recombination of an exciton bound to a
neutral donor (Is-1ine). In comparison the high temperature sample (T--81 0°C) emitts free
exciton (FX) luminescence with a linewidth of about 8.5 meV at E-3.489 eV. In contrast to
the low temperature sample no yellow luminescence is observable for the GaN layer grown at
T--810°C. In Figure 3.b) the temperature dependence of the peak position is plotted. The solid
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Fig.3.a): Spectra of two GaN samples grown at different substrate temperatures, 3:b):
temperature dependence of the peak position offree (P) and bound (o) excitons.
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line corresponds to the temperature dependence of free excitons in a very thick GaN layer
[10]. The shift of the emission lines with increasing temperature clearly shows the
recombination of free (e) and bound (0) excitons. Due to strain effects the free exciton line in
our structures (600 rnn thick GaN) is shifted to higher energy compared to the emission
measured on a thick sample. Thin GaN layers (< 1 rIm) grown on sapphire substrates
experience a compressive strain in plane of the layer, shifting up the free exciton energy by
typically about 10 meV [11-13]. Therefore the observed (FX) emsission energy of E-3.489 eV
compare favorably with earlier data on free excitons in unstrained thick GaN samples [14,15].
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Fig. 4: Wire width dependence of the normalized photoluminescence intensity.

Wires with widths down to 26 rn show intense excitonic photoluminescence up to a
temperature of 110 K This indicates that the ion induced damage of the employed etching
process is small.

Figure 4 shows the dependence of the normalized intensity versus wire width for a
temperature of 39 K In going from 1 Irtm wide wires to wires with widths of about 100 rnn the
normalized intensity increases by a factor of 5. This may be due to an increased contribution of
the edges of the structures to the PL-emission. We observe a maximum of the luminescence
intensity for wire widths of about 100 rnn, which exceeds the normalized emission intensity of
large two dimensional structures. For further decreased wire widths the emission intensity is
seen to decrease. We assign the maximum of the PL-intensity at a wire width of about 100 nm
to the combined influence of the optical excitation and nonradiative recombination via the
etched sidewalls.

CONCLUSIONS

In conclusion, we have grown optically active GaN layers with smooth surfaces by ECR-
MBE, which were appropriate for high resolution patterning. GaN grating structures with wire
widths down to 26 um and periods down to 80 mn were fabricated. The patterns were defined
by electron beam lithography and a lift off process. For the etching of the nanostructures a
suitable ECR-RIE process based on C12/Ar was developed. The structures were characterized
by photoluminescence spectroscopy in the temperature range between 40 K and 110 K Even
the smallest wires show intense excitonic luminescence signals in the whole temperature range.
The intensity dependence on the wire width is assigned to the combined influence of the optical
excitation and nonradiative recombination at the etched sidewalls.
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ABSTRACT

This novel technique involves the ultraviolet (UV) lamp-assisted photoelectrochemical
etching of n-type 3C- and 6H-SiC for device processing. In order for this method to be
effective, the UV light must be able to enhance the production of holes in the SiC during the
etching process thus providing larger currents with light from the photocurrents generated than
those currents with no light. Otherwise dark methods would be used as in the case of p-type
3C-SiC.

Experiments have shown that the I/V characteristics of the SiC-electrolyte interface
reveal a minimum etch voltage of 3 V and 4 V for n- and p-type 3C-SiC, respectively. Hence,
it is possible for etch-stops to occur. From Auger spectroscopy, an oxide formation is present
on n-type 3C-SiC where after etching a yellowish layer corresponds to a low silicon to carbon
(Si/C) ratio with large photocurrents and a white layer corresponds to a high Si/C ratio with
small photocurrents. P-type 3C-SiC shows a grayish or silver layer with a high Si/C ratio and a
green layer with a low Si/C ratio. Additionally, n-type 6H-SiC shows a brown or blue layer
with a minimum etch voltage of 3 V.

The colors of the etched regions of SiC represent layers that have some degree of
porousity formed by the electrochemical process. As a result, the photo-excitation allows
control of the porousity and changes the electrical properties of SiC. The nature of these
porous layers with its increased resistivity can lead to the formation of devices.

INTRODUCTION

Silicon Carbide (SiC) is an attractive semiconductor material for high speed, high
power density, and high temperature device applications. An instrumental process in the
fabrication of semiconductor devices is the ability to etch in a highly controlled and selective
manner for direct patterning techniques. In this paper, we will report on photoelectrochemical
etching of SiC including n-type 3C and 6H, p-type 3C and pn junctions. The etch rate varies
from 0.67 to 1.5 pm/min at voltages from 3-4 volts.

The most significant advantage of electrochemical etching is the selective etch stop for
different dopant types. Harris and Shor have shown the selectivity of etch stops for pn
junctions.[ 1,4]

EXPERIMENT

The UV lamp setup of the Photo-electrochemical (PEC) system utilized a lamp housing
made of aluminum to contain a 1000 Watt mercury (Hg) short arc bulb. The light source had
the visible part of the spectrum filtered out to emit UV light.[5]

The electrolytic cell was manufactured out of Teflon with a hole area cut through the
center. The purpose of this hole was to expose the sample to the light and to the electrolyte. A
spring loaded screw kept the sample in place and also ensured that the container was leak tight.
The anode makes contact with the surface of the sample. The cathode, made out of platinum,
was dipped into the solution. An digital electrometer measured current flow in the circuit.

The data was collected and measured by a series of on/off light measurements. The
non-illumination of UV light on a sample to be etched was performed at incremental voltages
to measure the current and likewise for the illumination of UV light. A digital electrometer is
hooked to the ground of the power supply to introduce an ammeter into circuit to measure the
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current through the wafer and solution. The positive terminal of the power supply is connected
to SiC wafer by its ohmic contact (anode) in the Teflon electrochemical cell. The negative
terminal of the power supply is connected to a platinum needle (cathode) immersed in the
electrolyte.

RESULTS

The PEC process was used to etch n-type cubic and 6H SiC, p-type cubic and cubic pn
junctions. Experiments have shown that the I/V characteristics of the SiC-electrolyte interface
reveal a minimum etch voltage of 3 V and 4 V for n- and p-type 3C-SiC, respectively.
Additionally, n-type 6H-SiC shows a minimum etch voltage of 3 V.

For current-voltage measurements, dark and light currents were measured. The
photocurrent equation is the current with UV light minus the current without UV light.. Auger
spectroscopy determines the chemical composition of elements in sample and the resulting Si/C
ratio chosen by measuring the appropriate peak to peak scaling values of Si and C respectively
with the ratio of 3 being a nominal value for SiC.

From Auger spectroscopy, an oxide formation is present on n-type 3C-SiC where after
etching a yellowish layer corresponds to a low silicon to carbon (Si/C) ratio with large
photocurrents and a white layer corresponds to a high Si/C ratio with small photocurrents. P-
type 3C-SiC shows a grayish or silver layer with a low Si/C ratio and a green layer with a high
Si/C ratio. Additionally, n-type 6H-SiC shows a brown or blue layer with a minimum etch
voltage of 3 V. The blue layer suggests a low Si/C ratio where more Si removal means a
carbon rich sample and the brown layer suggests a high Si/C ratio which means more C
removal.

The colors of the etched regions of SiC represent layers that have some degree of
porousity formed by the electrochemical process. As a result, the photo-excitation allows
control of the porousity and changes the electrical properties of SiC. The nature of these
porous layers with its increased resisitivity can lead to the formation of devices.

We have summarized the results in the following table:

MATERIAL AUGER RATIO MINIMUM COMMENTS
Si/C volts required

p-type 3C 8/0.25, Hi---Pure Si 4 grey/green porous
layers

n-type 3C 413 3 white/yellow porous
layers

n-type 6H 6/2 3 brown/blue porous
I I _ I layers

3C pn 1/3---Lo, 9/3---Hi 3 white/yellow
I_ _porous; stop etching

The PEC etching of p-type 3C-SiC was the simplest to do among the applications. The
sample studied for p-type 3C is labeled as a15. P-type layers of 3 [Im or greater were used.
Some results in etching p-type 3C-SiC included a minimum etch voltage of 4 volts and etch
rates as high as 0.67 pmrmin. An important observation was that the light and dark currents
were similar. This means that no Ultraviolet (UV) light is needed to etch p-type and the
photocurrents were near zero. Dark methods of etching p-type would be appropriate because
hole formation during the PEC process is generated easily in p-type material.

Other interesting findings were the change in colors of the SiC in the etched regions.
For instance, when the color of the SiC layer was green, there was minimal etching and there
was a low Si/C ratio. However, when the color of the SiC layer appeared gray or silver, there
was a high Si/C ratio and the etched area that remained after the experiment was pure Si. That
is, etching of p-type produced depths toward the Si substrate. Additionally, it is very easy to
etch p-type 3C-SiC.
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For sample a15, figure 1 shows the photocurrent graph with a minimum etch voltage of
4 Volts. Figure 2 shows a high Si/C ratio of pure Si allowing that minimal C present does not
contribute to a ratio calculation.

The most important experimental category of PEC etching is applying this process to n-
type 3C-SiC for hole production which is the most basic objective of this project. The
challenge of etching n-type 3C proved to be more difficult than p-type and the UV light was
critical in this application. The sample studied for n-type 3C is labeled as a2. N-type layers of
5 gim or greater were used.

Some results in etching n-type 3C-SiC included minimum etch voltages of 2 to 3 volts
and etch rates as high as 1.4 gm/min. Other interesting findings were the change in colors of
the SiC in the etched regions. For instance, when the color of the SiC layer was white, the
photocurrents were smaller and there was a high Si/C ratio. However, when the color of the
SiC layer was yellow, the photocurrents were larger and there was a low Si/C ratio. For sample
a2, figure 3 shows the photocurrent graph with a minimum etch voltage of 3 Volts. Figure 4
shows a low Si/C ratio with an oxide component formed and the color of the layer is yellow.

Before PEC etching began, the 6H sample labeled as 6H3 was etched by KOH for 4
hours to the determine the C face which is smoother than the Si face with some defects or etch
pits. Likewise, the photocurrent graph figure 5 shows cut on voltage of 3 Volts. Figure 6
shows a high Si/C ratio and the color of the layer is brown.

The samples studied for pn junctions in 3C-SiC are labeled as a12, and at where the n-
layer was on the top of the p-layer. However, PEC can be applied to layer in reverse order as
well. P-type layers of 3 •tm and n-type layers of 5 ttm were typically used. For sample a12,
figure 7 shows the photocurrent graph with a minimum etch voltage of 3 Volts. Figure 8 shows
a low Si/C ratio and the color of the layer is yellow. For sample al, figure 9 shows the
photocurrent graph with a minimum etch voltage of 3 Volts also. Figure 10 shows a high Si/C
ratio and the color of the layer is white. The Auger plots show that pn junction exhibit similar
characteristics to n-type layers where the white layer corresponds to a high Si/C ratio and the
yellow layer to a low Si/C ratio. It also exhibits similar characteristics to p-type layers whereas
the white layer has small photocurrents at low voltages and the yellow layer has small
photocurrents at high voltages.
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Figure 1 Photocurrent graph for a15 p-type SiC Figure 2: Auger plot for a15 p-type SiC
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It is possible to realize dopant etch-stops of pn junctions with PEC etching of SiC where
the n-type semiconductor can be etched. Because etching occurs at higher potentials in p-type
semiconductors, etching of n-type should stop at the p-type due to smaller voltages necessary
for cut on. Thicker samples and consistent etch rates using the appropriate photocurrent should
be able to make consistent etch-stop mechanisms in pn junctions.

CONCLUSIONS

For current-voltage measurements, dark current (no ultraviolet light) and currents with
light were measured. The photocurrent equation is the current I(with UV light) - I(dark).
Auger spectroscopy determines the chemical composition of elements in sample and the
resulting Si/C ratio chosen by measuring the appropriate peak to peak values of Si and C
respectively with the ratio of 3 being a nominal value for SiC.

In p-type 3C, no UV light was needed. The light and dark currents are the same.
Green colored layers reveal minimum etch depths and thus a low Si/C ratio. Gray or silver
color layers remaining after etch is pure Si with a high Si/C ratio.

In n-type 3C, white layers have smaller photocurrents and high Si/C ratios, closer to
SiC. The yellow layers have larger photocurrents and low Si/C ratios, preferential to Si
removal.

In n-type 6H, the blue layer suggests a low Si/C ratio where more Si removal means a
carbon rich sample and the brown layer suggests a high Si/C ratio which means more C
removal which is similar to n-type 3C.

PN junctions (n- on top of p-layer) in 3C exhibit similar characteristics to the n-type
layers where the white layer corresponds to a high Si/C ratio and the yellow layer corresponds
to a low Si/C ratio. It also exhibits similar characteristics to p-type layers where the white layer
corresponds to the small photocurrents at low voltages and the yellow layer corresponds to the
small photocurrents at high voltages.
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ABSTRACT

High dose Si has been implanted into MOCVD grown high resistivity and n-type GaN in
the 26-500"C temperature range. The implant activation varies widely (30 ->100%) depending
on, what energy level is assigned to the Si, the implantation and annealing temperatures, and the
quality of the substrate. The usable maximum temperature for activation is limited by the severe
decomposition of the GaN. After 1050°C 15s RTA Ga liquid droplet formation has been
observed by SEM. This decomposition changes the surface morphology but did not introduce
measurable change in the electrical properties up to 1150'C /120s RTA.

INTRODUCTION

Ion implantation is an attractive technique for selective area doping and isolation. Recently
high resistive regions have been created in n-or p-type GaN by N implantation and a subsequent
annealing [1,2]. Successful p- and n-type doping of GaN by implantation has been also
reported [2,3]. In the reported study room temperature Si implantation has been used for n-type
doping of GaN with 93% activation of the Si after 1 100°C/l0s RTA. However, the derived high
activation of the Si is based on using 62 meV Si ionization energy. Recently Hall effect
measurements on Si doped n-type GaN indicated that the Si ionization energy is between 12 and
17 meV [ 4].

In the present study, high resistance (>5x10 6 ohmlsq), or n-type GaN substrates have
been used for Si implantation doping. The Si implant activation results have been evaluated using
different high resistance[HR], or n-type GaN layers. In order to gain insight into how the implant
temperature controls the electrical activation, the implantations were performed in the temperature
range of RT to 500*C. The influence of the annealing (temperature and time) on the GaN
decomposition and the effect of decomposition on the GaN electrical properties have been
investigated.

EXPERIMENT

The high resistance and n-type GaN layers used in this study were grown at 1040"C on
(0001) sapphire substrates by organometallic vapor phase epitaxial (OMVPE) technique at two
different laboratories. Van der Pauw type Hall measurements have been used for electrical
evaluation of the n-type layers.

Ion implantation was performed in the RT-500*C temperature range. Multiple energy ion
implantation has been used in order to create 500 -700 nm thick, uniformly doped layers. The
post implantation anneals were performed using either rapid thermal anneal (RTA), or
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conventional furnace annealing (FA) in N2 or forming gas ambient. During anneal the GaN was

placed either on a Si3N4 surface or on an another GaN wafer in close contact proximity [5].

RESULTS

Since the implantation doping requires high temperature annealing, we have investigated
the influence of different annealing conditions in the temperature range 700-1150°C on the surface
morphology and electrical properties of the as-grown GaN. The GaN thermal decomposition has
been attributed to Ga liquid droplet formation [6,7]. We have correlated the effect of the Ga
droplet formation on the electrical properties of the GaN.

The surface of as-grown GaN used in this study is smooth. The morphology of the
unprotected GaN surface did not change up to an RTA temperature of 1000'C. After 1050'C/15s
anneal, few Ga liquid droplets were observed on the GaN surface as a consequence of N
evaporation. As the time or the temperature of the anneals increased, the number of droplets also
increased. The Ga liquid droplets formed after 1150°C/15s RTA are shown in Fig. 1(a). The Ga
droplets could be removed from the GaN surface by soaking the wafer in HC1. As shown in Fig.
1(b) after HC1 soaking the SEM picture revealed holes in the locations where Ga droplets were
previously present. The presence of the Ga droplets, however, did not change the integrated
electrical properties as determined by the Hall measurements.

(a) (b)

Fig. 1. SEM micrographs of GaN surface. The samples were annealed at 1150"C/15s.
(a) annealed surface, (b) HC1 soaked after anneal.

A further increase in the temperature or the time of the anneal, however, leads to coagulation of
the Ga-rich liquid droplets. The appearance of Ga coagulation marks the end of the useful range
of annealing. Under the coagulated areas the dissolution of the underlying GaN layer has been
observed.

The Ga droplet formation could be decreased only by suppressing the nitrogen
evaporation. The close contact covering of the GaN surface with another GaN piece or with
Si 3N4 surface during the anneal, reduced the N evaporation. The surface morphologies of GaN
heat-treated at 1000"C for 30 min. with and without GaN proximity capping are shown in Fig. 2.
As shown in Fig. 2(b) severe deterioration of the surface was observed in the area not covered by
the GaN proximity cap. The surface morphology of the areas covered with the GaN proximity
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cap is smooth, with only few Ga droplets. For the close contact covered areas the sheet resistivity
and the mobility values are the same as those in the as-grown material.

4

(a) (b)

Fig. 2. SEM micrographs of GaN surface annealed at 1000°C for 30 min. (a) Covered with
GaN, (b) without GaN proximity capping.

Our morphological study indicates that the GaN could be heat treated without Ga
coagulation for an annealing temperature as high as 1150'C using proximity capping if the anneal
duration does not exceed 120s. Therefore, the Si activation RTA has been performed only up to
this limit.

First we present our implantation results on high resistance GaN layers. The implantation
temperature was 300*C. The Si implant schedule used was 50 keV/4xl0 13 cm- 2 ,
120 keV/lxl0 14 cm-2 and 280 keV/3xl0 14 cm-2. These implants created a 600 nm thick surface
layer with 1019/cm- 3 Si concentration. Neither the implanted nor the un-implanted part of the
substrate has shown conduction after an RTA at 1000°C for 120s. The Si implanted part begins
to show conduction after 1100°C RTA. After 1150'C/120s anneal Hall measurement was
possible on both implanted and un-implanted areas.

The measured sheet resistance and mobility values from three different Si implanted
samples cut from the same wafer and their average values (<>) are given in the last four rows of
Table I. To find the Si implant activation the average sheet carrier concentration <ns>

Table I: Measured and calculated electrical parameters of Si -implanted GaN after 1150°C/120s
RTA. For Si activation calculation different Ed's have been used.

Ed E (PS) (cm 2/Vs) Si us,

(meV) activation (cm. 2)

15 0.9 650 (cal) 38 (cal) 48% 2.5x10 14

26 0.9 704 (cal) 55 (cal) 75% 1.6x1014
62 0.9 1830 (cal) 85 (cal) > 100% 4x10 1 3

- - 627 (meas) 47 (meas) 2x10 14

- 793 (meas) 57 (meas) l.4x10 14

1330 (meas) 60 (meas) 8x10 13

<916> <55> <1.2x10 14>
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was compared with the sheet carrier concentrations, derived from the SIMS Si distribution. The
ionization energy (Ed) of the Si donor is required for converting the SIMS Si distribution into the
electron distribution. For Si dopant the Ed values are reported between 15-62 meV [2,4]. Using
15, 26 and 62 meV values for Ed we have derived three RT carrier profiles from the SIMS Si
profile. For calculations of the Ps and uts values the electron Hall mobility curves of Chin et al.
[8] have been used. The measured mobilities for the implanted films are lower than those of
epitaxially doped films with the same Si concentration. The calculated mobilities were in
agreement with the measured mobilities using the 0.9 compensation ratio. In Table I the
calculated ns and ts values are given for different ionization energies and a compensation ratio of
0.9. The percentage activation of the Si varies from 48 to >100%, depending on Ed values used.

We have also observed conduction on the un-implanted part of the HR GaN after
1150°C/120s anneal. We have measured sheet resistance in the range of 0.2-2x105 ohms/sq and
mobility in the range of 5-20 cm 2/Vs in this material. The error caused by not considering the
anneal induced conduction in the above calculation of the Si implant activation is only a few
percentage points.

Using HR GaN grown by another laboratory the influence of implantation temperature on
electrical properties of the material was investigated. The Si was implanted either at RT or at
500*C. After the 1150°C/120s anneal, using an Ed = 26 meV for Si, the calculated Si activation
was 35% for the 500°C implant and only 1% for the RT implant. The difference in the Si
activation for different high resistance GaN materials indicate the influence of the background
impurities. The higher activation for the 500°C implant compared to the RT implant is due to less
lattice damage of the former.

We have also examined the effect of Si implantation on unintentionally doped, n-type
GaN. The net carrier concentration of this 1 gim thick GaN was 4x10 17/cm 3 and the Hall mobility
was 130 cm 2/Vs. The same multiple energy implant schedule given before was used. The RT
implantation damage removed carriers in the surface layer and hence the layer became highly
resistive. After 1000°C/15s anneal the carrier concentration at the surface was still too low for
reliable Hall measurements. Only after annealing at 1 100'C for 15s or at 900°C for 1 hr we were
able to make Hall measurements.

The Si implantation into n-type layer, however, creates two differently conducting parallel
layers, the implanted layer and the un-implanted layer. Therefore, a simple Hall measurement
gives information for the combined layers. The results on the combined layers are summarized in
Table II.

Table II. Hall measurement results for the combined two layers after annealing RT Si implanted
n-type GaN with n = 4x10 17 cm-3 background doping.

T{C) t {s) pT{ohm/sq} P-T {cm 2/Vs}

900 3600 2.8x10 3  40
1100 15 3x10 3  40
1150 15 Ix10 3  60
1150 120 950 110

In the two layer structures the total sheet resistance, PT, will be dominated by the sheet
resistance of the more conducting layer. Apparently, even after annealing at 1 100'C for 15s or at
900*C for 1 hr PT, is still dominated by the un-implanted layer conduction. However, after
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1150°C/120s annealing, the implanted layer's conduction begins to show its influence. This
indicates an activation of the RT implanted Si, but no activation could be reliably derived.

CONCLUSIONS

In this paper the results of Si implantation doping of MOCVD grown GaN has been
presented. Because of the practical need of highly doped regions for contacts, we have only
investigated the high dose Si implantation. Such an implantation introduces substantial damage.
The ion damage removes carriers from the n-type GaN. By annealing at temperatures > 1000*C
the damage could be decreased and the Si activation initiated. The maximum temperature of the
anneal, however, is limited by the decomposition of the GaN. The decomposition related Ga
liquid formation could be reduced using proximity anneal. We could maximize the Si activation
with an 1150°C/120s RTA and still limit the Ga liquid formation. We could determine the
activations using high resistance GaN layers in which the parallel conduction of the substrate does
not exist. The activation varies widely depending on what energy level is assigned to the Si. We
have seen improvement in the activation by raising the temperature of the implantation. The
1150*C/120s anneal alone, has decreased the sheet resistance to 2x10 5 ohm/sq in HR GaN. The
origin of this conduction is presently under investigation.
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ABSTRACT

III-N photonic devices have made great advances in recent years following the
demonstration of doping of GaN p-type with Mg and n-type with Si. However, the deep
ionization energy level of Mg in GaN (-160 meV) limits the ionized of acceptors at room
temperature to less than 1.0% of the substitutional Mg. With this in mind, we used ion
implantation to characterize the ionization level of Ca in GaN since Ca had been suggested by
Strite [1] to be a shallow acceptor in GaN. Ca-implanted GaN converted from n-to-p type
after a 1100 *C activation anneal. Variable temperature Hall measurements give an ionization
level at 169 meV. Although this level is equivalent to that of Mg, Ca-implantation may have
advantages (shallower projected range and less straggle for a given energy) than Mg for
electronic devices. In particular, we report the first GaN device using ion implantation
doping. This is a GaN junction field effect transistor (JFET) which employed Ca-
implantation. A 1.7 gIm JFET had a transconductance of 7 mS/mm, a saturation current at 0
V gate bias of 33 mA/mm, a ft of 2.7 GHz, and a fm.. of 9.4 GHz. O-implantation was also
studied and shown to create a shallow donor level (-25 meV) that is similar to Si. SIMS
profiles of as-implanted and annealed samples showed no measurable redistribution of either
Ca or O in GaN at 1125 *C.

INTRODUCTION

The III-V nitride-containing semiconductors InN, GaN, and AIN and their ternary alloys
are attracting renewed interest for application to visible light emitters [2,3] and as the basis for
high-power or high-temperature electronics [4,5]. Their attractive material properties include
bandgaps ranging from 1.9 eV (InN) to 6.2 eV (AIN), an energy gap (Eg(GaN) = 3.39 eV)
close to the short wavelength region of the visible spectrum, high breakdown fields, high
saturation drift velocities and relatively high carrier mobilities [6,7].

A primary reason for the recent advances in III-N based photonic devices was the
demonstration of p-type doping of GaN during MOCVD growth followed by a
dehydrogenation anneal to activate the Mg acceptors [8,9]. Unfortunately, the ionization level
of the Mg acceptor in GaN is approximately 150 to 165 meV [9] thus limiting the electrically
active acceptors at room temperature to ~ 0.3% of the substitutional Mg. The other common
column II acceptors used in III-V semiconductors, namely Be, Zn, and Cd, are reported to
have still larger ionization energies than Mg, therefore limiting their effectiveness as p-type
dopant species [6]. The demonstration of an acceptor in GaN with a smaller ionization level
than Mg would contribute to enhancing the p-type conductivity and reducing resistive losses
in p/n junction photonic devices. Along these lines, Strite [1] has presented a theoretical
argument for Ca to be a shallower acceptor in GaN than Mg based on d-state electron
relaxation effects in GaN and the lack of d-state electrons in Ca. One goal of this paper is to
test this theoretical hypothesis experimentally by implanting Ca in GaN and measuring the
electrical ionization level. The redistribution of Ca in GaN after high temperature annealing
is also studied.
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A second goal of this work is to examine alternative n-type dopants in GaN. N-type
doping of GaN during growth [10,11] or by ion implantation [12] has primarily been done
using Si which is reported to have a donor ionization level between -25 and -60 meV [11,13].
O is of particular interest as a possible alternative n-type dopant due to its position next to N
in the periodic table and its suspected role as a background impurity in as-grown GaN [14]. In
fact, studies of 0 introduction in GaN during growth have shown 0 to act as a donor [14,15];
however, we are not aware of any reports prior to this work on the electrical characterization
of O-implanted GaN or on the redistribution properties of 0 at high temperatures.

We report here on the ion implantation and electrical activation of Ca as an acceptor
and 0 as a donor in GaN. Variable temperature Hall measurements were used to estimate the
ionization levels for both dopants. The thermal stability of both species is assessed using
secondary ion mass spectrometry (SIMS) profiles of as-implanted and annealed samples. We
also reported the first III-N device fabricated with ion implantation doping - a GaN junction
field effect transistor.

EXPERIMENTAL

The GaN layers used in the implant doping experiments were 1.5 to 2.0 gtm thick
grown on c-plane sapphire substrates by metalorganic chemical vapor deposition (MOCVD)
in a multiwafer rotating disk reactor at 1040 °C with a -20 nm GaN buffer layer grown at 530
*C [16]. The GaN layers were unintentionally doped, with background n-ty e carrier
concentrations < 5x10 1 cm 3. 40Ca or 160 ions were implanted at a dose of 5x10 ' cm-2 at
energies of 180 or 70 keV, respectively, to place the ion peak roughly 100 nm from the
surface. One Ca-sample was also implanted with 31p (130 keV, 5x10' cm 2) to study the
effect of co-implantation, which has been shown to be required to achieve p-type conduction
for Mg-implantation in GaN [12]. SIMS samples were prepared with the same implant
conditions except 180 isotopes were used to reduced interference problems with background
160 and improve the sensitivity of the SIMS analysis for 0. Samples were annealed for 10 to
15 s in flowing N2 in a SiC coated graphite susceptor between 900 and 1150 'C to study the
electrical activation and redistribution of the dopant species.

RESULTS AND DISCUSSION

Figure 1 is the electrical activation data for Ca-implanted GaN with and without the P co-
implantation [17]. An unimplanted and annealed sample is included for comparison. Both
the Ca-only and the Ca+P samples convert from n-type to p-type after a 1100 'C anneal. This
is slightly higher than the temperature required to achieve p-type conduction in Mg+P
implanted GaN [12] and may be the result of more implantation induced damage associated
with the heavier Ca-ion. The acceptor activity is seen to continue to increase after annealing
at 1150 'C with the P co-implanted sample having a 43% lower sheet resistance and a
correspondingly higher sheet hole concentration (1.57 versus 1.14x10 12 cm-2). Under the
same annealing conditions, the unimplanted sample remains n-type with a slight decrease in
sheet resistance that may result from the creation of additional N-vacancies or the
depassivation of other n-type impurities. The Hall hole mobility of the Ca-only and Ca+P
samples was -7 cm 2/Vs after a 1150 'C anneal which is in the range reported for epitaxial
Mg-doped GaN [8,9]. Figure 2 is an Arrhenius plot of the sheet hole concentration of the
1150 'C annealed Ca-implanted sample along with similar data for a Mg+P implanted sample
with the same dose annealed at 1100 'C [13]. A least squares fit to the data gives an
ionization level for Ca of 169 meV and 171 meV for Mg+P in GaN. The higher hole
concentration in the Ca-sample may be the result of a more optimum annealing temperature
for this sample or a difference in the background, compensating, impurity concentrations.
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5e14 cm 2) GaN either with or without a P implanted GaN. Both samples have an
co-implant. Both samples converted from acceptor ionization energy of - 170 meV.
n-to-p type after a 1100 TC anneal.

Figure 3 is an Arrhenius plot of the resistance/temperature product of 0-implanted GaN
annealed at 1050 °C along with data for an unimplanted and annealed (1100 °C) GaN sample.
For n-type conduction, an Arrhenius plot of the resistance/temperature product is thought to
be more appropriate to account for the potential presence of two band conduction in GaN
[18]. 0 is seen to have an ionization level of 28.7 meV. A similar analysis of Si-implanted
GaN yielded an ionization energy of 29 meV [13]. For this ionization energy, 33% of the
active donors will be ionized meaning only 3.6% of the implanted 0-ions (ns=5.9xl01 2 cm-2 )
are activated. The low activation of 0 may be the result of the lighter 0-ion not creating
sufficient lattice damage, and therefore N-vacancies, for the 0 to occupy a substitutional N-
site. This situation may be improved in the future by using a co-implantation scheme. The
low apparent 0 activation may also be explained by the existence of a second deep level for 0
in GaN that is associated with an oxygen complex. If this were the case, the electrons in the
deep level would remain unionized at room temperature and not contribute to the measured
electron density. Note that the unimplanted and annealed material has an activation energy
for conduction of 335 eV.
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FIG 3. Arrhenius plot of the resistance/temperature product for
unimplanted and 0-implanted GaN.
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Turning to the thermal stability of Ca and 0 in GaN, Fig. 4 contains the SIMS profiles
for as-implanted and annealed (15 s, 1125 °C) Ca in GaN. Within the resolution of the SIMS
measurement (-20 nm), no measurable redistribution has occurred even for this high
temperature anneal. This is similar to the redistribution reported for implanted Mg in GaN
[19]. By accounting for the exponential dependence for hole ionization [p - poexp(E/kT)
where E, = 169 meV], we estimated that only 0.14 % of the Ca-ions will be ionized at room
temperature. Therefore, the peak ionized hole concentration is estimated to be 6.2x1016 cm 3

based on the peak Ca concentration of 4.44x1019 cm3 in Fig. 4. Although this hole
concentration is of the same order as the initial background free electron concentration, the
actual acceptor concentration is equal to the Ca-concentration in Fig. 4, since we estimate
100% activation of the implanted Ca ions as acceptors based on a 169 meV ionization energy
[17]. Therefore, the unionized Ca-acceptors will compensate the initial background donors
and thus allow p-type conduction to be achieved. Figure 5 shows the SIMS profiles for
implanted 180 in GaN either as-implanted or annealed at 1125 *C. Here again no measurable
redistribution is observed near the peak of the distribution. This is in contrast to dramatic
redistribution reported for S, another column VI species, that displayed significant
redistribution even after a 600 *C anneal [20]. Based on a conservative estimate of the
resolution of the SIMS measurement of 20 nm, an upper limit of 2.7x10-13 cm 2/s is estimated
for the diffusivity of Ca and 0 in GaN at 1125 *C.

With the demonstration of n- and p-type implantation doping, we have now applied
this technology to the fabrication of the first GaN junction field effect transistor (JFET) [21].
Figure 6 shows IDI/VDS data for a -1.7x50 gim2 GaN JFET made with a Ca p-type implant and
Si n-type implants as represented in the schematic in Fig 7. This device had a maximum
transconductance of 7.5 mS/mm at V6, = -2 V and a ID of 33 mA/mm at 0 V gate bias. The
frequency performance of this device was very respectable with a ft = 2.7 GHz and fm.. = 9.4
GHz. These metrics are comparable to reported values for epitaxial GaN MESFETs [22].
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CONCLUSION

Ion implantation can be expected to play an enabling role in advanced devices based on
III-Nitride materials. In this paper, we have reported results for implantation doping of GaN
with Ca for p-type and 0 for n-type conduction. Ca is seen to have an estimated ionization
energy of 170 meV which is similar to that of Mg, the only other acceptor with E. < 200 meV.
Both Ca and 0 where shown to display no measurable redistribute for an RTA at 1125 'C.
The first GaN JFET was also report which also represents the first III-Nitride based device
fabricated with ion implantation doping.
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ION BEAM SYNTHESIS BY TUNGSTEN IMPLANTATION INTO 6H-SILICON
CARBIDE AT ELEVATED TEMPERATURES
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Forschungszentrum Rossendorf e.V., Institut ffir Ionenstrahlphysik und Materialforschung,
Postfach 510119, D-01314 Dresden, Germany

ABSTRACT

We studied high dose implantation of tungsten into 6H-silicon carbide in order to synthesize
an electrically conductive layer. Implantation was performed at 200 keV with a dose of 1 1017

W lcm"
2 at temperatures of 90'C and 500'C. The samples were subsequently annealed either at

950'C or I 100'C. The influence of implantation and annealing temperatures on the reaction of W
with SiC was investigated. Rutherford backscattering spectrometry (RBS), x-ray diffraction
(XRD) and Auger electron spectroscopy (AES) contributed to study the structure and
composition of the implanted layer as well as the chemical state of the elements. The implantation
temperature influences the depth distribution of C, Si and W as well as the damage production in
SiC. The W depth profile exhibits a bimodal distribution for high temperature implantation and a
customary gaussian distribution for room temperature implantation. Formation of tungsten
carbide and silicide was observed in each sample already in the as-implanted state. Implantation
at 90'C and annealing at 950'C lead to crystallization of W2C; tungsten silicide, however,
remains amorphous. After implantation at 5000C and subsequent annealing at 11000 C crystalline
W5 Si3 forms, while tungsten carbide is amorphous.

INTRODUCTION

Silicon carbide is an auspicious material for high-temperature semiconductor devices because
of its superior properties such as high thermal conductivity, high electron velocity and wide
bandgap [ 1 ,2 ]. High-temperature devices, however, are in need of reliable metallization since
their working temperature can be as high as 700'C. A proper ohmic contact should have a low
resistivity, good adhesion to the underlying SiC, as well as high chemical stability at elevated
temperatures for more than 1000 hours. Several attempts have been made to develop such
metallization on 6H-SiC [3 - 10]. Contacts that could meet all of the above-mentioned
requirements are either layered structures consisting of a reactive metal to ensure adhesion, a
diffusion barrier and a low resistivity metal, or highly temperature stable low resistivity materials.
Promising materials of the latter class are tungsten silicide and tungsten carbide.

Fabrication of W-based contact layers was achieved up to now by (i) deposition of pure
tungsten on SiC and subsequent annealing [ 5, 11] and (ii) sputter deposition, subsequent ion
beam mixing and final annealing of W/Si multilayers [ 12 ]. However, the first technique requires
annealing temperatures in excess of 1000'C and, moreover, produces an inhomogenous mixture
of polycrystalline tungsten silicide, tungsten carbide and tungsten. The latter needs too much
expenditure to form a homogeneous layer of tungsten silicide. The reaction of a deposited W
layer with crystalline SiC was investigated earlier [ 13 ,14 ] using Auger electron spectroscopy.
Already after deposition, little amounts of tungsten carbide and silicide were found, which formed
at defects within the W/SiC-interfacial region. Baud et al. showed that annealing at 950'C is
necessary to maintain further the reaction between SiC and W [ 11]. We have shown earlier that
synthesis of tungsten carbide and silicide in SiC is possible at low temperatures by using ion

195

Mat. Res. Soc. Symp. Proc. Vol. 423 0 1996 Materials Research Society



implantation of W into SiC [ 15 ]. This technique introduces at the same time defects and
tungsten into SiC and thus facilitates the formation of tungsten compounds in the implanted
region. However, annealing temperatures of 1500'C would be necessary to recrystallize the
amorphized SiC after room-temperature (RT) implantation [16, 17]. High temperature
implantation may reduce the damage introduced into SiC.

Ion beam synthesis of Ti compounds in SiC has been studied by Vardiman [ 18 ]. An analysis
of the phases in the implanted and annealed SiC revealed that (i) crystallization is temperature-
and composition-dependent and (ii) formation would not occur under equilibrium conditions. He
has employed thermodynamic and kinetic factors for explanation of these observations.

The present work reports results on high dose ion implantation of W, at an elevated
temperature. These results are compared to those obtained earlier by RT implantation [15]. The
objective of the investigation is to gain an insight into the influence of both implantation and
annealing temperature on the depth distribution of elements, the phase formation as well as the
properties of W-implanted 6H-SiC.

EXPERIMENT

Ion implantation of W' was performed into wafers of single crystal n-type 6H-SiC from Cree
Research, Inc. at a dose of I X 1017cm 2 using an energy of 200 keV. The mean projected range for
this energy, according to TRIM91, is 51 nm. The substrates were implanted at 5000C and
subsequently underwent an anneal for 30 min in Ar either at 950'C or at 1 100°C. Analysis of the
W profile and stoichiometry of the synthesized layers was made by Rutherford backscattering
spectrometry (RBS) of 1.2 MeV 4He'. Auger electron spectroscopy (AES) in combination with
sputter depth profiling during sample rotation was performed using a 3 keV Ar+ beam at an
incidence angle of 54' to the surface normal. The AES spectra of crystalline Si, 6H-SiC, WC and
WSi2 were taken as references to characterize the chemical state of the elements. X-ray
diffraction (XRD) with gracing incidence was employed to determine the crystalline phases.

200 Si1 Fig. 1 X ray diffraction pattem of 6H-sc sic SiC implanted with Wr at 500 0C.
The as implanted sample shows a

150. )broad peak around 400 indicating
bL L b a beginning phase formation (a).>ý 10-The sample annealed at 1 100I C

>,ý 100-
Z sic sic shows distinct peaks of

a, crystalline W5Si3 (b).
S 50- The observed SiC peaks are not

due to direct Bragg reflection but
a' due to Umweganregung. The

0 W5 Si3 peaks are marked with
20 3'0 0 60 60 70 80 arrows.

2 0 (deg)

RESULTS

X-ray diffraction performed on the sample with the lower implantation temperature indicates
that in the as implanted state no crystalline phase exists in the near-surface region. Annealing at
950'C causes crystallization of W2C. No evidence of crystalline WC, WSi2 or W5 Si3 is found.
Figure la shows an x-ray difflraction spectrum of the sample implanted at 500'C in the as
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Fig. 2 Channeled and random RBS spectra of SiC samples implanted with lx I0 17 W+ cm"2 at
200keV.
The implantation temperatures are 90'C and 500'C. The surface edges of Si and W are marked
with arrows.
The aligned spectra indicate that implantation at 5000C produces less damage in the SiC.

implanted state. Two distinct SiC peaks, originating from Umweganregung, as well as a broad
peak around 40' are observable. Annealing at I 100°C results in crystallization of WsSi3 as can be
seen from the peaks between 270 and 460 in the spectrum of Fig. lb.

The RBS channeled and random spectra of the as implanted samples for the implantation
temperatures of 90'C and 500'C are depicted in Fig. 2. The W peak for the lower implantation
temperature is higher and more narrow. The tungsten peak for the implantation temperature of
5000C shows a small shoulder on its right edge, i.e. in direction to the surface. A comparison of
the aligned spectra at an energy of 570 keV reveals that the sample implanted at 90'C has a
sharper crystalline/amorphous interface in the SiC. The difference between aligned and random
spectra indicate a less pronounced damage for the sample implanted at the higher temperature.

Auger depth profiling of the samples implanted at 500'C reveals a bimodal tungsten
distribution. This double peak is clearly visible in Fig. 3a for the unannealed sample. Both the
carbon and the silicon concentration show a deep minimum at the second (the deeper) tungsten
peak, which is positioned slightly above the depth of the mean projected range. The first tungsten
peak is reflected by a minimum only in the carbon concentration. After annealing, the W peaks
have decreased in height, while the amount of tungsten has increased beyond the deeper peak. A
comparison of the C and the Si line shapes with reference spectra of 6H-SiC, WSi2 and WC
demonstrates clearly the depth dependent chemical states of Si, W and C. Formation of tungsten
carbide and tungsten silicide already occurs in the as implanted sample within the implantation
zone. Both the C and the Si line shapes indicate a preferential bonding of W with C and Si,
respectively, at the expense of SiC within the two tungsten rich layers. Annealing reduces the
amount of tungsten silicide and tungsten carbide in the first W peak.
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Fig. 3 Auger sputter depth profiles of SiC samples implanted with 1 x 1017cm"2 W+ at 500°C.
Concentration profiles of carbon, silicon, tungsten and oxygen for the as implanted sample (a)
and the sample annealed at 1 100CC for 30mai (b).
The tungsten profile shows two peaks, while carbon and silicon profiles show minima at that
depths. Annealing leads to smoothing of the concentration profiles. The heights of the tungsten
peaks are reduced, while the tungsten concentration beyond the second peak increases.

DISCUSSION

Implanting at higher temperatures reduces the damage introduced into SiC. This result can
clearly be seen from a comparison of the RBS aligned spectra around 580 keV in Fig. 2. The W
double peak found by AES in the samples implanted at 500°C cannot be resolved by RBS. Only a
shoulder appears on the right side of the tungsten signal depicted in Fig. 2. The insufficient
resolution of RBS is also the reason for the lower height of the tungsten profile compared to that
of the sample implanted at 90°C. This phenomenon of an apparently lower W signal is caused by
a tungsten rich layer of a thickness beyond the resolution limit of the detector.

The W profile of the 90°C implant displays a broad single peak [15]. The W profile of the
500°C implantation has two peaks, with the second peek being much more pronounced. The
diffujsion of tungsten is enh~anced by the higher implantation temperatures. This fact is obvious in
Fig. 2 from the increased tungsten concentration at energies around 980 keV after 5000C
implantation. The enhanced mobility of atoms at elevated implantation temperatures may be the
reason for the development of two W peaks instead of a single gaussian peak; however, as yet
the basic driving force cannot be reasonably accounted for. An explanation can be given in
accordance with the results of Vardiman [18]. He found an initially gaussian like Ti peak
developing into a double peak structure after annealing at 850°C. Vardiman suggested a
preferential nuclei formation of a ternary phase at the location of the steepest initial Ti
concentration gradient. Assuming an enhanced erosion of the surface at elevated implantation
temperatures, one can expect that the tungsten profile will move towards the surface. If one shifts
the profile depicted in Fig. 3 for 15 nm to the right then the minimum between the two peaks will
coincide with the mean projected range of 51 nm. In this case the W profile could indeed
originate from an initially gaussian distribution, which subsequently transformed to a double peak
structure during implantation. First nuclei of tungsten carbide and tungsten silicide might have
formed at the location of the steepest initial W concentration gradient. The enhanced atom
mobility at elevated implantation temperatures may lead to an Ostwald ripening process, so that
the nuclei which form later in the region of the initial W maximum concentration shrink and
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disappear. Evidence for this nucleation process is the narrow structure of the second W peak as
well as the XRD spectrum of the as implanted sample. The indistinct peak centered around 40' is
more pronounced in the case of 500'C implantation than in the case of 90'C implantation. This
fact indicates the presence of a larger number of microcrystallites or larger sized crystallites in the
sample.

The concentration profiles of samples annealed at 950'C remain unchanged, as reported
earlier [15]. However, Fig. 3b demonstrates that the elements diffuse during annealing at 1 100°C.
Consequently, the undulating concentration profiles present after implantation are smoothed.
Tungsten seems to diffuse into the bulk. Conversely, carbon seems to move towards the surface.
Auger spectra show that the loss of W is accompanied by a loss of tungsten carbide and silicide.

Annealing the samples above 950'C leads to crystallization of new phases. The XRD results
indicate crystallization of W2C for the 90'C implant and of W5 Si 3 for the 500'C implant. The
absence of a distinct plateau in the W peak of the RBS spectra, however, indicates the presence
of a mixture of several tungsten containing phases. This assumption is verified by the AES depth
profiles, which prove the existence of tungsten silicide as well as tungsten carbide in all samples.

According to Vardiman who reported that each phase has its own, composition dependent
crystallization temperature, we believe W2C to be the energetically more favored phase to
crystallize during annealing at 950'C under sufficiently high carbon supersaturation in the matrix.
The carbon concentration of the sample implanted at 90oC never drops below a value of 40 at%
[15]. Some amount of free carbon may therefore exist in the implanted region. The critical radius
for W2C nuclei in such a matrix is much larger than for nuclei which form in a matrix of less
excess carbon. The sample implanted at 500'C exhibits a loss of carbon in the tungsten rich
regions at 20 nm and 50 nm depth, as is clearly visible in Fig. 3. Thus, formation of W5 Si3 during
annealing appears to be favoured.

Resistance measurements using the four point probe technique on the sample implanted at
500'C and annealed at 1 100'C were performed after removal of the oxidized SiC overlayer. A
mean value for the sheet resistance of R. = 125 O/D was found. From RBS the thickness of the
W containing layer was estimated to be 54 nm. We then obtain a resistivity of p = 675 Axcm,
which is only by 19% higher than the resistivity of the sample implanted at 90'C [15].

CONCLUSIONS

Implantation of W' in 6H-SiC leads to the formation of amorphous tungsten carbide and
tungsten silicide. Subsequent annealing results in crystallization of one of these phases. Analysis
by XRD and AES show that crystalline W2C mixed with amorphous W.Siy and SiC is formed
after implantation at 901C and annealing at 950'C. Crystalline W5 Si 3 mixed with amorphous WxC
and SiC is formed after implantation at 500 0C and annealing at 1 100IC. The reason for dominant
crystallization of tungsten silicide in such a sample may be due to a lack of free carbon in the
tungsten rich regions. The resistivity of this layer is p = 675 p~tFcm which is only by one order of

magnitude higher than that for single crystalline tungsten silicide [19 ].
The diffusivity of W is increased by elevated implantation temperatures. Such temperatures

produce a bimodal W distribution, which cannot reasonably be explained, yet. A conceivable
reason may be Ostwald ripening of nuclei which form preferentially at the steepest concentration
gradient of an initial gaussian distribution.
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ABSTRACT

Transmission electron microscopy has been applied to characterize the structure of Ti/Al
and Ti/Al/Ni/Au ohmic contacts on n-type GaN (-1017 cm-3) epitaxial layers. A thin polycrystalline
cubic TiN layer epitaxially matched to the (0001) GaN surface was detected at the interface with the
GaN substrate. This layer was studied in detail by electron diffraction and high resolution electron
microscopy. The orientation relationship between the cubic TiN and the GaN was found to be:
S111}TiN//{00-1 )G, [110]T.//[/1ll 1.0 N, [1 12 ]TiN//[ 1 0.0 ]G. The formation of this cubic TiN

layer results in an excess of N vacancies in the GaN close to the interface which is considered to be
the reason for the low resistance of the contact.

INTRODUCTION

Nitride-based electronics and optoelectronics requires high reliability of metal contacts for
n- and p-GaN because the performance of devices strongly depends on contact resistance. Recent
success in fabrication of such devices as visible light-emitting diodes (LEDs)1- 3 and metal-
semiconductor field-effect transistors (MESFETs)4 evidences that GaN and related compounds are
very promissing for optoelactronics applications and, in particular, for high temperature
applications. Nitrides are known to have an excellent thermal conductivity, high saturation velocity
and large breakdown field. 5 Thus, a development of a low resistance ohmic contact for GaN is of
great practical importance. A few attempts to achieve good ohmic contacts on GaN epilayers have
been reported recently. 5-8 Most of these metallization schemes include Ti as a first metal layer and
reactive ion etching (RIE) of the GaN surface prior to the metal deposition. Low resistance contacts
to GaN were formed as a result of these processes, even without annealing (e.g. 6.5x10-5 a2 cm 2

in the case of a Ti/Ag contact 6 ). Similar results were reported for W and WSi, contacts.8 The
reason for the low resistivity of these contacts is still under discussion. It is resonable to assume
that the low resistivity might be related to the interaction of Ti or W with the GaN. As a result, the
formation of TiN or WN layers on the GaN surface and, associated with them, an excess of N
vacancies near the interface is a possible cause for the low contact resistivity. However, until the
present study no direct evidence of the formation of such a layer or its structure has yet been
reported.

The structure and morphology of the Ti/AI and Ti/AI/Ni/Au thin composite layers which
provide ohmic contacts on n-type GaN (-1017 cm-3) epitaxial layers are the focus for the present
study. Here, we report results on the metallurgy of GaN/Ti/Al and GaN/Ti/AI/Ni/Au contacts
which form a thin cubic TiN layer on the GaN surface.
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EXPERIMENTAL

3 p.m-thick n-GaN layers were grown by molecular beam epitaxy (MBE) on c-plane
A120 3.

7 The GaN layers contained two sublayers, a 2 pgm thick Si-doped layer with a carrier
concentration of about 5x10 18 cm-3 and a lgm thick undoped n-GaN layer on top with a carrier
concentration of about 1017 cm-3. Before the metal deposition, the GaN surface was exposed to
reactive ion etching (RIE). The composite metal layers were either Ti/Al (20 nm/100nm) or
Ti/Al/Ni/Au (15nm/220nm/40nm/50nm). Details of metallization schemes are reported
elsewhere. 5,7 A rapid thermal anneal (RTA) at 900 OC for 30 s in an N2 environment provides the
lowest resistance contact of about 8x 10-6 Q cm 2 and 8.9x 10-8 Q cm 2 for the Ti/Al and Ti/Al/Ni/Au
contacts, respectively.

Transmission electron microscopy (TEM), high resolution electron microscopy (HREM)
and electron diffraction have been applied to study the structure of the contacts. Cross-sections
were prepared for the TEM study by dimpling followed by ion milling. TEM studies were carried
out on Topcon 002B and JEOL 200CX microscopes operated at 200 kW. Energy dispersive X-ray
(EDX) spectra were taken from different metal sublayers to study the metal interdiffusion after
thermal annealing.

RESULTS AND DISCUSSION

i/As conmt

Typical cross-sectional TEM images of a Ti/Al contact are shown in Figs. 1 before (a) and
after (b) thermal annealing at 900 OC for 30 s.

.a b

IT I

T T IT

Fig. 1, a-b. Bright field TEM micrographs of Ti/AI contact in cross-section before (a) and
after (b) annealing. EDX spectra from regions I and II of micrograph (b) are shown on the
bottom.
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Both as-deposited layers are textured polycrystalline material with c-planes of the metal grains
mostly parallel to the c-plane of GaN.The AI-Ti and Ti-GaN interfaces are very rough as a result of
a rough surface morphology of the GaN due to the reactive ion etching prior to metal deposition.
Annealing does not change the surface morphology of the GaN significantly, but leads to metal
interdiffusion and alloying. The thickness of the metal composite layer decreases after annealing
due to the interdiffusion and formation of alloys with higher densities than that of pure Al. In the
case of the Ti/Al composite layer, RTA results in the formation of one polycrystalline layer which
consists of large A13+xTi (x<l) and Al grains with the c-plane almost parallel to that of GaN.

Ti/A/iM/Aii contact

Similar results were obtained for the Ti/Al/Ni/Au contact (see Fig.2). TEM bright-field
micrographs (a) and (b) of Fig.2 represent structure of the metal composite before and after thermal
annealing. All of the as-deposited layers are also textured polycrystalline with rough interfaces. In
contrast with the Ti/Al contact where no significant interdiffusion was detected by EDX between
the Ti and Al in the as-deposited sample, the formation of a Al-Ni alloy was observed in the
Ti/Al/Ni/Au metal composite just after Au deposition.

ILA

TIT T 
T l r

¼t i uL C L JL

Fig. 2, a-b. Bright field TEM micrographs of Ti/Al/Ni/Au contact in cross-section before
(a) and after (b) annealing. EDX spectra from grains I and II of Fig. (b) are shown on the
bottom.

Annealing leads to further metal interdiffusion and alloying. The thickness of the metal
composite layer decreases after annealing due to the interdiffusion and formation of alloys with
higher densities than that of pure Al. For the Ti/Al/Ni/Au composite, annealing leads to the
formation of at least three polycrystalline layers. The top layer consists mostly of an Al-Ni alloy
with some grains of an Al-Au alloy. The middle layer is formed mostly by an Al-Au alloy with
some Al-Ni grains. This is consistent with the high diffusivity of Au and shows a strong
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interaction between Al and the other species (Au, Ni, Ti). The bottom layer contains mostly Al-Ti
and Ti-N alloys, but other species are also present in the layer. An EDX of the GaN interface
indicates the presence of 61.5 at.% Ti, 26.2 at.% Al, 6.8 at.% Ga, 3.8 at.% Au, and 1.6 at.% Ni.
In fact all of these species are present in various proportions over the metal composite after
annealing.

Structure of Ti-GaN interfacial region

The interfacial region between the metal composite layers and the GaN is very complex
and also polycrystalline. Both HREM and electron diffraction establish the presence of a textured
polycrystalline layer of cubic TiN on the GaN surface. A thin TiN layer was detected by electron
diffraction at the Ti-GaN interface even for as-deposited samples. The thickness of this TiN layer
increases to 5 nm (Fig.3a) after annealing of the Ti/Al contact and to 10-15 nm (Fig.3b) for the
Ti/Al/Ni/Au contact

b

Fig.3, a-b. Low magnification HREM images of the interfacial area near the GaN surface
of Ti/Al (a) and Ti/Al/Ni/Au (b) metal composites in cross-section after RTA.

The high resolution electron micrographs in Figs.3b and 4 show the interfacial region
between the metal Ti/Al/Ni/Au composite and the GaN after annealing at 900 OC for 30 s. The
orientation relationship between the TiN layer and the GaN was determined from the electron
diffraction pattern as: {111 }rTiN//I{OO.1 }N, [11 O]TiNII[ 11.0 , [1l21TiN//[10 .0]GaN.

The TiN grains are often in a twinned orientation. The mismatch in the lattice parameters of
TiN and GaN is about 5.6-6.0%. This leads to the formation of relatively small grains of about 5-
20 nm in lateral size which are slightly misoriented to each other and with respect to the GaN. The
interface between the TiN grains and the GaN in Fig.4 is quite abrupt, but the GaN region near the
interface contains many structural defects which are possibly N vacancy complexes. The
accumulation of N vacancies may lead to the formation of voids or protrusions at the TiN-GaN
interface (see Fig.4).

The resistivity of both the Ti/Al and Ti/Al/Ni/Au contacts decreases drastically after
annealing, but their lowest values differ by two orders of magnitude. A thin TiN layer was found
at the interface between the metal composite and the GaN in both cases but the TiN is twice as thick
in the case of the four metal contact. This may be the result of the specific structure of the
composite layer formed after annealing. In the Ti/Al/Ni/Au contact, Au diffuses through the Ni
layer and forms an Au-Al alloy while an Al-Ni alloy layer resides at the surface. The Au-Al layer
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underneath may prevent further diffusion of Ni toward the GaN surface. On the other hand,
formation of the Au-Al alloy might prevent outdiffusion of Ti into the Al layer to form an Al-Ti
alloy.7

Fig.4. HREM micrograph of the interfacial area near the GaN surface of Ti/Al/Ni/Au
contacts in cross-section after RTA.

Role of RIE

There are several possible explanations for the reduction of contact resistivity by RIE.
First, it provides a method to clean the surface and remove any oxide layer.7 Second, it increases
the GaN surface roughness due to the preferential etching of dislocated material and, hence,
increases the contact area. Third, RIE causes radiation damage near the GaN surface and, hence,
increases the point defect density in a thin GaN region near the surface. As a result, it makes
diffusion of Ti into the GaN more rapid, even during the metal deposition. Thus, the formation of
a good contact is expected even before annealing. Indeed, a low resistance contact to GaN of
6.5x10-5 QI cm 2 was reported for the Ti/Ag metallization 6 without annealing. The role of
dislocations in GaN in the formation of a good contact is beyond the scope of this paper, but this
role appears to be considerable. Indeed, diffusion is enhanced along dislocation cores so that
dislocations might be considered as pipes for metal atom migration.

The dislocation density at the top of the GaN layer is as high as 5x109. This high
dislocation density is associated with the formation of small angle grain boundaries. Preferential
etching of GaN at end points of dislocations leads to the formation of grooves on the GaN surface
during RIE. The defect distribution over the thickness of the GaN layer is the following: rather
high at the interface of the GaN with the AIN buffer, but sharply decreasing over a distance of 0.2
gm toward the layer surface.

Low resistivity metal contacts for n-GaN

Both RIE-induced damage of the GaN and formation of the TiN phase can lead to a
supersaturation of N vacancies within the near interface area.5 For example, formation of a donor-
rich surface layer has been detected by Fonash et al.9 after ion irradiation of the surface. Jenkins &
Dow10 have shown that N vacancies in GaN act as donors. This led Z. Fan et al.7 to suggest that
a heavily doped TiN-GaN interfacial area causes bending of the GaN conduction band sufficient
for tunneling. Another type of low resistance ohmic contact is the low barrier Schottky contact11,12
which might be associated with intermediate or graded band-gap interface material. Because the
band gap of AIN is larger than that of GaN, ternary Al-Ti-N compounds or their mixture might
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have a band gap which is close to that of GaN and, hence, provide such a low-barrier Schottky
contact.5 EDX shows the presence of a certain amount of Al in the interfacial area near the GaN
surface. However, the formation of ternary or quaternary Ga-Ti-Al-N compounds has not been
detected by TEM in this study. This may be because of the small amount of such material. On the
other hand, success in the development of a low resistance contact using the Ti/Ag6 or W8
metallization schemes suggests that TiN and WN formation and, associated with it, an excess of N
vacancies in the GaN under the contact is the most important factor for achieving low contact
resistivity.

CONCLUSIONS

In conclusion, TEM shows the formation of a thin polycrystalline cubic TiN layer at the
metal composite-GaN interface. The orientation relationship between the cubic TiN layer and the
GaN was found to be: { '111 TiN//{ 0 0.1 } GN, [1 10 ]TiN//[ 1 1 .0 IGaN, [ 1 2 ]TiN//[ 10 .0 ]GaN The
formation of this TiN layer and, associated with it, an excess of N vacancies in the GaN under the
contact is the most likely explanation for the low resistance of the Ti/AI and Ti/AI/Ni/Au contacts.
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ABSTRACT

Beta silicon carbide (3C-SiC) diodes have been fabricated using ion
implantation as the selective doping technique. Previous work on 3C-SiC diodes have
exhibited properties such as low reverse breakdown voltages and high ideality factors. Also,
6H and 4H SiC diodes have been reported. This paper studies a different procedure to produce
better 3C-SiC diodes for use in the electronics industry. Current versus voltage, capacitance
versus voltage and temperature versus voltage tests were conducted on the devices.

Isolation between devices is a prominent concern when building integrated circuits.
Proton bombardment is the preferred planar process for forming isolation regions in gallium
arsenide (GaAs) due to the lack of a stable native oxide. Hydrogen and boron in GaAs have
exhibited good electrical isolation between devices. This paper investigates using proton
bombardment to form isolation regions in 3C-SiC. Cubic SiC samples are implanted with a
variety of implant doses, ranging from I x 1014 to 1 x 1015 ions / cm 2, and implant energies
ranging from 150 to 300 keV. Hall measurement tests were performed to study the
characteristics of the implanted material.

INTRODUCTION

SiC is a wide bandgap semiconductor that has found a variety of applications in the
electronics industry. The bandgap of SiC is larger than both Si and GaAs, thus devices made
from this material will require a higher temperature to reach the intrinsic region of the material.
As a result, SiC is attractive for high temperature electronics. SiC has a higher thermal
conductivity than both Si and GaAs, which allows for good heat dissipation and higher packing
densities. SiC has a higher saturation electron drift velocity than Si and GaAs. Furthermore,
due to SiC's high breakdown electric field high power switching devices and high power
MOSFET's have been fabricated.1,2 From a optical standpoint, SiC has been used in making
blue LED's and other photonic devices. Several polytypes exist for this material such as 2H,
4H, 6H, and 3C. These polytypes represent the growth structure of the SiC atoms. 3C-SiC has
the highest electron mobility of the SiC polytypes.

Proton bombardment is performed using ion implantation to create damage layers inside
a particular substrate. Inside the damage layers are traps in the conduction band which capture
electrons, hence decreasing the conductivity of the material. Isolation between diodes is
essential for more complex integrated circuits. Proton isolation has been used in GaAs
circuits.3

EXPERIMENT

The 3C-SiC was grown at the Materials Science Research Center of Excellence
(MSRCE) at Howard University using a horizontal chemical vapor deposition (CVD) reactor.
The sample was 12 microns (gin) thick. A growth rate of 2.7 microns per hour was obtained at

+ The submitted manuscript has been authored by a contractor of the U.S. Government under contract No. DE-AC05-

960R22464. Accordingly, the U.S. Government retains a nonexclusive, royalty-free license to publish or reproduce
the published form of this contribution, or allow others to do so, for U.S. Government purposes.
++ Managed by Lockheed Martin Energy Research Corporation for the Division of Materials Science, U.S. Department
of Energy under contract DE-AC05-960!R22464.
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a pressure of 200 Torr, while the growth temperature was 1385 'C. 4 A Hall measurement was
performed on a piece of the material to find the donor concentration (Nd) and Hall mobility. Nd
was 2.43 x 1016 cm-3 and the Hall mobility was 388.9 cm 2 / V-sec. The 3C-SiC was
unintentionally doped n-type.

A 300 keV ion implantor was chosen as the selective method of doping the SiC bulk
material. At an implant energy of 170 keV, the dose was I x 1014 ions / cm 2 and the projected
range was .4092 microns. Boron triflouride (BF3) was used to dope part of the SiC sample p-
type. For proton isolation, a extrion ion accelerator was used to perform the H+ and Ne
implants. The implant doses for both proton sources into the 3C-SiC samples were 1 x 1014, 4
x 1014,5x 1014, and lx 1015 ions/cm 2. The implant energies were 150, 160, and 170 keV
for the hydrogen, while the nitrogen was 150, 200, and 300 keV. Moreover, the isolation dose
for the devices were 2.41 x 1015 ions / cm2 and a implant energy of 120 keV. All of the proton
isolation work was done at the Oak Ridge National Laboratory.

Proton isolation of the 3C-SiC pnjunctions requires a proton mask to protect the
patterns on the p-layer from the hydrogen implants. The mask consists of the following layers:
[1] 800 A of Cr, [2] 1000 A of Ni, [3] 1 micron of Au. The projected range of the hydrogen
into the SiC is 9677 A. A Lectroless Prep and Lectroless Au 2000 solution was used to deposit
the 1 micron of Au, while the Cr and Ni metals were deposited using an electron-beam
evaporator. This particular mask was chosen because Au is a good trap of H+ ions.

The 3C-SiC diodes were fabricated using a bi-layer resist process consisting of poly-
methyl methacrylate (PMMA) and co-polymer (PMMA/MAA). Two quartz masks sets were
used for the p and n layer ohmic contact patterns for the diodes. The ohmic contacts for the p
layer was 2500 A of Al, while the n layer was 800 A of Mo on top of 700 A of Ni. The
contacts were alloyed in a A&G Associates 410 Heatpulse system for 30 seconds at 950 'C.
The gas ambient was argon. Both contacts were deposited using a e-beam evaporator.
Standard fabrication techniques were used to make these devices.5 The mesa areas on these
samples range from 6.25 x 10-6 cm 2 to 5.62 xl0-5 cm 2.

From PNjunction theory, several parameters can be deduced such as the built-in
potential (Vbi) and depletion region width. All of the theoretical calculations are for an abrupt
diode. For this research, the theoretical value Of Vbi was 2 Volts. The value for the depletion
region width was .9388 lgm. The ideal diode equation is used to give a representation of the
current versus voltage in the device. However, several conditions of applied voltage and
temperature exist where the ideal diode equation fails to adequately represent physical devices.
One case is the reverse voltage breakdown (Vbr). Vbr is a general formula taken from Sze. 6

The theoretical Vbr was 87 volts for the diodes. Moreover, there are forward-bias deviations
such as the ideality factor (n). This number indicates whether diffusion or generation-
recombination is dominant within the depletion region of the device. The value for previous
3C-SiC diodes has been 3.3.7,8,9 However, the ideality factor should be between I and 2.
Other important values for the diode, like the abrupt nature of device and Nd, are found by
looking at capacitance versus voltage data.

RESULTS

The experimental results from the 3C-SiC diodes fabricated have surpassed previous
work done in the area of 3C-SiC diodes. Several diodes were characterized from two different
chips. Current versus voltage tests have exhibited breakdown voltages in excess of 20 volts for
these devices. The maximum Vbr obtained for the diodes was 60 Volts. This voltage is the
highest seen in a 3C-SiC diode on a Si substrate to this author's knowledge. The average
breakdown voltage was 30 volts for the diodes measured. The ideality factor was 1.05. This
number is one of the lowest reported in 3C-SiC diodes. The built-in potential was found to be
1.4 volts. This value was obtained by focusing on the diode in the forward-bias region, where
the current starts to rise. The I was also calculated to be 6.017 x 10-14 A. Figure 1 shows the
DC I-V characteristic of one of the diodes. All current versus voltage measurements on the
devices were done at room temperature.
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Figure 1 - 3C-SiC Diode With Voltage (20V/div) Horizontally, Current (.5mA/div) Vertically

Temperature versus voltage tests suggest that Vbr increases as the temperature
increases. This positive temperature coefficient demonstrates that avalanche multiplication of
carriers was responsible for the junction breakdown voltage. To this author's knowledge, this
is the first time that avalanche multiplication has been seen in 3C-SiC. Three different diodes
were tested. No microplasmas have been observed on these devices, thus proving that the
voltage breakdown is in the bulk region of the device. Another experiment performed was to
examine the series resistance versus temperature. The series resistance decreased as the
temperature increased. As a result, it does not contribute to the positive temperature coefficient
of the devices. Futhermore, a theoretical paper on avalanche stability in wide bandgap
semiconductors has predicted that a positive temperature coefficient should be obtained in 3C-
SiC.10 From the above paper, donor carrier concentration is an important parameter in
determining a positive or negative temperature coefficient. Figure 2 represents the temperature
versus voltage results for one device.

y =!4.0594 + -0.1!963x tL 0.982

°F-4J-.059 
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Figure 2 - Temperature Versus Voltage Data For 3C-SiC Diode
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Capacitance tests were performed on the diodes using a Hewlett-Packard 406 1A
Semiconductor / Component Test system. The frequency was set at 12.4 MHz with a
oscillation voltage of 1.1 volts. The capacitance reading on the sample was -93.04 degrees,
indicating that the readings were accurate. Voltages were changed from -2.75 volts to 0 volts in
increments of-.25 volts. The area of the diode measured was 1.546 x 10-4 cm 2. The I/C 2

versus V data revealed the abrupt nature of the diode. From the same data, the actual built-in
potential was 1.4 volts. This value agreed with the information from the current versus voltage
tests. Also, the Nd was found to be I x 1016 cm-3. This result is very close to the donor
concentration from the Hall measurement performed on the SiC material. Figure 3 shows the
1/C2 versus V data for a diode with an area of 3.125 x 10-5 cm 2.
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Figure 3 - I / C2 Versus V For 3C-SiC Diode

Both mesa to mesa and gate to mesa isolation were achieved in the samples using
protons. The DC current versus voltage results before the proton bombardments on the mesa to
mesa isolation sample was 15 and -15 volts. The 3C-SiC samples implanted with hydrogen
and neon were characterized by performing Hall measurements. The SiC was removed from the
Si substrate before taking the measurements. The resistivity dropped for the implant doses of I
x 1014, 4 x 1014, and 5 x 1014 ions / cm 2 for both the H+ and Ne 3C-SiC samples. The
resistivity slightly increases at the highest implant dose of I x 1015 ions / cm 2. Figure 5 is the
DC I-V characteristics of the device before the proton bombardments, while Figure 4 shows the
same device after the implants. Figure 6 shows the resistivity versus dose measurements for
hydrogen in 3C-SiC and Figure 7 represents the resistivity versus dose measurements for the
Ne in 3C-SiC. These results show that proton bombardment could be used as a viable isolation
technique for SiC devices.

Figure 4 -DC I-V Characteristics After Proton Implants
Current (. 5mA/div), Voltage (10V/div)
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Figure 5 -DC I-V Characteristics Before Proton Implants
Current (.5mAldiv), Voltage (lOV/div)
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CONCLUSIONS

A unique technique for fabrication of 3C-SiC diodes was explored. The current versus
voltages results show improvements from previous work in the areas of ideality factor, turn-on
voltage, and reverse breakdown voltages. The ideality factor for the diodes were as low as 1.1.
1.4 volts was the turn-on voltage for the devices, while the maximum breakdown voltage was
60 volts at room temperature. Temperature versus voltage experiments have demonstrated
avalanche multiplication in 3C-SiC. No microplasmas are evident on the surface of the device
and a positive temperature coefficient was obtained for different devices. The series resistance
decreased as the temperature increases. Capacitance versus voltage data had revealed the abrupt
nature of the devices, along with expressing values for Nd and Vbi. The value of Nd was in th
1016 range. This result was similar to the measurement from the Hall measurement, thus
proving the accuracy of the findings. Moreover, the Vbi from C-V data was 1.4 volts. This
value is the same as that found from the I-V measurements. In the area of proton isolation, 3C-
SiC samples and devices have been isolated using hydrogen. Resistivity versus dose
measurements have been done for protons implanted in 3C-SiC. The initial results showed the
protons acting as acceptor traps. The resistivity started to increase at the highest dose of I x
1015 ions / cm 2.

Future work includes characterization of more 3C-SiC chips to gather more data on the
positive temperature coefficient and to set new reverse breakdown voltage levels. For proton
bombardment, several experiments need to be performed such as high dose proton implants,.
and temperature effects in the proton damaged 3C-SiC samples.
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ABSTRACT

Experimental and numerical analysis have been performed on the sublimation growth
process of SiC bulk crystals. Crystallographic, electrical and optical properties of the grown
silicon carbide (SiC) crystals have been evaluated by various characterization techniques.
Numerical models for the global simulation of SiC bulk growth including heat and mass transfer
and chemical processes are applied and experimentally verified.

INTRODUCTION

The present quality of SiC bulk crystals is far from satisfying all the needs of future SiC
device applications in high power and high temperature electronics and blue/uv emitting nitride-
based Ill-V optoelectronis. On the one hand SiC substrates are still very defective. Although
remarkable progress has been made recently in defect reduction [1], SiC wafers contain still a
high number of defects like micropipes, precipitates, dislocations and inhomogeneities (stress
and dopant distribution) [2-4]. On the other hand important aspects with regard to economic
manufacturing of SiC substrates by the sublimation process has to be improved considerably to
achieve higher growth rates and longer crystals with an increase of wafer diameter from 1.25
inch to 4 inch. Research and development activies in these directions require basic understanding
of the SiC bulk growth process and defect generation mechanisms.

Despite the technological and commercial relevance of SiC there exist a surprisingly small
number of experimental studies which are devoted to the quantitative evaluation of the relation
of boundary conditions of SiC bulk growth, e.g. temperature field, system pressure etc., and
crystal quality in growth geometries relevant for the preparation of SiC substrates with diameter
d Ž> 1 inch and length I > 10 mm [5,6]. For considerable smaller crystal geometries or epitxial
growth several authors have presented basic experimental studies [7-10]. Numerical modelling
which has already shown to be an effective tool for the anaysis of the growth of semiconductors
from the melt and its optimization [11] is only at the beginning and marginaly used [1], partly
because of the abscence of relevant physical models.

In this paper first results on experimental and numerical analysis of the SiC bulk growth
process are introduced. The status of SiC growth activities at the Materials Science Department
of the University of Erlangen-Ntimberg is reviewed.

EXPERIMENT

SiC crystals babe been prepared in both vertical (seed located at the bottom of the graphite
container) and inverted (seed at the top) configurations by physical vapor transport according to
the modified Lely technique (for details see e.g. Ziegler et al. [12] and Tairov [13]). SiC growth
runs has been perfomed both in resistively and inductively heated furnace facilities. In table I
typical growth conditions are summarized. For seeding Acheson and Lely crystals have been
used. SiC powder which is commercially available (Norton) or synthesized in our laboratory was
employed as source material. Nominally undoped and n-type nitrogen doped SiC-boules have
been grown.

A special crystal/vapor (s/v)-interface demarcation technique has been developed, for the
quantitative determination of the dependance of the growth rate and s/v-interface shape from the
growth parameters temperature distribution, pressure and source-seed distance. This method is
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based on the artificial generation of striations in the growing crystal by intermittently
introducing nitrogen gas into the reactor. Temperatures have been monitored by 4 pyrometers at
the pedestal of the seed and axially along the periphery of the graphite growth container. Prior to
temperature measurements the pyrometers have been calibrated at temperatures T < 1800 'C
with thermocouples. At higher temperatures T •< 2500 'C the melting point of different metals,
e.g. Pt, Rh, Nb, has been taken as reference. After growth the boules have been cut both
perpendicular and along the (0001)/(0001)-growth direction and the wafers have been polished
on both sides for removal of surface damage. For heat transfer analysis the power consumption
of the resitively heated growth facility was measured in dependence of the temperature of the
growth container.

System pressure p 10 mbar < p _< 50 mbar

Growth temperature T 2150 °C < T •2300 'C

Distance seed-source Az 3 cm < Az < 5 cm

Axial temperature gradient dT/dz 15 K/cm < dT/dz < 35 K/cm

Seed orientation (0001) or (0001)

Table I: Typical process conditions during SiC sublimation growth

The SiC crystal quality has been evaluated by different characterization techniques: Hall
effect, defect etching in molten KOH, stress birefringence microscopy, glow discharge mass
spectroscopy (GDMS) and photoluminescence (PL) mapping. For the quantitative determi-
nation of the growth rate the crystal length d was measured as distance between artificial
introduced striations and the top of the seed and correlated to the elapsed process time t. The
growth rates R were calculated as slopes ad/at from d(t)-diagrams.

RESULTS

Figure 1 shows a typical as grown 4H-SiC single crystal and a 6H- and a 4H-SiC wafer with
a diameter of 25.30 mm. Typical lengths of the crystals are between 10 and 20 mm.

Fig. 1: 1" 4H-SiC bulk single crystal
and 6H- and 4H-SiC substrates

. [orientation (0001), doping level
1.1018 cm-3 < ND-NA•< 5-1018 cm-3]

"1 CIV' prepared at the Materials Science
Dept., Univ. Erlangen-Nijrnberg by
the modified Lely technique.
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From interface demarcation experiments it was possible to determine the crystallization rate R of
the crystals as 0.5 mm/h _< R < 2 mm/h. Electronic properties of the doped crystals have been
evaluated by Hall effect to n = 1-5.1018 cm-3 and p = 0.01-0.04 ncm. The residual impurity
concentrations of relevant elements detected by GDMS are 0.1 ppmw (B), 0.002 ppmw (V), •<
0.01 ppmw (Al) and 0.1 ppmw (Ti). The dislocation densities vary between 1500 cm-2 < EPD <
3000 cm-2 . Micropipe density was determined by optical microscopy in stress birefringence
mode. Fig. 2 shows typical stress patterns of micropipes having a core diameter of 0.5 pm < x <.
20 pum. The micropipe density (MPD) was found to be inhomogeneously distributed along the
wafer in a range of 30 cm-2 < MPD•< 300 cm-2.

100 pm

Fig. 2: Micropipes in a (0001)-
4H-SiC wafer visualized mi-
croscopically in stress birefrin-
gence mode by the surroun-
ding strain field patterns.

PL mapping has been conducted to reveal the uniformity of the crystallographic modification
and dopant incorporation. Figure 3a shows a segment of integral PL variations due to 15R
polytype formation during growth. An uniformity of the crystallographic modification can be

(a) (b)
Fig. 3: Mapping of integral photoluminescence intensity across 1V (0001) 6H-SiC wafers:

(a) Sample with a segment of PL variation due to 15R polytype formation; (b) Sample
with uniform crystallographic modification. Circular PL-variations in both wafers
originate from increased nitrogen incorporation due to interface demarcation.
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observed in the SiC wafer shown in figure 3b. Additional PL-variations which are present in the
center (fig. 3b) and circulary (fig. 3a) originate from increased dopant incorporation due to the
application of the interface demarcation technique.

MODELLING AND ITS EXPERIMENTAL VERIFICATION

Numerical models are presently elaborated using codes developed at the Fluid Mechanics
Institute of the University Erlangen-Noirnberg (e.g. FASTEST) and commercial codes (e.g.
FIDAP), respectively for the global simulation of the SiC bulk growth process by the
sublimation technique [6]. The axisymmetric models take principally into account all occuring
heat generation and transfer mechanisms (radiation, conduction and convection) both for
resistively and inductively heated growth reactors. Global simulation is performed by
prescribing power distribution at the resistance furnace having two heating segments or power
and frequency at the primary side of the medium frequency (MF) motor generator. The radiative
heat transfer calculation takes into account the view factor evaluation inside the growth reactor.
Mass transport by convection and diffusion in the inert gas (He or Ar) of the following species
of SiC sublimation is calculated: Si, Si2C, SiC 2 and SiC. Chemical data are mainly taken from
the publication of Drowart et al. [14]. The respective concentration fields in the growth cell
result from consistent sets of equations taking into account the proceeding chemical processes,
evaporation from the source, their chemical interaction with the graphite crucible and the
deposition at the SiC seed. The underlying considerations and the material properties essential
for a realistic simulation of the SiC bulk growth process will be subject of a forthcoming paper
(e.g. thermal conductivity of single crystalline SiC and effective conductance of SiC powder
have been determined experimentally at growth relevant temperatures).

Figure 4 shows a comparison of measured and globally simulated heating power versus
process temperature monitored at the periphery of the graphite crucible. For the establishment of
typical growth conditions T• 2500K - 2600K considerable power inputs of 25 kW-28 kW are
necessary. There is a very good correspondence of experimental results and model predictions.

30000
5 experiment

25000- 0 simulation

20000-

to 15000-

S 10000

5000-

1000 1500 2000 2500 3000

Temperature T [K]

Fig. 4: Comparison of measured and calculated power versus process temperature in the
resistively heated SiC growth apparatus.
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A functional relationship of the power P = const. T3AT (AT is the temperature difference
between crucible and the water cooled reactor wall) is found which indicates radiation
dominated heat losses in the temperature range investigated [15].

Figure 5 shows a comparison of the variation of measured and simulated crystal length with
process time for a SiC growth run with specific geometrical and thermal boundary conditions.
As input parameters temperature distributions have been measured on the periphery of the
graphite crucible. From fig. 5 it is obvious that the observed dependence of crystal length versus
time does not follow a straight line, i.e. during this process conditions the growth rate was
varying considerably. The numerical simulation reflects quite well the experimentally observed
growth behavior. Further analysis show that the decrease of the growth velocity with process
time is caused by heat transfer limitations under the established process conditions.

14

10

S6

- 4

2

0
0 2 4 6 8 10 12

time [hi]

Fig. 5: Comparison of measured (symbols) and calculated (line) SiC crystal length versus

process time.

CONCLUSIONS

First experimental and numerical analysis on the SiC bulk growth process have been
performed. It is shown that growth velocity can alter considerably during a process run. One
reason for this behavior is due to heat transfer limitations when process conditions for high rate
SiC growth are established. Global modeling of heat transfer shows a good correspondence of
measured and simulated power consumption in our resistively heated SiC growth reactor.
Further investigations to verify experimentally our models for SiC bulk sublimation growth are
necessary, especially under growth regimes when mass transfer and/or kinetic factors limit
crystallization from the vapor.

The SiC wafer quality which has been attained recently is promising suggesting that in the
near future further material improvement and increase of crystal diameter and length can be
achieved. Numerical modeling and experimental studies on basic growth behavior in the SiC
growth system will actively support this goal. A model approach which is under development for
the prediction of the generation of parasitic phases (graphitization, Si-droplets) [16] is expected
to reveal additional strategies for the optimization of the SiC bulk growth process.
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ABSTRACT
Gallium nitride (GaN) thick films (to 150 [tm) have been deposited by hydride vapor phase

epitaxy (HVPE). These films are unintentionally doped n-type (n = 1-2 x 10i7 cm"3 at 300 K) and
exhibit structural and electronic properties which are comparable with the best reported for GaN
films grown by organometallic vapor phase epitaxy. Additionally, these properties are found to
be uniform over 2-in diameter films grown on sapphire substrates. The use of either a GaCl or
ZnO surface pretreatment has been found to substantially enhance the nucleation density,
resulting in improved surface morphology and film properties, even though it appears that the
ZnO film is thermochemically desorbed early on in the growth. Dislocation densities as low as
-5x10 7 cm-2 have been attained for films 40 ptm thick. Homoepitaxial overgrowths both by
electron-cyclotron-resonance plasma enhanced molecular beam epitaxy and OMVPE proceed in
a straightforward manner, essentially replicating the defect structure of the HVPE GaN film.

INTRODUCTION
The development of low-defect, controllably doped III-V nitride heterostructures has led to

the realization of high power light emitting diodes (LED's) in the yellow to ultraviolet13 and,
more recently, injection laser diodes.' However, a number of important issues preclude the CW
operation of injection lasers and severely inhibit the economical commercialization of these
devices. Specifically, epitaxial growth irreproducibility and film inhomogeneity inflict
significant yield problems in LED production. In addition, current crowding effects are expected
to be predominant in sapphire-substrate based injection lasers with underlying conductive layers
<10 ptm thick. Vertical-conduction, SiC-substrate based devices currently suffer from cracking
problems related to tensile thermal stress in the nitride epilayer, as well as interfacial conduction
barriers which increase the generation of heat. Instability and inhomogeneity in the growth
appear to be exacerbated by minor process perturbations during the heteronucleation of the
nitride film. On the other hand, several groups, including ours, have found that the
homoepitaxial growth on preexisting nitride epilayers proceeds in a far more controllable
manner, with the nitride overlayer essentially replicating the defect structure of the starting
layer.5 Thus HVPE appears to be a cost-effective way of generating low defect, high uniformity
thick films for use as substrates for nitride-based device overgrowths. These films were
characterized by reflection high energy electron diffraction (RHEED), x-ray diffraction (XRD),
atomic force microscopy (AFM), temperature-dependent Hall effect measurements, deep level
transient spectroscopy (DLTS) and 2 K photoluminescence (PL).

EXPERIMENTAL
The films in this study were grown in a vertical HVPE reactor described previously.6'7 In

order to ensure the uniform heteronucleation of the GaN layer, two different procedures have
been employed: a GaCl pretreatment7,8 or an RF-sputtered ZnO buffer-layer technique.69 These
techniques are briefly described below.
GaCI Pretreatment

For this case, we followed a procedure modified from that reported by Naniwae et al.8 A
bare sapphire wafer is solvent degreased followed by etching in a 3:1 sulphuric:phosphoric acid
solution and deionized water rinse. The wafer is then loaded into the reactor and heated to the
growth temperature in a hydrogen stream for 20 minutes. This is followed by a surface
nitridation for 20 minutes in a 20% NH3 stream. Afterwards, the NH3 is purged from the reactor
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and the substrate is exposed to a 0.5-0.75% GaCi stream for 10 minutes. After this step, the
flows are adjusted for film growth (with the wafer isolated from the growth stream at an
isothermal point in the backflow tube) and then the GaN growth is initiated by reintroducing the
wafer to the growth position.
ZnO Pretreatment

Here the sapphire wafers are cleaned as before and loaded into an RF diode sputtering
system (Perkin-Elmer 2400), pumped to a base pressure <10"7 T and then coated with a 0.1-1.0
gtm thick ZnO film deposited under the following conditions (parenthetical values represent
empirical optimizations):

Tsubstrate Ambient
Target Diameter 5-in.
RF Power 125-200 W (200 W)
Pressure 5-20 mT (20 mT)
% 02 : 0-100 % (12.5 %) (Balance is Ar).

These polycrystalline ZnO films exhibit a high degree of structural orientation as indicated by the
RHEED patterns shown in Figure 1. XRD studies on these films yield a FWHM for the 0-
rocking curve of -55 arcmin and for the 0/20 scan a FWHM of -20 arcmin. Prior to loading in
the HVPE reactor, the ZnO coated wafer is ultrasonically cleaned in methanol to remove any
surface contaminants as well as particulates from the sputtering process. It is then introduced to
the reactor, preheated to the growth temperature in the backflow tube and then introduced to the
growth stream to initiate growth.

<1110> <ff00>

Figure 1 - RHEED patterns along (a) <1T 00> and (b) <112 0> azimuths for sputter-deposited
ZnO.

For all the films in this study, the gas flow parameters during growth were as follows:
HCl over Ga : 5 sccm
GaCi Diluent : 100 sccm (H2)

300 sccm (N2)
NH 3  : 770 sccm
NH3 Diluent : 100 sccm (N)
Main Carrier : 3000 sccm (He or N2)
HCl in MainCarrier : 30 sccm.

Under these conditions, we observe from cross-sectional TEM that the ZnO layer is absent
from the substrate/film interface and is therefore believe to be thermochemically desorbed in the
early stages of growth.' Subsequently, we do not observe a strong dependence of the ZnO layer
thickness on the GaN film quality, as observed previously.9
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Film Characterization
Hall measurements were conducted in the temperature range from 80 to 500 K. The

magnetic field was 17.4 kG. Samples of 5 x 5 mm size were cut from the wafers and metal dots
were vacuum evaporated in the four comers to obtain electrical contacts in the Van der Pauw
geometry. The contacts exhibited ohmic current-voltage characteristics over the entire
temperature range of the measurement. The DLTS measurement system used in this study was
described previously.' The measurement was conducted in the temperature range between 80
and 470 K with 1 K increments. For the PL measurements, the samples were mounted in a
cryostat and immersed in pumped, liquid He to achieve a sample temperature of -2 K. The PL
spectra were excited with the 325 nm line of a 30 mW HeCd laser with an incident power density
of - W / cm2. The resolution of the spectra was 0.05 mn.

RESULTS and DISCUSSION
The GaN films are generally highly transparent and show little morphological features, with

the exception of a narrow (1 mm wide) raised bead around the periphery and randomly
distributed hexagonal growth hillocks (-1-5 % surface coverage). These hillocks appear to be
related to substrate preparation and have been substantially reduced over previous reports.7 AFM
images, one of which is shown in Figure 2 for a 40 ý.tm thick film, reveals the presence of -5 A
terraces on the growth surface which are -75 nm wide. This is indicative of a step-flow mode of
growth and the terrace height corresponds to what one would expect for monoatomic steps
(c=5.19 A). Growth rates are typically -12-15 i.m/h and thicknesses up to 40 ýtm have been
grown without thermally induced cracking observable by optical microscopy. Above this value
or for cases where surface preparation is nonoptimal, growth striae and/or thermal cracking
(usually originating in the sapphire) can be observed. XRD studies yield a 0-rocking curve
FWHM of 4.8-7.2 arcmin for the samples measured, which is comparable to reports for high-
quality OMVPE material.

Electrical transport measurements as a function of temperature taken in optimized films
grown by both pretreatment methods and with varying film thicknesses are shown in Figure 3.

-2100

-1,100

0 1. 'lO0 2. O0 m

Figure 2 - AFM micrograph of GaN growth surface for 40 Jtm thick GaN film grown with ZnO
pretreatment.
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Figure 3 - (a) Electron concentration vs reciprocal temperature and (b) electron mobility vs
temperature for unintentionally doped, n-type. Data are shown for three films; one was grown
with the GaCl pretreatment (15 pm thick) and the other two were grown with the ZnO
pretreatment (15 and 40 pum thick).

The temperature dependence of the electron concentrations is well explained by the presence of
Si donors and an additional deeper donor, the nature of which is unclear at the moment. For the
40 pjm thick sample, the carrier concentration does not deviate from this Arrhenius behavior at
low temperatures, as is typically observed for GaN films doped at this level. 2 This may be the
result of low concentrations of compensating defects in these films. The deeper level is found to
vary in a range of 100-200 meV from sample to sample. As can be seen these samples exhibit
high electron mobility, particularly in consideration of the concentration of residual donors
(ji=768 cm 2/V s, n=1.4 x 1017 cm-3 at 293 K and p=1784 cm 2 V.s, n=6.8 x 1016 cm-3 at 130 K, for
a 40 ptm thick ZnO pretreated sample), which is another indication of minimal compensation in
these films. The data of Figure 3 also indicate that the average transport properties of these films
improve with film thickness. This is consistent with defect annihilation observed by TEM
studies,1 0 which found dislocation densities of 5 x 107 cm-2 after 40 pm of growth. Additionally,
the homogeneity of these films is excellent as evidenced by the low variation in mobility and
carrier concentration over a 2-in. substrate.7

Deep level defects were investigated for the sample in Figure 3 with the GaCl pretreatment
by DLTS measurements, and the results are shown in Figure 4. Schottky barriers were formed
on the GaN surface by evaporating Au contacts. The spectrum exhibits the signature of three
deep levels which are labeled DLN, DLN2 and DLN3. DLN2 appears as a shoulder of the DLN3
peak and, therefore, no analysis was attempted. The deep levels DLN, and DLN 3 are
characterized by activation energies for electron emission to the conduction band of (0.21±0.02)
eV and (0.65±0.03) eV, respectively (inset). The concentration of these levels is (l.2±0.5)xlO 4

cm-3 and (4.5±0.5)x 10"15 cm 3 . Due to the surface sensitive nature of DLTS measurements, one
can conclude that the density of deep level defects is comparatively low after -15 Ptm of growth.
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Figure 4 - DLTS spectrum for GaN grown by HVPE with GaC1 pretreatment.
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Figure 5 - Normalized PL spectra of GaN films with different substrate pretreatments. The low
energy portion of the spectrum is magnified for both spectra by a factor of 25. The inset shows
the near-bandedge region of the spectra with a portion of the spectra magnified. PL lines are
labeled BX and LI to L5. The first phonon replica of the BX line is indicated by an arrow.
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The 2 K PL spectra of these films, shown in Figure 5, exhibit intense near-bandedge
emission associated with donor-bound excitons at 3.468 eV and FWHM = 2.42-5 meV. A high-
energy shoulder is believed to be due to the free exciton. The FWHM of the donor-bound
excitonic peak does not appear to be correlated with the films' electrical and structural quality, as
the highest mobility, lowest-defect-density sample also showed the broadest exciton peak (-5
meV). We are not able to detect any yellow emission centered at 2.2 eV, although weak red
emissions centered at 2.0 and 1.8 eV are detected in some of the samples grown using the GaCl
pretreatment.

CONCLUSIONS
GaN films have been grown by HVPE uniformly over large (2-in. diameter) areas. The film

nucleation on the sapphire substrates has been enhanced by utilizing either a GaCl or ZnO
pretreatment. While we believe that the ZnO is thermochemically desorbed early in the growth,
this ZnO layer does drastically modify the sapphire surface properties and enhance nucleation,
resulting in superior film morphology and electrical properties. The structural, optoelectronic,
and electrical properties compare with state-of-the-art OMVPE-grown films. Additionally, these
films have been grown to thicknesses of 40 ýum without optically visible thermally induced
cracking. Consistent with the structural characterization of these films, we find that the film
quality continues to improve with thickness, even for thicknesses > 15inm. The high growth rate,
comparatively large thickness and low defect density demonstrates that HVPE is viable for the
growth of low-defect GaN thick films for use as a substrate for device overgrowths.
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ABSTRACT

A numerical model of an experimental gallium nitride horizontal vapor phase epitaxy reactor is
presented. The model predicts the flow, concentration profiles, and growth rates. The effects of
flowrate variation and geometry on the growth rate, growth uniformity and crystal quality were
investigated. Numerical model predictions are compared to experimentally observed values.
Parasitic gas phase reactions between group III and group V sources and deposition of material
on the wall are shown to lead to reduced overall growth rates and inferior crystal quality. A low
ammonia concentration is correlated to deposition of polycrystalline films. An optimum HVPE
growth process requires selection of reactor geometry and operating conditions to minimize
parasitic reactions and wall deposition while providing a uniform reactant distribution across the
substrate.

INTRODUCTION

The nitrides of gallium, aluminum, and indium have great potential for applications in electronics
and optoelectronic devices due to their wide bandgap range and stability at high temperatures.
These nitrides have a direct bandgap ranging from 1.9 eV for InN to 6.3 eV for AIN. GaN with
its bandgap of 3.4 eV is particularly suitable for making devices operating in blue to ultraviolet
range [1]. The bandgap can be engineered by growing ternary alloys of these nitrides. Zhang et
al. [1] measured the bandgap of AlxGal.xN using room temperature optical transmission and
absorption spectroscopy. By changing the solid composition, a tunable direct bandgap ranging
from that of pure GaN to that of pure AIN was obtained.

The heteroepitaxial growth of thin GaN films on sapphire leads to defects arising from lattice
mismatch and difference in thermal expansion coefficient. The development of GaN substrates is
likely to be a key advance in nitride epitaxial technology, making it feasible to grow
homoepitaxial thin GaN films [2]. A promising route for the development of GaN substrates is
the heteroepitaxial growth of GaN films by rapid growth techniques, such as halide vapor phase
epitaxy (HVPE), followed by the in situ etch removal of the initial substrate to leave a free-
standing GaN film. The HVPE technique has been used previously to grow thick layers of GaAs
[3], GaN [2, 4, 5], and InP [6]. Mochizuki et. al. [7] have studied the direct reaction between
AsH3 and surface adsorbed GaCl in order to understand the growth chemistry involved in HVPE
of GaAs. However, no comparable GaN based studies have been reported.

The development of predictive models of the HVPE process can substantially reduce the time
and cost associated with reactor optimization and scale-up by minimizing the required
experimental trial and error. It would also aid development of an improved understanding of the
HVPE process.

In this study we will describe a two-zone hot wall reactor used to grow thick HVPE GaN
films. The emphasis will be on studying the effect of process and geometric parameter variation
on film thickness, uniformity and material properties. Experimental results will be compared to
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computational predictions. The effect of local gas phase concentrations on film properties will be
discussed.

REACTOR MODEL & GROWTH STUDIES

The experiments were carried out in an atmospheric pressure quartz reactor which has been
presented earlier[8]. The reactor has three separate concentric inlets for the reaction gases. A
mixture of N2 and HCI is introduced through the central tube, N2 through the middle annular
region, and NH 3 through the outer annular region. The reactor is divided into two separate
temperature zones of 850 and 1050 'C. In the first reaction zone, operated at 850 'C, Ga metal is
reacted with HC1 gas (typical flow - 30 seem) to yield GaCl and H2 reaction products. The extent
of reaction, obtained from
decrease in the mass of Ga Computational Domain -] Z
metal, was in the range of 50-
70%. These reaction products
are transported to the second N2 + HCI .... Sample

+GaCI - " ........... . . .................... | Holderzone through the central tube. N2nts d eyilIn the second zone, typically NHJ3 • I

maintained at 1050 °C, a high
flowrate N2 buffer and NH3  Isothermal Zone Substrate
were introduced from the Figure 1: Schematic of the horizontal HVPE reactor. The shaded
middle and outer annular region defines the computational domain.
regions, respectively. The
NH3/HC1 ratio was typically 30:1. Two inch diameter (0001) sapphire substrates prepared with a
standard solvent degrease are used for the HVPE deposition. For the base case, a N2 buffer
flowrate of 4.5 slm, a NH3 flowrate of 882 seem, and, in the central tube, a mixture of 30 seem
HC1 and 150 seem N2 was employed.

A schematic of the computational domain is shown in Figure 1. The variable Z shown in
Figure 1 represents the relative axial distance of the sample holder from the inlet. Only the
second temperature zone of the reactor, which is of interest for process optimization, was
modeled. Cylindrical coordinates have been used. The fundamental equations of continuity,
momentum, and species conservation are used to 1 001C 1er0C
describe the system [9]. With the assumption of no 3 T

variation in circumferential direction, the flow and
concentrations are obtained in two dimensions. The 25 i j
properties of the gas mixture are determined at any 3 {I
point using the concentrated species and applying M 2

ideal mixing rules. 1
'5 1.5

Physical and Transport Properties of Gaseous (9
o15% thickness variation across 1"

Species: Experimental values of the viscosity of sample

nitrogen [10] and ammonia [11] were fitted to < Ga-HCl extent of reaction -60%

equations as a function of temperature and are listed 7.1 7.5 7.9 8.3 8.7
elsewhere [12]. Binary diffusion coefficients of gas IT" (K x 104)

phase species were either obtained from literature or
estimated from their Lennard-Jones parameters [13, Figure 2: Plot of average growth versus
14]. The values of the binary diffusion coefficient reciprocal of reactor temperature.
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and Lennard-Jones parameters for all gaseous 1.6
species used in this study are listed elsewhere [12]. *914

Linear mixing rules were applied to determine 1.
local gas phase properties.

Numerical Solution: The system of partial 0.80

differential equations describing flow and mass 0.6
transfer was solved using Galerkin's finite-element 3 0.4 {
method [15]. A typical mesh consisted of 1400 c 0.2 Toialflowrate~-1sWpm

tt V/ll ratio=30.0 Temp=1050M0
trapezoidal elements with the mesh being denser in 0
those parts of the domain where steeper gradients 0 1 2 3 . 4
existed. The system of nonlinear algebraic Partial Pressure of GaCI (xlO-3torr)
equations obtained after the application of
Galerkin's technique was solved by using Figure 3: Plot of average growth rate
Newton's method. The system of equations and versus GaCl partial pressure at 1050 TC.
numerical methodology is presented in detail
elsewhere [11 ]. The computations were performed on a Cray C90 supercomputer.

RESULTS AND DISCUSSION

The first series of experiments were performed in the same reactor with a tilted substrate
holder, not shown. The purpose of these experiments was to determine the effect of temperature
and GaCl concentration on growth rate. Figure 2 shows a graph of growth rate over a range of
temperature. The data indicates that the growth rate at a temperature of 1050 TC is mass transport
limited. Subsequent experiments were performed at this temperature because the crystalline
quality of the films grown at the higher temperatures in our reactor was better as gauged by x-
ray analysis. Figure 3 shows the effect of variation of GaCl partial pressure on the growth rate.
The rate of increase in growth rate is the same as the rate of increase of GaCl partial pressure
indicating that the growth is limited by transport of the gallium containing species to the growth
front. Thus a convection-diffusion model of the reacting species would be a good approximation
of the actual process.

In the following set of experiments, a different sample holder that has the growth face
perpendicular to the central axis of the reactor was used (Figure 1). This geometric arrangement
made the growth system axisymmetric and hence
easy to model and compare with experiments. 0.16 Z=12

In experiments where the sample holder was
kept close to the inlet, the resulting samples have a r 0.12
dark polycrystalline patch in the center of the " Z=7
wafer, with a clear single crystalline film at the 0.08

edges. This polycrystalline patch decreased in size 0.04
and eventually disappeared as the substrate was
moved further away from the inlet (Z increases in 0.00
Figure 1). The patch could be caused due to a 0.0 0.5 1.0 1.5 2.0 2.5 3.0

deficiency of NH3 (and hence low effective V/III Radial distance along substrate (cm)

ratio) near the center of the wafer as NH 3 is
introduced from the outermost annular inlet to Figure 4: Ammonia concentration across
reduce prereaction. When the substrate is far from the substrate for different substrate
the inlet, the ammonia stream is well mixed with positions.
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M I the other two inlet streams and
- FWHMI (arcsecs) there is a uniform concentration

800 NH3 concentration 5 of ammonia over the substrate
at the growth front. Figure 4

4 shows variation of NH3

700 concentration over the substrate
3 for different substrate positions.

At a distance of Z=7 cm, the

600 2 film obtained was single
crystalline across the wafer.

1 Figure 5 shows a plot of NH3

500' 0 concentration and V/II ratio,
0.0 0.5 1.0 1.5 2.0 2.5 made dimensionless with

respect to their values at the
Radial distance along substrate (cm) center of the substrate, across

the substrate. The
Figure 5: Plot of dimensionless NH3 concentration, corresponding full width of the
dimensionless V/Ill ratio, and FWHM from TCXRD (arcsecs) triple crystal x-ray diffraction
at various points across the substrate. (TCXRD) rocking curve at half

maximum ranged from 791
arcsecs at the center to 590 arcsecs at the edge of the wafer. The quality of the film improves
with increasing values of ammonia concentration and local V/IlI ratio. We would expect this
trend to reverse after a certain limit as high ammonia concentrations would lead to increased
parasitic reactions as discussed later.

The growth uniformity improved with increasing substrate-inlet distance as shown in Figure
6. This is expected as the reactant gases have more time to diffuse and become more uniformly
distributed over the substrate. A lowering in overall growth rate with increasing substrate-inlet
distance, as shown in Figure 6, could be due to loss of precursors because of surface reaction on
the walls (deposition on reactor walls) and gas phase parasitic reactions. The former effect is
incorporated in the model but the latter is not, and may explain the predicted growth rates being
lower than those experimentally observed. This discrepancy in predicted and observed growth
rates increases with increasing substrate-inlet distance. For the process conditions as in the base
case, Figure 7 shows a comparison of
predicted and experimentally obtained
growth rates for Z=12 cm. Though the ' --200 - 2

uniformity is good, the quality of the films, 160 2 7
examined by TCXRD, is poor. The TCXRD
showed double peaks across most of the 120
sample, probably due to delamination of the Z 12

film from the substrate upon cooling. 80
Products of gas phase parasitic reactions or 40

from reactions on the walls could adversely 0
interfere with the film growth on the 0.0 0.5 1.0 1.5 2.0 2.5

substrate. Additionally, particles coming off Radial distance along substrate (cm)

the walls may be transported to the film in Figure 6: Predicted growth rate variation across
the absence of thermophoresis effects in the the substrate for substrate position of Z =2, 7,
isothermal reactor. and 12 cm.
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The coupled gas phase and surface reaction

160 between GaCi and NH3 has been studied by V.

SZ =12cm Ban using mass spectrometry [16]. The

" .120 simplest gas phase reaction would lead to the

5) , x a formation of GaN monomer with eventual
80× particulate formation and the resulting loss of

-• reactants at the growth front. In the first zone

2 40 (at 850 'C) formation of GaCl in the presence
o of excess HCl is favored. In the second zone

0 (1050 °C), the presence of excess ammonia
0.0 0.5 1.0 1.5 2.0 2.5 shifts the equilibrium such that the reduction

Radial distance along substrate (cm) of GaCl is favored. Both prereaction and wall

Figure 7: Variation of Growth Rate across the effects could lead to the same results: lowered
substrate for Z= 12 cm. (x) are the growth rates and inferior crystal quality. In
experimental values, order to isolate the effect of gas phase parasitic
reactions, we performed some experiments at a sample holder close to the inlet (Z= 4.5 cm)
where the effects of the reactions at the wall on the substrate film growth are minimized. All
process parameters are kept the same as in the base case, except for the N2 buffer flow rate
through the central annulus. For an N2 buffer flow of 2.25 and 4.5 slm, computations show that
the overall growth rate does not change appreciably, indicating that the walls have little effect on
the growth process. Experiments, in contrast, reveal that the growth rates are significantly
reduced. Figure 8 and 9 show the predicted and experimentally obtained growth rates for a N2

buffer flow of 2.25 and 4.5 slm, respectively. Lowering the buffer flowrate increases the
residence time in the reactor and reduces the barrier to the mixing of GaCl and NH3. This gas
phase mixing accelerates the pre-reaction between the two precursors. Increasing the residence
time increases the extent of this reaction. These results indicate that an optimum buffer flowrate
of N2 should be high enough that precursor prereactions are low, but low enough to allow
diffusion of precursors so that they are uniformly distributed across the substrate.

CONCLUSIONS

A numerical model of the HVPE GaN reactor has been presented. Growth rates were predicted
and compared to experimentally obtained values for
different substrate positions. For substrate positions 200

close to the inlet, non-uniform distribution of 160

precursors across the substrate results in a non- 41
uniform growth rate and film properties. A 2120o

polycrystalline patch was obtained at the center of x

the wafer which grew smaller as the substrate was 80 2 40

moved further away from the inlet. The crystalline r 40

quality of the film was found to improve with 0.2

increasing local concentration of ammonia and the 0.0 0.5 1o 1.5 2.0 2.5

V/III ratio at the substrate. For substrate positions Radial distance along substrate (cm)

far from the inlet, films with uniform growth rate Figure 8: Comparison of computationally
were obtained but the crystalline quality was poor. A and experimentally (x) observed growth
N2 buffer between the group III and group V rates for a N2 buffer flow of 2.25 slm, and
precursor was necessary to limit parasitic Z=4.5 cm.
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prereactions. The quality of the films and the
growth rate was sensitive to the buffer flowrates. 200
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Thermodynamic Analysis and Growth Characterization of thick GaN
films grown by Chloride VPE using GaClI/N 2 and NH,/N,
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Solid State Electronics Laboratory, Stanford University, Stanford, CA 94305

ABSTRACT

Thermodynamic calculations were carried out on chloride transport vapor phase epitaxy of
GaN using GaC13/N, and NH 3/N,. At typical growth temperature and gas flow rates, both GaN
formation and gas phase etching reactions of GaN are thermodynamically favored. Under
thermodynamic equilibrium, most ammonia should decompose to nitrogen and hydrogen gases and
gas phase etching of GaN occurs by HC1. From experimental measurements, less than 10% of the
incoming ammonia decomposes and under this condition, GaN formation from GaCl3/N2 and
NH 3/N 2 is thermodynamically favored. Higher V/Ill ratios give a larger driving force for GaN
fromation. These calculations match our experimental results. Experimentally, we have optimized
the growth conditions of GaN. High crystalline quality thick GaN films (10 -15igm) were grown
on c-A120 3. The GaN films show band edge emission dominated PL at both room temperature and

77 K. Only one set of diffraction peaks from (10i2) planes with 60' spacing in the 4)-scan of X-ray
diffraction are observed. This indicates that the GaN films grown on c-A1203 are single crystalline.
Typical growth rates were about 10 -15gm/hr and typical Hall mobility values of GaN films were
in the range of 3 to 40 cm 2/Vsec.

INTRODUCTION

Vapor phase epitaxy (VPE) of GaN has a long history and has been widely used because of
its high growth rates (up to a few tens of gm/hr) and lack of carbon incorporation into the film. In
conventional chloride transport VPE of GaN, the Ga source is gallium monochloride (GaCl),
which is stable only at temperatures above 600'C and is produced by the reaction of liquid gallium
with hydrogen chloride (HCl) gas [1-5]. The supply of GaCl is controlled by the Ga temperature
and the flow rates of the HC1 and H2 carrier gas. In this work, we used gallium trichloride (GaCI3)
as the Ga source. This is the first report of GaN growth using GaC13 as a precursor. Ammonia
(NH3) and nitrogen (N2) gases were used as the nitrogen source and carrier gas, respectively. H2
and HCl gases were not used. Several researchers have reported VPE growth of GaAs using
GaCl3 as the initial source, however it was reduced to the monochloride before reaching the
reaction zone. Rubinstein and Myers [6] used GaC13, but it was reduced to a monochloride by
reacting with metallic Ga. Hasegawa[7,8] and other researchers also used GaCl 3. GaCl3 reacted
with the hydrogen to reduce to GaC1 before crystal synthesis.

In this paper, we calculate the thermodynamic driving force for all possible reactions inside
the reactor and analyze the equilibria between these reactions in order to clarify whether the growth
of GaN from GaCl3/N 2 and NH3/N 2 is predicted from thermodynamic equilibria reactions. In all
cases, the standard state is taken as the pure substance at one atmosphere. All thermodynamic data
used in this paper is from 'Thermochemical data of pure substance' tabulated by Ihsan Barin[9].

GROWTH SYSTEM DESCRIPTION

An open flow horizontal quartz tube with single zone hot wall furnace was used as the
reactor. The crystalline GaC13 was melted and heated up to 100°C in a stainless steel cell. At this
temperature, the vapor pressure of GaCl3 is about 20 mm Hg. The GaCl3 vapor was transported to
the reactor by nitrogen carrier gas. Nitrogen gas was chosen in order to dilute the ammonia and to
increase the total gas flow rate. The supply of GaCl3 was controlled by both the GaC13 cell
temperature and the flow rate of N2 carrier gas. The typical N2 flow rate was 0.1 slm. The actual
GaC13 vapor supply was about 0.003 slm under the above conditions. During the process, 1.5 -
2.0 slm of NH3 and 1.0 - 1.5 slm of N were introduced into the reactor. The resulting V/I1 ratio
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was about 500 to 700. The growth temperature was varied over the range of 930 - 1050°C.
Atmospheric pressure was maintained during the growth. Fig. 1. shows a schematic diagram of
the VPE system to grow GaN using GaCl3/N2 and NH,/N3.

exhaust •''

ammoniasubstrate

trap movable electric furnace

pump

pupN 

H3 No , N2
(HCI)

Figure 1. Schematic Apparatus of GaN chloride vapor phase epitaxy system

THERMODYNAMIC ANALYSIS

The nitrogen source, NH 3, is not stable at high temperature, and will thermally decompose
to nitrogen and hydrogen gases.

NH3(g) = (l-x) NH3(g) + x/2 N2(g) + 3x/2 H2(g) reaction (1)
where x is the extent of the reaction. The equilibrium value for the extent of the reaction, (xeq), at
1300 K (a typical growth temperature) is about 0.9995. Hence most of the ammonia decomposes
to nitrogen and hydrogen at that temperature in thermodynamic equilibrium. However, it is not
easy to reach thermodynamic equilibrium in such an open flow system. We can assume that the
actual value of x is much lower than its equilibrium value (xeq). The experimentally measured
value of x is about 0.1 or less under typical growth parameters[4]. The actual value of x is
dependent on NH3 temperature, NH3 partial pressure, residence time and surface condition. Both
NH 3 partial pressure and residence time can be changed by varying the NH3 and N2 flow rates.
The H2 gas, produced from the thermal decomposition of ammonia, will promote the reduction of
GaC13 to GaCl. Even though the direct reduction of GaCl3 to GaCl is not thermodynamically

favorable, the hydrogen reduction of GaCl3 to GaCl can occur, spontaneously. Let 'i be the extent
of reaction for hydrogen reduction of GaCI3 to GaCl. The reaction can be written as:

GaC13(g) + H2(g) = GaCl(g) + 2 HCI(g) reaction (2)
Thus, at a given temperature and extent of the reaction for ammonia decomposition (x), the
equilibrium extent of the reaction (0leq) of reaction [2] can be obtained. For typical growth

temperatures (1100 K, 1200 K and 1300 K), the relationship between x and rleq is shown in

Figure 2. At these temperatures, Tleq is almost unity for all values of x larger than 0.01. This
implies that most of the GaCl3 will be converted to GaCl at these temperatures under
thermodynamic equilibrium. GaCl vapor, produced by reaction (2) reacts with the remaining NH 3
to form GaN.
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x : extent of ammonia decomposition reaction". I
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Figure 2. Equilibrium extent of reaction (lleq) for the reduction of GaCl3 with respect to x (extent
of reaction) for thermal decomposition of ammonia at various temperatures

Figue 3 shows the equilibrium pressure of any gaseous species inside the reactor. The
calculation is based on thermodynamic equilbrium of reactions from (1) to (5) and materials
conservation inside the reactor. The activity of GaN was assumed as an unity.

GaCI + NH 3 = GaN + HCl + H 2  reaction (3)
GaClI + NH 3 = GaN + 3 HCI reaction (4)
GaN + HCI =GaCI + 0.5H2 + 0.5N 2  reaction (5)
P -otal = 1 atm =PNH3 + PN2 + PH2 + PGaI3 + PGaI + PHCI3 N' GaCI3 = 3

N Goa3 + N G.cI + NHCI [Cl]
3 N' NH3 = 3 N NH3 + 2 N N2+ NHCI [H]

-- e- P-NH3

-- 13-- - P-N2
NH3=2slm, N2=l.lslm, GaCl3=0.001slm .... o---- P-H2

.......1. ............. .,= . _. • ..=.t...=.......... .• . f.......................t1. .. .:=l + - -- P-G aC !3
•" 001 .._......••" • ' , - a- -,-- P-HC.

S....1 .................... .................. ... ..................... -.....................i'...... ........ F.-: ;
S1 0 4 ...... ....... .. . ...............• ...................... ..................... •....

....... ........... ........... ........... ........
.• 1 0 a -'-"" ... ý ' ............... .................... ... ...

8 % :. " " -A -

'M 1 0 .................. I ............ .... '- ..................... .• ........................ .......... i. ................. ........
10-, ,

200 400 600 800 1000 1200 1400
Temp (C)

Figure 3. Equilibrium Partial Pressures of gaseous species inside the reactor.

Under thermodynamic equilibrium at typical growth temperature, almost all the ammonia,
GaCI3 and HCI gases are consumed by reactions (1), (2) and (5), respectively and GaN formation
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is not thermodynamically favorable. The driving force for GaN deposition (del Ga) under
thermodynamic equilibrium can be defined as: del Ga = NGaC3 + N G.C - N° GC13 I where N stands
for the number of molecules per unit itme and volume. If del Ga > 0, gas phase etching of GaN is
favored and if del Ga < 0, GaN deposition will occur. The values of del Ga under various x
(extent of reaction for ammonia decomposition) over typical growth temperatures are shown in
Figure 4. As x increases, GaN formation is depressed and etching of GaN (reaction (5)) is
promoted. By adding nitrogen to dilute the ammonia and increase gas flow velocity, thermal
decomposition of ammonia (reaction (1)) is reduced, thus the value of x is decreased.

NH3=2sccm, N2=lsccm, GaCl3=0.001scorn

0.0006
0.---- del Ga, x=0.5

E ..00 [a del Ga, x=0.3 GaN gas phase etching
S0.0004 -del Ga, x=0.1 I.

;:::::> .I..............,' ...... ........ .

S0.0002 ... . -

.0S0 - "

(0
--0.0002 GaN deposition

-0.0004

800 850 900 950 1000 1050 1100 1150
Temp (C)

Figure 4. Effects of x (extent of reaction for ammonia decomposition) on the driving force of GaN

deposition(del Ga).

EXPERIMENTS AND RESULTS

Growth of GaN using the above GaCl3 precursor and reactions was investigated under a
variety of growth conditions. (0001) sapphire substrates were degreased by organic solvents and
chemically etched with a hot HCI + H 2P0 4 (3:1) solution in order to remove polishing damage and
smooth the surface. After loading the substrates, the reactor was pumped and purged with high
purity nitrogen five times. The substrates were heated to the growth temperature under a NH3 / N2
ambient. According to XPS analysis, the sapphire surface was nitridized during this heating phase.
After reaching the growth temperature, GaCl3 was supplied to the reactor using nitrogen carrier
gas. No low temperature buffer layer was used in these experiments.

(a) (b)

106 GaN (0002) K GaN (1,0-1,2) peak

10GaN 10000

0002, c-A 203  (0004)
10 3

104

~ io4 K9 0006)
'E 1000

100

20 30 40 50 60 70 80 0 50 100 150 200 250 300 350 400
2 0 / co (degree) p angle

Figure 5. (a) X-ray diffraction pattern for GaN films on sapphire, (b) O-scan of GaN (1012) plane
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X-ray diffraction was used to determine the crystallinity and the orientation of the GaN

films. Fig. 5a shows the 20/o) X-ray diffraction pattern for thick GaN films on sapphire. Only
(0001) type plane peaks are observed. This implies that the GaN film and sapphire substrate basal

planes are parallel to each other, i.e. GaN [0001] ] Hsapphire [0001]. Fig. 5b shows the 0-scan of

the GaN (1012) plane to determine the in-plane orientation. Only one set of reflection peaks from

the (1012) plane is observed with 60' spacing. This indicates that the GaN films grown on sapphire

are single crystal. The angular position of the GaN (1012)peaks are well matched to the sapphire

(1123) peaks. This means the GaN crystal is rotated 90' around the c-axis to minimize the lattice

mismatch strain, i.e. GaN [ 100i]I/ sapphire [ 1120].
In order to characterize the optical properties of GaN films, photoluminescence (PL)

measurements were done at both room temperature and 77 K. A 10 mW He-Cd laser operating at
3.82 eV was used as the excitation source. At room temperature, only band edge emission near
3.40eV was observed. At 77 K, the spectrum consisted of several peaks, including an exciton
bound to a neutral donor (12), an exciton bound to a neutral acceptor (I) and donor-acceptor pairs.
The spectrum is dominated by 12 emission near 3.47 eV. Fig. 6 shows typical PL spectra at both
temperatures. The band edge emission peak had a FWHM of 60 meV at room temperature and the
exciton bound to donor emission peak had a FWHM of 25 meV at 77 K. Very weak deep level
luminescence near 2.1 eV was also observed at both room temperature and 77 K. According to the
PL spectra, the thick GaN films grown by VPE using GaCl1/N 2 and NH,[N 2 have good crystalline
quality.

0.025

00 GC9B RT . 3.47 eV

. GC9B177K
0.02

"0.015 FWHM at 77*K 25 mev

U0.01

0.005 FWHM at RT = 60 meV

3.40 e

2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6
Photon Energy (eV)

Figure 6. Photoluminescence spectra of GaN film at both room temperature and 77 K

Scanning Electron Microscopy was used to characterize the surface morphologies of GaN
films grown on c-sapphire substrates. Commonly, it is very difficult to achieve a very smooth
surface over a large area in chloride VPE growth of GaN, due to its high deposition and gas phase
etching rates. The localized flux uniformity and growth temperature play key roles in determining
the surface morphologies of GaN films. In this experiment, we fixed V/Ill ratio at approximately
700. The position of the sapphire substrate (1 inch distant from the NH,/N2 nozzle ) and the
configuration of the GaCl3/N, and NH3 /N2 nozzles were also fixed to optimal positions.

The effect of the growth temperature on surface morphology of GaN films was
investigated. For GaN films grown below 950'C, shown in Figure 7a, the surface was covered by
GaN crystallites (islands) with an approximate size of a few microns. These islands did not

coalesce and there are holes all the way to the substrate. The 20/o) scan of X-ray diffraction show
only (0001) type plane peaks with broad FWHM. The PL spectra show only band edge emission at
room temperature which implies that each GaN crystallite has good crystal quality. According to

the X-ray 0-scan, several different in-plane orientations were observed. This means each crystallite
has a different in-plane orientation.

237



As the growth temperature is increased to 975'C, (Figure 7b), the crystallites coalesce and
the surface became smoother, however, grooves and microholes which have about 50 - 60'
inclined sidewalls were observed. The films grown in this temperature regime have narrower X-
ray diffraction and photoluminescence linewidths. The surface morphologies of films grown at
similar temperatures (965°C) with a 3 times longer growth time are shown in Figure 7c. A terrace
structure with microholes at the edge of the terraces is observed, although no individual GaN
islands are observed. This confirms that the film has grown laterally, rather than three
dimensionally. From the 0-scan of the GaN (1012) peak, the film is single crystal. Figure 7d
shows the surface morphology of a GaN film grown at 995°C, which has the smoothest and
flattest surface. At the boundary of two laterally grown islands, thin shallow grooves are observed.
Higher growth temperature and longer growth time appear to give better surface morphologies.

(a) (b) (c) (d)
Figure 7. Surface Morphology of GaN film, (a) grown at 950'C for 1 hour, scale bar = 7.5gm,
(b) grown at 975°C for 1 hour, scale bar = 15gm, (c) grown at 965'C for 3 hours, scale bar =
12.5gm, (d) grown at 995'C for 1 hour, scale bar = 3.75gm

According to Hall measurements, GaN films have high n-type background conductivity up
to 1019/cm3. The electron mobility at room temperature is in the range of 3 to 40 cm 2/Vs.

Conclusion

Thermal decomposition of ammonia and hydrogen reduction of GaCI3 to GaC1 were
thermodynamically favored under our growth temperature and mass flow conditions. Under
thermodynamic equilibrium conditions, gas phase etching of GaN by HCI was preferred over GaN
deposition. From experimental measurements, thermal decomposition of ammonia never reached to
its equilibrium and only less than 10% of ammonia can be decomposed. The GaN films grown
under optimized conditions are single crystalline and show very sharp and strong band edge related
emission without any obvious defects related emission in their PL spectra. Higher growth
temperature (>975°C) and longer growth time are very important to obtain smoother surface
morphologies of GaN films.
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ABSTRACT

We report a structural analysis of GaN layers with thicknesses ranging from 10 plm to 250
pm which have been grown on sapphire substrates by halide vapor phase epitaxy (HVPE). The
effect of growth rate during HVPE growth has also been examined. The growth was performed
using GaCI and ammonia as reactants; growth rates in excess of 90 plm/hr have been achieved.
The structural characteristics of these layers have been performed with high resolution x-ray
diffiractometry. Longitudinal scans parallel to the GaN [0002] direction, transverse scans
perpendicular to the [0002], and reciprocal space maps of the total diffracted intensity have been
obtained from a variety of GaN layers. The transverse scans typically show broad rocking curves
with peak breadths of several hundreds of arcseconds. In contrast, the longitudinal scans (or
"0/20 scans") which are sensitive only to strains in the GaN layers (and not their mosaic
distributions) showed peak widths that were at least an order of magnitude smaller and in some
cases were as narrow as 16 arcseconds. These results suggest that the defect structure of the
GaN layers grown by HVPE is dominated by a dislocation-induced mosaic distribution, with the
effects of strain in these materials being negligible in comparison.

INTRODUCTION

Halide vapor phase epitaxy (HVPE) offers the advantage of a high deposition rate during the
epitaxial growth of GaN. This high growth rate offers the prospect of a reduction in the
dislocation density in the top device region of the grown layer by producing a layer of sufficient
thickness (tens to hundreds of microns) so that misfit dislocations and )ther defects generated
diring growth will be restricted to the vicinity of the heterointerface. The availability of a GaN
laser with a defect-free top layer may also be important to the subsequent growth of either homo-
epitaxial GaN or heteroepitaxial structures containing AIN or InN.

The need to reduce or at least control the grown-in defect density is, of course, dictated by
the fact that heteroepitaxial GaN grown on common substrates such as SiC or sapphire typically
exhibit a high density of structural defects. The relatively large difference in lattice parameter
between GaN and these substrate materials typically results in a dislocation density of 1010 cm2 or
higher [1]. The difference in the coefficient of thermal expansion between GaN and its substrate
can lead to the generation of strains and (in the worst case) cracking in the epitaxial layer as it is
cooled from the growth temperature. The problems with thermal expansion mismatch are
expected to be particularly severe in GaN due to the relatively high temperatures that are typically
used in its epitaxial growth. Finally, when growth is performed on sapphire substrates, the
difference in crystallographic symmetry between the substrate and the hexagonal GaN wurtzite
phase can lead to the generation of antiphase domains.

In the current work we have used a variety of high resolution x-ray diffraction methods to
monitor the evolution of the defect structure in GaN grown on sapphire substrates by HVPE.
While methods of x-ray diffraction have a long and successful history for the characterization of
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defects in epitaxial semiconductor materials, most of these analyses have utilized double crystal
rocking curves as their main probe of the structure. Due to the fact that the double crystal
method employs a wide-open detector, information is lost due the integration of the diffracted
intensity over an angular range corresponding to the acceptance angle of the detector. A more
fundamental measurement is performed in a triple crystal diffraction analysis, where an analyzer
crystal conditions the beam diffracted by the sample before it strikes the detector. With the use of
highly perfect monochromator and analyzer crystals, both the directions and magnitudes of the
incident and diffracted wavevectors (9,/X, and S/?X, respectively) are w ,l! defined. By suitable
manipulation of the sample crystal orientation and the diffracted beam direction, it is possible to
record the diffracted intensity in any direction in reciprocal space or to map out the intensity
distribution around a reciprocal lattice point [2].

Prior x-ray diffraction analyses of GaN grown by MOCVD [3] and MBE [4] have examined
the effects of these growth methods on the GaN defect structure. The goal in the current study
was to use methods of high resolution x-ray diffraction (particularly triple crystal analyses) to
identify the effects growth conditions on the defect structure of HVPE-grown GaN.

EXPERIMENTAL

The HVPE growth was performed using a reactor system that has been described elsewhere
[5]. Briefly, HCI is reacted with molten Ga at 850°C to form GaCI; the GaCI is then transported
to the substrate (c-plane sapphire in this case) where it is reacted with NH 3 at 1030 0C to 1050°C
to form GaN. The NH 3:HCI ratio is 30:1; the total gas flow rate was typically 10 liter/minute,
with an ammonia mole fraction of 0.03 to 0.09. Under these condition.. relatively high growth
rates (up to 2 pmi/minute) can be achieved. No buffer layers were uw -J; nevertheless, single
crystal GaN growth is always obtained.

X-ray diffraction analyses were performed using a Bede 150 double crystal diffractometer
that has been modified for high resolution triple crystal diffraction studies [2]. A Rigaku RU200
rotating anode x-ray generator supplied the CuKot x-rays used in this work. Three main types of
analyses were performed: (1) maps of the diffuse scattered intensity about the 0002 reciprocal
lattice point; (2) transverse scans recorded by rocking the 0002 point with a fixed analyzer crystal;
and (3) longitudinal scans which were recorded by moving the analyzer crystal at twice the
angular velocity of the sample crystal. In essence, the reciprocal space map shows the details of
the intensity distribution around a reciprocal lattice point, while the transverse and longitudinal
scans give "cross-sections" of the intensity in directions that are, respectively, perpendicular and
parallel to the [0002] direction. Note that the longitudinal scan is analogous to the "0-20" scan
that is familiar to workers in powder diffractometry. Further x-ray diffraction analyses include the
recording of asymmetric (IOT 4) double crystal rocking curves (using a wide open detector), and
determining the dependence of the intensity on the scattering angle q,0, 0 in a transverse scan.

RESULTS

1. Reciprocal space maps

Figure 1 illustrates a map of the diffracted intensity about the 0002 point for a 125 lim GaN
layer grown by HVPE at 125 pm/hour. The Figure shows contours of the logarithm of the
intensity, with four contours per decade and the minimum contour level representing 100,25

counts/sec. The data were collected by scanning the sample crystal at a fixed analyzer crystal
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setting and then incrementing the analyzer crystal between scans; this resulted in the sampling of a
trapezoidal region of reciprocal space. The angular deviations of the samole and analyzer crystals
from the exact Bragg condition OB (denoted a and 3, respectively) were onverted to orthogonal
reciprocal (q0o 2 , qI0 0 )space coordinates using the relations

_02 J3 cos0 (2a- 13) sin0 1
qoo02 CO, ; ql0•0= 2a- sin (1)

The Figure shows an isotropic distribution of intensity in reciprocal space, with the intensity
being distributed as a "disc" perpendicular to [0002]. Unlike reciprocal space scans from epitaxial
materials with higher levels of structural perfection, in this case we do not observe the so-called
crystal truncation rod (also known as the "surface streak") which represents the trace of the
dynamical reflectivity of the crystal. The absence of this feature suggests that the crystal is
diffracting in a purely kinematic fashion due to the presence of structural defects and the absence
of long range structural coherence.

Figure 2 shows a reciprocal space map from a GaN sample of similar thickness (about 100
Lrm) grown by HVPE at a rate of about 30 ltm/hour. The intensity is clearly distributed over a
larger region of reciprocal space than seen in Figure 1; in fact, it extends beyond the limits of the
trapezoidal region of reciprocal space that was sampled in the x-ray data collection. As expected,
no evidence for a dynamical surface streak is detected. The Figure sug,;ests that a decrease in
growth rate is responsible for an increase in the defect density in the GaN layer.

2. Effect of film thickness:

Table I shows the effect of layer thickness on the observed diffraction behavior from a series

Table I. Effect of HVPE GaN layer thickness on diffraction peak breadths

Thickness (pr) Growth rate (0002) (0002) (1044)
(tmr/hour) transverse scan longitudinal scan rocking curve

250 133 908" 22" 1141"

125 110 635" 16" 640"

22 129 888" 30" 1271"

241



of GaN samples grown at similar rates (125 to 133 pm/hour). Examination of the reciprocal
space scans in Figures 1 and 2 demonstrate that since the intensity distribution is relatively
isotropic an acceptable estimate of the extent of the scattering about the 0002 point can be
obtained from transverse and longitudinal triple crystal scans. The (0002) transverse scans clearly
show that the breadth of the intensity distribution is at a minimum for the layer with a thickness of
125 pm. The peak breadths listed in Table I are the full width at half maximum (FWHM)
determined by linear interpolation of the flanks of the reflection profile: although less accurate
than values obtained by full profile fitting or from (for instance) an integral breadth, we consider
this approach to be acceptable to illustrate the effect of growth parameters on the diffraction
characteristics.

We have also recorded conventional double crystal rocking curves using the asymmetric

(10 14) reflection. It has recently been suggested that the use of the asymmetric reflections
should increase the sensitivity of an x-ray analysis to the presence of defects [3]. In our study we
see the same trend found from the (0002) transverse peak breadth, although the differences
between the samples are somewhat more pronounced.

The longitudinal scans shown in Table I show a much narrower FWHM than found in the
corresponding (0002) transverse scans. Remembering that these data are analogous to the 0-20
scan in a powder diffractometer, the breadths of the longitudinal scans are listed in terms of the
angular range through which the sample crystal was rotated during the scan (0 rotation) while the
analyzer crystal traversed an angular range twice as large as listed in the Table. Since the
longitudinal scans are sensitive only to strains in the GaN layers and not to misorientations or
mosaic distribution, these results suggest that the thicker GaN layers are relatively free of
inhomogeneous strains. With the 22 pm sample, however, the strain dis, ibution must be larger.
This fact is even more obvious in Figure 3, which shows the longitudinal scans themselves. Note
that the profile from the 22 pm layer is significantly broader both near the peak (which on the
logarithmic intensity scale is close to the FWHM) and in the tails of the curve far from the peak.
This behavior may be due to the fact that the 90% absorption depth for CuKct x-rays in GaN is
about 21 pim, so it is likely the profile from the
thinnest layer is being influenced by strains at the
GaN/sapphire interface. 250 .- 125 l

3. Effect of growth rate

Table II shows the effect of GaN growth rate -5,
on the breadths of the 0002 longitudinal and • . "'
transverse profiles. We have performed this -

analysis on both thin (10 to 15 gm) and thick (100 , ,
to 120 gm) GaN layers. In all cases we observed •,,,,- ,
a decrease in the breadth of the transverse profile .,/. ,j /,,
width as the growth rate was increased; in the thin " " ' " .
layers, the change was in the transverse FWHIM -300 -200 -100 0 100 200 300

was about 50%. A small but systematic decrease SampleO (arcseconds)

in the transverse FWIM was also observed in the Figure 3. (0002) longitudinal scans from
thick GaN layers. As was the case in the thickness GaN layers of different thicknesses
samples discussed above, the breadth of the (curves offset vertically for clarity).
(0002) longitudinal scan profile was significantly Top curve: 22 pm; middle curve: 125 Pim;
greater in the thinner samples; we again attribute bottom curve: 250 ptm
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Table II. Effect of GaN growth rate on 0002 diffraction ptak breadths

Thickness (lam) Growth rate (0002) (0002)
(urn/hour) transverse scan longitudinal scan

16 30 923" 28"

10 30 1023: 44"

14 93 562" 36"

110 42 782" 20"

110 83 682" 16"

125 125 635" 16"

this behavior to the sampling of the strained interface by the CuKct x-rays due to relatively deep

90% absorption depth in GaN.

4. Angular dependence of the transverse scan intensity

A useful method for observing the effects of structural defects is to characterize the
dependence of the diffracted intensity on the deviation q from the exact Bragg condition. In the
kinematic approximation it is well known that the strain fields associated with specific defects give
rise to diffiuse scattering with a q dependence that is characteristic of a particular defect. For
instance, point defect clusters are known to produce scattering with a q2 dependence for small
values of q (Huang scattering) which increases to q-4 at large values of q (Stokes-Wilson
scattering). Transitions between different regimes have been detected in GaAs [61 and InP [7] by
observing the slope of the dependence of the diffuse intensity on q on a log-log plot.

Figure 4 illustrates the dependence of log I versus log q for the 22 jAm GaN layer described
earlier in Table I. The Figure shows that far from the main Bragg peak the slope of the diffuse
scattered intensity reaches a limiting value of about -5.4. A similar analysis of the samples with
layer thicknesses of 125 pm and 250 jam revealed limiting slopes of -6.5 and -7.8, respectively.
Thus the log I versus log q dependence extracted from the transverse (0002) scans shows a
systematic increase in slope with increasing sample thickness.

DISCUSSION 4

3
The rocking curve data from samples of different
thicknesses show that an intermediate film 2 2

thickness (125 utm in this case) yields an optimum
level of structural perfection as determined from 1

the (0002) transverse scans. A decrease in
dislocation density and rotational misorientation is 0

well known in other epitaxial systems [8] and is -1
likely to be occurring in GaN/sapphire. The 0 1 2

reason for the observed increase in the FWHM log q

from the layer with the greatest thickness is Figure 4. Log I versus log q dependence
currently not known. Both intrinsic factors such for 22 urm GaN with limiting slope of-5.4.
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as an increase in strain due to thermal expansion mismatch and extrinsic ones such as a
degradation of film quality during HVPE growth may be the origin of this behavior.

It is very clear from the x-ray data that the structural perfection of the HVPE-grown GaN
increases with increasing growth rate. The fact that this behavior is especially pronounced for the
thinner layers suggests the possibility of competition between the kinetics of defect nucleation and
propagation versus the kinetics of growth. Further studies of the initial phases of defect
generation during the HVPE growth of GaN are clearly warranted.

In all case we observed that the breadth of the longitudinal scans parallel to [0002] were far
narrower than the perpendicular transverse scans. Broadening parallel to [0002] would arise from
variations in lattice parameter within the layer, particularly from the presence of non-uniform
strains. In layers that are thin enough so that appreciable diffraction can occur from regions in
close proximity to the (presumably strained) heterointerface, broadening of the longitudinal scans
is expected and was indeed observed. In the thicker layers this strain broadening is negligible, and
essentially all of the broadening of the diffraction profile can be attributed to a rotational mosaic
structure about the [0002] such as that observed in GaN grown by MOCVD [3]. We note that
the mosaic structure cannot be due to rotations about axes orthogonal to the [0002], since this
would generate scattering off the Bragg peak that would have a q. 2 dependence.

The systematic changes in the limiting slope of the plots of log I versus log q suggests a
monotonic change in the defect structure in the near-surface region of the GaN layer (witching the
kinematic absorption depth) with increasing thickness. While it is not possible to ascribe a
mechanism to this behavior transmission electron microscopy studies are currently in progress to
determine if a simple defect mechanism exists. Modeling of the q-dependence of the scattering
based on the dislocation model of Krivoglaz and Ryaboshapka [9] is currently in progress and will
be reported elsewhere.
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ABSTRACT

The structural quality of GaN films grown by hydride vapor phase epitaxy (HVPE) was
characterized by transmission electron microscopy (TEM), x-ray diffraction (XRD), and atomic
force microscopy (AFM). Films were grown up to 40%Lm on sapphire with either a GaCI
pretreatment prior to growth or on a ZnO buffer layer. Dislocation densities were found to
decrease with increasing film thickness. This is attributed to the mixed nature of the defects
present in the film which enabled dislocation annihilation. The thickest film had a defect density
of 5x 107 dislocations/cm 2.

INTRODUCTION

Defect densities in GaN blue LED devices are as high as 1010 dislocations/cm 2 and appear
not to introduce nonradiative recombination centers as with other rH-V semiconductor systems.
However the lifetimes of these devices may depend on the defects as shown with other III- V
devices [1]. Achieving lower defect densities in the GaN material system has been difficult since
substrates that are both lattice and chemically matched, and have the same symmetry as GaN are
not available. It would also be desirable for the substrate to cleave in order to obtain facets for
edge emitting lasers. Bulk GaN single crystals have been difficult to grow wider than a few
millimeters [2]. Currently, sapphire is the most common substrate with a 16% lattice mismatch
and thermal expansion difference 1.4 times greater than GaN. Silicon carbide substrates are also
used which have a 3.5% lattice mismatch and a thermal expansion difference that is 2.0 times
smaller than GaN [3].

In this paper we report the structural properties of thick GaN films grown on sapphire by
hydride vapor phase epitaxy (HVPE) which is capable of growing films at a rate of several tens of
microns/hour. Room temperature mobilities up to 768cm2/Vs have been obtained for films with a
ZnO buffer layer [4]. These films could then be used as substrates for nitride devices.
Homoepitaxial growth of GaN by metal organic chemical vapor deposition (MOCVD) and a
A1GaN/GaN/AlGaN double heterostructure (DH) grown by electron-cyclotron-resonance
molecular beam epitaxy (ECR-MBE) were made on 15gm thick GaN films.

EXPERIMENT

The details of the HVPE process have been published previously [5]. GaN films were
grown to thicknesses ranging from 10 - 40 gm on sapphire at temperatures between 1050 -
1100°C. The sapphire surface either had a GaC1 pretreatment at 1050°C or was grown on a
sputter deposited ZnO buffer layer. Growth of the GaN/AIGaN DH by ECR-MBE was initiated at
700 - 750 'C without a low temperature buffer layer as discussed elsewhere [6]. Homoepitaxial
layers of GaN were grown by MOCVD directly at high temperature without the need of a low
temperature buffer layer.
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Plane view (PVTEM) and cross sectional TEM (XTEM) samples were prepared by flat
polishing to < 10 gtm and Ar ion milling to electron transparency with a liquid nitrogen cold
stage. Samples were studied in a JEOL 300 kV microscope equipped with energy dispersive x-
ray analysis (EDX). X-ray diffraction (XRD) measurements were made both normal to the film
surface along the (0001) direction and along the (1-102) direction. Atomic force microscopy was
carried out in a Park instrument with a Si tip.

RESULTS AND DISCUSSION

Figure 1 is the XRD spectra of the (002) and (112) reflections for a 15gm thick GaN
films grown on sapphire with a GaCl pretreatment. The width of the (002) reflection is
associated with mixed and screw dislocations whereas broadening of the (112) reflection is
associated with edge dislocations as described by Heying et al. [7]. It can be seen that the full
widths half maximum (FWHM) is 11 minutes for the (112) peak and 4.5 minutes for the (002)
reflection. These results are similar to GaN films grown on a ZnO buffer layer.
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Figure 1. XRD spectra of a 15gim GaN film on sapphire with a GaCl pretreatment.

Figure 2 shows the interface of the 15gm GaN film grown with the GaC1 pretreatment. A
200nm layer with a high density of dislocations is observed at the GaN/ sapphire interface. Above
this layer, there is a sharp transition into a region with a much lower defect density. The defects
visible in this image are either edge <11-20> or mixed <11-23> perfect dislocations. It can be
seen that the presence of these mixed defects enables dislocation annihilation as indicated by A, B,
C in the micrograph. The interface defect layer was found to contain mostly stacking faults
associated with 1/3 [10-10] Shockley partial dislocations and <2-203> and <0001> Frank partial
dislocations. Reactions of these partial dislocations with each other and with perfect dislocations
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can explain the drastic reductions of the defects above the interfacial layer and with film thickness.
The possible dislocation reactions are discussed by Ospiyan and Smirnova [8].

nm

Figure 2 - TEM cross section of a 151jm GaN film on sapphire
with a GaCI pretreatment. The image is taken near the
[10-10] zone with diffraction vector g = [1-210].

Figure 3 is a PVTEM micrograph for the same film as in Fig. 2. The defects at the surface

are both mixed and edge dislocations with a density of 3 x 108 dislocations/cm2 . This
colresponds to the AFM image shown in Fig. 4. The defects present in the AFM image are
associated with steps which would occur if the dislocations are mixed and therefore contain a
screw component. The density of defects is 3 x 108 /cm2 which agrees with the PVTEM, Both
the PVTEM and the AFM show that the dislocations tend to cluster and form cell boundaries.

0.5 Ptm

Figure 3 - Plane view TEM of a 15pm film on sapphire with a GaCI pretreatment. The image is
taken near the [0001 ] zone with diffraction vector g = [1-210].
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0.3nm

Figure 4 - AFM micrograph of a 5gm x 5gtm area of the surface of a 15gm GaN film on
sapphire with a GaC1 pretreatment. The dark spots are defects associated with 0.3nm
steps on the surface.

The dislocation density of GaN films grown with a ZnO buffer layer was measured as a
function of film thickness. Figure 5 is a PVTEM of a 40Rm film showing the dislocations
present at the top surface of the film. The defect density was found to be 5x10 7 dislocations/cm2

and formed cells in a similar way to films grown with a GaCL pretreatment (Fig. 3). The defect
density was lower by a factor of ten compared to a 15gm film also grown on a ZnO buffer layer.

The HVPE films were used as substrates for MBE and MOCVD growth. Figure 6a is a
XTEM image of a 2gm GaN film grown by MOCVD on a 15gm HVPE film. The interface
could not be detected between the two layers. Figure 6b is an AlGaN/GaN DH showing that the
dislocations of a 15gm HVPE layer penetrate through the MBE layer. However in some regions
of the GaN active layer, basal and prism faults were generated from the dislocation loops in the
HVPE layer. Laser emission has been reported with well defined cavity modes from this sample
[5].

CONCLUSIONS

The defect structure of filns grown by HVPE show a mixture of mostly edge and mixed
dislocations. Dislocation annihilation was able to occur near the interface due to a defect layer
that forms during the high temperature growth. The dislocation density decreased by almost a
factor of ten when the film thickness was increased from 15 to 40gm. Both MOCVD and MBE
growth of GaN was demonstrated on the HVPE thick layers.
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Figure 5 - Plane View TEM of a 40im film on sapphire with a ZnO buffer layer. The image
is taken near the [0001] zone with diffraction vector g = [1-210].

Figure 6a - Cross sectional TEM of a 2 prm GaN layer grown by MOCVD on 15 pm GaN film
grown by HVPE. The image is taken near the [10-10] zone with diffraction vector g = [1-212].

0.5 plm

Figure 6b -TEM crossection of an AIGaN/GaN DH grown by MBE on a 15pin HVPE flm. The image is
taken near the [1-210] zone with diffraction vector g = [10-10].
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SILICON CARBIDE CVD APPROACHES INDUSTRIAL NEEDS
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ABSTRACT

In this paper an overview is given on the current state of epitaxial growth of SiC with special
regard to our work at SIEMENS CRD. Problems concerning impurity incorporation and ways to
achieve background doping levels as low as 1014 cm"3 are discussed as well as the influence of
high speed wafer rotation on the gas flow in our reactor and related effects on uniformity in
thickness and doping. Precise control of the C/Si ratio in the gas phase, which is easily achieved
in the described reactor, and the use of reduced pressure lead to a good control of dopant incor-
poration over more than 3 orders of magnitude while maintaining smooth surface morphology
even at growth rates higher than 5 iVm/h. Doping variations < ±8 % across 30 mm wafers can
routinely be obtained. The quality of the epilayers is proven by electrical breakdown fields as, 6, 15 -32
high as 2* 10 6 V/cm at NA-ND=5* 10 cm and an electron mobility greater than 700 cm /Vs at
300 K (4H-SiC).

Finally it is demonstrated that the gas composition at the end of the epitaxial growth process is
an important step in order to get oxygen resistant surface properties for subsequent device proc-
essing.

INTRODUCTION

Silicon carbide is a material of increasing importance not only for optical applications (blue
LED's) but also for high power, high frequency and high temperature electronics. The develop-
ment of substrates with low defect density and diameters up to 2" within the last few years offers
the prospect for the realization of a wide variety of demonstrator devices. But to gain commercial
interest for such devices it is necessary to obtain a reasonable yield of operable devices in con-
junction with a small spread of their properties. In the field of power electronics these demands
are especially harsh, because these devices must be able to handle 1000 V or more in reverse
mode and at least several Amps in forward direction. This leads to necessary active device areas

2in the order of mm . Besides the substrate defect density the quality and homogeneity of the epi-
taxial layer is the dominating issue for fulfilling this economical demands.

In the last ten years significant progress can be observed in the understanding and technical
realization of the SiC-VPE process. One very important milestone was the introduction of the
step controlled epitaxial growth technique by Matsunami et al. [1,2] in 1986. This was the key to
grow epilayers of the same polytype as the substrate by using slightly off oriented surfaces.
Nevertheless, the reproducibility of dopant incorporation in the growing layers was a problem
until Rottner [3] showed the importance of excess carbon coming from uncoated graphite sur-
faces and Larkin reported the influence of the carbon to silicon ratio in the source gas on the
incorporation of both acceptors and donors in SiC [4,5] two years ago.

But even with all this new knowledge there is an ongoing competition between different epi-
taxial setups in reaching a point which can be called production suited and no final decision can
be made up to now, which one will be the most successful. In principal these setups can be
classified as follows:

Type 1: Cold wall horizontal atmospheric pressure CVD[6,7,8]; type 2: Hot wall horizontal
atmospheric pressure CVD[9,10]; type 3: Cold wall vertical low pressure CVD[l 1,12]. All these
reactors described in the literature up to now are single wafer machines.

A lot of different groups all over the world have gathered experience with the type 1 reactor
design and excellent results have been achieved, but there is one major drawback for this
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configuration: the not satisfying homogeneity in doping and thickness of the layer along the main
flow direction. Furthermore it is very difficult to avoid gas recirculation in the reactor, preventing
the use of this reactor type without a fully SiC-coated susceptor. This usually causes a very thick
unintentional deposition of SiC on the back of the wafer. Similar arguments hold for the hot wall
configuration as well, but the SiC deposition on the backside is less, due to the very small tem-
perature gradients perpendicular to the wafer surface. By using this reactor type the highest
breakdown voltage value (4500 V, [13]) and minority carrier lifetime (2 gs) has been reported up
to today, which makes this reactor concept very promising for the future, if the doping homoge-
neity can be improved and the reactor concept can be transferred to multi-wafer processing.

Hydrogen - Fig. 1: Sketch of the principal design of
Silane Nitrogen the CVD reactor chamber:

Propane (1) double-walled water cooled
reactor chamber

2 (2) gas diffuser
(3) SiC-wafer
(4) substrate holder

1 (5) rf pancake coil
laminar gas flow (6) bell-jar-like graphite susceptor

S•f6

-o ----- to pump

In a different approach, the type 3 reactor which is in use at the authors location is based on a
long tradition of VPE reactors in the III-V epilayer growth. A high speed rotation of the substrate
holder and a reduction of pressure are employed to adjust a stationary flow without recirculation.
With this method good homogeneity and reproducibility together with low background doping
should be achievable even without SiC coating of all graphite parts. The following chapters will
introduce this type of a SiC-CVD reactor in detail and give an overview of the results attained in
the last two years.

EXPERIMENTAL

CVD-system

The CVD-system was built by EMCORE Corp. (New Jersey) following their experience with
III-V epi-equipment. A palladium cell is used to provide high purity hydrogen to the process and
a loadlock equipped with a turbo pump is attached to the process chamber for fast batch process-
ing. A pressure control system with a big roughing pump allows accurate pressure adjustment in
the growth chamber, even at high flow rates. The process control and data acquisition for all rele-
vant parameters is computer based, a precondition of good reproducibility. The special needs of
SiC-CVD, e. g. very high temperature capability, are taken into account for the construction of
the growth chamber which is displayed schematically in fig. 1. The reactor allows processing of
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single wafers with diameters up to 2 ¼/4". The rf-heated bell-jar-like susceptor and the substrate
holder (aid for transferring the wafer from the loadlock into the reactor) are made of high purity
graphite. A SiC-coating of the susceptor was not used in order to avoid the above mentioned
unintentional SiC-deposition on the back of the wafer during growth. This is not only an advan-
tage for the setup of vertical devices but also allows an easy determination of the thickness of the
epilayers by measuring the weight difference before and after growth. The pancake-like rf-coil is
stationary and the susceptor is mounted on a rotary ferrofluidic feedthrough sealing both against
the coil and the outer reactor wall. Rotation speeds up to 1500 rpm are possible with this setup at
a leakage rate < 10-7 mbar*l/s. A hydrogen/argon mixture can be used as carrier gas as well. A
two color pyrometer is used for temperature control. The point of measurement is on the wafer
surface, because the surrounding graphite surfaces change their optical properties by being
coated during the run. However, the absolute reliability of the temperature readings is still a
problem. It seems that big differences in the doping concentration of the wafer can influence the
temperature measurement.

As a dopant source only nitrogen is used, a hydrogen dilution stage is employed to allow an
accurate control of the nitrogen flow in the reaction chamber over nearly three orders of magni-
tude.

4H-SiC-wafers with a diameter of 30 mm purchased from Cree Res. Inc. (Durham NC) were
used as substrates for most of our growth experiments. These wafers are oriented in the (0001)-
direction (Si-face) with an off-angle of 3.5 and 8 degrees towards (11 2 0). Measurements of the
lateral temperature distribution with the pyrometer showed that AT is less than 10 K across a
30 mm-wafer.

Typical ranges of the most important parameters for our CVD-growth runs are given in table I.

Table 1: Typical growth conditions.

silane flow propane flow C/Si temperature rotation hydrogen growth chamber
2% diluted in H2 5% diluted in H2 ratio speed shroud flow pressure

500-950 sccm 75-325 sccm 0.5 -2 1400-15500 C 800 rpm 15-30 slm 50-300 torr

The reliability of a system is a very important industrial issue. With our epi equipment we
have made 650 growth runs with an average duration of about 4-5 hours within a time frame of
2¼ years. The average maintenance time in that period including the periodical exchange of the
graphite parts was less than 20 % of the process time.

Characterization of the epitaxial layers

The surface quality of the epitaxial layers was examined by means of optical and electron mi-
croscopy and with electron diffraction (LEED) together with x-ray photoelectron spectroscopy
(XPS) [14]. Secondary ion mass spectroscopy (SIMS) is used to evaluate the thickness homoge-
neity of the layers.

For the CV-measurement we use metal contacts patterned by means of photolithography and
etching, to get a precise contact area at hand for calculating the doping concentration, a signifi-
cant advantage over the widely used Hg-probers. As Schottky contact material we employ Ti or
Ni vapor deposited on the as grown surface. Thus we obtain barrier heights of about 1.1 or
1.6 eV, respectively. In order to determine the lateral and vertical doping distribution, we have
installed an automatic wafer mapping system for current-voltage and capacitance-voltage meas-
urements. Typically, we apply an at least 10 by 10 matrix of contacts.

The breakdown behavior of the layers was measured with the same contacts. Without edge
termination, the electrical field at the edge of these contacts is more than two times higher than
the field below an infinite contact, which can be derived from an electrostatic analysis. To verify
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this, we have tested pn-structures and Schottky diodes with edge termination as well and can
therefore estimate values for the real breakdown field of the epitaxial layers.

Flow visualization:

The gas flow in our reactor configuration can only be stabilized with the help of high speed
rotation of the wafer carrier. The adjustment of stable flow conditions is a very important feature
for the growth of high quality epitaxial layers. In our reactor configuration we can use the obser-
vation of the silane decomposition front for evaluating the actual flow conditions and to estimate
whether there is recirculation in the chamber or not. Fig. 2 shows this silane decomposition front
for two different flow states in comparison to the numerically determined elemental silicon
concentration (simulation work was done at the Institute for Fluid Mechanics at the Univ. of
Erlangen, for further details see [15,16]). From the analogy of the pictures 2b,c and from the fact,
that the foggy shape in fig. 2a,b is only visible if silane is flowing into the chamber, we conclude
that this visible feature is due to light scattering at very small Si droplets formed at a certain
temperature range in the process atmosphere.

a: 30 slm, 250 torr, 250 rpm b: 30 slm, 200 torr, 750 rpm c: 30 slm, 100 torr, 750 rpm
Fig. 2: Silane decomposition front (see text, wafer temperature = 1450'C)

a) View inside the reactor chamber through a viewport, the bright plate in the lower half of the
picture is the top of the wafer carrier, the gray shape above the carrier is caused by silicon
droplet formation due to silane decomposition. The flow is time dependent and not symmetrical

b) Similar to a), but under stable flow conditions.
c) Si concentration field derived from numerical process simulation [16] above the wafer carrier

(homogenous bright area on the lower part of the picture). The Si concentration scales with the
brightness. The flow is stable.

RESULTS

Flow dynamics

With the method described above, we are able to determine a critical value of the rotation
speed for a given set of parameters like total gas flow, pressure and temperature. This critical
value marks the onset of time dependent flow patterns, usually accompanied by significant recir-
culation in the system. This can be explained with the in situ recorded pictures shown in
fig. 2a,b. In fig. 2b a sharp and nearly plane silane decomposition front parallel to the hot sus-
ceptor is visible, which is typical for stable flow conditions. Conversely, fig. 2a reveals a flow
situation, where the rotational symmetry is broken and heavy recirculation occurs. With the help
of these observations it is possible to optimize the gas flow regime in the reaction chamber. The
observed flow configurations can be reproduced by numerical simulations of the heat and mass
transport in our reactor configuration. Due to the fact that the numerical model is strictly rota-
tionally symmetric, we can not precisely calculate flow configurations as shown in fig. 2a, but
deduce the onset of recirculation at rotation speeds below the critical value. A further reduction
of the rotation then leads to a divergence of the numerical solutions, indicating - in practice -
time dependent flow. A comparison between calculated non-recirculating and recirculating flow
conditions is given in fig. 3 by displaying both stream functions and isotherms. Evidently, no flat
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isotherms can be achieved in the recirculating state. Further a significant transport of contamina-
tions, released by the hot graphite parts to the wafer surface, has to be expected. For further de-
tails of the numerical modeling of our CVD process including reaction kinetics see [15,16].

50rm750rpm-im 5
15tr 00tr 250torr 100 to

Fig. 3: Results of the numerical process simulation, the black object is the susceptor with the wafer
carrier (compare fig. 1), the left part of each picture shows recirculating conditions.
Parameters: flow: 30 slm, wafer temperature 1450oC, wall temperature 300*C.

a) Velocity vectors, the gray scale value of the background scales with the stream function [16]
b) temperature field; light gray: high temperature

Growth Behavior

Fig. 4 shows SIMS depth profiles at different radial positions on a 1" wafer with 4 alternately
N-doped and undoped epilayers. A total thickness of 1.92 pim was determined by the weight
increase of the sample, whereas the SIMS profile reveals a thickness of 1.72 to 1.80 pim. This
indicates that on one hand the weight method really is a reasonable tool for a fast determination
of layer thickness and that, on the other hand, the thickness inhomogeneity over a 1" wafer is less
than 5 %. The comparatively big differences in the absolute N-concentrations of the different
profiles is due to the varying nitrogen background of the SIMS-equipment, which is in the order
of 1017 cm-3

.

Growth rate is one of the most important features for an industrial VPE process, because it
directly influences the process and accumulated production costs of potential devices. Therefore
it is one of the aims of our work, to maximize the growth rates.

At a temperature of 1500 'C growth rates up to 6 jm/h can be achieved on 3.5' off oriented
4H surfaces without any 3C inclusions and degradation of the surface morphology. Under the
optical microscope the surface of such a layer looks featureless apart from well known amphi-
theater like disturbances [17] originated by micropipes or dislocations in the substrate. Using
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electron microscopy (SEM), we can recognize two different types of steps on these surfaces
(fig. 5): large steps with a typical height of 20-30 nm, which can effectively be suppressed by
increasing the C/Si ratio in the source gas, and much smaller steps (2-5 nm), which seem to be
nearly independent on variations of growth conditions. No steps are visible on 8' off oriented
surfaces even at growth rates of 6 ltm/h.

2E18 Varying both growth rate and
171 cter s------ C/Si-ratio we found a stability dia-

0.51E1 gram for our process as displayed in
8E17 ---- edge fig. 6 for a reactor pressure of 50 torr.

8 6E17 Increasing the process pressure leads
to a narrowing of the region with4E17 E Ep 3 Epi 2 Epij; good surface quality on the silicon

mdp~op Nde unio, :excess side of the diagram, i.e. silicon
2E17 :.80 droplet formation is enhanced by the

7 ---- increasing pressure.
1E17 : - At growth rates exceeding 6 am/h
8E16 deposition time 30 rries - we frequently observe triangular de-
6E16 E fects on the epitaxial surfaces, which

0.0 '.. 5 1.0 1.5 20 25 can be identified by photolumines-
dstance from sLrfae (.rn) cence at 4K and by the oxidation be-

Fig. 4: Nitrogen depth profiles revealed with SIMS on differ- havior to be of the 3C polytype. No
ent positions on a SiC-wafer with a sequence of differences could be found in the
doped and undoped epilayers electrical behavior (breakdown field,

see above; conductivity) of the layers grown at different growth rates and C/Si-ratios. PL spectra
are similar in the near band region and do not show any additional lines pointing to defects
generated by the high growth rates.

~1P

Fig. 5 SEM pictures of epitaxial grown SiC surfaces
a) Macrosteps (height 20-30 nm) in the vicinity of a micropipe, which causes a depression (so

called amphitheater, [17]).
b) Small steps (2-5 nm) typical for C/Si > 1 and 3.5 degree off orientation.
c) No steps are visible on 8 degree off oriented surfaces.

First growth experiments with 8' off oriented wafers indicate that in accordance to the predic-
tions made by Kimoto [18], significantly higher growth rates can be achieved without running
into problems with the surface morphology and heterogeneous nucleation of 3C.

258



Background impurities and nitrogen incorporation

In contradiction to many other groups we do not use SiC-coated parts to place our wafer on.
This is possible due to the high gas flow velocity generated by the high speed rotation in our
system, which counteracts the impurity diffusion from the surrounding parts. Nevertheless, the
main impurity in our system, dominating the electrically active background in our layers, is
boron (determined by Hall and admittance measurements). A typical distribution of the back-
ground acceptor level for a layer grown with C/Si=I is shown in fig. 7. In the central region of
the wafer the background doping is in the order of 2-4* 1014 cm 3 . The bowl-like distribution indi-
cates that especially at the wafer edge the diffusion of the boron impurity (released by the dis-
solution of carbon in the process atmosphere) against the main flow direction still is not negli-
gible. A further reduction of these background impurities would be possible by silicon excess in
the source gases, but we do not make use of this for our standard processing in order to avoid
increased macrostep formation as described above.

5 . .- Inx C
- 1, 2 3 4 6 6 7 -9

,,~~da I3 Or , 5.

4 . .--- ,- -- ---, - ' .-- '----19- 25
SFE 13 - 1.9

W&Q0-13
2- - 10- 07J. i ° "4lket ' -''_

Sslighty r-.1 ,T
1 " ,, i

0C2 04 608 1 2 406 0 6
Cs-rate 2D

Fig. 6: Dependence of surface quality from Fig. 7: Mapping of the background NA-ND (cm-3) at a
C/Si-ratio and growth rate. C/Si-ratio of 1. The dominating impurity is boron.

Similar to the boron background the nitro-
gen dopant incorporation is strongly influ-
enced by the C/Si ratio as shown in fig. 8.
Between C/Si=2 and C/Si=0.5 (all growth
parameters constant, only propane flow var-

1E16 0
oOo .oo.q O- -O- ied; see figure caption) the average net donor

A-A A concentration is increased by one order of
-- ,, -A-- magnitude. Interestingly, the lateral doping

distribution along the linescan across the
-U=o.5 wafer has nearly the same shape for all 4

0c- _si=I.o samples: There is a minimum in the center and
IE1s -A- C/5i=i.5 the total variation between minimum and

-5- C/si=20 maximum value is about 20 % for this series

0 5 10 '15 2 ' 3) of growth runs.This indicates that this typical lateral pro-
Posiflion on VXffff (mm), linescan file is not due to a shift of the C/Si ratio in the

Fig. 8: Dependence of the net donor concentration gas phase passing over the wafer (specific for
on the carbon to silicon ratio in the source most of the horizontal reactors). In this special
gas (N2-flow = 2.5 sccm, chamber
pressure = 300 torr, silane flow constant, case, we measure a temperature linescan
propane varied) across the wafer which has essentially the

same shape, exhibiting a total AT of about 15
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K for these runs. A readjustment of our rf-coil reduces this value to 7 K and leads to an increased
doping homogeneity (A(ND-NA)-~12 %) as displayed in fig. 9.

The dependence of the nitrogen incorporation on the nitrogen flow was found to be linear
from 0.1 seem to 100 sccm (= available flow range for our nitrogen dilution configuration, see
fig. 10). With the help of the site competition effect, we can gain another order of magnitude,
leading to a total controllable n-doping range from about 6-8* 10 4 cm-3 to 1-2* 108 cm3 with a
single dopant source. The lower limit is caused by the background impurity concentration (comp.
fig. 7).

In the vertical direction the doping concentration is constant within margins of ± 2 % even in
the 1015 cm-3 range, which is about the error of the CV-measurement. This is made possible by
an accurate and time stable automatic control of all relevant process parameters.

1r row N2 partial pressure (bar)

1 10-6 1O-3 104 10-3

Im153 6.3 10187.

343 '- 2. '

S•:::! ~~,!i:: 3 - 43 z

14 1016"

0.1 1 10 100

N2-flow (sccm)

Fig. 9: 2-dimensional map of the lateral distribution Fig. 10:Dependence between nitrogen
of the net donor concentration (cm ) of a 4H flow into the reactor and net donor
epitaxial layer (determined by CV) cone. (the error bars are due to

variations on the wafer, comp. fig.
8,9)

The reproducibility of the doping value from one run to the other is excellent, as long as the
wafer thickness and doping are not varying too much: For a series of ten consecutive runs, which
can typically be carried out with one set of graphite parts, the average doping value in the layers
can be kept constant in margins of ± 10%. After replacement of the graphite parts usually 1 or 2
calibration runs are necessary to readjust the desired doping value within these boundaries.

Surface constitution after the epitaxial growth

The way of terminating the VPE growth process can be of high importance for subsequent
processing steps. Therefore we have investigated how the surface structure and composition is
influenced by the gas composition during the cooling procedure following the epitaxial growth.
A detailed description of these experiments can be found in [14]. The most important r',sults are
summarized in table II. A hydrogen atmosphere produces a very stochiometric surface, which
exhibits the typical bright and sharp hexagonal LEED pattern of a undisturbed a-SiC surface (see
fig. 1 la), whereas a small silane partial pressure (5-10% of the flow during growth) leads to a
nearly amorphous surface with very weak diffraction patterns. In both cases the surface spontane-
ously forms a natural oxide at room temperature (about 1-2 nm within a few hours). If the cool-
down process is carried out in vacuum or inert gas (e. g. Ar), a completely different surface
shows up (fig. 1 lb). The LEED pattern now consists of two simultaneously visible hexagons
rotated by 30 degrees against each other. One hexagon is similar to the diffraction pattern of the
typical t-SiC surface (periodicity in real space 0.3 nm), while the other hexagon, having a larger
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unit cell in the reciprocal space, exhibits a real space lattice constant of 0.25 nm, which is very
similar to the lattice constant of graphite (0.246 nm). The photoelectron spectrum of this surface
shows an additional line at a binding energy of 284.3 eV, which is characteristic for sp 2-bonded
graphite species. As a whole, we can conclude from the surface analysis [14] of this sample that
the silicon evaporation at the high temperatures in the beginning of the cooling process leads to a
carbon enriched surface, which reconstructs itself in a well ordered manner. The thickness of the
graphite layer was found to be about 0.8 nm.

The technical importance of this behavior becomes obvious after a closer look to table II and
fig. 11: In contradiction to all other samples, the carbon rich surface shows nearly no spontane-
ous oxidation, even after a exposure to air for several days. This in situ surface passivation can be
of high importance especially for the formation of ohmic and rectifying contacts on this surface,
where an oxide interfacial layer usually leads to a degradation of the contact properties. Further-
more it has to be expected that silicon or carbon excess at the surface controls the formation of
metal carbides or silicides for metals which can form both.

Fig. 11:0 Is XP-spectra and
LEED patterns (inserts)
of epitaxial surfaces

d • cooled in different gas
* atmospheres (see text

-, and table II)
: a) hydrogen
_ b) argon

540 535 530 525 540 535 530 525
Binding Energy [eV] Binding Energy [eV]

a b
Table II: Dependence of the surface properties of epitaxial layers from the atmosphere (p=300 torr)

during the cooling process from growth temperature (1500 'C) to room temperature.

Cooling after epitaxial growth done in:

Preparation Wafer as H2 atmosphere H2/silane Ar atmosphere
technique delivered (Cree) atmosphere
Surface nearly nearly Si-rich, nearly well ordered
composition stochiometric stochiometric amorphous graphite top layer

0.8 nm (sp ),
Natural oxide natural oxide 2 nm natural oxide I nm natural oxide nearly no oxide even
formation after few hours 1 nm after few after some days of

hours exposure to air

Electrical behavior

The final test for the epitaxial layer is the performance of a device with this layer as an active
region. From the analysis of the series resistance of Schottky diodes in the On State we can estimate
the electron mobility (11 c-axis, i.e. direction of current flow) in our epitaxial layers to be at least
700 cm 2Vs (ND-NA=5-10* 10'1 cm ), even at growth rates of 5-6 pmn/h. The properties in the reverse
direction are given in table III and fig. 12. Both Schottky and pn-diodes have an edge termination to
avoid an enhancement of the electrical field at the edge of the devices and are measured in
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FlourinerP oil. Breakdown fields of more than 2 MV/cm can reproducibly be achieved in pn-
diodes [19] which is close to the theoretical limit of SiC.

The yield of diodes exhibiting this high breakdown field depends primarily on the size of the active
area and on the wafer quality, i. e. micropipe density. For wafers with a very low micropipe density
(20-50 cm2) a yield of about 50 % was attained for devices having an active area of 0.75 mm2.

Table III: Reverse characteristics of different edge terminated rectifying structures.

pn-diode Schottky-diode

structure top p+-layer implanted barrier height - 1.1 eV

net donor cone. 5*10" cm3 8* 10 1" cm 3

epi-thickness 13 ptm 10 urm
breakdown voltage 1800 V > 1200 V

electrical field 2.1 MV/cm at breakdown 1.9 MV/cm at 1200 V

leakage current at 1100 V < 10-7 A/cif 2  - 10-' A/cm2

-10"2 Fig. 12: Typical blocking characteristic of

ISc ottky low doped epi-layers (see text and
, 10-i3 • -ix10O4 table III). Reverse current meas-

urement done with a Keithley
SMU 237 (voltage limit 1 IOOV)

-2xlO -in Fluorinert'P oil. The insert
.-2D• 10U (V) shows the breakdown behavior

(taken from a Sony curve tracer
370A, limit 2000V).

_10-, Schottky-diode
__-pn-diode

_10-7

- '0 _________________,__

-1200 -1000 -800 -600 -400 -200
reverse voltag (V)

CONCLUSIONS

Making use of a type of epitaxial equipment that is more similar to typical III-V epi machines
than to the widely used horizontal SiC reactors, within less than 2 years we have developed a
stable and reliable process which satisfies many demands for an industrial SiC-VPE-process.
These are especially high growth rates (> 5 km/h) while maintaining quality, accurate and repro-
ducible process control, excellent homogeneity of all relevant properties and reasonable electrical
characteristics and yields for a first upcoming commercial SiC device generation.

Nevertheless to make SiC-VPE really cost effective and therefore production suited it is espe-
cially necessary, to scale up our process to a multi wafer system and/or to use larger wafers (e. g.
4"). Due to the complicated heat transfer and flow dynamics problems we will try to solve this
task with the help of a numerical process simulation to get a fast optimization of the reactor
design and the process parameters.

To enlarge the field of SiC applications to real high power devices in the future, a further sig-
nificant reduction of the background impurity concentration and an increase in growth rate is
necessary. For example a 130 gm thick epilayer with a homogenous net donor concentration of
5-6* 101 cm/3 (non punch through design) and a minority carrier lifetime of about 4-5 gs is
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needed to build a 10 kV device in SiC. The question for the right method to fulfill this harsh
demands is not yet answered. The results recently presented by Kordina et al. [20] with the so
called HTCVD-process are a remarkable step towards this direction, and it is our objective now,
to show that these goals can be met with our technical approach in the next years.
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KINETICS APPROACH TO THE GROWTH OF CUBIC BORON NITRIDE

C. A. TAYLOR HI and ROY CLARKE
Randall Laboratory of Physics, University of Michigan, Ann Arbor, MI 48109-1120

ABSTRACT

We have deposited cubic BN films on silicon (100) using a novel ion-assisted RF-sputtering
process. Our efforts over the past several years have enabled us to significantly reduce the ion-
energy needed to form the cubic phase, with values now substantially less than 100 eV. Through
a better understanding of the growth process we have been able to make improvements in film
crystallinity and orientation, with an associated reduction of the high film stress which has severely
limited film thickness in the past. The combination of low-energy nitrogen ions and high
temperature growth has enabled us to deposit cubic BN films as thick as 1.9 gim. A nucleation
study, performed using scanning force microscopy, shows that the cubic BN is nucleating as
triangular crystallites, indicative of (111) growth. More specifically, the cubic BN appears to be
nucleating on the edges of perpendicularly oriented hexagonal planes such that the cubic BN [ 111]
is normal to the hexagonal BN [0002] (c-axis). The results suggest a pathway to "compliant"
oriented growth on a variety of substrates.

INTRODUCTION

Significant advances have been made in the growth of cubic BN films as the result of the
renewed interest in HI-V nitride materials for optical and electronic devices. In the past, forming
the metastable cubic phase of BN was a challenge in itself which was met with only limited
success. Early films were typically characterized as nanocrystalline materials containing mostly
sp2-bonded phases with only a small fraction of the sp 3-bonded cubic phase.

Today, through the sustained research efforts of several groups, many of the difficulties in
forming the cubic phase have been overcome and it is now possible to deposit BN films which are
almost entirely cubic. That is not to say that significant problems do not remain; the films, which
are generally grown on Si substrates, are polycrystalline with many defects. This may be expected
due to the substantial lattice-mismatch to silicon (-40%), the effects of energetic ions which are
needed to form the cubic phase (typically 100's of eV), and the relatively low growth temperatures
achievable with conventional substrates. Despite these difficulties, significant improvements
continue to be made, notably through increased growth temperature and a reduction in ion-
energy[ 1-3], with some research progressing toward alternative substrate materials[4].

In this paper we report advances that we have made in the growth of cubic BN films utilizing a
high flux of low-energy nitrogen ions combined with high temperature growth. In particular, we
have been able to significantly reduce the ion-energy needed to form the cubic phase, with values
now substantially less than 100 eV. Through a better understanding of the growth process we
have made improvements in film crystallinity and orientation, with an associated reduction of the
high film stress which has severely limited film thickness in the past. Furthermore, recent
scanning force microscopy results indicate that highly oriented cubic BN films may be possible on
silicon substrates.

EXPERIMENTAL DETAILS

BN films were deposited on silicon (100) substrates in an ultrahigh-vacuum-compatible
deposition system by a process described previously[1]. To review, RF-magnetron sputtering of a
hexagonal BN target is performed in an Ar/N2 atmosphere at a total chamber pressure of 1 mTorr.
The substrate, which is resistively heated, is immersed in a nitrogen plasma produced by an Astex
compact ECR source. The ion flux, measured at the sample with a commercially available Faraday
probe, can be varied to a maximum of approximately 1.2 mA/cm2 . Nitrogen ion-energy is
precisely controlled by biasing the substrate with respect to ground. Under fixed conditions of
nitrogen ion-flux and RF-magnetron power, the growth of cubic BN can be optimized within a
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narrow range of ion-energy (substrate-bias). At substrate temperatures of 1100-1200'C and
optimized growth parameters, the cubic BN growth rate is approximately 4.5 A/minute.

Fourier transform infrared (FTIR) absorptance spectroscopy was performed at near-normal
incidence and the sample spectra were corrected using a clean silicon wafer as background.
Growth parameters were optimized by maximizing the sp3-bonding percentage (fraction of cubic
BN) in the films as determined by IR-spectroscopy. The percentage was determined using a
method which has become common in BN related literature[4-8]. We have also probed the surface
morphology of the films using a Digital Instruments NanoScope III scanning force microscope
(SFM) under ambient (in air) conditions. The microscope was operated in "tapping" mode which
is a contact-SFM method where a very sharp stylus, mounted on the tip of a cantilever, is in
constant contact with the surface of the sample. The scan rate was 4 lines/second and only the
standard planefit (surface-leveling) correction was applied to the data. All images were checked
for rotational and scaling variability to insure that the observed features were not simply images of
the cantilever geometry.

RESULTS AND DISCUSSION

Figure 1 shows the sp3-bonding percentage as a function of substrate bias voltage for two
series of BN films grown under a high flux of nitrogen ions, 0.65 mA/cm2 and 1.1 mA/cm 2 ,
respectively. In each case, formation of the cubic BN phase is achieved in a narrow (-30 eV)
"window" of ion-energy and optimization occurs in an even narrower range - only several eV in
width. The window of experimental conditions where cubic BN forms is affected mainly by the
ratio of ion-current to deposition flux[5,6,8]. The low-energy windows we observe are
considerably narrower than those reported for growth at several hundreds of eV. The narrowing
of the window with increased nitrogen-ion/boron flux ratio is most likely related to the resputtering
process since the sputtering rate of the film can quickly exceed the deposition rate as the ion-flux is
increased.

1 0 0 .... .. . . . . ..... . .i "1 0 0 .. . . . . .. . . . .. . . . .. . .

S8 0 -- .... --------- . ..... i. .... ... . ..... -- . ......... 8 0 = ......

. 4 6 0 .......... ............. 4 0 ......... ----- ............ ;...... .....

-100 -110 -120 -130 -35 -45 -55 -65 -75

Substrate Bias (V) Substrate Bias (V)

Figure 1. Percent of sp3-bonding (cubic BN) calculated from the FTIR
absorptance spectra of two series of BN films grown with different nitrogen ion
currents. The solid line is a polynomial fit to the data. In each case, formation of
the cubic phase is achieved in a narrow (-30 eV) window of ion-energy and
optimization occurs in an even narrower range - only several eV in width.
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Electron diffraction and high resolution imaging have revealed that the well crystallized BN
films grow with a layered morphology; a thin amorphous layer (-50A) at the substrate interface,
followed by a region of hexagonal/turbostratic BN oriented with the (0002) planes perpendicular to
the substrate, upon which a polycrystalline cubic BN layer forms. This has been well documented
for BN films grown by ion-assisted processes on silicon[9-1 1] as well as other[4,12] substrates.
An example of the film morphology can be seen in the high resolution cross-sectional TEM
micrograph shown in Figure 2. The film is near the initial nucleation stage of the cubic BN layer
and shows a cubic crystallite, - 500 A in length, on top of perpendicularly oriented hexagonal
planes. The amorphous and hexagonal layer thicknesses are - 50 and 300 A, respectively.

Figure 2. High resolution cross-sectional TEM micrograph of a BN film near the
initial nucleation stage of the cubic BN layer. The micrograph depicts the layered
film morphology; an amorphous layer (~50 A) at the substrate interface, followed
by a region of hexagon al/turbostratic BN oriented with the (0002) planes
perpendicular to the substrate, upon which a polycrystalline cubic BN layer forms.
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Although the interface between the hexagonal and cubic layers is quite rough, once a
continuous layer of cubic BN is formed, further deposition leads to essentially single phase cubic
material. This is supported by the IR absorptance spectra shown in Figure 3. The sp2-bonding
features associated with the amorphous and hexagonal interface layers remain of similar intensity,
while the sp3-bonding feature of the cubic BN TO phonon increases with film thickness. This
demonstrates that for well crystallized films, the cubic BN fraction (or sp3-bonding percentage) is
simply a function of film thickness.
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Figure 3. Infrared absorptance spectra from a series of cubic BN films of different
thickness. The cubic TO phonon absorptance at 1078 cm-1 increases with film
thickness while the hexagonal BN features, near 770 cm- 1 and 1380 cm-1, are of
similar intensity in each film. This supports TEM diffraction data from thick cubic
BN films which indicate that once the cubic BN layer is formed, continued growth
results in nearly single phase cubic material.

The frequency of the zone center TO phonon mode of cubic BN has been shown to be a
sensitive measure of internal strain[13,14]. As shown in Figure 3, the cubic TO phonon
frequency is observed at 1078 cm-1 in this series of films (deposited at 1 100°C). This is a large
shift from either the 1065 cm-1 value measured by infrared reflectivity[15] or the 1056 cm-1 value
measured by Raman spectroscopy[16] in bulk cubic BN crystallites. Compressive film stress,
either inferred by IR spectroscopy or measured directly from substrate curvature, has been
frequently reported in cubic BN films[3,11,17,18]. The stress results from the buildup of
unannealed defects generated from the ion-assisted process. Many research groups report that the
stress limits film thickness, causing delamination at thicknesses greater than several thousand
angstroms[9,1 1].

We have investigated film growth at temperatures ranging from 800-1200'C on silicon
substrates and find that compressive film stress can be greatly reduced by growth at high
temperature. Figure 4 shows the temperature dependent position of the cubic BN zone center TO
phonon as measured by IR absorptance. The infrared spectra show, within experimental error, a
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linear dependence of peak position with temperature in the measurement range. The solid line in
the figure is a least squares fit to the data which has been extrapolated (dashed line) to the bulk TO
frequency (1065 cm-1) as measured by infrared reflectivity. We suspect that a large portion of the
stress may be relieved through the substrate since the growth temperatures (and extrapolated data)
are approaching the melting temperature, Tm, of silicon (1420 °C). The principal conclusion is that
high growth temperatures are needed to provide the necessary mobility to anneal defects generated
during growth. A general rule established from theoretical studies of epitaxy is that growth
temperatures need to be -5/8 Tm (of the deposited material) to achieve reasonable mobility and
grain growth[19].
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Figure 4. Growth temperature dependence of the cubic BN zone center TO phonon
frequency measured by infrared absorptance. The line is a linear fit to the data
using the equation wVo = 1122.1 - 0.0417T.

Although 1200'C is quite low for cubic BN deposition by the 5/8 Tm standard (Tm>29730 C),
we have seen significant improvements in film quality at these temperatures. Films deposited at
substrate temperatures between 1100 and 1200'C exhibit increased grain size[20] and show no
signs of delamination, even at thicknesses up to 1.9 gm. Furthermore, recent scanning force
microscopy (SFM) data (discussed in the following paragraph) indicates that a reduction of ion-
energy coupled with high-temperature growth may lead to highly oriented cubic BN. Shown in
Figure 5 are the IR absorptance spectra from a series of very thin BN films. The weak cubic TO
phonon features, which are substantially shifted from the bulk phonon frequency, demonstrate that
the films are near the initial nucleation and growth stage of the cubic BN layer. We have recently
shown that the large shift in the IR-active cubic BN TO phonon mode, observed during initial
nucleation, is based on finite size effects resulting from island nucleation[21]. Specifically, at the
initial nucleation stage, the long wavelength infrared radiation polarizes the small separated cubic
BN crystallites, leading to a long range depolarization field. The effect of this field is seen as a
shift in the TO phonon frequency. As islands coalesce to form a continuous layer, the long range
field parallel to the substrate surface rapidly vanishes and the TO mode returns to an equilibrium
value. This is an effect well documented in IR spectra of small crystallites[22].
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Figure 5. Infrared absorptance spectra from a series of thin BN films. The weak
cubic BN TO phonon feature indicates that the films are near the initial nucleation
stage of the cubic BN layer. The films are identified by total growth time which
includes the growth time for the amorphous and hexagonal BN layers.

SFM images from this same series of films are shown in Figure 6. The scan area in each
image is 2x2 gim and the total z-height is 1000 A. Image (a) shows the first cubic BN islands
nucleating on the film surface. The islands are clearly triangular, indicative of (111) cubic growth.
A slightly thicker film, panel (b), shows that further nucleation occurs and the average grain size
grows to approximately 700 A. The film grown for 135 minutes, panel (c), is relatively smooth
and continues to show triangular crystallites with an average grain size similar to the previous
panel. The film grown for 150 minutes, panel (d), shows crystallites of similar size and shape but
appears more randomly oriented compared with the thinner films. These results are significant for
understanding the mechanism involved in the hexagonal to cubic transition, a subject of current
interest in the BN community[10,23-26]. Although by no means a conclusive measure of
crystallographic orientation, the images suggest that the cubic BN initially nucleates in an ordered
[111] growth direction on the edges of the (0002) planes of the hexagonal BN layer. More
specifically, the cubic BN [ 111] is normal to the hexagonal BN [0002] (c-axis).

The crystallographic orientation suggested by our SFM data differs from that recently reported
by Reinke et al.[24] and Medlin et al.[25] for BN films grown at low temperature (500'C). In
both studies, high resolution TEM micrographs show small regions where a cubic BN crystallite is
aligned with the 11111 fringes parallel to the underlying hexagonal BN (0002) fringes. The
authors point out that the relative spacings of the hexagonal BN (0002) (3.33 A) and cubic BN
(111) (2.09 A) planes approach a 3:2 ratio such that every third cubic BN (111) plane could be
closely matched (within 6%) with every alternate hexagonal BN (0002) plane, forming a
semicoherent interface. The edges of the highly oriented initial hexagonal BN layer may then serve
as preferential nucleation sites for growth of oriented cubic BN. Medlin et al. have also
suggested[23,26] a direct route to cubic BN formation via a rhombohedral intermediate phase. In
this case, transformation to the cubic phase occurs by a diffusionless pathway, whereby stress
leads to the compression of (0003) rhombohedral planes into the (111) cubic BN planes. They
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Figure 6. Scanning force microscopy images of a series of thin BN films near theinitial nucleation stages of the cubic BN layer. The triangular crystallites, which areindicative of (111) arowth, are seen in panels (a) and (b) to first grow in size toapproximately 700 A . The grains then coalesce, panel (c), to form a smoothcontinuous layer. Thicker films, panel (d), show further nucleation and a more
random orientation as growth continues.

have observed[26] rhombohedrally configured domains in BN films but note that further work isneeded to determine the predominance of this stacking over the hexagonal arrangement.We note that another diffusionless pathway exists, via a wurtzitic intermediate, which leads toan epitaxial relationship between the edges of hexagonal BN (0002) basal planes and cubic BN.This mechanism, shown in Figure 7, was first proposed by Wheeler and Lewis[27] for thehexagonal to cubic transition of carbon and leads to (111) cubic planes normal to the (0002)hexagonal basal planes, as suggested by our SFM results. The wurtzitic-cubic structuralrelationship has actually been observed in bulk BN samples[28]. Although such a transformationhas not been directly observed in BN films, the underlying mechanism provides yet anotherplausible pathway for the hexagonal to cubic transition. We are currently performing transmissionelectron microscopy on our samples to provide a more detailed and conclusive study of thecrystallographic orientation suggested by the SFM images.
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Figure 7. Hexagonal to cubic transformation mechanism first proposed by Wheeler
and Lewis[27]. This transformation mechanism provides an epitaxial relationship,
via a wurtzitic intermediate, between the edges of hexagonal (0002) basal planes
and cubic BN, such that the cubic (111) planes are normal to the hexagonal (0002)
planes.

CONCLUSIONS

We have developed a novel ion-assisted RF-sputtering deposition process for the growth of
cubic BN films. Our efforts over the past several years have enabled us to significantly reduce the
ion-energy needed to form the cubic phase, now substantially less than 100 eV. Through
continual process development we have seen improvements in film crystallinity and orientation,
with an associated reduction of the high film stress which has severely limited film thickness in the
past. The combination of low-energy nitrogen ions and high temperature growth has enabled us to
deposit cubic BN films as thick as 1.9 Im. Recent scanning force microscopy images indicate that
the cubic BN is nucleating as triangular crystallites, indicative of (111) growth. More specifically,
the cubic crystallites appear to be nucleating on the edges of the hexagonal planes such that the
cubic BN [111] is normal to the hexagonal BN [0002] (c-axis). This indication of oriented cubic
BN growth on silicon substrates not only helps define the mechanism for the hexagonal to cubic
transition but also gives promise for the technological development of this material.

Work supported by ONR Grants N00014-91-J-1398 and N00014-94-J-0763
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THE IMPACT OF PREGROWTH CONDITIONS AND SUBSTRATE POLYTYPE ON
SIC EPITAXIAL LAYER MORPHOLOGY

A.A. BURK, JR., L.B. ROWLAND, G. AUGUSTINE, H.M. HOBGOOD, AND R.H. HOPKINS
Northrop Grumman Science & Technology Center, 1310 Beulah Rd., Pittsburgh PA USA 15235

ABSTRACT

4H and 6H-SiC epitaxial layers exhibit characteristic morphological defects caused by
process and substrate interferences with the a-axis directed step-flow growth. 4H-SiC is shown
to typically exhibit worse morphology than 6H-SiC for a given off-axis orientation. SiC
epitaxial layer defects are significantly reduced by the optimization of growth conditions and
substrate surface preparation. The remaining highly variable defects are shown to emanate from
the substrate surface with densities of > 1000 cm2.

INTRODUCTION

Vapor phase epitaxial (VPE) growth is currently the most practical means of SiC active
layer formation. While prototype SiC VPE devices have already demonstrated performance
exceeding that of Si and GaAs based devices [1,2], SiC materials technology including active
layer formation is still immature. In particular, SiC epitaxial layers still exhibit relatively large
numbers of morphological defects in comparison with the more mature semiconductors. In this
study, epitaxial layer morphology was significantly improved by identifying and minimizing in
situ pregrowth and substrate related sources of morphological defects.

EXPERIMENT

The epitaxial growths and pretreatments conducted in this study were performed in a
horizontal, inductively heated, water-cooled, quartz-walled SiC VPE reactor. The hydrogen
carrier gas was purified by diffusion through a Pd-cell membrane. The susceptor temperature
was measured with a pyrometer by way of a sapphire light pipe placed in the growth chamber
approximately 2 cm from the inductively heated SiC-coated susceptor. Temperature
measurements were calibrated by observing the indicated melting point of silicon samples. The
substrates used consisted of commercially obtained physical vapor transport (PVT) grown off-
axis (3.50 towards the <1210> a-axis direction) 6H and 4H SiC Si(0001) and 80-off4H SiC [3].
Substrates and epitaxial layers were measured by optical interference contrast and replica
transmission electron microscopy(TEM).

RESULTS

Table I contains a summary of the condition of SiC surfaces after exposure to a variety
of pregrowth treatments. Si-droplets were observed to develop on SiC surfaces when exposed
to hydrogen at temperatures above the melting point of silicon (1410 °C). These droplets,
which interfere with specular epitaxial growth, were effectively inhibited by the presence of
propane or HC1 overpressures prior to growth. These results are presented in greater detail
elsewhere [4]. Despite this significant reduction of droplets afforded by optimization of
pregrowth conditions varying numbers of morphological defects were still observed in
subsequent epitaxial growths.
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Silicon-
SExperimental Condition d Explanation
No. formed?
1) 30 min. @ 1450-~15200C under Yes on 1) SiC + H2 > Si(e)+hydrocarbons

1 atm H2 on 4H, 6H, a- and vicinal all types 2) Si(() accumulates on surface
c-axis PVT SiC and 6H Lely SiC.

2) 30 min. @ 1450-~1520°C under ND 1) SiC is stable under Ar and
1 1 atm Ar 2)vapor pressure of Si>>C

3) 30 min. @1450-~15200C under No SiC + H2 -- Si(t) + hydrocarbons
1 atm H2 and 140 ppm C3H8 (C3H8 inhibits H2 etching of SiC)

4) 30 min. @1450-~15200C under No 1) C + H2 -* hydrocarbons
1 atm H2 with exposed carbon 2) hydrocarbons inhibit SiC etching

5) 30 min. @1450--1520 0C under No, but 1) SiC + H2 -4 Si(e)+hydrocarbons
1 atm H2 and 3 % HCI etch pits 2) Si(f) + HCI-- chlorosilane gas

6) 30 min. @ 1450--15200C under edges Si(f) evaporation rate increased by
0.1 atm H2 only reduced diffusion layer

Table I. Causes of silicon-droplet formation in SiC epitaxy.

The following experiment was performed to determine the cause and spatial location of
the remaining morphological defects in the SiC epitaxial layers. Samples of 4H and 6H-SiC
were subjected to an in situ etch and growth nucleation procedure that effectively minimized Si-
droplets and etch pits (based on the above pregrowth investigation) but then the growth was
suddenly halted within a few seconds. Photomicrographs of the resulting surfaces were
obtained. They still revealed a few barely visible submicron-sized Si-droplets, impressions
where Si-droplets had rested and then evaporated, micropores and other unresolvable "point
defects". Before this treatment (not shown) only the pores and some very faint polishing
scratches had been discernible. Subsequently the samples were placed back into the growth
chamber followed by another identical in situ etch and growth nucleation. This time however,
the growth was allowed to continue to a thickness of 1 gim, after which the growth was ended
with propane overpressure during cool-down to suppress end-growth Si-droplet formation.
Photomicrographs of the resulting epitaxial layer were taken and compared to those taken of the
same location after the first nucleation.

On the 1 gim thick 4H-SiC sample shown in Figure 1 all the features identified after the
first nucleation resulted in morphological defects in the epitaxial layer. While most were
amphitheater-shaped shallow depressions, some were larger and deeper tetrahedral shaped pits.
There was a rough correlation between tetrahedral pits and the sites that had Si-droplets evident
after the first nucleation step (as opposed to those that only had impressions of Si-droplets). In
addition, large micropores were observed to initiate tetrahedral pit formation. The dominant
source of tetrahedral pits, however, were residual substrate polishing scratches. It is noteworthy
that many of the scratches are decorated with numerous tetrahedral pits while others have none.
This distribution is consistent with that observed for Si droplets on polishing scratches.
Identical experiments performed on 6H-SiC substrates resulted in only the small amphitheater
type defect even though the residual polishing scratches appeared to be comparable.
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Fig. 1 Interference contrast photomicrographs of a 4H-SiC sample, a) before and b) after
epitaxial growth. Every morphological defect in the epitaxial layer can be attributed to a
substrate surface imperfection revealed by a previous growth nucleation.

An important result of the above nucleation experiments is that as the first and second
etching and nucleation procedures were identical, the lack of a second population of
morphological defects in the final epitaxial layer indicates that the substrate was the source for
each of the morphological defects in the epitaxial layer. Conversely, this shows that the etching
and epitaxial layer nucleation procedure used has effectively eliminated etch pits and Si-droplets
generated spontaneously by the VPE process.

While the morphology of 4H epitaxial layers was typically observed to be inferior to that
of 6H (particularly on 5 mm square samples), equivalent results were observed on a small
percentage of as received whole 4H-SiC wafers. Obvious polishing scratches were observable
by interference contrast microscopy on some 4H substrates that yielded highly defective
epitaxial layers, while others that showed no prior evidence of significant residual polishing
problems also resulted in poor morphology. Closer inspection of one such substrate by replica
TEM however revealed a field of very fine polishing scratches (Figure 2). Another substrate
(not shown) which resulted in excellent morphology exhibited no discernible polishing
scratches by this method. This anecdotal evidence suggests that residual polishing damage is the
source of many of the morphological defects in 4H SiC epitaxial layers but does not explain the
marked polytype dependence.

Having optimized the pregrowth conditions and thereby obtained specular epitaxial
layers, we have begun using a microscope and image analysis software to automatically count
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0.5 Rm

Fig. 2 Replica-TEM photomicrograph of a 4H-SiC substrate before epitaxial growth.

morphological defects. In this way we can determine more quantitatively the impact of
substrate preparation (and other conditions) upon epitaxial layer morphology. To obtain a rough
figure of merit we multiply the average defect densities and areas to obtain a percentage defect
area. Figure 3 contains a compilation of results for one hundred 4H-SiC epitaxial wafers
having approximately 5 ptm thick layers (except as noted). The data are highly scattered as
indicated by the large single standard deviation error bars; however, certain trends are apparent.
Improved epitaxial layer morphology is obtained by repolishing incoming substrates, optimizing
Si/C ratio, and increasing wafer off-orientation. These enhancements are all consistent with
increasing ideality of the operative step-flow epitaxial growth mechanism.

DISCUSSION

With these observations we can better understand the often irreproducible SiC epitaxial
layer morphologies reported by numerous researchers using diverse substrates, growth
conditions, and reactor constructions. For example our observations of dramatic improvement in
3.50 off-oriented 4H and 6H-SiC epitaxial layer morphology with judicious application of C3H18
and HC1 overpressures prior to growth can be understood in terms of their impact on SiC etch
rates, faceting, and Si-droplet formation [4]. Recently, Powell et al. have reported similar
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Fig. 3 Effective defect area of a series of -5 gm thick 4H-SiC epitaxial layers as a function of
polishing, orientation, and input Si/C ratio.

improvements by extending the HCl etch up to growth initiation to avoid Si-droplet formation
[5]. Hallin et al. has shown that increasing the growth temperature reduced the density of
triangular morphological defects [6]. Carter et al. demonstrated that increasing the off-
orientation of 4H-SiC substrates from 3.50 to 80 had a similar effect [7]. Also recently, Kimoto
indicated that the average terrace widths are larger on 4H-SiC than 6H-SiC surfaces given the
same off-axis orientation [8]. This is a likely reason for the large polytype morphology
difference. In fact, all of the layer morphology improvements are consistent with an increased
ideality for step-flow epitaxial growth.

The two-dimensional step-flow growth model of Frank and van der Merwe is well
known in crystal growth. It was first applied to SiC by Kuroda et al. [9]. Our proposed
mechanism for morphological defect formation is that the normal step-flow epitaxial growth is
interrupted by crystal imperfections such as micropores, polishing scratches, and in situ deposits
or damage such as Si-droplets or etch pits. In the case of the shallow features the step-flow
growth "wraps around" the crystal imperfection, thereby minimizing its impact. In the case of
the larger tetrahedral pit, an exposed basal plane (0001) facet generated early in the growth or
during etching, propagates by growing principally along its down-step a-axis edge with
relatively little three-dimensional growth of the bottom facet. The lateral extent of the
tetrahedral pit is consistent with step flow growth; i.e., the projected length in the down-step a-
axis direction is approximately equal to the epitaxial layer thickness divided by the tangent of
the off-axis tilt angle.
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CONCLUSIONS

This work has shown that the large variability in epitaxial layer morphology that
continues to be reported, can be explained in part by the variation of the SiC coverage of both
initially SiC coated and uncoated graphite susceptors with use, and the large impact that this has
on the SiC etch rate, faceting, and Si-droplet formation prior to growth. Even when Si-droplets
and etch pits are avoided and growth temperature and substrate off-orientations are increased
however SiC epitaxial layers still exhibit highly variable and large densities (-1000 cm-2) of
optically detectable morphological defects. The remaining features have been shown to
originate in the bulk SiC substrate and its surface. While the SiC vapor phase epitaxial growth
process may still be improved so that the decoration of the remaining substrate surface
imperfections is further reduced, it would be preferable that these imperfections be minimized.
Attempts are currently underway to improve SiC epitaxial layer morphology by both means.
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ABSTRACT

(100) and (111) oriented diamond films were grown on similarly oriented single crystal Ni
substrates using a multi-step seeding and growth process. In-situ reflection monitoring revealed
large surface reflectivity changes upon heating of the seeded substrate in H2. The reflectivity
change was attributed to the surface melting and dissolution of the seeding particles. The presence
of atomic hydrogen lowered the eutectic melting point of the Ni-C compound from 1325°C to
about 1100°C. It appeared that the molten Ni-C-H surface layer suppressed graphite formation,
which is normally observed in diamond growth on Ni, and promoted diamond nucleation. The
oriented diamond films were also obtained using non-diamond carbon seeding. Based on
experimental observation, a proposed model is described to explain the nucleation mechanism from
the molten Ni-C-H surface layer.

INTRODUCTION

The growth of highly oriented heteroepitaxial films represents an important step toward the
attainment of large-area, device-quality diamond [1,2,3]. The extremely high surface energy of
diamond and the existence of interfacial strain between diamond films and non-diamond substrates
are believed to be primary obstacles in formation of oriented, two-dimensional diamond nuclei.
Nickel is one of few materials that has a close lattice match with diamond (a=3.52 A for Ni and
a=3.56 A for diamond). However, its high solubility for carbon and its strong catalytic effect on
hydrocarbon decomposition at low pressures have prevented CVD diamond nucleation on the Ni
surface without the deposition of an intermediate graphite layer [4]. On the other hand, it has been
known for decades that Ni is an effective solvent-catalyst metal for diamond crystallization under
high pressure and high temperature(HPHT) conditions [5]. Thus, it is interesting to consider if this
same characteristic can be made useful in a low pressure CVD process. Sato et al. reported that
both (111) and (100) oriented diamond nuclei could be grown on Ni substrates, but the overall
percentage of oriented nuclei was rather low [6]. We have observed that under special conditions
oriented diamond nuclei precipitate from supersaturated Ni-C-H solution [7]. A similar
phenomenon has been observed for the heteroepitaxial growth of diamond on (111) Pt by Kobashi
and Tachibana [8]. Roy also reported on precipitation of diamond particles from different mixtures
of diamond and metal powders [9].

In this paper, we report on a multi-step CVD process that results in nucleation of oriented
diamond on Ni substrates without a graphite interlayer. The following sections describe in detail
experimental conditions, results of analytical characterization, and suggest an explanation of the
observed phenomena.

EXPERIMENT

The experiments were carried out in a hot-filament CVD (HFCVD) system. A schematic
diagram of the system is shown in Fig. 1. The HFCVD chamber was a water-cooled, modified six-
way cross. The substrate holder was made of molybdenum or stainless steel. The substrates were
heated by radiation from the tungsten filament which was kept at a constant temperature between
2300'C to 2400'C. The substrate temperature was controlled by adjusting the distance between the
filament and the substrate, and by water cooling the substrate holder. All cited temperatures were
calibrated against the melting points of Ge and Ni-Cu alloys, and measured with thermocouples
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Fig. 1 Schematic diagram of the hot HFCVD and Laser reflection systems.

contacting the subsurface of the substrates. A laser reflection system was set up to monitor sample
surface reflectivity during the nucleation and growth process.

Both (100) and (111) single crystal Ni were used as substrates. The substrates were polished
using standard metal polishing techniques [10] and subsequently cleaned with acetone and DI
water. A suspension of 0-2 pm diamond powder in acetone was used for seeding. Samples were
simply immersed into suspension and allowed to dry.

As an alternative, non-diamond carbon seeds were also used. They included graphite and
fullerene (C60) powders, and graphite layers obtained by decomposition of hydrocarbons. All
these seeds were effective in producing oriented diamond nuclei.

The nucleation and growth procedure consisted of a three -step process: (1) deoxidization, (2)
high temperature annealing, and (3) diamond deposition. Step 1 involved annealing of the seeded
substrates at a temperature of 900TC in a hydrogen atmosphere for 10-30 minutes to remove
oxides. In step 2, the substrate holder was raised toward hot filament until a substrate temperature
of about I 100'C was reached. In the presence of atomic hydrogen the diamond seeds dissolve
rapidly into the Ni lattice at this high temperature. The high temperature annealing time

Temp.(T°C) T2
T / -1100 T3

step 11 step 2 stepS3

stepi: de-oxidation
step3: nucleation and growth
step2: high temperature annealing to form Ni-C-H surface phases

Fig.2 Schematic diagram of the multi-step nucleation and growth process.
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Table I. Experimental conditions of the multi-step process.

conditions substrate temperature ('C) CH4/H2 flow rate (sccm) duration time pressure (Torr)

step 1 900 0/400 10 - 30 minutes 30

step 2 1100 0/400 10 - 60 minutes 30

step 3 900 2/400 4-20 hours 30

depended on the seeding conditions and the exact surface temperature. It is believed that the
annealing time must be long enough to permit sufficient reaction between the nickel, diamond
seeds, and hydrogen to form a molten Ni-C-H intermediate layer which suppresses graphite
formation and promotes diamond nucleation. In practice, the duration of the anneal was actually
determined by the optical appearance of the seeded substrates. Upon melting, the surface
characteristic changed from dark gray to highly reflective or "shiny". A laser reflection
measurement was used to detect the surface reflectivity changes during the multi-step process, as
shown in Fig.3. In step 3, the substrate temperature was lowered to about 900'C and 0.5% CH4
was admitted with the hydrogen flow, standard conditions for diamond growth. The experimental
conditions of the multi-step process are summarized in Tablel.

Morphology of the diamond films after the growth was observed by scanning electron
microscopy (SEM). Micro-Raman spectroscopy was performed to assess the quality of the
deposit. For this purpose, an argon ion laser beam at a wavelength of 514.5 Pm was focused on
the diamond surface with a spot size of approximately 5 pm. X-ray diffraction and TEM analyses
were carried out to investigate the microstructures and phases involved in the oriented diamond
nucleation and growth on Ni and are presented in detail in another paper [ 1].

step 2

1.0 - stepS

0.8

5°1

S0.2-

0.0- I

0 20 40 60 80 100 120

time (minutes)

Fig.3 Reflected laser intensity obtained during the multi-step process.
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(a) (b)
Fig.4 SEM of (111l) (a) and (100) oriented diamond on Ni (b).

(a) (b)
Fig.5 SEM of the oriented diamond on Ni obtained by (a) graphite seeding and (b) CH4 seeding.
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Fig. 6 A typical Raman spectrum obtained from diamond on Ni.
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RESULT AND DISCUSSION

Fig.3 shows a typical reflected intensity curve obtained during the multi-step process. Initially,
the intensity of reflected light was very low due to scattering by the carbon seeds on the surface. It
increased rapidly as the substrate temperature was raised to about 1 100°C where it reached a
saturated value, indicating the formation of a molten surface layer.

Fig.4 shows scanning electron microscope images of oriented diamond films deposited by
HFCVD on single crystal (111) and (100) Ni, respectively. One can see that the diamond facets
are oriented to each other both axially and azimuthally. SEM micrographs of oriented diamond
films obtained from graphite powder and gas phase CH4 seeding are shown in Fig.5. The
substrate saturated with gaseous carbon species at high temperatures yielded the highest and most
uniform nucleation density of diamond. The nucleation density of diamond on the graphite-seeded
substrate was low, possibly due to the partial gasification of the powders through reaction with
atomic hydrogen, although relatively heavy seeding was employed.

A representative Raman spectrum is shown in Fig.6. The high-quality of the diamond is
confirmed by the present of 1-phonon band at 1332 cm-1 and the absence of graphitic peaks
between 1500 cm- 1 to 1800 cm- 1 . A very small amount of graphite (no amorphous sp 2 C) is
observed on the substrate areas not covered by the diamond nuclei.

(Nclaton Mdel1

(1) Surface seeding with carbon
- powders.

carbon seeds
NN (2) Formation of a molten NixCyHz

nickel substrate surface layer during a high
temperature anneal (1100 0C) in

higemp. 
hydrogen.

NixCyHz (3) Supersaturated NixCyHz
intermediates molten layer (temperature

Z7 • about 920 0C). Diamond
low temnucleation on the molten
low temp. ___________ __ substrate interface.
Nix~~

intermediates (4) Diamond growth.

diamond nuclei
(5) Further growth.

Fig.7 Nucleation model of the seeding and multi-step process.

Based on experimental evidence, the model shown schematically in Fig.7 is proposed to
explain the mechanism of oriented nucleation and growth of diamond on nickel substrates. The
process starts with seeding a single crystal nickel substrate with carbon species. When the seeded
substrate is heated in presence of atomic hydrogen, reactions among nickel, carbon, and hydrogen
occur and eventually lead to the formation of a molten Ni-C-H compound on the substrate surface.
During the subsequent cooling to a substrate temperature of 900-950'C, diamond nucleates from
the molten eutectic compound which is supersaturated with carbon. The diamond nuclei grow with
an epitaxial relationship to the substrate which has a very close lattice match to that of diamond. In
the continuation of the process, epitaxial diamond is grown on the obtained nuclei, using normal
CVD diamond growth conditions, resulting in large area oriented diamond particles. The formation
of a molten Ni-C-H surface layer during the high temperature anneal in atomic hydrogen
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atmosphere is crucial for this process. The presence of atomic hydrogen appears to depress the

eutectic point of Ni-C to below 1 100'C.

CONCLUSION

Oriented diamond films were grown on both (100) and (111) single crystal Ni substrates using
a multi-step method. In-situ laser reflectometry was used to monitor and control the process. A
model was proposed to explain the nucleation mechanism. The key to the process appears to be a
molten surface layer of Ni-C-H. The presence of atomic hydrogen dramatically reduced the melting
temperature of this phase, which facilitated the dissolution of seeded carbon into nickel. Diamond
nuclei form from the supersaturated solution which are oriented with respect to the original nickel
substrate.
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ABSTRACT

We have investigated the nucleation and growth of gallium nitride (GaN) films on silicon
and sapphire substrates using halide vapor phase epitaxy (HVPE). GaN growth was carried out
on bare Si and sapphire surfaces, as well as on MOVPE-grown GaN buffer layers. HVPE
growth on MOVPE GaN/A1N buffer layers results in lower defect densities as determined by
x-ray than growth directly on sapphire. HVPE GaN films grown directly on sapphire exhibit
strong near-edge photoluminescence, a pronounced lack of deep level-based luminescence, and
x-ray FWHM values of 16 arcsec by an x-ray 0-20 scan. The crystallinity of GaN films on
sapphire is dominated by the presence of rotational misorientation domains, as measured by x-
ray (o-scan diffractometry, which tend to decrease with increasing thickness or with the use of a
homoepitaxial MOVPE buffer layer. The effect of increasing film thickness on the defect density
of the epilayer was studied. In contrast, the HVPE growth of nitride films directly on silicon is
complicated by mechanisms involving the formation of silicon nitrides and oxides at the initial
growth front.

INTRODUCTION

Despite recent technological advances in nitride epitaxy, mechanisms controlling the
crystallinity of nitride layers on heteroepitaxial substrates are not well understood. The
application of low temperature buffer layers has been shown to dramatically improve the
crystallinity of epitaxial GaN on sapphire (1,2); however, the current state of technology for
nitride epitaxy still lags well behind that of Si and GaAs. There are several sources of defects in
GaN grown on sapphire. Defects in the material are generated, such as threading dislocations,
due to lattice mismatch at the heterointerface. The threading dislocation density is expected to
decrease with increasing thickness of the film, due to occasional defect annihilation. An
additional significant type of defect is the boundary between rotationally misoriented domains
within the GaN epilayer. The application of a suitable buffer layer acts to decrease the degree of
rotational misorientation in the film (3). The nature and extent of development of the
microstructure, dominated by these defects as the film thickness is increased, has not been
previously investigated in detail. In this work, we utilize two nitride growth techniques,
metalorganic vapor phase epitaxy (MOVPE) growth and halide vapor phase epitaxy (HVPE)
growth, to quantify differences in epitaxial GaN arising from the presence of rotational
misorientation domains and threading dislocations as a function of film thickness and buffer
layer.

From a technological viewpoint, a promising route for the development of GaN substrates
is the heteroepitaxial growth of GaN films by rapid growth techniques, such as halide vapor
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phase epitaxy (HVPE), followed by the in-situ etch removal of the initial substrate to leave a
thick free-standing GaN film. The availability of GaN homoepitaxial substrates would
significantly reduce current problems in heteroepitaxial nucleation and eliminate defects arising
from differences in the coefficient of thermal expansion between the epilayer and the substrate.

EXPERIMENTAL PROCEDURE

The HVPE technique has been discussed widely in the literature (4,5,6,7). Details
concerning our HVPE growth of GaN have been presented elsewhere (8). MOVPE buffer layers
and growth studies were carried out in a horizontal MOVPE system, operated at 76 Torr,
utilizing trimethylaluminum, trimethylgallium, and ammonia as the reactants. Typical gas
velocities were over 30 cm/sec, with cation precursor partial pressures on the order of 0.011 Torr,
and a V/III ratio of 1500. Low temperature AIN buffer layers were utilized for MOVPE growths
of GaN on sapphire, in accordance with the techniques reported by other researchers (1). For
growths of AIN on Si(l 11) substrates, the Si substrates were initially oxidized, with the oxide
removed by HF etch just prior to growth. MOVPE AIN layers were grown on Si(l 11) using
trimethylaluminum and ammonia as the precursors at 1100'C, similar to the method reported by
Watanabe et al (9).

Both 0)-scan (transverse) and 0-20 scan (longitudinal) x-ray diffraction geometries were
used to characterize the GaN films. The x-ray apparatus was equipped with a four-reflection
monochrometer and a three-reflection Si analyzer crystal at the detector. In the rn-scan geometry,
the detector was held at a fixed position, and the sample was tilted during the scan. In the 0-20
geometry both the sample and detector were moved, with the detector moving at twice the
angular velocity of the sample.

RESULTS AND DISCUSSION

The growth rate of GaN, based on the apparent activation energy for growth and the
dependence on GaCl partial pressure, previously reported (8), appears to be limited by mass
transport of GaCl to the growth front rather than by surface reactions. The growth thickness
uniformity was ±8% over a 2.5 cm sample, with a smooth specular surface. Attention to surface
cleaning and higher growth rates were found to improve the growth morphology. Higher GaCl
partial pressures may increase the rate of nucleation, leading to a higher density of GaN nuclei on
sapphire, and transition to the 2-D growth mode at a lower thickness. The theoretical
relationship between the heterogeneous nucleation rate and the supersaturation for the general
case is widely discussed in the literature (10).

HVPE GaN layers on sapphire were analyzed using X-ray scans in the rn-rocking
(transverse) and 0-20 rocking geometries (longitudinal). The rn-scan values always exhibit a
much broader FWHM to the peak than the 0-20 scan (i.e., 636 arcsec versus 16 arcsec for a 110
ýum thick HVPE GaN/sapphire sample). Broadening in the cr-scan is due to composite
broadening from both lattice parameter variation and the presence of large angular misorientation
domains (mosaic spread) in the epitaxial film. The 0-20 scan measures broadening primarily due
to variation of the lattice parameter in the material (11). In all samples, regardless of thickness,
angular misorientation domains dominate the GaN microstructure. While this conclusion has
been reported in the growth of MOVPE GaN, our measurements indicate a similar defect
structure in the HVPE-grown materials. The relative magnitude of broadening due to variation
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in the c-axis lattice parameter as compared to the effect of the in-plane angular distribution of
GaN domains is demonstrated in
Figure 1, which illustrates a
reciprocal space map for this 15

material.
Low temperature (7K) 10

photoluminescence studies of thick 5

GaN/sapphire HVPE films
obtained with an excitation laser • 0
power density of 5 W/cm2 possess
a negligible amount of yellow -s
luminescence, and very strong
near-band transitions at 3.48 eV -10

(FWHM value 10.4 meV). This -1_
photoluminescence spectrum has -25 -20 -1i -10 -5 0 5 10 15 20 25

been published elsewhere (8). It is q,f (Mm)"
interesting to note that although Figure 1: Reciprocal space map for 110 jim GaN/sapphire,
other HVPE (and MOVPE) 050 C (mi contour=10 0 2

1 counts,
samples generally demonstrate T

strong yellow luminescence max=l 03. counts, 17 contours)

(12,13,14), the films in this study demonstrate very little luminescence in the 550 nm region.
Thus, the lack of yellow luminescence in these samples is not an inherent feature of the HVPE
growth technique. Moreover, the x-ray FWHM values of the HVPE materials in this study are
not dramatically different from high quality MOVPE GaN, suggesting that the presence of
extended defects (such as low angle grain boundaries) are probably not directly responsible for
the presence of yellow luminescence.

In many epitaxial systems, the density of threading dislocations and rotational
misorientation domains decreases with increasing film thickness (15). X-ray measurements in
the a) scan compared to the 0-20 scan
geometries were completed for a series of
HVPE GaN/sapphire films grown at
different thicknesses. The results of this 2500 Growth . u-scan
analysis are shown in Figure 2. In the 5 temperature A 0-20 scan
(0002) reflection, the x-ray penetration m 2000 1
depth is estimated to be on the order of 20 t f
jim (I/Io=0.1). These thick HVPE layers 1500
are well suited for a study of the change in
defect structure with thickness. The W.1000
dominant change in defect structure in the 500
HVPE GaN/sapphire samples with
thickness is the angular misorientation of 0
the GaN domains. The variation in the c- 0 50 100 150 200 250 300
axis lattice parameter is fairly small and Film Thickness (Vim)
changes little with increasing thickness (0- Figure 2: GaN/sapphire crystallinity as a function of
20 scan), while the FWHM component HVPE GaN thickness (note detector
attributed to the rotational misorientation aperture - 0.3 mm on 0-20 scan)
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decreases from several thousands of arcsec (o scan), at low layer thickness, to 300-500 arcsec for
layer thickness above 100 gm (see Figure 2). This result indicates that for all HVPE
GaN/sapphire samples the dominant defect structure is the presence of rotational misorientation
domains. The contribution to the x-ray peak broadening from these domain or grain boundaries
decreases with increasing film thickness, possibly due to ripening growth in the domain size or
other routes for annihilation of the extended defects within the domain or comprising the domain
boundary.

Based on an analogy to the MOVPE literature, the presence of a suitable buffer layer is
expected to significantly reduce the defect density of HVPE GaN layers. To quantify this effect,
an MOVPE GaN/A1N/sapphire sample was produced for use as an HVPE buffer layer (starting
substrate). The MOVPE buffer layer structure provides a homoepitaxial surface for the initiation
of the HVPE growth, eliminating difficulties with the initial nucleation on the sapphire and
leading directly to a 2D growth mode. Consequently, samples produced using an MOVPE
GaN/A1N/sapphire substrate for the
HVPE growth may result in samples
with a reduced defect density.
Figure 3 illustrates the o-scan HVPECIN/sapphire

curves for HVPE GaN films grown (ll0microns)

on MOVPE GaN/A1N/sapphire

buffer layers, as compared with the
o0-scan curves for HVPE GaN films HVPE GaN (30 rmicmon) on

grown directly on sapphire as well MOVPECaN/AIN/sapp

as the initial MOVPE FWHM 428 arcsec

GaN/A1N/sapphire films. The
HVPE GaN film grown on the /\

MOVPE buffer layer exhibits a MOVPE(3N/AIN/sapphire(3 mic..on.) \

much smaller FWHM than the FWHM 330 arcsec

thicker HVPE film grown without

the buffer layer. The MOVPE -200.0 -1500.0 -100.0 -500.0 0.0 500.0 1000.0 1500.0 2000.0

process, and specifically the
application of a low temperature Figure 3: X-ray wo-scan curves for GaN as a function of
buffer layer, clearly provides a growth technique and buffer layer
mechanism for the reduction in the
rotational spread of growth domains
at a low film thickness (1,2). The HVPE growth on the MOVPE buffer layer has a higher
FWHM and hence higher defect density compared to the MOVPE buffer layer itself Several
possible mechanisms could give rise to this observation. First, due to the large difference in the
thermal expansion coefficient between GaN and sapphire, cracks will appear in both the GaN,
and possibly the sapphire, upon cooling for GaN layers above -20 pm in thickness. Significant
cracking has been observed in such films. As a result, inhomogeneities and misalignments in the
film arising from mechanical cracking can contribute to the measured FWHM of the film.
Additionally, some degradation of the MOVPE buffer surface may be occurring prior to the
initiation of HVPE growth, due to contamination of the sample during transfer from the MOVPE
reactor, or loss of nitrogen from the MOVPE buffer during the HVPE heatup sequence in
ammonia. Optimized pre-growth preparation must be developed to fully utilize these GaN buffer
layers.
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HVPE growths of GaN were also carried out on (11) Si substrates, utilizing a MOVPE
AIN buffer or by growth directly on the Si surface. The threefold symmetry of the (111) Si leads
to the growth of wurtzite GaN (9). Moreover, Si substrates are of interest because a convenient
route exists for removal of the Si substrate in-situ to leave a thick free standing GaN film; e.g.,
sacrificial etch of the backside of the Si using HC1 gas. This approach has the potential advantage
of producing free-standing GaN substrates free from strain and cracks induced by differences in
the heteroepitaxial coefficient of thermal expansion, Initial attempts to deposit GaN directly on
(111) Si resulted in polycrystalline deposition, probably due to either direct nitridization of the
(111) Si surface during the HVPE heatup in nitrogen (16) or due to reaction of chlorides in the
HVPE system with the Si surface, providing volatile silicon chlorides which subsequently react
with ammonia to form silicon nitrides at the epitaxy surface. In fact, the formation of silicon
nitride through such volatile silicon chlorides is supported by the highly favorable free energy of
formation (-130 kJ/mole SiCl4 at 1050'C). Additionally, ammonia can react directly with the
solid Si surface to form silicon nitrides (17). To alleviate the reactivity of the Si substrate in the
HVPE growth environment and provide an improved surface for nucleation, MOVPE AIN buffer
layers were deposited on the Si substrates. A key aspect of the A1N/Si deposition was the growth
temperature. AIN buffer layers deposited at temperatures of less than 1050'C in this study were
not found to be single crystal (also, see ref (9)). However, as observed by other researchers (9),
films deposited at temperatures exceeding 11 00IC led to epitaxial single crystal growth. The
high growth temperature may lead to reduced oxygen contamination of the Si surface through in-
situ reduction of the Si surface by hydrogen prior to the nucleation of the AIN buffer. AIN buffer
layers exceeding a few tenths of microns were found to exhibit cracks with threefold symmetry.
Theoretical calculation of the stress in the A1N/Si film (18) indicate a high tensile stress, on the
order of 108-10' dynes/cm2 in the AIN film, arising from the difference in the coefficient of
thermal expansion between the AIN and Si.

HVPE GaN films deposited on A1N/Si buffers were observed to be smooth and specular
except in areas where the AIN buffer layer was cracked. Near the cracked areas, a rough granular
morphology was present. Auger analyses confirmed the presence of Ga, N, Si, Al, and 0. We
postulate that these granular deposits form as a consequence of attack of the exposed Si by HCI,
leading to silicon nitrides through the following reactions:

x

Si + xHCl - SiClý + - H2~2

SiClý + yNH3 - SiNy + xHCI + 3y2x H

CONCLUSIONS

The film properties for GaN grown by the HVPE technique as a function of substrate and
buffer layer structure have been examined. The defect structure of the films is found to be
dominated by the presence of rotational misorientation domains. Reduction in the defect density
is observed with increasing thickness of the HVPE films, primarily due to reduction in the degree
of rotational misorientation in the films. Thus, some mechanism for domain ripening or other
reduction in the degree of rotational misorientation must be occurring with increasing film
thickness. The homoepitaxial nucleation and growth of the HVPE film on a GaN MOVPE buffer
layer results in decreased angular spread in the rotational misorientation domains as indicated by
the reduced FWHM values in the x-ray o0-scan measurements. The HVPE layers grown on
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MOVPE buffers remain structurally inferior to initial MOVPE GaN/A1N/sapphire layers,

possibly due to additional complication induced by mechanical fracture in the thick HVPE films.
Excellent optical and crystalline characteristics are obtained for the HVPE films on sapphire,

with longitudinal x-ray scans of GaN/sapphire indicating a FWHM of 16 arcseconds for a 110
ýim thick film by 0-20 scan. The 7K photoluminescence for GaN/sapphire shows strong near-

band emission at 3.48 eV with a FWHM value of 10.4 meV. Moreover, no detectable deep level
emission was found in PL measurements at modest pump power densities. For HVPE GaN

growth on (111) Si substrates, a high temperature AIN/Si MOVPE buffer layers were required to

protect the growth surface from silicon nitride formation.
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SEEDING WITH A DIAMOND SUSPENSION FOR GROWTH OF SMOOTH
POLYCRYSTALLINE DIAMOND SURFACES

I. ST. OMER, T. STACY, E. M. CHARLSON AND E. J. CHARLSON
University of Missouri, Department of Electrical Engineering, Columbia, MO 65211

ABSTRACT

A number of techniques have been used to smooth polycrystalline diamond films. Recent

work in substrate seeding with nanocrystalline diamond powder, alone or in a carrier fluid, has

shown that diamond seeding improves nucleation density and reduces diamond surface

roughness. In this work, silicon substrates were seeded using a commercially available water-

based 0.1 micrometer diamond polishing suspension. Growth was achieved using conventional

hot-filament chemical vapor deposition (HFCVD). Films were characterized using optical

microscopy, scanning electron microscopy (SEM), x-ray diffraction (XRD), and surface

profilometry. The resulting diamond films exhibited well-faceted crystals, small grain size and

minimal surface roughness. Additionally, the silicon substrate was chemically etched in order to

permit examination of the backside of the diamond film. Results show that the diamond surface

at the silicon-diamond interface is ultra-smooth. Comparison of the backside of these surfaces

with those prepared using conventional diamond grit abrasion indicates that a significant

improvement in surface quality is achieved using this diamond seeding technique.

INTRODUCTION

Diamond materials hold great promise for application in microelectronics because of their

unique thermal, mechanical, chemical and electronic properties.[1-3] However, progress in this

area has been limited by the difficulties associated with doping, patterning, and reproducible

growth of smooth, uniform diamond films fabricated using chemical vapor deposition (CVD).

Control of nucleation is critical to obtaining the grain size, orientation, surface roughness and

adhesion required for optimal application of CVD diamond. Recent studies indicate substrate

seeding with nanocrystalline diamond powder enhances nucleation density and surface roughness

without any subsequent postdeposition treatment.[4-7] Yang and Aslam reported mean surface

roughness of 30 nm and 124 nm over a 3 im2 area for 1pm thick films seeded using diamond

powder in water and photoresist, respectively. [4] This work demonstrates a seeding technique

which uses a commercially available water-based diamond polishing suspension containing 0.1

gim natural diamond particles. The accessibility and relative low-cost of the diamond suspension
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Figure 1: (a) Seeded silicon substrate (b) Scratched silicon substrate prior to growth.
Magnification is 60x.

make this seeding methodology an attractive alternative to diamond powder. Additionally, as

evidenced by the exposed silicon-diamond interface, this technique does not cause any damage to

the substrate surface.

EXPERIMENT

Boron-doped (100) silicon wafers with resistivities in the range of 14-16 Q) cm were used as

substrates. Prior to seeding, the silicon was chemically cleaned and baked at 80 'C in air to insure

dehydration. A 2:1 solution of the diamond suspension and isopropyl alcohol was applied to the

substrate spinning at approximately 3200 rpm. The seeded samples were then returned to the

dehydration oven to evaporate any remaining fluids. The process was then repeated to achieve

optimum uniformity. For comparison, additional silicon substrates were prepared by abrading the

surface with a 0.25 gim diamond paste. Following abrasion, the samples were rinsed in deionized

(DI) water and allowed to air dry. Figure I contains optical photographs of both seeded and

scratched substrates.

Films were grown on the prepared substrates using the HFCVD method with hydrogen and

methane as the reactant gases. Substrates were mounted on a molybdenum base about 7 mm

beneath treated tungsten filaments. Filaments were heated to approximately 2000 OC as

measured with an optical pyrometer. During the deposition, the substrate temperature was

maintained at approximately 765 °C and the pressure at 28-32 Torr. The flow rates were as

follows: 148.0 sccm of hydrogen and 2.0 sccm of methane.

294



(a)

(b) (d)

Figure 2: (a) Front of film grown on scratched substrate (b) Back of film grown on scratched
substrate (c) Front of film grown on seeded substrate (d) Back of film grown on seeded
substrate. The white bar at the bottom represents a scale of 10 gim for (a) and (c), and 1 gtm for
(c) and (d).

After removal from the growth chamber, the films were then immersed in a saturated solution

of CrO3+H2SO 4 at 200 'C followed by a rinse in boiling H202+HNnOH to remove any

nondiamond surface layer. The silicon substrate was then chemically etched using CP4A (3:HF,

5:HNO3, 3:acetic acid) and a Teflon mask as outlined by Cardinale and Tustison.[8]

RESULTS AND DISCUSSION

Figure 2 contains SEM images of the front and back of the diamond film grown on the seeded

and scratched substrates. Both films exhibit well-faceted triangular crystals consistent with (111)

diamond growth. The front of the seeded sample has a smoother surface and finer grain size.

More significant is the difference in surface roughness observed at the exposed diamond-silicon

interface. Scratch profiles are clearly visible in Figure 2(b) whereas the seeded surface in Figure

2(d) reflects that of the polished silicon substrate.
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The crystal structure of the diamond films was confirmed using XRD. Figure 3 shows the

XRD results for a seeded sample approximately 10 p.m thick. As expected from the SEM images,
(111) is the dominant peak with smaller (220), (311) and (400) peaks also visible. These peaks
correspond to a lattice parameter of 3.566 ± 0.002 A.

An average roughness for each surface was obtained for a 400 p.m profilometer trace on films
of approximately 5 p.m in thickness using a Tencor Instruments Alpha-step 200. Figure 4
contains traces typical of the front and back surfaces of both the seeded and scratched samples.
The average roughness values of 765 A from the front surface, and 325 A from the back surface,
for the seeded sample are comparable with those reported by Yang and Aslam.[4]
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Figure 3: XRD results typical of seeded film approximately 10 pm thick.
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CONCLUSION

A diamond seeding technique for growth of CVD diamond has been successfully

demonstrated using a commercially available 0.1 gim diamond polishing suspension. Using this

methodology, the diamond suspension is thinned with isopropyl alcohol and applied to the

substrate prior to growth. The resulting polycrystalline films have well-faceted crystals, good

adhesion and minimal surface roughness in comparison to those prepared with conventional

diamond abrasion. Additionally, the smooth surface found at the diamond-silicon interface has

potential for improved application in standard semiconductor processing such as

photolithography.
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PROPERTIES OF TETRAHEDRAL AMORPHOUS CARBON DEPOSITED BY A FILTERED
CATHODIC VACUUM ARC

M Chhowalla*, C W Chen, B Kleinsorge, J Robertson, G A J Amaratunga*, W I Milne,
Dept of Engineering, Cambridge University, Cambridge CB2 1 PZ, UK.
* present address, Electronic Engineering Dept, Liverpool University, L69 3BX, UK

ABSTRACT

The properties of a highly sp 3 bonded form of amorphous carbon denoted ta-C
deposited from a filtered cathodic vacuum arc (FCVA) are described as a function of
ion energy and deposition temperature. The sp 3 fraction depends strongly on ion
energy and reaches 85% at an ion energy of 100 eV. Other properties such as
density and band gap vary in a similar fashion, with the optical gap reaching a
maximum of 2.3 eV. These films are very smooth with area roughness of order 1 nm.
The sp 3 fraction falls suddenly to almost zero for deposition above about 2000 C.

INTRODUCTION

Diamond-like carbon (DLC) is of interest for the formation of transparent, hard
films. DLC is a metastable, higher density form of amorphous C (a-C) or hydrogenated
amorphous C (a-C:H) containing a significant fraction of tetrahedrally coordinated sp 3

C-C bonding [1 ]. It is known that a highly sp 3 bonded form of a-C denoted tetrahedral
amorphous carbon, or ta-C is obtained by deposition from a highly ionized beam of
medium energy, from for example a filtered ion beam [2], the laser ablation of
graphite [3] or from a filtered cathodic vacuum arc (FCVA) [4]. The most complete
form of ion filtering is found in mass selected ion beam deposition (MSIB). On the
other hand the FCVA is a lower cost source of ta-C suitable for laboratory or industrial
use. This paper describes the dependence of the properties of ta-C on deposition
conditions, in particular the ion energy and deposition temperature.

EXPERIMENTAL DETAILS

In the FCVA, an arc is struck on a graphite target, forming a highly ionised plasma.
The plasma beam is led around a 901 solenoid magnetic filter which removes neutral
species and particulates. The filter does not provide mass or charge selection. The
plasm beam is then condensed on a substrate of Si or quartz held on a temperature
controlled copper block. The effective ion energy is varied by applying a DC bias to
the substrate, or an RF bias for the quartz substrate.

The sp 2 fraction is found by electron energy loss spectroscopy (EELS), from the C
K edge spectrum [5]. The microscopic density is derived from the valence plasmon
energy, also measured by EELS. The films can possess a high intrinsic compressive
stress, which is derived from the substrate curvature by Stoney's equation. More
details of the methods are given elsewhere [6].

RESULTS AND DISCUSSION

The properties of ta-C deposited at room temperature depend strongly on ion
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energy. Fig. 1 shows that the sp 3 fraction, density and compressive stress each pass
through a maximum as a function of ion energy. The maximum occurs at 60 eV. The
maximum sp' fraction is 85%, which compares well with that found by others [4,5].
The maximum occurs at an ion energy of 100 eV, slightly lower than found by Fallon
[5] by FCVA. A broader maximum is found for ta-C prepared by MSIB by Lifshitz et
al [7]. The reason for their broader maximum is not known, but may be related to
their slower growth rates. The films are also very smooth with an areal roughness of
order 1 nm.
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Fig. 1. sp 3 fraction, plasmon energy and compressive stress versus ion energy.
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These properties are each strongly correlated to sp3 fraction. Fig. 2 shows that the
sp 3 fraction increases monotonically with the plasmon energy, from which is found
an approximately linear variation with the density. This is expected for a random
network whose bonding changes continuously from sp 2 to sp 3 . Fig. 3 shows the
variation of stress with sp3 fraction. Data for other ta-C samples, ta-C:H deposited
from a plasma beam source [8] and for plasma deposited a-C:H [9] are included for
comparison. Overall, the stress is seen to vary linearly with sp 3 fraction. Mechanical
properties such as hardness also correlate with sp3 fraction for ta-C [1].
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Fig. 4. Variation of optical gap and resistivity with ion energy.
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Fig. 4 shows the variation of the resistivity and optical gap (Tauc and Eo4) for
samples deposited on quartz. The resistivity and gap also pass through a maximum
with ion energy, with the Tauc gap reaching a maximum of 2.3 eV.
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Fig. 5 shows the variation of the Tauc gap with sp 2 fraction. The gap is seen to
increase as the sp 2 fraction decreases. Fig. 5 also includes data for ta-C:H [8] and
a-C:H [9-1 1], which is seen to follow a similar trend, but with a slightly higher gap.
This is an important result. It shows that the gap depends basically only on the
amount and configuration of sp 2 sites, not directly on the hydrogen content. The band
gap in a mixed network of sp 2 and sp 3 sites occurs between the 7 and n* states of
sp 2 sites. A simplified bonding model suggested that sp2 sites pair up and may form
planar clusters and proposed that the band gap varied inversely with the size of the
clusters [12]. The original model is now known to have over-estimated the cluster
size. It is now believed that the ion bombardment during deposition limits the cluster
size to 2 -10 sp2 sites, and that the band gap depends on the distortions on the sp2

configurations as well as the size of the cluster [13]. Fig. 5 confirms that the gap
does depend fundamentally on the sp 2 sites, and not directly on the H content.

Fig. 6 shows the variation of the sp 3 fraction, plasmon energy and stress with
deposition temperature T. for an ion energy of 90 eV. The properties are each found
to suddenly decrease when T. exceeds a transition temperature T1 of about 2001C.
Clearly the properties are each strongly correlated. A similar result was found for ta-C
deposited by MSIB, but with slightly lower transition temperature [7,14]. The
transition temperature T1 is found to decrease with increasing ion energy. A similar
transition to sp2 bonding was found for ta-C:H [151. There, a slightly higher value of
T1 was found and it was also found to decrease with ion energy.
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Fig. 7 shows the variation of optical gap and conductivity activation energy. These
properties are found to decline in a more gradual manner, not showing a sharp
transition. The decline starts before T1. It is possible that the remaining sp 2 sites in
ta-C begin to order below the temperature T1 and this causes the decrease in gap.

Ta-C and all forms of diamond-like carbon are a metastable, higher density form
of amorphous C. The deposition mechanism of ta-C is believed to be the subsurface
implantation or 'subplantation' of ions [16,2,14]. Incident ions of sufficient energy
can penetrate the surface atom layer, enter a subsurface interstitial site where they
give rise to a quenched in increase in density and convert the local bonding to sp 3.
The penetration threshold is about 30 eV [16]. Ions of lower energy do not penetrate,
but stick to the outer surface as sp 2 bonded a-C. Ions of higher energy must lose their
excess energy in a collision cascade or a dilute thermal spike of about 10-12 S [17],
during which time the excess density can relax by thermally activated diffusion. This
causes the sp 3 fraction to decline again at higher ion energies. Lifshitz suggests that
this decline is due to greater defect formation at higher ion energies [14].

The changes in properties with deposition temperature can also be explained,

broadly, within the subplantation model. Higher deposition temperatures increase the
rate of relaxation, and a graphitic sp 2 phase suddenly forms, through which
interstitials can diffuse with very low migration energy. The deposition temperature
has such an effect because it is a significant fraction of the spike temperature.
Whereas an idealised thermal spike would start at a single site with a very high

temperature, simulations [17] show that in low Z solids at low ion energies, the ion
cascade is rather diffuse and so the spike starts with a finite size and rather low
temperature of perhaps 40001K for carbon.

MC wishes to acknowledge the financial support of Multi-Arc Inc.
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ABSTRACT

Homoepitaxial diamond films were grown on (001) oriented high pressure, high
temperature type Ib diamond by microwave plasma-assisted chemical vapor deposition to
thicknesses of 27-48 pm. Substrates were polished off-axis 5.5' ±0.5' in the [100] direction prior
to film deposition. Some of the diamond films developed tensile stress sufficiently large to result
in cracking on (111 } cleavage planes, while other films exhibited compressive stress. The strain
and mosaic structure were measured with seven crystal x-ray diffraction. This characterization
tool allowed the separation of misorientation effects from those of lattice parameter variation.
Films exhibited smaller (-88 ppm) and larger (-27 ppm) perpendicular lattice parameters relative
to the HPHT substrates. A cross-sectional approach for probing strain in diamond films with
micro-Raman analysis was used to show stress distributions (-100-300 MPa) through the
thickness of the film.

INTRODUCTION

Although progress has been made in the growth of homoepitaxial diamond films, these
films typically exhibit stress and/or cleavage cracking [1-4]. The development of stress and
defects in these films are at least partly due to the crystallographic structure of the substrates. X-
ray topography has been used to reveal dislocations, stacking faults, twins, and growth sector
boundaries in high pressure-high temperature (HPHT) type lb diamond substrates [5,6].
Compared with other semiconductor substrates (e.g. Si) the dislocation densities may be orders of
magnitude greater in HPHT type lb diamonds. Further, the lattice parameter varies by 10 ppm
due to nitrogen concentration in the different growth sectors [6].

Strain may be relieved by the formation of misfit dislocations in lattice mismatched
systems, and these dislocations typically propagate into the material (substrate or film) with the
lower shear modulus. With diamond's high shear modulus (Gdf• .... =55 3 GPa) [7] it is resistant to
plastic flow and dislocation propagation, thus tensile stress may lead to cleavage cracking.

The purpose of this paper is to report lattice parameter variations in several homoepitaxial
films. Nitrogen concentrations were varied in the feed gas in hopes of modifying the film's lattice
parameter. This was done in an attempt to modify stress in the films. The tensile stress
distribution through the film/substrate interface was also measured with micro-Raman
spectroscopy.

EXPERIMENTAL

Homoepitaxial diamond films were grown by microwave plasma-assisted chemical vapor
deposition (MPCVD) with 1% CH 4 in hydrogen. Film depositions were interrupted
approximately 50% into the total deposition time to check for cleavage cracks with optical
microscopy. The substrate temperature was 980'C ±10°C as measured with an optical pyrometer
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with a -1 mm spot size. Nitrogen (at atomic concentrations of 0 ppm, 950 ppm, or 1800 ppm)
was added to the feed gas. The C(001) HPHT substrates (-3 mm x 3 mm) were polished off-axis
-5.5°+ 0.50 in the [100] direction prior to film deposition. The off-axis angle and orientation
were measured with Laue diffraction.

A Philips HRI x-ray diffractometer was used to perform x-ray analysis on the
homoepitaxial diamond films. The x-ray tube generator was operated at 40 kV and 40 mA and
produced CuKa radiation at a wavelength (k) of 1.54056 A. The radiation was conditioned by a
Bartels [8] 4-crystal monochromator to produce radiation with AO=12 arcsec divergence and
AX/=2.3xl0"5 wavelength spread. The spot size of the x-ray beam at the sample was -0.5 mm x
5 mm. X-ray analysis performed with the 4-crystal monochromator is generally referred to as
high-resolution x-ray diffraction (HRXRD). The x-ray diffractometer had a U-shaped (Bonse-
Hart) [9] analyzer crystal in front of the detector to limit the acceptance angle to ~14arcsec,
which allowed separation of lattice parameter and misorientation contributions to diffraction peak
broadening. The x-ray diffracts off of seven crystals, including the sample, and thus is referred to
as seven crystal x-ray diffraction.

Both omega/2theta ((o/20) and omega (co) rocking curves were recorded. The
terminology reflects the configuration geometry of the sample, detector, and the optical axis of
the x-ray source. During recording of an o)/20 rocking curve (also referred to as an (o/20 scan),
both the detector (20) and the sample rock through the Bragg angle (0), with the detector moving
twice the angular velocity of the sample. During an co scan, only the sample rocks through 0. The
to/20 rocking curve is sensitive to lattice plane spacing [10]. The angular separation of the film
and substrate peaks, Aco, are used to calculate the lattice mismatch through Bragg's law. Strain
calculations were relative to the substrate lattice parameter. The co rocking curve is sensitive to
lattice plane tilt or mosaic structure [ 10,11 ].

Micro-Raman analysis was performed using the 514.5 nm line from an Ar ion laser
operating at a power of 100 mW. The objective lens had a magnification of 80x and the spot size
at the sample was -2 pm. Cross-sectional micro-Raman analysis was performed to separate film
and substrate contributions. A cross-section was prepared by mechanical polishing.

RESULTS

Figure IA shows the (004) (o/20 rocking curve from an as received HPHT substrate. The
full width at half maximum (FWHM) of this diamond standard was 33 arcsec; slightly broader
than the (004) to/20 rocking curve from a (001) silicon wafer (8 arcsec) [not shown]. The
diamond standard rocking curve indicates a Adpoo4/d(oo 4) of -6x1 0.5 (Ad(•o4)/d(o0 4) = range of (004)
lattice plane spacing). This range of lattice parameters is not surprising due to the variation in
nitrogen content for different growth sectors.

Rocking curves from three homoepitaxial films on HPHT substrates are shown in Figures
1B, IC, and 1D. The experimental data and best fit curve intensities are off-set for clarity. The
best fit curve intensity was the summation of two calculated (Gaussian) peak intensities; the peak
positions and FWHM's were determined from these calculated peaks. Figures 1B (#09035) and
IC (#09185) demonstrate films with smaller dpoo4) than the substrate with a peak at higher angles
(to). This is referred to as compressive strain relative to the substrate lattice parameter. In
contrast a film exhibiting larger dpoo4) (tensile) is shown in Figure ID (#08125). This film also
demonstrated { 1111 cleavage cracks. Cracks were observed in this film after 10 hours of growth
(-20 gm). The x-ray diffraction results are summarized in Table 1 along with N2 feed gas
concentration, growth time, film thickness, and the observation of cracks.

The (004) co rocking curves from the HPHT standard and the three homoepitaxial films
are shown in Figure 2. Intensity is shown in logarithmic form to more clearly illustrate the low
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intensity features. The FWHM of the diamond standard was 10 arcsec versus 8 arcsec for silicon.
The cracked film (#08125) exhibits the largest angular spread compared to the other films. The
cracked sectors of the film are most likely tilted relative to each- other, and the angular spread was
-280 arcsec. The other two films, which did not crack, exhibited angular spreads of -86 arcsec
(#09185) and ~106 arcsec (#09035).

A HPHT Diamond B(#0935)
Standard

/ I : 39arcsec I

FWHM=29arcsec 39arc / \

I \ / -" .92arcsec

-200 -100 0 100 200 -200 -100 0 100 200
Omega/2Theta (arcsec) Omegal2Theta (arcsec)

C (#09185) D (#08125)
Ao=28arcsec A(o=12arcsec

' .0

24'•,37arcsec N !/

\ 92arcsec / \\34arcsec
S 87arcsec/

-200 -100 0 100 200 -200 -100 0 100 200

Omega/2Theta (arcsec) Omega/2Theta (arcsec)

Figure 1. Omega/2theta (w/20) rocking curves from a HPHT diamond standard (A) and three
homoepitaxial diamond films (B, C, and D). The actual data (o) and best fit curve (-) are off-set
for clarity. The FWHM, peak separation (Auo), and best fit curve were calculated from the
Gaussian curves (---).

Table 1. Feed gas N2 concentration, film growth time, film thickness, cracking, and perpendicular
lattice mismatch of three homoepitaxial films.

sample N2 (ppm) growth-time thickness cleavage X-ray AdId
(hrs.) (pmn) cracks (ppm)

09035 (B) 0 38 27 no -88
09185 (C) 1800 15.5 36 no -85
08125 (D) 950 25 48 yes +27
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Figure 2. Omega (o)) rocking curves of the HPHT diamond standard and three homoepitaxial
films. The broadening of these curves relative to the standard is associated with misorientation
and/or dislocation arrays; except for the cracked film (#08125) where the majority of the
broadening is most likely associated with relative tilting of the cracked sectors.
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Figure 3. Peak positions (o) and FWHM's ([0) of the diamond Raman mode from a cracked (-)
and non-cracked (---) homoepitaxial diamond film. The shift to higher wavenumbers is indicative
of compressive stress and a shift to lower wavenumbers is indicative of tensile stress. A type Ila
natural diamond had a Raman peak position of 1332.70 cm- and a FWHM of 2.5 cm1 .
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The Raman peak position and FWHM as a function of distance from the film surface for
cracked (#08125) and non-cracked (#09185) homoepitaxial films and are shown in Figure 3. For
comparison, a type Ila natural diamond had a Raman peak position of 1332.70 cm" and a FWHM
of 2.51 cm'e. The cracked film exhibits a decrease in peak position going from the film surface
toward the interface. Around the interface, the peak position increases sharply, then decreases
going into the substrate. The FWaIM also increases around the interface, indicating a larger
distribution of strain or possibly a result of film and substrate contributions to the Raman peak.
The non-cracked film exhibits only a slight increase in the peak position and a decrease in the
FWHM, relative to the substrate.

DISCUSSION

It is unclear why the film grown with 950 ppm N2 developed tensile stresses and cracked,
while the films grown with 0 ppm and 1800 ppm N2 developed compressive stresses. This may
relate to the amount of nitrogen which was incorporated, versus the feed gas concentration. The
expectation that stress would not develop since the lattice parameters and thermal expansion
coefficients of the film and substrate were nominally the same was unfounded as demonstrated by
cracking of one of the films. Mechanisms which generate intrinsic stress include incorporation of
impurities, voids, and/or dislocations [12,13]. Substitutional nitrogen may vary from 89 ppm for
{111} versus -1 ppm for {110} growth sectors [14,15] in HPHT diamond, and may approach
-362 ppm in regions [16]. Incorporation of substitutional nitrogen results in expansion of the
lattice and has been expressed as Aa/a=(0.14-+0.02)CN [14], where Cv is the atomic nitrogen
concentration. Incorporation of 300 ppm of nitrogen would result in a lattice expansion of 42
ppm relative to nitrogen free lattice. A difference in the thermal expansion coefficients of the film
and the substrate may lead to thermal stress (cYTn=(cCFilm-Ctsb)ATEFilm) [11]. The values found in
Field [ 12] predict that a 10% difference in thermal expansion coefficients (AU, Fil-s.ub) yields - 120
MPa of stress. Thus, minute differences in thermal expansion coefficients may partially account
for stress in the films.

It was observed that films which crack typically exhibit macro- and micro-steps in the
<110>, similar to those observed by others [1]. Some non-cracked films exhibited over-grown
hillocks as described by van Enckevort et al. [1]. Although substrates were polished off-axis, a
small region of the surface was left on-axis (±1.0°). It was observed that for some films the off-
axis region would crack while the on-axis region, which was decorated with hillocks or
renucleation sites, would not crack. The development of stress and surface defects (hillocks)
appear to be interrelated. It may be that the surface defects are associated with dislocations.

Micro-Raman samples a much smaller volume than seven crystal x-ray diffraction,
allowing separate analysis of the film and substrate. The cracked film (#08125) exhibited a tensile
stress of -100 MPa (Av=-0.3 cm 1), using 2.94cm'-/GPa [3], near the film surface which increased
to -300 MPa (Av=-0.9cmn') near the interface. Although the film cracked, the stress was not
fully relieved. The substrate exhibited a compressive stress of -170MPa (Av=+0.5 cm'") at the
interface which decreased (nearly exponentially) with increasing distance from the interface. The
Raman peak FWHM was -3.3cm" near the surface of the film compared to -2.6 cm 1 deep
(-1 mm) within the substrate. The increase in FWVHM near the interface is associated with the
strain distribution in the sampling volume and individual contributions from the film and substrate.

A mosaic structure acts as discrete diffracting blocks whose diffraction vectors generate
broadening or even discrete peaks in the o rocking curve. At least three Gaussian curves were
required to fit the o rocking curves (not shown). Mosaic structures are generally associated with
formation of dislocation arrays. In the homoepitaxial diamond films, the mosaic structure and/or
other extended defects broadened the rocking curves relative to the diamond standard. The
cracked film exhibited the greatest angular spread, probably due to the relative tilt of the
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individual sectors separated by the cleavage cracks, which effectively removes the ability to
measure mosaic structure. It would have been more appropriate to compare three non-cracked
films with more similar thicknesses. Other films, not shown here, have developed cleavage cracks
and exhibited tensile stress which was not fully relieved by the cracking. However, once the film
cracks it is difficult to measure defect concentrations with the (o rocking curve.

SUMMARY

Both smaller (-85 ppm) and larger (-27 ppm) perpendicular lattice parameters, relative to
the HPHT standard, were measured with seven crystal XRD for the homoepitaxial films. Tensile
stress caused one film to crack along { 111 } cleavage planes. Micro-Raman spectroscopy was
used to measure the tensile stress distribution through the film/substrate interface and demonstrate
that the cracking had not fully relieved the stress. The tensile stress in the cracked film varied
from -100-300 MPa. The films exhibited mosaic and misorientation characteristics associated
with dislocation arrays, extended defects, and cracking. The development of stress did not appear
to be related with N2 concentration in the feed gas.
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Abstract

MBE-grown epitaxial GaN deposited at 700"C on (001 ), (11 1)A and (I I I}B GaAs has been
characterised using the combined techniques of transmission electron microscopy (TEM) and
photoluminescence (PL). On both [1111 A and (I 1)B GaAs substrates, single crystal wurtzite
GaN was formed, but with very high densities of threading defects. Best epitaxy occurred on
I II 1}B GaAs in accordance with PL measurements. An amorphous phase was identified at the
GaN/{ 111 )A GaAs interface and the GaN epilayer evolved in this instance with the same N-
terminated growth surface as for the case of growth on III1}B GaAs, as determined by
convergent beam electron diffraction (CBED). Growth on (001) GaAs produced highly faulted
columnar grains of zincblende GaN. Conversely, growth on 1001 ) GaAs under an additional
arsenic flux at 700"C resulted in the deposition of single crystal zincblende GaN with a high
density of stacking faults and microtwins. Thus, the microstructure of epitaxial GaN depends
very much on the detailed growth conditions and substrate orientations used.

Introduction

Recent progress in the epitaxial growth of group III-nitride semiconductors and the
demonstration of intense blue light emission from light-emitting diodes [1] has stimulated world-
wide study of these wide-gap semiconductors for short wavelength optoelectronic applications.
Such wide-gap devices offer immense associated commercial benefits for displays, flat panel
TVs and data storage systems. The favourable thermal and structural properties of (AIGa,In)N
also make it suitable for high power, high frequency and high temperature applications, with the
additional benefit of radiation resistance. One fundamental problem which influences GaN layer
growth and device performance is the lack of a suitable substrate material with comparable
lattice and thermal match to GaN [2]. Hence, interest has also been directed towards growth on
alternative substrates. GaN is a polytypic material having two phases, with the wurtzite structure
being more stable than the zincblende phase. The crystal structure adopted by epitaxial GaN is
found to depend strongly on the growth conditions, substrate material and substrate orientation
[2]. In this paper, the microstructure of epitaxial GaN grown on (001), (111 }A (Ga-terminated)
and (111)B (As-terminated) GaAs substrates by molecular beam epitaxy (MBE) are
characterised and correlated with photoluminescence measurements.

Experimental

The samples examined here were grown by MBE using elemental solid sources of Ga and As
and an activated N plasma source. Samples were grown under similar conditions at 700'C on
(001), (111 )A and {III )B GaAs substrates with an active nitrogen arrival rate adjusted to give
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Fig. 2(b) HRTEM image showing the interfacial region. The Fn2(c) Plan view image of GaN
initial deposit is wurtzite GaN, while small domains of epilayer showing mosaic structure.
zincblende GaN are present.

slightly nitrogen rich growth. Epitaxial GaN was also grown on (001 }GaAs under an As flux at
the same temperature. In this instance the substrate was cleaned in the presence of N flux at
620°C. Growth with As was then initiated by opening the Ga and N shutters, with the As flux
being held constant throughout the growth run. For the photoluminescence (PL) measurements,
the samples were mounted on the cold finger of a continuous-flow He cryostat in which the
sample temperature could be varied between 7K to 300K. PL from the GaN samples was excited
using a Kimmon He-Cd laser at 325nm, dispersed with a 0.75m monochromator and detected by
a bi-alkai photomultiplier. The PL resolution was typically in the range of 1-2meV. TEM
characterisation was performed in cross-section using a JEOL 4000EX-II for high resolution
electron microscopy (HRTEM), and a Philips CM30 microscope for conventional microscopy
and Energy Dispersive X-ray (EDX) analysis. The crystal polarity for all of the samples
examined was determined using convergent beam electron diffraction (CBED).
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Results and Discussion epilayer

PL spectra from the three samples grown on
(001), {lll)A and {11I)1B GaAs are shown in GAs
Fig. 1. For the GaN grown on the {III}1B
substrate, the PL is dominated by the 1
recombination of excitons bound to shallow
donors, indicative of the good overall quality of
the layer. For the other samples, however,
additional defect/impurity related features are
clearly present. However, it should be noted that ..
we did not observe the typical deep (yellow)
emission in any of the three samples.

The microstructure of the epilayer grown on
{III)B, illustrated in Fig. 2a, comprises a very
high density of threading defects. The [1120]
selected area diffraction (SAD) pattern inset in -7}
Fig. 2a confirms the epilayer to be mainly
wurtzite single crystal. The striations parallel to b 50 nm

the growth surface in the top left corner of this Fig.3(a) Low magnification bright field TEM
figure correspond to a small region of zincblende images of GaN/{lll]A GaAs showing the
GaN. Fig. 2b shows an HRTEM image of the presence of an amorphous interlayer. (b) Bright

GaN/({ huB GaAs interface region. It is field image of the epilayer showing a high density
evident that the substrate surface is rough, with of threading defects. The [1120] SAD pattern is
undulations on the scale of several nanometres. inset.
Although GaN zincblende domains are present
as illustrated, the initial deposit is predominantly of the wurtzite structure. Plan view
observations of this sample indicated threading dislocations aligned along low angle grain
boundaries to form a mosaic structure (Fig. 2c). However, the density of the threading
dislocations in Fig. 2c (>100tcm- 2) would appear to be significantly lower than the density of the
threading defects in Fig. 2a, implying that many of these defects may not be dislocations.
Further work is in progress to characterise the nature of all the defects in the epilayer.

Fig. 3a is low magnification bright field image of GaN/{ 111 )A GaAs showing a band of light
contrast of 100 nm thick between the epilayer and substrate. HRTEM observations and SAD
patterns confirmed this interlayer to be amorphous, while EDX analysis demonstrated the
presence of Ga, As with additional peaks due to S and Si. Thus, the interlayer is attributed not to
interfacial reaction but is merely some amorphous layer remnant on the GaAs substrate prior to
growth (although the origin of this layer and the S and Si peaks remains unclear). Nevertheless,
the epilayer has still grown single crystal wurtzite on this amorphous layer, as confirmed by the
inset SAD pattern, although the epilayer exhibits a very high density of threading defects (Fig.
3b) and is of poorer quality compared with growth on clean ( I I 111B GaAs.

It is of interest to determine the crystal polarity of the epitaxial GaN films. It is noted that X-
ray photoemission [3] and Auger measurements [4] on GaN grown on sapphire and SiC present
contradictory results. For the case of growth on (0001) and (0001)SiC, the results indicate that
Si-Ga and C-N bonding (in the growth direction) is preferred respectively. For the case of GaN
grown on (I I 111B GaAs substrate, it is to be expected that As must bond with Ga rather than As
with N (in the growth direction), such that the GaN growth surface will be N-terminated.
Conversely, epitaxial GaN on {111 )A GaAs is expected to exhibit a Ga-terminated growth
surface.
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Ga~s 50 nm

EijgA(a) Low magnification bright field TEM image of GaN/(001 )GaAs showing V-pits in the substrate.
(b) Bright field image showing columnar grains and a high density of planar defects. (c) HRTEM image
of the interfacial region. (d to f) A sequence of SAD patterns recorded through the epilayer showing a
phase transition from zincblende to wurtzite.

CBED was used to determine the GaN crystal polarity from these two samples. Precise
orientation of a GaN low index zone axis was found to be very difficult in practice.
Accordingly, samples were tilted such that a (0002) systematic row was established.
Asymmetries of contrast between (0002) and (0002) diffraction discs when compared with
simulations allowed the crystal polarity to be determined. The smallest possible probe size was
used in order to avoid the many threading defects present. Comparison with simulations
confirmed that the polar growth surface of epitaxial GaN was the same for growth on both
(ll1A and I II11B GaAs in our case. Hence, the epilayer on the amorphous layer on the
( 111 )A substrate is also N-terminated. Accordingly, a polarity inversion is attributed to the
sample grown on (111 }A GaAs since it ought to be Ga-terminated if the epilayer were grown
epitaxially on ( 111 )A substrate with a Ga-terminated surface. Thus, the substrate has no effect
on the epilayer because of the amorphous interlayer.

Fig. 4a is a low magnification bright field image of GaN grown on (001 )GaAs. V-shaped
features beneath the epilayer in the substrate are evident and arise from the preferential removal
of material during preparation of the TEM sample foil. They are due to regions of material of
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a . .

Eig (a) Bright field TEM image of GaN/(OO{GaAs grown under an As flux. The epilayer is single

crystal zincblende with a high density of planar defects on inclined ( 1111 planes. (b)<110> SAD pattern

from the epilayer shows additional spots and streaks due to microtwins.

differing composition to that of the substrate. Chemical maps of the related epitaxial
GaN/{001 )GaP system, recorded using a Gatan imaging filter, clearly show that N has diffused
into the substrate [5]. The presence of similar pits in the GaAs substrate here is therefore
tentatively attributed to the interdiffusion of N into the substrate during growth. The consequent
change in composition and associated strain makes these regions susceptible to preferential ion
beam milling. This phenomena is common to all of the samples whose substrates were nitrided
prior to growth.

Fig. 4b is a bright field image showing the epilayer is comprised of columnar grains within
which there are many planar defects parallel to the substrate surface, and also some inclined to it
at an angle of about 60*. There are many more fine streaks close to the epilayer/substrate
interface, while the HRTEM image of Fig. 4c reveals that this region is zincblende in structure
with a high density of planar defects on inclined ( 111 ) planes. A sequence of SAD patterns
recorded at increasing distance from the epilayer/substrate interface is shown in Figs. 4d to 4f.
Fig. 4d corresponds to the interfacial region and demonstrates the presence of zincblende GaN
with the same orientation as the substrate. SAD patterns recorded from areas progressively
further from the interface into the epilayer such as (Fig. 4e) show changes in relative spot
intensities implying a gradual transition from the cubic phase to a higher proportion of hexagonal
material. The stronger spots (arrowed) belong to the [1 100] zone axis of wurtzite GaN, while the
four weaker spots around the transmitted beam are 1 1111 reflections from the cubic phase. The
hexagonal phase becomes dominant towards the top of the epilayer (Fig. 4f). The SAD patterns
also demonstrate the very strong texture of the columnar grains.

Under the same growth condition, very different GaN microstructures evolve for growth on
(1111 and {001 }GaAs substrates. Thus, the epitaxial growth of GaN depends very much on the
substrate orientation used, with TEM results indicating best epilayer quality for growth on
I II 1)B GaAs. Although the hexagonal phase is generally preferred for growth on (111 )GaAs,
the actual energy difference between the cubic and hexagonal phases of GaN is quite small
(approx 10meV [6]). Hence, the presence of a small number of domains of zincblende GaN. It
is difficult to compare our results with those of others [7] which indicate better material quality
of zincblende GaN on ( 111 )A rather than (I II )B GaAs, since we find that the initial deposit on
{ I I I }B tends to be of the hexagonal phase (these two observations are not contradictory). More
surprising is the fact that single crystal hexagonal GaN forms on an amorphous layer on { 1111 A
GaAs. The many line defects running through the epilayer in this case suggests that they do not
arise as a consequence of the large lattice-mismatch between epilayer and the substrate, but
instead reflect the process of island coalescence during the first stages of growth [8,9].
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Attention must also be given to the effect of threading defects on the electrical and optical
properties of devices based on (In,Ga)N, which interestingly show that such defects do not act as
efficient nonradiative recombination centres, in marked difference to the case of III-V arsenides
and phosphides [10]. Indeed, there is no clear correlation of our microstructural observations
with the PL data as yet. Investigations on the effects of the dislocations on electrical properties
of the GaN by Electron Energy Loss Spectroscopy (EELS) using a VG HB501 STEM were
carried out by acquiring the very low energy loss region of the spectra, which contains
information around the band edge feature of- 3.4 eV. Preliminary results acquired on and off
dislocations down <0001> GaN in plan view geometry shows no difference between the spectra.
The same is true for nitrogen K-edge spectra. This is consistant with dislocations not affecting
material luminescence.

The microstructure of epitaxial GaN grown on {001 }GaAs under an As flux was also
characterised. Even though this epilayer was grown at the same temperature of 700'C, the
epilayer is single crystal zincblende (Fig. 5a). The SAD pattern (Fig. 5b) shows the presence of
extra spots due to the very high density of inclined planar defects on ( 111 } planes. No evidence
for the ternary Ga(Asl-xNx)phase was found. Thus, arsenic plays a crucial role in the formation
of the cubic GaN phase [11]. This nicely demonstrates that parameters other than just growth
temperature can dramatically change the microstructures of epitaxially grown GaN.

Summary
In summary, the phase and structural quality of MBE-grown GaN on GaAs depends strongly on
the growth conditions and substrate orientations used. While best epitaxy occurs on
{IIIIB GaAs in agreement with PL measurements, all samples are in fact highly faulted.
Wurtzite GaN with a high density of threading defects is formed on {( 1}B GaAs. More
interestingly, a similar microstructure evolves for growth on an amorphous layer on 111 }A
GaAs. Growth columns of mixed phase GaN with preferred orientation are formed on
(001 }GaAs, however, improved epitaxy is facilitated by growth under an As flux, leading to the
production of single cubic crystal material with a high density of planar defects.
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ABSTRACT

In this study we report the growth behavior of GaNPPl.x by chemical beam epitaxy using
triethylgallium, tertiarybutylphosphine, and a RF-plasma N radical beam source. We demonstrate
that the N radical beam source is an effective N source for the growth of GaNxPi.x, compared to
ammonia (NH3) with co-injection of phosphine (PH 3) or tertiarybutylphosphine (TBP). At a
growth temperature of 640*C, the N composition increases slowly from 2.5 to 2.8% even though
the N2 flow rate is doubled. When the N2 flow rate is increased further, the reflection high-energy
electron diffraction pattern (RHEED) becomes spotty. The N composition, however, shows a
strong dependence on the growth temperature. For a fixed N plasma radical beam flux, the lower
the substrate temperature is, the higher the N incorporation. The N composition can be adjusted
from 0.7 to 10.2% by lowering the growth temperature from 690 to 4000 C.

INTRODUCTION

In the last decade much effort has been undertaken to explore the growth of direct-bandgap
GaAs and InP on Si substrates [1,2] for the integration of optoelectronic devices with Si circuits.
The performance of optoelectronic devices grown on Si, however, is still limited by problem of
high-density threading dislocations and stacking faults in the heteroepitaxial layers due to
mismatch in lattice constants and thermal expansion coefficients. Therefore, other III-V
compounds, such as GaNxPi.×, GaNxAs1 .•, and GaN.AsyPi.,.y alloys, which can be lattice-matched
to Si substrates, are of interest, To lattice match to Si, only 2% N is needed for GaNxPl.x,
whereas 20% N is needed for GaNAAsl. [3]. For GaNAsyP,.x.y, the minimum N composition
required for a direct bandgap transition is predicted to be 8% [4].

GaN.P1., alloys have been grown using co-injection of NH3 with PH 3 or TBP [5,6]. The
maximum obtainable N composition in GaN.P1- using co-injection of N113 and PH 3 is 7.6%. It is
achieved by maximizing PN molecules in the mixture [5], so the N composition can not be
controlled independently by NH3 alone. We have found previously that the N incorporation
efficiency using co-injection N113 and TBP is very low due to the strong interaction of TBP with
NH 3 in the same cracker [6]. Therefore an alternative efficient and independent N source is highly
desirable to increase the N incorporation.

The RF-plasma N radical beam source is highly reactive and has been successfully
demonstrated to grow GaN [7], GaN.Asi, [3], and p-type doped ZnSe for blue-light-emitting
laser diodes [8]. In addition, the nitrogen content in GaN.Asi.x [3] can be controlled
independently by changing the amount of active nitrogen species. In this study we report the
growth behavior of GaNxPl.1 using such a source in a chemical beam epitaxy (CBE) system. Our
results demonstrate that the N composition in GaN.PIx, can be achieved up to 10.2%.
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EXPERIMENT

The GaN.Pl.1 samples were grown by CBE using triethylgallium (TEGa), nitrogen (N2), and
cracked TBP. The temperature of the TBP cracker was 800'C. TEGa and TBP were introduced
into the chamber without any carrier gas and the flow rates were controlled by mass-flow
controllers. Ultra-high purity nitrogen (>99.999%) was introduced into an Oxford Applied
Research RF-activated plasma source with the flow rate controlled by a mass flow controller.
The plasma N radical beam source operated at 13.56 MHz with a forward power of 300 W. The
N2 flow rate was varied from 0.38 to 1.50 sccm and the chamber pressure was about 4x10 5 Torr
during growth. The substrates used in this study were nominally undoped (100) GaP. GaP
substrates were cleaned and passivated prior to growth according to the procedures reported
previously [6]. Typically, the growth rate and growth temperature were varied from 0.56 to 0.85
monolayer per second (ML/sec) and 470 to 690'C, respectively. The gallium and phosphorus
incorporation rates were determined by group III- and group V-induced RHEED intensity
oscillations, respectively [9]. The epilayers were characterized by high-resolution x-ray rocking
curves.

RESULTS

In this study, the free-standing lattice constant of GaN.Pl-, is obtained from x-ray {511
asymmetric reflection rocking curves by using the elastic theory [10], and then the N composition
can be determined using Vegard's law. The following parameters of GaN and GaP were used to
obtain the Poisson ratio of GaNxPi,. The lattice constants of GaP and cubic GaN are 5.4512 and
4.4820 A, respectively. The elastic constants, Ci1 and C12, of GaP are 14.12 and 5.25 [11], and
those of cubic GaN are 26.40 and 15.30, respectively [12]. All units are 10" dynes/cm 2.

{511a} {511 b}

2984
a4832 C

_ _C

0 2000 4000 6000 0 2000 4000 6000

(a) (b)
Fig. 1 Asymmetric reflection (a) {51 1). and (b) {51 1)b x-ray rocking curves of a 0.5 pm-thick

GaNo.0 57Po.943
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Fig. 1(a) and (b) show the asymmetric {511)} and {511)b x-ray rocking curves of
GaNO. 057P0 .943 . No film tilt was observed by rotating the samples in 4 azimuthal directions of
(400) and {5 11) x-ray rocking curves. The N composition determined from (400) x-ray
diffraction is found about a factor of 2 larger than that determined from (511) x-ray diffraction,
indicating elastic distortion must be taken into account for a correct N composition. The tensile-
strain relaxation in GaNx.P1 x is normally relieved by microcracks, and the full width at half
maximum of GaP substrates increases with N composition in GaNxP1. due to microcracks
propagation into the substrates. The details in strain relaxation via microcrack formations in
GaNxP1 , is reported elsewhere [13].

Fig. 2 shows the N composition of GaN.Pj. grown at 640'C as a function of TEGa flow rate
(growth rate) or V/III (P/Ga) incorporation rate ratio. The phosphorus incorporation rate is fixed
at 1.04 ML/sec and the N radical beam flux is also kept constant with a N2 flow rate of 0.5 sccm
and a forward power of 300 W. The TEGa flow rate varies from 0.35 to 0.52 sccm,
corresponding to a growth rate of 0.56 to 0.86 ML/sec.

P/Ga incorporation rate ratio

2.0 1.65 1.40 1.27
6 1 1

TBP: 4.5 scem, R,(P)=1.04 ML/sec
5 N2: 0.5 sccm, 300 W

. T,: 640'C

C 40

o 3

0.
.E @ ••

o
O 2Z

TEGa flow rate (sccm)
0
0.30 0.35 0.40 0.45 0.50 0.55

0.56 0.63 0.74 0.82

Growth rate (ML/sec)
Fig. 2 The dependence of N composition of GaNxPj, on the TEGa flow rate and P/Ga

incorporation ratio

As shown in Fig. 2, the N composition is independent of the growth rate or P/Ga
incorporation rate ratio, and it is about 2.5±0.3%. Generally speaking, the N incorporation in
GaP should be increased by lowering the Ga incorporation rate from 0.86 to 0.56 ML/sec at a
fixed N flux, but it shows an independence on the growth rate. Two possible reasons may explain
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this growth behavior. One is that the excess P supply on the GaN.Pj., growing surface limits the
N incorporation. In this case the P incorporation rate is fixed at 1.04 ML/sec, resulting in a high
P/Ga incorporation rate ratio of 2.1 at a low growth rate of 0.56 ML/sec. The N incorporation in
GaP, therefore, could not be increased significantly under the excess P molecules on the growing
surface. The other is that the N incorporation in GaP is limited by the large miscibility gap of
GaN0P10..

To understand more about N incorporation in GaP, GaN.Pj, samples are grown at a fixed
P/Ga incorporation rate ratio of 1.3 with different growth rates of 0.56 and 0.82 ML/sec. The N
radical beam flux is varied to study the growth behavior of GaN0 P1.,. Fig. 3 shows the
dependence of N composition on N radical beam flux. At a forward plasma power of 300 W, the
reactive N radical beam flux, estimated from the output of an optical emission detector, can be
increased by increasing the N2 flow rate, but it eventually saturates when the N2 flow rate is
greater than 1.3 sccm. At a growth temperature of 640'C and a growth rate of 0.56 ML/sec,
however, the N composition increases slowly from 2.5 to 2.8% as the N2 flow rate increases from
0.35 to 0.50 sccm. The RHEED pattern becomes spotty as growth proceeds and the surface
morphology becomes hazy for further increased N2 flow rate. For the samples grown at a higher
growth rate of 0.82 ML/sec, we find that even though the N2 flow rate increases from 0.50 to
1.13 sccm, the N composition increases slowly and then saturates at 2.9%. Similar spotty
RHEED patterns are observed when the N2 flow rate is larger than 1. 13 sccm. However, the N
incorporation in GaP at 640'C can be increased to 5.6% at a N2 flow rate of 1 sccm by adding a
small amount of As (0.4%) as shown in Fig. 3. Compared to 2.8 % N composition in GaNxP1 -,
this result implies that the N incorporation in GaP at 640'C can be increased about a factor of 2
by adding a small amount of As. Based on these results, we believe that the N incorporation in
GaP at 640'C is limited by the miscibility gap between GaN and GaP, and it shows a negligible
dependence on the growth rate, P/Ga incorporation rate ratio, and N radical beam flux.

6 I I..I I I I

Ts: 6400C 0 0.4% As

-"- •-- Rg: 0.56 ML/sec
- - Rg: 0.82 ML/sec

C 4
0

0
CL
E A~
0 RHEED: spotty
C-) 2 RHEED: spotty
z

0
0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3

N2 flow rate (sccm)

Fig. 3 The dependence of N composition of GaN.P I-, on N radical beam flux
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.•- 7
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0.
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0
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1
0 I , I , I , I , I I ,

400 450 500 550 600 650 700
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Fig. 4 The dependence of N composition of GaN.P 1_. on the growth temperature

The N composition exhibits a strong dependence on substrate temperature, as shown in Fig. 4.
For the same N radical beam flux, the N composition can be increased by lowering the growth
temperature. The highest N composition achieved in this work is 10.2% at a growth temperature
of 400'C. We believe that the N composition can be increased further by lowering the growth
temperature and simultaneously increasing the N radical beam flux. Recently, we have
demonstrated that the N composition in GaP, using the same N source, can be incorporated up to
16% by gas-source molecular beam epitaxy [14]. This large N incorporation in GaP can be
explained by the enthalpies of formation. The enthalpies of formation of GaP and GaN at 25 'C
are 102.5±8.4 and 109.6±9.2 KJ/mole, respectively [15]. These values are very close so that N
can bond to Ga as easily as P, but the maximum N incorporation in GaP might still be limited by
the miscibility gap.

CONCLUSIONS

CBE of GaN.Pi-, using TEGa, TBP and a N plasma radical beam source has been studied.
The N incorporation in GaNxP 1.x is achieved up to 10.2%. The growth behavior of GaNxP1.x is
also investigated. The N composition of GaN.Pp- samples grown at 640'C is independent of the
growth rate, P/Ga incorporation ratio, and N2 flow rate, but it shows a strong dependence on the
growth temperature. The N composition can be adjusted from 0.7 to 10.2% by lowering the
growth temperature from 690 to 4000C. It also can be increased about a factor of 2 at a substrate
temperature of 640'C by introducing a small amount of As (0.4%).
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ABSTRACT

AIN thin films were grown on c-plane sapphire by metalorganic chemical vapor deposition
from tritertiarybutylaluminum and ammonia at 1050'C. These films exhibit a full width at half
maximum of the 002 X-ray rocking curve below 200 arcsec indicating high epitaxial quality.
By measuring asymmetric reflections, a structural disorder of the lattice mainly due to edge
dislocations can be observed. For further investigations, atomic force microscopy and
photothermal deflection spectroscopy were performed. In order to study the effect of
increasing AIN layer thickness on the optical and structural properties of GaN in an AIN/GaN
heterostructure, AIN thin films with increasing thickness ranging from 0.02 to 0.36 pm were
used as sublayers for the deposition of 0.75 t#m thick GaN layers. Photoluminescence, micro-
Raman and X-ray diffraction measurements confirm the relaxation of biaxial compressive
stress in the GaN layers due to different thermal expansion coefficients by increasing AIN
layer thickness. The pressure dependence of the band gap shift was determined as 24 meV/GPa
for biaxial compressive stress. Our results indicate that the growth of AIN with metal organic
chemical vapor deposition from tritertiarybutylaluminum and ammonia is a promising method
for obtaining high quality epitaxial films.

INTRODUCTION

Among the group-III-nitrides InN, GaN and AIN, AIN is the only material capable of
extending the operation of optoelectronic devices into the ultraviolet region of the spectrum. In
order to obtain high quality epitaxial films of the group-III-nitrides, different growth methods
[1,2] as well as the use of various substrate materials [3,4] are discussed. For AIN the best
results are obtained by growing films on c-plane sapphire with MOCVD using either
trimethylaluminum (TMA) [5] or triethylaluminum (TEA) [6] and ammonia (NH 3). Here, we
describe the use of the alternative precursor tritertiarybutylaluminum (TIBA) as aluminum
source for MOCVD growth of AIN. One advantage of TTBA especially in comparison to
TMA may be a reduction of the carbon contamination in the grown AIN films because of the

13-hydride elimination. This reaction leads to a desorption of the tertiarybutyl-radical from the
growth surface without deposition of carbon as it was observed by the deposition of Al from
tritertiarybutylaluminum [7]. The good structural quality of the AIN films as analyzed by
atomic force microscopy (AFM), high resolution X-ray diffraction (HRXRD) and
photothermal deflection spectroscopy (PDS) also encouraged us to grow AIN/GaN hetero-
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structures in order to investigate the influence of an AIN sublayer with varying thickness on
the optical and structural properties of a GaN layer.

EXPERIMENT

AIN films with a thickness of 0.3 /Am were grown by metalorganic chemical vapor
deposition (MOCVD) from tritertiarybutylaluminum (TTBA) and ammonia (NH 3 ) on c-plane
sapphire without a buffer-layer in a horizontal cold wall reactor. The growth temperature was
1050 'C and the deposition pressure was 100 mbar. Using hydrogen as transport gas the
TTBA flux was maintained at 2.7 imol/min.

To investigate the structural properties of the AIN thin films, high resolution X-ray
diffraction (HRXRD) and atomic force microscopy (AFM) was applied. A modified triple axis
diffractometer, which enables the recording of weak reflections, equipped with a graded multi-
layer mirror (G6bel mirror) [8] and two four-bounce Ge(220) channel cut crystals as incident
beam optics and a second Gobel mirror for the diffracted beam optics was used. The Gobel
mirror installed in front of the detector limits the angular acceptance of the detector to -60
arcsec. Both the symmetric 002 reflection and the asymmetric 105 reflection were measured

with CuKcq1 radiation in (o-20-scan mode as well as in o-scan mode. For further structural
investigations the samples were imaged by atomic force microscopy.

The position of the optical bandgap as well as the sub-bandgap absorption of the thin AIN
films was analyzed by photothermal deflection spectroscopy (PDS) in the energy range from
0.9 to 6.5 eV. With this method it is possible to determine absorption coefficients as low as
(X = 0.1 cm-1 for 1 prm thick films. The experimental details are described elsewhere [9,10].

In order to investigate the influence of an increasing AIN layer thickness on the optical and
structural properties of GaN, AIN/GaN-heterostructures were grown. AIN layers with variable
thickness of 0.02, 0.06, 0.18, 0.25 and 0.36 pm were deposited on c-plane sapphire without a
buffer layer as mentioned above. Subsequently GaN layers with a constant thickness of 0.75
/Am were grown using triethylgallium (TEG) and NH 3 at a temperature of 950'C and a
pressure of 100 mbar with growth rates of about 1.5 pm/h.

Photoluminescence-(PL)-spectra of GaN were measured with the 333.2 nm line of an Ar+-
laser operating at an excitation power of 0.25 mW. Recording several reflections of GaN, the
lattice constant co of the GaN films was determined by XRD with a Philips PW3040
diffractometer using the CuKcz1 line. Raman spectra of the GaN layers were recorded with a
micro-Raman system operating in back scattering geometry, where the 514.5 nm line of an
Ar+ laser was focused through an orifice and a microscope on the GaN films.

RESULTS

Fig. 1 shows a typical AFM-image of a 0.3 pm thick AIN film grown on c-plane sapphire
at 1050 'C without a buffer layer. The surface roughness is of the order of 12 nm (rms-
roughness). Clearly visible are individual crystallites with an averaged size of 0.1 pm. The
orientation of the crystallites follows the epitaxial relationship (0001)A1N I I (0001)A12 0 3 and

[IToo]AIN II [1ý1o]A120 3 as noticeable proven by XRD-measurements, but a slight in-plane

rotation between individual grains can be observed. To further investigate the structural
features, high resolution X-ray diffraction (HRXRD) was applied using a modified triple-axis
diffractometer. Fig. 2 a-d show both the (a scan diffraction profiles and the co-20 scan
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diffraction profiles of the symmetric 002 and the
" asymmetric 105 reflection of AIN. Compared to the

006 reflection of sapphire, which exhibits only a
FWHM of 30 arcsec in both scan directions, the

0.75 peak broadening of the AIN 002 reflection for the
co-20 scan is mainly due to a small coherence length

in the direction normal to the substrate surface and
A os due to screw dislocations with Burgers vectors lying

parallel to [0001] [11,12]. The low FWHM of the
0.25 AIN 002 rocking curve (o scan) indicates a small

out-of-plane mosaic spread [13]. The 002 peak
broadening for the co scan is mainly attributed to a

025 .5 5o small coherence length of the AIN film parallel to
," the substrate surface which can also be seen in the

Lorentzian peak shape. In contrary, the AIN 105
Fig. 1: AFM image of AIN grown on c-plane reflection exhibits for both scan directions a distinct
sapphire at 1050°C peak broadening.This effect can be attributed to the

presence of a large number of edge dislocations

with Burgers vectors 1/3[1120] [12]. This sort of dislocation cannot be seen in the symmetric
001 reflections, because in this case burgers vector and diffraction vector form an angle of 90'.
The presence of such edge dislocations can also be seen in a slight in-plane rotation of the
individual crystallites with respect to the hexagonal c-axis due to the formation of small angle
grain boundaries in the film structure.

I 1.2 a AIN002 I 1.0 c AIN 002
I' 1.0 FWMM I-•' 0.8 j FWHM

0.8 190 arcsec 0.6 314 arcsec
0.6
0.4 0.4
0.2 0.2
0.0 - 0.0

-0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4
Aco [deg] A20 [deg]

I .0 b •o AIN 105 _ 1.0 d AIN 105
0.8 - FWHM 1-0.8 - FWHM

0.6 535 arcsec 0.6L ) 642 arcsec

0.4- 0.4-

0.2- 0.2-

0.0 . 0.0 .
-0,4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4

Am [deg] A20 [deg]
Fig. 2: X-ray diffraction peaks of 0.3 Itm AIN grown on c-plane sapphire a) wo scan AIN 002 b) co scan
AIN 105 c) z-20scan AIN 002 d) a)-20scan AIN 105
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The energetic position of deep defects in the
AINIAI2O, AIN films was analyzed by photothermal

So•15 deflection spectroscopy (PDS). Fig. 3 shows theAH absorption coefficient measured by PDS for an
S4DA AIN sample of 0.4 pm thickness. Three absorption

S104 4shoulders can be distinguished at energies of 4.90,

U 2.35 and 0.90 eV, which probably are correlated
DT with oxygen-induced deep donor levels and a8 10W D donor-acceptor transition [14,15]. Since theU9 2.35 eV

S D oxygen content is known to strongly influence the
O 0.9 eV micro-structure of the grown AIN films [16], the

10 , PDS results can be used to investigate the
relationship between oxygen atom localization in

I Ithe AIN structure and the growth conditions and
10 their connection with the change in the film

.. j morphology.
1 2 3 4 5 6 In order to study the influence of an increasing

ENERGY [eV] AIN layer thickness on the optical and structural

Fig. 3: PDS spectrum ofAiN grown on c-plane properties of GaN layers with constant thickness,
sapphire AIN/GaN heterostructures were analyzed by PL

measurements, Raman spectroscopy and XRD.
Fig 4. shows the PL-spectra at room temperature of 0.75 /m thick GaN layers grown on 0.02,
0.06, 0.18, 0.25 and 0.36 /Am thick AIN films, where the PL maxima are attributed to
excitons bound to neutral donors [17,18].

300 K
3.420 eV

S5.194

~6 S

IVU07

1O00 I• 5.192

U 5.188
0 100 200 300

AIN LAYER THICKNESS [rnm]
3.25 3.30 3.35 3.40 3.45 3.50 3.55

ENERGY [eV]

Fig. 4: PL-spectra of 750 nm GaV films Fig. 5: Shift of the E2-Raman mode and lattice
grown on AIN sublayers of different constant co of GaN versus AiN sublayer thickness
thicknesses
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GaN films grown on thin AIN films (0.02 and 0.06 jzm) exhibit a broad line shape and a
significant shift of the PL-maxima to higher energies (> 3.435 eV), whereas at an AIN-layer
thickness of 0.18 /Am the PL-maximum is positioned at 3.430 eV with a FWHM of only 75
meV. Samples with thick AIN layers (0.25 and 0.36 jum) emit at only 3.420 eV. The
tendency, that the GaN PL-maximum decreases with increasing AIN thickness can also be seen
in a significant reduction of the lattice constant co of GaN from 5.194 A (0.06 /Am AIN) to
5.187 A (0.36 pm AIN).

To exclude the possible influence of an AIGaN alloy formation on the XRD results, micro-
Raman measurements were also performed. A shift of the E2 mode of GaN relative to the
intrinsic value of 586 cm-1 with increasing AIN thickness was determined. The obtained XRD
and micro-Raman results are summarized in Fig. 5.

The value of the lattice constant co of a 0.75 /m thick GaN layer becomes almost equal to
the bulk value of 5.185 A [19,20] and the Raman shift almost vanishes. This behaviour is
clearly attributed to a reduction of the biaxial compressive stress in the GaN films with
increasing AIN sublayer thickness. In addition, the linear coefficient for the near bandgap
luminescence shift due to biaxial compressive stress was calculated as (27 ± 4) meV/GPa for

the XRD experiment and (21 ± 5) meV/GPa for micro-Raman spectroscopy [21].

CONCLUSIONS

Epitaxial AIN thin films were grown on c-plane sapphire without a buffer layer by MOCVD
using the precursors tritertiarybutylaluminum (TTBA) and NH 3 . Structural investigations by
atomic force microscopy and high resolution X-ray diffraction indicate a slight in-plane
rotation of the individual crystallites resulting in the formation of small angle grain boundaries,
where edge dislocations with burgers vectors lying parallel to the hexagonal a-axes are
predominant. Photothermal deflection spectroscopy shows an oxygen contamination in the AIN
layers, which may influence the film morphology. Using a 0.36 /Am thick AIN film as a
sublayer in an AIN/GaN heterostructure grown on c-plane sapphire, the biaxial compressive
stress in a 0.75 /m thick GaN film due to the lattice mismatch and the large difference in the
thermal expansion coefficients between GaN and sapphire almost vanishes. The value of the
photoluminescence maximum shift due to the biaxial compressive stress was independently
obtained by micro-Raman and X-ray diffraction experiments as about 24 meV/GPa. This value
differs significantly from 41 meV/GPa determined by hydrostatic pressure experiments [22].
This difference is attributed to a volume conserving distortion of the unit cell for the case of
biaxial compressive stress in contrast to an uniform reduction of the unit cell, when a
hydrostatic pressure is applied.

It is intended to improve the structural qualities of the AIN films by growing either AIN or
GaN buffer layers between the substrate and the AIN film. Further investigations will show if
tritertiarybutylaluminum is a suitable precursor for the deposition of GaAIN alloys using
triethylgallium as Ga source.
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ABSTRACT

Bulk single crystals of GaN were used for epitaxial growth of GaN films by molecular beam
epitaxy. Low temperature photoluminescence yields much higher intensity emission in the near band-
edge region for epitaxial films with respect to the situation in bulk crystals. Character of this
luminescence changes also. Dominant band-to-band transitions in the bulk crystals are exchanged by
bound exciton and/or donor-acceptor pair transitions observed in the epitaxial layers. We will compare
the obtained results with the available data on the homoepitaxial samples grown by metalorganic
chemical vapor deposition method and discuss the importance of establishing the basic information on
energetic positions of excitonic transitions in stress free samples.

INTRODUCIION

Very recently GaN and other rn-V nitrides have attracted widespread attention for optoelectronic
applications in the blue and ultraviolet spectral range. Despite the successful fabrication highly efficient
light emitting diodes [1] and first demonstration of a blue laser diode [2] the p-type doping problems
and inadequate structural quality of Irn-V nitride epitaxial films remain important issues. Large lattice
mismatch and differences in thermal expansion between the commonly used substrates (sapphire,
SiC) and constituent epitaxial layers leads to a large number of extended defects, e.g. dislocations.
Their density reaches the range of 109cm-2 -101 0cm-2 . Low/high temperature buffer layers made of
.GaN or AIN films lead to a significant improvement in the quality of heteroepitaxially grown layers of
various nitrides [3]. Another idea consists of using new substrates with properties well matched with
the nitride compounds (e.g., ZnO, LiGaO2 , LiAIO2 , AIMg 204).

However, the use of GaN single crystals as substrates for the homoepitaxial growth of GaN
represents the most natural way to reduce the number of defects in an epitaxial film. This idea has
become realistic after wurtzite GaN crystals in the form of platelets with lateral dimensions of a few
millimeters had been grown by means of a high-pressure, high-temperature method [4]. Then, a
homoepitaxy using metalorganic chemical vapor deposition (MOCVD) has been successfully employed
to grow high quality GaN layers [5,6].

The other important aspect of the existence of well-characterized homoepitaxial films of GaN
consists in the opportunity of establishing benchmark values for nitride compounds. Stress and strain
effects, present in GaN layers grown on lattice mismatched substrates with a different thermal
expansion, modify various properties of GaN films. For example, excitonic transitions studied by
photoluminescence exhibit a significant shift of their energetic positions (see e.g. [7]).

The purpose of this paper is to present some experimental results on homoepitaxial GaN samples
grown by molecular beam epitaxy (MBE). We will concentrate on the optical properties obtained by
low temperature photoluminescence measurements. We will compare the obtained results with the
available data on the homoepitaxial samples grown by MOCVD method and discuss the importance of
establishing the basic information on energetic positions of excitonic transitions in stress free samples.

EXPERIMENT

Bulk GaN crystals, which were used as substrates, were grown from a dilute solution of atomic
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nitrogen in liquid gallium at temperatures about 15000C and a nitrogen pressure of 1.5 GPa [8]. The
high-pressure, high-temperature method of GaN synthesis yield crystals which grow in the wurtzite
structure, usually as hexagonal platelets perpendicular to the c-axis. Their one side is usually very flat
[9]. This surface (in crystals with lateral dimensions of 3-4 mm) was used for the GaN film
depositions. Background doping in bulk samples is n-type with a carrier concentration above 1019
cm- 3. This is presumably due to a high concentration of nitrogen vacancies. The width of the X-ray
rocking curve for (0004) CuKa reflection ranges between 30-60 arcsec. Prior to the film growth, the
GaN substrate was cleaned with HF. The GaN layers were grown in a home-built MBE chamber
(sample A) and in the Riber chamber (sample B), using a hollow anode source to provide activated
nitrogen species [10]. The nitrogen source is designed to minimize defect formation from
contamination and ion damage. The MBE chambers were cryopumped and reached base pressure in
the 10-9 Torr range. For sample A, we initiated the film growth at 600 0C and ramped the substrate
temperature up to about 6750 C within 5 minutes. This procedure allowed for a minimal decomposition
of the bulk GaN substrate prior to deposition. For sample B, the deposition started from 10 min
nitradation at 6950C by exposure to nitrogen plasma. The growth took place at 6750C. The films were
grown in 8-hour processes, resulting in approximately 0.5 um thick layers. No buffer layer was used.
The thin films were then characterized by low temperature photoluminescence (PL) and Raman
scattering (T=300K). In addition, a transmission electron microscopy study were performed on
Sample A. In the PL studies, which are the main subject of this paper, the samples were excited by the
325 nm line of a 50 mW HeCd laser. The luminescence signal was dispersed by a 0.85 m double
monochromator and detected by an UV-sensitive photomultiplier.

RESULTS AND DISCUSSION

Fig. la (lb) compares the low-temperature PL (T=6K) in the sample A (sample B) consisting of
the bulk GaN crystal substrate and the GaN film deposited on the bulk sample. For the sample A, the
thin film shows a sharp intense peak at 3.467 eV with a full width at half maximum (FWHM) of 16
meV. This peak is assigned to a recombination of exciton bound to a shallow neutral donor (EBND).
The lower energy shoulder at 3.420 eV and a peak at 3.367 are observed also. They are likely
associated with more deeply bound excitons. The yellow luminescence peak at -2.3 eV which is
commonly observed in GaN is almost entirely absent in the spectrum of the deposited film. The
intensity ratio, R, of the band-edge luminescence to the midgap luminescence at 2.3 eV for the
homoepitaxial film is 600. This compares to a ratio about 0.1 in the bulk substrates of the sample A.

The PL spectra of the both bulk crystals show a weak broad peak near the band edge (FWHM of
0.1 eV-0.2 eV). The observed emission is related to band-to-band transitions. For majority of bulk
GaN crystals, the position of this peak exceeds the value of the GaN band gap (3.5 eV at 4.2K). The
Burstein-Moss effect seems to be the most likely explanation of this shift.

One can notice easily that the low temperature PL spectrum of the homoepitaxial GaN layers of
the sample B (Fig. 1b) differs from that characterizing sample A. The near band edge luminescence
consists of two peaks at 3,465 eV and 3,423 eV (with FWHM of the order 30-40 meV). We ascribe
the higher energy band to EBND transition and the lower energy band to more deeply bound excitons.
This double peak structure is accompanied by the complex band caused by donor-acceptor pair (DAP)
recombination. The zero phonon line transition occurs at 3.266 eV and it is followed by two phonon
replicas. The yellow luminescence band is visible at 2.33 eV and the intensity ratio of the band-edge
luminescence to the midgap luminescence, R, for this homo-layer is 4. Comparing this value with
R=600 for the film A and taking into account differences in the FWHM of the excitonic bands (two
times more narrow in the layer A) show that the film A is of much higher quality. Moreover, one can
compare the data of PL measurements performed on samples A and B with results obtained for the
homoepitaxial samples grown by MOCVD methods [5,6] (Table 1). Sample 1 grown in Warsaw
exhibits excitonic bands originating in free excitonic transitions. This fact as well as the information
that the FWHM of the bound excitonic transitions can be below 1 meV show the superior quality of
this sample with respect to all others described in the Table 1. The lower quality of the sample 2 can be
caused by the mechanical polishing of its surface before the GaN film deposition.

330



a

MBE film grown
on bulk GaN

Cd

C Bulk GuN

a)

x 50

bb

__ 
MBE film grownn

Bulk CaN on bulk Cl~oaN

2 2.2 2.4 2.6 2.8 3 • 3.2 3.4 3.6

Figure 1. Low temperature (T=6K) photoluminescence of two homoepitaxially grown GaN structures
A ( a) and B (b). The spectra for epi-layers and bulk GaN substrates are shown.

Now, we will discuss the usefulness of the obtained information about the energetic position of
EBND transition an zero phonon line of DAP recombination in homo-layers which we assume are free
of stress. Most common structures of GaN consist of heteroepitaxial layers grown on highly lattice
mismatched substrates of A1203 or SiC. It is an accepted assumption that most of the related stress
(mostly biaxial in its nature) is relaxed at a growth temperature by forming misfit dislocations.
However, differences in thermal expansion of a layer and a substrate result in the stress incorporation
into the grown structure during its cooling (see e.g.[1 1]). One of the basic questions here concerns
properties of stress-free GaN material. Homoepitaxial samples give the best opportunity to determine
the required benchmark values. Creation of defect network (mainly dislocations) and a complicated
stress field distribution caused by the lattice and thermal expansion misfits, should be eliminated in a
homoepitaxial growth.

The most basic parameters characterizing a semiconductor material are its band gap, Eg, and
frequencies of phonons. Their changes could be directly related to the stress magnitude present in the
material. We used the energetic position of EBND to monitor Eg variation. This band dominates
usually low temperature PL spectra. E2 phonon mode which has transverse optical character (E2 is not
sensitive to electron concentration) was chosen to trace the response of the crystal lattice onto the stress
incorporated in the growth and cooling processes. Fig. 2 represents a graph on which values of E2
phonon frequency are plotted as a function of energetic position of EBND for several epitaxial layers
of GaN. The experimental points, though scattered, are arranged along the line corresponding to shift
to higher (lower) energies of the both E2 and EBND. The filled and open squares represent the homo-
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layers A and B, respectively, giving a value for stress free material. The position of the corresponding
data points is the same within the experimental error. The filled circles correspond to heteroepitaxially
grown samples. Points lying below the squares represent samples with the tensile stress. The
experimental data points situated above the squares characterized samples with a compressive stress.
The magnitude of the incorporated stress could be as high as 1 GPa. The details of this diagram will be
described elsewhere [11].
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Figure 3. Energy of zero phonon line of donor acceptor pair transition versus the energy of the exciton
bound to neutral donor for homo- and hetero-epitaxial GaN samples.
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TABLE I. Energetic positions of the optical transitions in the exciton region for homoepitaxially
grown GaN samples. Neutral donor bound exciton transition are underlined.

Sample 1 - MOCVD 2 - MOCVD A - MBE B- MBE
Warsaw, Ref.[5] Xerox, Ref. [6] LBL, this work LBL, this work

Free excitons EA= 3.4780
[eV] EB= 3.4835

EC= 3.502

Bound excitons E0 = 3.4719 E .E 67 Ea=3.465
[eV] EI. Eb= 3.420 Eb= 3.423

Ec= 3.367

Donor-acceptor EP= 3.257 Ep= 3.266
pair, zero phonon
line, [eV]

Fig. 3 represents a plot of the position of zero phonon line of DAP transition versus the energetic
position of the EBND for homo- and hetero-epitaxial GaN samples. Since the shallow donor and
shallow acceptor impurity states are involved in the DAP transition one can expect that the experimental
dependence can be fitted by the line with the slope 1. We found a slope about 0.9 for the discussed
dependence. The filled and open squares on Fig. 3 represent the homo-layers A and the sample 2 [6],
respectively. We believe that the sample A represents the layer very close to the stress free GaN
material. This can be deduced from the similarities in the data for EBND in the samples 1, A, and B.
High structural perfection of the sample 1 is important here, whereas, polishing of the sample 2 prior
to the growth might introduce some amount of stress and/or strain. The shift in the position of the near
band edge PL for the substrate bulk crystal to 3.32 eV (- 3.5 eV usually observed) supplies an
argument supporting this suggestion.

From the TEM studies of samples 1 and A it has become clear [9] that a preparation of bulk
crystal surface plays an important role in a drastic reduction of defects present at the interface between
homoepitaxial layer and the bulk substrate crystal.

SUMMARY

We report the growth of the homoepitaxial GaN layers by MBE method. In contrast to the
heteroepitaxial layers of GaN, they represent structures with very low amount of incorporated stress
originating from lattice mismatch and differences in thermal expansion coefficients between the GaN
substrate and an GaN epilayer. In this paper we concentrated on the optical properties of the obtained
films. Low temperature photoluminescence and Raman scattering studies were employed to establish
values of energy characteristic for neutral-donor bound exciton and donor-acceptor pair transitions in
stress-free GaN material.
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ABSTRACT

In this paper, we report the MBE growth of high nitrogen content lattice-matched InAs1~xN,
(x=0.38) single crystal epitaxial films on GaAs. The nitrogen incorporation is about an order
higher than previously reported on other mixed group V nitride alloys. These data are consistent
with a nitrogen solubility limit calculation in various III-V binary alloys, which predicts orders of
magnitude higher nitrogen incorporation in InAs than any other alloys. InAsN growths were
obtained using a modified ECR-MBE system with atomic-nitrogen generated by an ECR plasma
source. Improved crystal quality was obtained using a "template" growth technique. An x-ray
linewidth of 270 arc-s was achieved on a 0.4 gm thick InAs0.62No.38/GaAs multi-layer structure.
Hall effect data show these InAsN films are semi-metallic.

INTRODUCTION

Recently, the growth of mixed group V nitride alloy Ill-V compound semiconductors has
gained interest [1-3]. This increased interest in nitride-based semiconductors is primarily related
to the potential applications in short wavelength (blue and violet) emitting devices and the
capability of growing arsenide nitride and phosphide nitride lattice-matched to silicon [2]. The
potential of combining the direct bandgap materials on a Si substrate is attractive for Si-based
bandgap engineering applications such as base layers inHBTs, channel layers in FETs, low
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Fig. 1 Estimated bandgap versus lattice constant for the ternaries of the InGaA1AsPN material
system. The solid lines represent empirical extrapolation from low nitrogen content alloys
for the direct bandgap, while the dashed lines represent the X-point. The point Fain is the
ab initio theoretical prediction for the bandgap of famatinite GaAb.v75 No.2 5.
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ohmic contact layers, and quantum well layers for resonant tunneling devices. Figure 1 shows the
estimated bandgap versus lattice constant for the ternaries of the InGaAIAsPN material system
[4]. The solid lines represent empirical extrapolation from low nitrogen content alloys for the
direct bandgap, while the dashed lines represent the X-point. A bowing coefficient in GaAsN (18
eV) for arsenide nitride and in GaPN (14 eV) for phosphide nitride were used in the calculation.
The point labeled Fam represents an ab initio estimate from famatinite ordered GaAs0 .75N0.25with
a predicted bandgap of about 1 eV, indicating that some of the intermediate alloys may have finite
bandgaps contrary to the low nitrogen quadratic extrapolation.

The major challenge in growing the group III-V-nitride alloy compounds results from the
large difference in the atomic radii of nitrogen and the other group V elements. Such material
systems with large differences in atomic radii are known to have large miscibility gaps and cannot
be grown by equilibrium techniques [5]. However, immiscible material systems can be grown by
non-equilibrium techniques such as molecular beam expitaxy (MBE) with some limited success.
For example, the previously reported maximum N contents in single-crystal epitaxial GaAsN [ 1]
and GaPN [6] are 1-2% and 3-5%, respectively.

Nitrogen Solubility Limit

To better understand the nitrogen incorporation in various binary III-V systems, we
performed a detailed calculation of the solubility of N in InAs, InP, GaAs, GaP, AlAs, and AlP.
The calculation, obtained under equilibrium conditions, is based on an assumption that the lattice
is relaxed around a nitrogen atom to the 6 th neighbor in a zincblende nitride structure [7,8]. The
results (Figure 2) show a dramatic spread in solubility. The solubilities of N in both InP and InAs
are orders of magnitude higher than for N in GaAs, while the solubilities in AlAs and AlP are
orders of magnitude smaller [7]. We believe the major factor affecting solubility may be the force
constant. It is relatively weak for the In compounds, as compared with GaAs, and relatively
strong for the Al compounds. Although these results were obtained based on equilibrium
conditions, we found N incorporation is indeed much higher in InAs when grown by the non-
equilibrium MBE technique.
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S1E+18 GaP
E AlP

1E+1 7

1E+,6GaAs
1E+15

AlAs
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Fig. 2 Solubility limit of nitrogen in various III-V binary compounds. The system having the
highest calculated nitrogen solubility islnAsN.
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In this paper, we report the experimental results of MBE growth of InAslxN, single-crystal
epitaxial films with much higher incorporation of nitrogen (38% to date), which is lattice-matched
to GaAs. We expect the lattice matching of InAs1.xN, on silicon, which requires 60% nitrogen,
will also be achievable.

EXPERIMENT

The III-AsN growth was carried out in a Riber MBE system equipped with elemental effusion
sources for Ga, In, and Al and an electron cyclotron resonance (ECR) plasma source for atomic-
N generation. Arsenic flux was generated and accurately controlled by a valved cell. Figure 3
shows a schematic of the retrofit ECR-MBE system used in this work. The ECR source was
mounted at a glancing angle (15 to 25 degrees) with respect to the substrate to reduce ion
damage. ECR plasma power was varied from 100 W to 250 W. The distance between ECR
plasma chamber and wafer can be adjusted for uniformity and atomic-N intensity control. InAsN
films were grown on either 3 in. GaAs(001) on-orientation substrates or on 3 in. Si wafers with
(001) orientation tilted toward the [110] direction. Typical growth rate is around 0.7 tm/hr.
Different As/N flux ratios are achieved by varying the As flux, while the atomic-N flux is fixed by
maintaining a constant plasma power and N2 flow (6N, ULSI grade) at 10 sccm using a UHV
mass flow controller. Typical growth temperature is 4001C to 600 'C.

N2 .,.

ECR •L

SourceTb Nitroogen

Pln Pum

S - Shutters
ttb t Heater

As-ValvedCrackerCel

In Effusion Cell I-'- •

Ion Pump

Fig. 3 Schematic of a modified ECR-MBE system. Note both incident angle and the distance of
the ECR source to the substrate can be adjusted.

337



RESULTS AND DISCUSSION

Figure 4(a) shows the double crystal x-ray diffraction spectrum of a 200 nm thick single
crystalline InAs1.,N, (x=0.381) sample grown on a GaAs(001) substrate. The full width at half
maximum (FWHM) is 460 arc-s and the lattice mismatch to GaAs is less than 1%. From an x-ray
thin-film diffraction (XTFD) spectrum of this sample, we found this single InAsN layer actually
contained polycrystalline cubic-InAs and InN grains. For InAsN samples grown at growth
temperature over 550 'C, the nitrogen incorporation is significantly lower. However, at lower
growth temperatures, nitrogen incorporated as poly-InN instead of single cyrstalline InAsN. For
InAsN samples thicker than 200 nm, the x-ray spectra became wide and broad, indicating
deteriorated crystalline quality. Using a "template" growth technique to maintain InAsN crystal
quality by inserting a GaAs layer between the InAsN layers, we obtained InAsN epitaxial films
with better crystalline quality. Figure 4(b) shows the x-ray rocking curve spectrum of a 4 period
InAsN/GaAs multi-layer structure (4x100/100 nm). The FWHM of the InAsN peak is 270 arc-s,
indicative of improved crystal quality compared to single-layer InAsN. The GaAs layers serve as
"template" layers before everyInAsN layer growth.
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Fig. 4 Double crystal x-ray rocking curve spectra of (a) a 200 nm thick InAsN/GaAs sample
showing InAsN linewidth of 460 arc-s, and (b) an InAsN/GaAs 4 period multi-layer
structure with an InAsN linewidth of 270 arc-s.

The mobility and sheet charge density of the InAsN films were measured by Hall effect.
Typical Hall mobility of the InAsN samples is around 50 to 100 cm 2/Vs with a high carrier density
(1 x 1020cmn3), indicating that the material may be semi-metallic. No photoluminescence has been
observed from the InAsN material.

The growth of InAsN is not optimized at this moment. Figure 5 shows the cross-sectional
scanning electron microscope (X-SEM) micrograph of the multi-layer InAsN/GaAs sample. The
surface became roughened after the first InAsN layer growth. Details of the roughening are not
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clear; possibly some non-single-crystal defects formed on the InAsN surface prevent consequent
2D-layered growth.

Growth of high In containing InAsN compounds is critical for the realization of epitaxial
InAsN layers lattice-matched to Si, which requires 58% nitrogen incorporation or around 2-to-3
As to N incorporation ratio. Several growths of InAsN on Si substrates were attempted under
various As/N flux ratio. However, no single crystalline peaks were obtained from x-ray. The data

I sN

Fig. 5 Cross-sectional GaAs/InAsN multi-layer structure grown on GaAs. Each InAsN layer
thickness is 0. 1 .tm. The growth becomes roughened after the first InAsN film growth.

from XTFD indicate the as-grown InAsN films are polycrystalline with cubic-InAs, cubic-InN,
and hexagonal-InN grains observed. Figure 6 shows the TFD spectra of two InAsN/Si samples
grown under different As/N flux ratio. For the sample grown with a lower As flux ratio, the InAs
peak decreases over 20 times, while the c-InN peak intensity increases slightly.
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Fig. 6 X-ray thin film diffraction spectra of two InAsN/Si samples grown at different As/N flux
ratios. No InAsN x-ray rocking curve peaks were observed in these two samples.
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SUMMARY

We report, for the first time, the MBE growth of high N-content single crystalline lattice-
matched InAsN (x=0.38) on GaAs. The nitrogen incorporation is about an order higher than
previously achieved on other mixed group V nitride alloys. These data are consistent with a
nitrogen solubility limit calculation in various III-V binary alloys. Single-crystal InAsN films were
obtained using a modified ECR-MBE system with atomic-nitrogen generated by an ECR plasma
source. We found thick InAsN films usually contain large amounts of poly-InAs and InN grains.
We developed a "template" growth technique to maintain InAsN crystal quality by inserting a
GaAs layer between InAsN layers. InAsO.62No.38/GaAs layers with an x-ray linewidth of 270 arc-s
(0.4 lim thick film) have been achieved. Hall effect data show these films are semi-metallic. We
also attempted InAsN growth on Si and only polycrystalline films were achieved.
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ABSTRACT

The emission wavelength of the In.GalxN ternary system can span from the near
ultraviolet through red regions of the visible spectrum. High quality double
heterostructures with these InxGal_,N active layers are essential in the development
of efficient optoelectronic devices such as high performance light emitting diodes and
laser diodes. We will report on the MOCVD growth and characterization of thick and
thin InGaN films. Thick InxGal_,N films with values of x up to 0.40 have been
deposited and their photoluminescence (PL) spectra measured. AIGaN/InGaN/AIGaN
double heterostructures (DHs) have been grown that exhibit PL emission in the violet,
blue, green and yellow spectral regions, depending on the growth conditions of the
thin InGaN active layer. Preliminary results of an AIInGaN/InGaN/AIInGaN DH, with
the potential of realizing a near-lattice matched structure, will also be presented.

INTRODUCTION

The achievement of device quality InGaN films that led to the realization of
blue, green and yellow light emitting devices are distinguished developments that have
set Nichia Chemical Industries apart from the rest of the nitride community'. There
is a paucity of successful activities in the growth of InxGa,.,N with high values of x
due to several difficulties that can be unique for this ternary alloy. The main problem
is related to the weak In-N bond that necessitates a high nitrogen vapor pressure
during the growth process. Plasmas generated by electron cyclotron resonance (ECR)
in the molecular beam epitaxy (MBE) environment do not seem to produce enough of
a nitrogen overpressure. For metalorganic chemical vapor deposition (MOCVD), the
high temperature growth needed to crack NH3 will enhance the dissociation of In-N
bonds.

This paper will present the growth and characterization of InxGal-xN bulk films
and InxGa,-.N based heterostructures that have been deposited between -750 -
800 °C. There are apparent differences between the properties of the relatively thick
(e.g., > -2000 A) InGaN films versus the thinner (e.g., < --200 A) InGaN active
layers of DHs. Although we have grown thick InxGa ,xN films in our reactor with a
value of x up to 0.40, the optical properties of these InxGa,_N films with x > -0.30
begin to degrade rapidly with increasing x, and tend to have In metal segregated either
on the surface or in the film, as detected by X-ray diffraction (XRD) analysis. Thinner
InxGa ,.N films that are active layers of double heterostructures can be grown in our
reactor with apparently higher values of x as determined by PL measurements.
Emission in the yellow region of the visible spectrum with a good value of full width
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at half maximum (FWHM), has been observed. Most of the InGaN double
heterostructures have been grown with AIGaN upper and lower cladding layers, but
we have recently performed a few trials with AIInGaN cladding layers.

EXPERIMENT

Epitaxial growth of In×Gal~xN was performed in a hybrid ALE/MOCVD growth
system, that has been previously described2 . This hybrid ALE/MOCVD system was
previously used for the epitaxial growth of lnxGa,_×N (0 < x < 0.27) by ALE 3 and of
AIInGaN quaternary alloys by MOCVD 4. Source gases used were, trimethylgallium
(TMG, -10 0C), trimethylaluminum (TMA, + 18 °C), ethyldimethylindium (EdMIn, + 10
°C) and NH3; N2 was used as the carrier gas. Basal plane sapphire, cleaved into -1.5
cm x 1.5 cm squares, was used as substrate material. After solvent cleaning,
substrates were loaded and annealed in N2 and NH3 for 15 minutes and 1 minute
respectively. ALE growth of AIN/GaN buffer layers' was performed at 700 0C, while
InGaN films were grown by MOCVD between 750 and 800 °C. The thick InGaN
alloys were typically grown on GaN that was deposited by MOCVD at higher
temperatures (900 - 950 OC). AIGaN grown at 950 °C was typically used as the
cladding layers for the double heterostructures.

RESULTS

InGaN epitaxial layers have been grown with values of InN up to 40% in the
ternary alloy. The full width at half maximum (FWHM) of the double crystal X-ray
diffraction (DCXRD) data for these films is broad for high values of x, but is

3.4
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3.1-

KC , 13.0-

S2.9-

S2.8-

2.7-

2.6-

0.00 0.10 0.2o 0.30 0.40
Indium Mole Fraction, x

Figure 1. Band gap energy of lnxGal_×N (as determined by PL) vs. indium mole
fraction, x (as determined by XRD).
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comparable to that of GaN grown at higher temperatures for low values of InN% irn
the ternary. For example, DCXRD data for an Ino.06 Gao.9 4 N alloy grown at 780 °C on
GaN has a FWHM of -250 arc seconds, one of the lowest reported to date for
InGaN. However, e - 20 X-ray data for the Ino.0 4 Gao.6oN film grown at 750 °C on
GaN has a broader linewidth, due at least in part to the increased lattice mismatch
between the underlying GaN layer and the InGaN alloy and the deterioration of the
crystalline quality of the ternary alloy. This composition of 40% InN was achieved by
MOCVD with a EdMIn/TMG molar gas phase ratio of only -2, a relatively low ratio
as compared to other published results on InGaN having even lower InN%6. Efforts
to achieve higher values of x in thick InGaN films usually resulted in fairly broad and
weak XRD and PL spectra. The optical properties of these relatively thick InGaN films
show intense band edge (BE) emission that is sometimes accompanied by deep levels.
Figure 1 shows the variation of the band gap, determined from PL emission, versus
the value of x obtained from XRD. Our data is consistent with the predicted variation
of E. vs x by Osamura et. al. 7 and previously reported experimental data by Nakamura
et. al 8.

A variety of double heterostructures with InxGa,-xN as the active layer have
been grown with AIGaN cladding layers having - 10% AIN. InGaN active layers were
typically grown on InGaN prelayers, which provide a gradual increase in In mole
fraction between the AIGaN lower clad layer and the InGaN active layer. A schematic
of a typical AIGaN/InGaN/AIGaN heterostructure is illustrated in Figure 2, where the
I n G a N p r e I a y e r i s g r o w n o v e r a

AIGaN

InGaN active layer

InGaN 'pre-layer"

AIGaN

AIN buffer layer (ALE)

Sapphire Substrate

Figure 2. Schematic of AIGaN/InGaN/AIGaN double heterostructure.

temperature range of 780 - 810 °C, and the active layer grown at -750 °C. PL
spectra for some of these heterostructures is presented in Figures 3, 4 and 5. The
data displayed in Figure 3 corresponds to a structure having a thicker active layer
while the active layers of the structures corresponding to Figures 4 and 5 are each
successively thinner. While absolute thickness measurements for these three samples
are not currently available, preliminary TEM data from other similar samples coupled
with appropriate scaling of the active layer growth times suggest that the thickest
layer (Figure 3) should be < -100 A. The active layers are deposited on a graded
InGaN prelayer of low InN%. The spectral peaks for the samples corresponding to
Figures 3, 4 and 5 are 456, 505 and 550 nm respectively, and from these preliminary
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results there appears to be a gradual red shift in the emission

-466 nm-.'•W Room Temperature PL of

InGaN OW Structure

._ FWHM = -189 meV

300 460 500 600 760 860 900
Wavelength (nm)

Figure 3. PL of In.Ga,_,N DH with peak emission corresponding to x -0.32.

'506 nn.... . Room temperature PL of

InGaN OW heterostructure

0 FWHM = '-241 meV

200 300 400 Soo 600 700 800 900
Wavelength (nm)

Figure 4. PL of InxGa_,-N DH with peak emission corresponding to x = 0.48.

spectra as the active layer thickness decreases. However, more studies are required,
especially TEM analysis, to confirm this possible relationship between the active layer
thickness and the red shift in PL emission. The FWHM of the spectra have values of
189, 241 and 211 meV for Figures 3, 4 and 5 respectively.
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It should be possible to obtain a lattice matched heterostructure if an

550 nrm Room Temperature PL o0
InGeN OW Structure

-,- FWHM = -211 meV

300 400 500 600 700 80O 900
Wavelength (nm)

Figure 5. PL of In.Ga ,,N DH with peak emission corresponding to x = 0.63.

Alvln×Ga,-,N layer can be grown with correct molar compositions x and y to obtain
a lattice match to the overlying InGaN active layer. As a first attempt to address this
problem, we deposited an AlylnxGal-x-,N layer on AIGaN and then proceeded to grow
the active InGaN layer. The lower AIInGaN cladding layer was grown at 780 oC on
AIGaN. This was followed by the growth of the InGaN active layer at 780 0C which
in turn was capped by the upper AIInGaN cladding layer also grown at 780 °C. The
active layer was grown by simply turning off the TMA flow and increasing the EdMIn

380 nm Room Tem perature PL of
AIInGaN/InGaN/AIInGaN
Double Heterostructure

• M=-IO.meV

.0J

'aFWHM-168 meV

300 400 S00 6So 70o 80o 900
Wavelength (nm)

Figure 6. PL of AIInGaN/InGaN/AIInGaN DH.
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flow while keeping all other growth conditions constant. The PL spectra for this
structure, shown in Figure 6, exhibits apparent sharp band edge emission
accompanied by emmission from a deeper level. The weaker deep level emission may
be due to the nonoptimized AIInGaN cladding layers.

CONCLUSIONS

Thick ln×Ga 1_xN films were grown with values of x up to -0.40. XRD and PL
linewidth increase with increasing InN% in the film. AIGaN/InGaN/AIGaN DHs with
thin InxGal-xN layers were deposited and exhibit intense PL emission from the violet
through yellow, which corresponds to an apparent value of x of up to 0.63 in these
thin active layers. A preliminary investigation of an AIInGaN/InGaN/AIInGaN DH has
been made and PL of this potentially nearly lattice matched structure has been
presented.
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ABSTRACT

A1GaN/GaN heterostructures with multiple quantum wells were grown by plasma-
assisted molecular beam epitaxy (PAMBE). Structural and optical properties of the
heterostructures were analyzed using x-ray diffraction, cathodoluminescence, and
photoluminescence. Interband transitions were clearly observed in the GaN quantum wells at
both room- and liquid-helium temperatures. The efficiency of the interband recombination due to
the confinement effect was greatly enhanced in the thinner quantum wells. The functional
dependence of the interband peaks on the well thickness is shown to be in good agreement with
the calculated positions of the quantized levels in the wells.

INTRODUCTION

The advances in the material growth and processing of 111-V nitrides have led to the
demonstration of a current injection laser diode (LD) with InGaN-based multiple quantum wells
(MQWs)1, 2. In the attempt to realize AIGaN/GaN QW LDs, there have been a few reports on
the growth and characterization of the A1GaN/GaN single quantum well structures 3'4.
Krishnankutty et al.3 reported the strain-induced energy gap shift, which was deduced from the
position of bound excitons in an A1GaN/GaN strained-layer quantum well grown by metalorganic
chemical vapor deposition (MOCVD). Recently, Salvador et al.4 fabricated a Si-doped
A1GaN/GaN 60 A thick single quantum well using gas source MBE with ammonia gas as a source
of active nitrogen. From the observed bound exciton transitions, they estimated heavy hole and
electron effective masses as 0.3 mo and 0.19 ion, respectively.

In this paper, we present and analyze charcteristics of AIGaN/GaN MQWs grown by
plasma-assisted molecular beam epitaxy (PAMBE), which employs inductively coupled nitrogen
plasma as a source of active nitrogen. The optical quality of the present quantum wells is shown
to be comparable to that for similar heterostructures fabricated with other growth techniques.

EXPERIMENTAL

A detailed description of the PAMBE system developed at the University of Illnois can
be found in our earlier publication 5 and in the companion paper6. Here we only emphasize the
specific features of the system or process relevant to the growth of quantum wells. Figure 1
shows a schematic of the MQW structures studied in the present work. First, a 30 nm AIN
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buffer layer was grown on a sapphire substrate. Then, a 0.5 p-m thick GaN epilayer was
deposited at a substrate temperature of 750 °C. The purpose of this layer was to accommodate
stress caused by the sapphire/GaN lattice mismatch. Multiple layers of AIGaN/GaN were
grown on top of the GaN layer. In a separate set of experiments, the growth rate and Al mole
fraction were determined with sufficient accuracy to precisely control Al concentration and to
grow nanolayers of AIGaN and GaN with predetermined thicknesses.

AIN buffer

AlGaN barriers

Sapphire AEc

GaN \ GaN QWs

Figure 1. Diagram of conduction energy band of GaN/AIGaN MQW structures.

To avoid formation of dislocations and cracks at the AIGaN - GaN interfaces, the
thicknesses of the GaN quantum wells were kept within the pseudomorphic limit 7. The
thicknesses of the GaN QW layers were less than the critical thicknesses (486, 208, and 125 A
for GaN QWs with AIGaN barriers, XAI = 0.1, 0.2 and 0.3, respectively). The critical thicknesses
were calculated using the Matthew and Blankeslee force balance model8. To study radiative
transitions in unstrained GaN MQWs, we prepared the samples with different well thicknesses
(25 A, 50 A, too A) and the same Al mole fraction (0.2) in the barriers. To prevent substantial
coupling between the wells, the barrier thicknesses were maintained at 50 A, 75 A, and 150 A,
respectively, for the three different GaN QWs.

The crystallinity of the A1GaN/GaN MQWs was examined by x-ray diffractometry
(XRD) using a Rigaku D-Max with CuKcL radiation. Cathodoluminescence (CL) spectra and
images were observed at room temperature using the Oxford monoCL in a Zeiss DSM960
scanning electron microscope. Low-temperature (7 K) photoluminescence (PL) was excited with
the 325-nm line of a 25-mW HeCd laser.

RESULTS AND DISCUSSION

Figure 2 is an XRD spectrum obtained from an Al 0.2Ga 0,8N(21 layers of 50 A)/GaN(20
layers of 25 A) MQW. The clear separation in Kotl/Kca2 doublets for the (0002) reflection of
GaN shows that the structural coherence parallel to the growth direction is good. The measured
2d spacing (5.177 A) of the GaN (0002) plane is almost the same as that of a 1-Pin-thick GaN
film (5.179 A). The measured 2d spacing of Al0 .2Ga0.8N (5.144 A) agrees with the value of 5.14
A, which was calculated using a linear approximation. Therefore, one may conclude that only a
negligible amount of strain (less than 0.04 %) was exerted in the direction of the c-axis in the
grown GaN QWs.
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Figure 2. XRD data for the (0002) reflection of A10.2Ga,.,N(21 layers of 50 A)
/GaN(20 layers of 25 A) MQW structure.
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Figure 3. Room-temperature CL spectrum measured from A10.2Ga0, 8N(21 layers of
50 A)/GaN(20 layers of 25 A) MQWs.

Figure 3 is a room-temperature CL spectrum obtained from an A10.2Ga0,.N (50 A)/GaN (25
A) heterostructure with 20 identical periods. The peak at 350 nm (3.543 eV) is attributed to
interband recombination in the GaN QWs. The peaks at 374-nm (3.315 eV) and 415-nm (3.303
eV) are due to the recombinations related to the donor and acceptor impurity levels.
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Figure 4. Room-temperature CL image of the 350-nm light emitted from
AIo. 2Gao.8N(21 layers of 50 A)/GaN(20 layers of 25 A) MQWs. The bright spot
is for focusing.

I, ,

bandedge (3.42 eV) T = 7 K

DAP (3.24 eV)

I-LO (3.15 eV)

2-LO (3.08 eV)

1~3-LO (3.0 eV)

4000 3500 3000 2500 2000

Energy (mcV)

Figure 5. PL spectrum of 1 pm thick GaN epitaxial layer grown on sapphire
substrate.

Figure 4 is a 350-nm CL image of the excited GaN MQW structure. It shows an excellent
spatial uniformity of the interband luminescence, which indicates the high crystalline quality of
the MQWs. This strong light emission observed from the present sample should be an indication
that one may expect equally strong light emission at room temperature in both
electroluminescence in LEDs and stimulated emission in LDs.

Figure 5 shows a PL spectrum measured from a 1-jim-thick GaN epitaxial layer grown on
sapphire. The peak at 3.42 eV, with the full width at half maximum (FWHM) of 45 meV, is
attributed to the bandedge transition. The four lower energy peaks at 3.24, 3.15, 3.08 and 2.99
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eV correspond to the donor-acceptor pair (DAP) and its phonon replicas (1-LO, 2-LO, and 3-LO

replicas with 70-80 meV intervals).

The PL spectra of the Al0.2Gao. 8N/GaN MQWs with different GaN QW widths, (a) 25,
(b) 50 and (c) 100 A, are presented in Figure 6. The high energy peaks with transition energies of
(a) 3.58, (b) 3.54, and (c) 3.50 eV are identified as interband transitions in the GaN QWs. The
possibility that these peaks could come from the A1GaN barriers is excluded since the exciton
energy in the A10.2Gao.8N barriers is expected to be 3.87 eV. As expected, these transitions have
higher energy than the free exciton energy (3.485 eV) of bulk GaN due to the quantum
confinement effect. Thus the confinement energies (Eei + Ej,,) for 25, 50, and 100 A thick GaN
QWs were determined as 95, 55, and 25 meV, respectively, by subtracting the free exciton energy
of bulk GaN from the interband transition energies, 3.58, 3.54, and 3.50 eV. Three other well-
resolved peaks of the specrum (a), 3.38, 3.34, and 3.31 eV, are attributed to the phonon replica of
a donor-bound exciton (DBE-LO), the phonon replica of an acceptor-bound-exciton (ABE-LO),
and DAP-2LO, respectively, in bulk GaN. We believe that the same, but broader, peaks are
responsible for the low energy spectra of(b) and (c).

3.38 eV 3.34teVNtAiaG (A)

t()25/50

"(b) 50/75
(c) 100/150

3.31 eV

O CV
', InterbandStransition

(b)

(C)

3500 3000 2500 2000

Energy (mneV)

Figure 6. PL spectra for Al0.2Ga0.N/GaN MQWs with (a) 20 layers of 25 A thick
GaN QWs and 21 layers of 50 A thick AIGaN barriers, (b) 10 layers of 50 A thick
GaN and 11 layers of 75 A thick A1GaN, and (c) 5 layers of 100 A thick GaN and
6 layers of 150 A thick AIGaN.

To verify our assumption that the high energy peaks as identified above indeed
correspond to the interband recombination in the QWs, we compared these transitions with the
positions of the quantum levels. The energy of the recombination peak in a QW is given by E =
Eg + Em,+ El,.+ EBs, where E, is the bulk energy gap, E,,, and Ehn are the energies of the quantized
levels of electrons and holes in the QW, and EBs is the energy gap shift because of applied strain.
The EBs is negligible due to the small strain 9. The confinement energy is defined as a sum of Ee,
and Ehn. We assume that the heterojucntion band offset is AEc/AEv = 67/334. The energy gap of
AlxGal.,N may then be calculated from its quadratic dependence on the molar fraction' : E (x) =
3.485 + 1.715 x + x2, where the bowing parameter is 1.0 eV". The effective masses of the
electrons and the heavy holes are assumed to be independent of the composition and the
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temperature, and equal to m, = 0.236 m. and m1 h = 0.8 mi, respectively1 2 . Thus calculated
theoretical values of the confinement energies are 124, 45, and 16 meV which are in good
agreement with the experimental values of 95, 55, and 25 meV, respectively, for the three QW
structures with different QW thicknesses of 25, 50, and 100 A.

In summary, high-quality A1GaN/GaN MQW structures have been grown by PAMBE.
The structures showed uniform CL radiation characteristics and enhanced efficiency of the
interband transitions relative to the bulk samples caused by the confinement of the electrons and
holes in the GaN quantum wells. The functional dependence of the PL peaks on the well
thickness agrees well with the calculated positions of the quantized levels in the wells.

ACKNOWLEDGMENTS

The authors would like to thank Professor Shun-Lin Chuang for valuable discussions.
This work was supported by Samsung Electronics Co. Ltd.

REFERENCES

1. S. Nakamura, M. Senoh, S. Nagahama, N. Iwasa, T. Yamada, T. Matsushita, H. Kiyoku, and
Y. Sugimoto, Jpn. J. Appl. Phys. 35, L74 (1996).
2. H. Amano, K. Hiramatsu and I. Akasaki, Jpn. J. Appl. Phys. 27, L1384 (1988).
3. S. Krishnankutty, R. M. Kolbas, M. A. Khan, J. N. Kuznia, J. M. Van Hove, and D. T.
Olson, J. Electronic Mater. 21, 609 (1992).
4. A. Salvador, G. Liu, W. Kim, 0. Aktas, A. Botchkarev, and H. Morkoc, Appl. Phys. Lett. 67,
3322 (1995).
5. K. Kim, M. C. Yoo, K. H. Shim, and J. T. Verdeyen, J. Vac. Sci. Technol. B13, 796 (1995).
6. J. M. Myoung, C. Kim, K. H. Shim, 0. Glusschenkov, K. Kim, and M. C. Yoo, Mater. Res.
Soc. Symp. Proc. April 1996 (this volume).

7. C. Kim, I. K. Robinson, J. M. Myoung, K. H. Shim, K. Kim, and M. C. Yoo, Mater. Res.
Soc. Symp. Proc. April 1996 (this volume).

8. J. W. Matthew and A. E. Blankeslee, J. Crystal Growth, 27, 118 (1974).

9. S. L. Chuang and C. S. Chang, Appl. Phys. Lett. 68, 1657 (1996).

10. W. Shan, T. J. Schmidt, R. J. Haustein, J. J. Song, and B. Goldenberg, Appl. Phys. Lett. 66,
3492 (1995).
11. Y. Koide, H. Itoh, M. R. Khan, K. Hiramtu, N. Sawaki, and 1. Akasaki, J. Appl. Phys. 61,
4540 (1987).
12. S. Fischer, C. Wetzel, E. E. Hailer, and B. K. Meyer, Appl. Phys. Lett. 67, 1298(1995).

352
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ABSTRACT

In order to clarify the origin of p-type high-conductivity layers (HCL) near the surfaces
of as-grown diamond films prepared by chemical vapor deposition, we have investigated the
properties of Schottky junctions fabricated from HCL. The Schottky junctions between Al and
HCL of undoped homoepitaxial films with step-flow growth showed high-rectification
properties. The forward current-voltage characteristics of the junctions in the temperature
range between 83 K and 400 K are found to be described by the thermionic-field emission
theory. Analysis indicates that thin enough depletion layer is formed at the junction by a high
concentration (_10 I

8/cm 3) of acceptors existing in HCL due to hydrogenation. The origin of
HCL is the acceptors related to incorporated hydrogen near the surface.

INTRODUCTION

It has been known that as-grown diamond films prepared by chemical vapor deposition
(CVD) have relatively high-conductivity layers (HCL) near the surfaces both with and without
boron (B)-doping [1, 21. The HCL is of p-type conduction [3, 4], which disappears after
oxidation and reappears by exposure to a hydrogen plasma. Using HCL, a semiconducting
device such as a field effect transistor was actually fabricated [5]. However, the origin of
HCL has not yet been clarified.

Several works pointed out the relevance of hydrogenation to HCL [1-12]. Landstrass
and Ravi [1] proposed that the origin of HCL is the deep level passivation by terminated
hydrogen incorporated near the surface. Kawarada et al. [8] suggested that negative charges in
the surface states originated from hydrogen termination induce a hole accumulation layer due to
surface band bending. It has been reported that HCL is attributed to holes generated by
additional acceptors arising from incorporated hydrogen [3, 9, 10]. Based on Hall
measurements of HCL and secondary ion mass spectroscopy (SIMS), we supported the last
model of the existence of acceptors related to incorporated hydrogen [4].

Recently, we have successfully grown undoped homoepitaxial diamond films with
atomically flat region and good crystallinity [I I]. The epitaxy has been attained by step-flow
growth in which atomic precursors migrate on terraces and incorporate into atomic steps before
they form isolated nuclei on the terraces. The current-voltage (!-V) characteristics of Schottky
junctions between Al and HCL of the films showed excellent high-rectification properties with
very low leak currents at reverse bias.

In this study, we have investigated carrier-transport mechanism in the Schottky barrier
by the temperature dependence of I-V characteristics of the good-quality junctions. We clarify
the origin of HCL on the basis of the present experimental results, in addition to the results of
Hall measurements and SIMS.

EXPERIMENT

Diamond films were deposited on synthetic lb diamond (001) substrates using a CVD
system made by Applied Science Technology, Inc. (ASTeX). The substrate was 4.0 X4.0
mm2 in area and 0.3 mm in thickness. Source gas was 0.5% CH4 diluted by H 2. Gas
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pressure, total gas flow rate, and microwave power were 25 Torr, 400 sccm, and 750 W,
respectively. Substrate temperature was kept at 800 'C measured by a thermocouple attached
to the backside of a susceptor. Deposition duration was 6 hrs and resulting film thickness was
approximately 2.4 r.tm.

Ohmic contacts were fabricated on the as-grown diamond surface by evaporating Ti
followed by Au to prevent the oxidization of Ti electrode. To fabricate Schottky contacts, Al
with diameter of 200 ýtm was evaporated on the as-grown diamond surface.

In order to avoid adsorption of H2O onto the sample surface, I-V measurements of the
Schottky junctions were carried out after the sample was heated up to 400 K for 15 min in
vacuum. The temperature dependence of I-V characteristics was measured in the range
between 83 K and 400 K. The I-V measurements were carried out in a vacuum of 10.' Torr
using a Hewlett Packard 4140B pico-ampere meter.

RESULTS AND DISCUSSION

The forward I-V characteristic of the
Schottky junction between Al and as-grown
undoped films with step-flow growth at 400 K
is shown in Fig. 1. The leak currents at reverse
bias were lower than the detection limit 101 3A
of the measurement system. The high- 10-6

rectification properties, in particular, the very
low leak currents at reverse bias are much
improved than those of previous reports [121,
indicating that diamond films with step-flow 10-8
growth are very useful to obtain high-quality
Schottky barriers. <

The forward I-V characteristics of the
junction as a function of temperature from 83 K 2 0
to 360 K are shown in Fig. 2. I-V curves obey • 10
conventional forward-characteristics equation
for V>>kT/q,

ISexp( Lj, IT Detection
SEo limit

where I, is the saturation current and q the 4
electron charge. The weak temperature 101
dependent slope of I-V curves can not be 0 0.4 0.8 1.2
explained by the thermionic emission process Voltage (V)
(E, = nkT with n = 1) or the generation-

recombination process (E0 = nkT with n = 2) Fig. 1. Forward I-V charcteristic at 400 K
[13] where k is Boltzman's constant, of Schottky junction between

As another carrier-transport mechanism Al and as-grown undoped diamond
through the junction, the tunneling current film with stcp-flow growth.
should be considered. For a Schottky junction
with a very thin depletion layer such as that
fabricated using a heavily doped semiconductor,
carriers can tunnel quantum mechanically
through the barrier, whose process, known as field emission, does not depend on temperature.
However, in a conventional Schottky junction with relatively high doping, the pure field
emission does not occur. Thermally excited electrons with energy where the depletion layer is
thin enough to tunnel contribute to the current flow. This thermally assisted tunneling process
is known as thermionic-field emission.
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Fig. 2. Forward I-V characteristics of the Schottky junction in the
temperature range between 83 K and 360 K.

According to the thermionic-field emission theory [13] for a conventional Schottky
junction made of a p-type semiconductor, E. in Eq. (1) can be described by

E, = E, coth ( E°j (2)SkT )

Eoo = (3)
47c mX*)

where h is Plank's constant, m* the effective mass, e the dielectric constant, and NA the
impurity (acceptor-type) concentration.

Based on Eqs. (1)-(3), we determined E, as shown in Fig. 3 from the data of I-V
characteristics in the temperature range between 83 K and 400K. The solid line in Fig. 3
shows Eq. (2) with E., = 27 meV in excellent agreement with experiment. Using Eoo = 27
meV, the acceptor concentration was determined by Eq. (3) as 6X 1018/cm', using E = 5.7e0
and m* = 0.75m0 [14]. This result leads to an important conclusion that a high concentration
of acceptors exists near the surface of the as-grown film, i.e. in HCL. It is worthwhile to note
that the model of HCL based on the charged surface states [8] does not provide the space
charges which make the depletion layer thin enough.

As shown in Fig. 3, the forward I-V characteristics of the Schottky junctions are mostly
due to the thermionic-field emission in measurement temperature range less than about 300 K.
At higher temperatures around 400 K, however, the field emission can be neglected compared
to the thermionic emission, namely, I-V characteristics around 400 K can be explained only by
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the thermionic emission theory [13] whose I-V characteristics for V>3kTIq is given by

I= Is exp( q--)V (4)

where n is the ideality factor. In the case of Fig. 1, the estimated n was as low as 1.1,
indicating that the present Schottky junction is nearly ideal.

Temperature (K)

0 100 200 300 400

40

>35 3
E

LU 30

2 5 ........ ..................

0 5 10 15 20 25 30 35 40

kT (meV)

Fig. 3. Experimental value of EO as a function of
temperature. Solid line is the theoretical
value of Eq. (2) with E0 0 = 27 meV.

According to our result of Hall measurements on HCL [4], the carrier density per unit
area of HCL in as-grown (hydrogenated) undoped films was approximately 8 X 10' 2/cm 2 in
the temperature range between 150 K and 400 K. The carrier density per unit area was used
instead of the carrier concentration because the thickness of HCL cannot be accurately
determined at present. The carrier density per unit area of HCL in as-grown (hydrogenated)
B-doped films at 300 K was also around 1 X 10' 3 /cm 2 , which is 4-5 orders of magnitude
lager than that of conventional oxidized (no hydrogen) B-doped films. The atomic B
concentration of the film is around 4 X 10 6 /cm3 . The oxidized B-doped film was obtained by
oxidizing as-grown hydrogenated B-doped film and showed an activation energy of 0.38 eV
which is consistent with the B-acceptor level reported by Collins and Williams [15]. These
facts indicate that the free holes in as-grown hydrogenated films are not due to the B-acceptor
but have another origin. Kiyota et al. [10] pointed out from capacitance-voltage
characteristics that additional acceptors, which are not related to B-acceptors, exist in
as-grown B-doped films.

We examined, in the previous work [4], the existence of hydrogen in HCL of as-grown
undoped films using SIMS. Incorporated hydrogen distributed spatially in an exponential
manner from the surface of the as-grown undoped films. Concentrated hydrogen existed in
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the region of 20 nm from the surface. In the oxidized undoped films, on the other hand,
hydrogen was not detected. If we assume that the thickness of HCL is 20 nm, the carrier
concentration at 300 K corresponds to 4 X 1018/cm 3. This value is almost the same value of the
acceptor concentration obtained from the I-V measurements and 2 orders of magnitude greater
than atomic B concentration. This experimental result also suggests that acceptors in HCL
form a shallow-level.

Due to the high concentration of shallow-acceptors related to incorporated hydrogen, the
Fermi level of HCL is close to the valence-band edge in comparison with that expected from
the bulk region of undoped diamond films. Figure 4 shows a schematic energy-band diagram
of the present as-grown films at thermal equilibrium. In the figure, HCL and the bulk region
behave as a p+ layer and an intrinsic layer, respectively, and then a p+-i junction is formed
through the film. This energy band diagram is consistent with the experimental result of the
surface Fermi level position of as-grown films determined by X-ray photoelectron
spectroscopy and Kelvin probe method [7].

SDepth from the surface
p+-Iayer i-layer

HCL

Hydrogen-related EC
acceptors

- -- - - - - - E F

EV

Fig. 4 Proposed model of energy-band diagram.

SUMMARY

We have investigated the properties of Schottky junctions fabricated from HCL. The
Schottky junctions between Al and as-grown undoped homoepitaxial films with step-flow
growth showed high-rectification properties with very low leak currents at reverse bias. The
forward I-V characteristics of the junctions in the temperature range between 83 K and 400 K
are explained by the thermionic-field emission theory. This means that the depletion layer at
the junction is thin enough for the carriers to tunnel through the Schottky barrier. The
straightforward analysis leads to an important conclusion that a high concentration (~10I 8/cm 3)
of acceptors exists in HCL due to hydrogenation. It is concluded that HCL originates from the
acceptors related to incorporated hydrogen near the surface.
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ABSTRACT

This paper reports on preliminary studies of GaN growth obtained using a supersonic
nitrogen arcjet plasma expanding into low pressure. A hydrogen-free and carbon-free growth
environment was achieved by use of a Ga vapor source positioned downstream of the expanding
plume. GaN growth rates of around 8 gm/hour were obtained in these preliminary studies. We
believe these growth rates are the highest reported for a non-chemical decomposition process. The
growth rates are attributed to the very high nitrogen atom fluxes estimated to be on the order of
10'9 atoms/cm2/sec. The initial growth rates are believed to be well below those possible with a
fully optimized system. The GaN films are characterized by Raman spectroscopy, visible-IR
transmission, and x-ray diffraction. The deposited films appear to be single crystal and epitaxial
on basal plane sapphire substrates.

INTRODUCTION

Gallium nitride (GaN) is difficult to grow in thick, high-quality, single-crystal layers. The
available epitaxial growth approaches, which can be considered for growing such layers, can be
divided into two broad categories. The first growth category encompasses all MBE type
approaches which invariably use low pressure electron-cyclotron resonance (ECR) nitrogen
plasmas to produce a flux of excited or ionized nitrogen molecules (N2+), and neutral nitrogen
atoms (N) [1-3]. GaN deposition using these approaches generally exhibit growth rates not
exceeding 1 grm/hour (more typically 0.1 - 0.2 grm/hour [2,3]) which is quite inadequate for thick
layer growth.

The second broad GaN growth category includes all processes based on some form of
chemical decomposition to produce Ga and N -containing radicals either at the substrate surface or
in the vapor above the substrate. Processes such as vapor phase epitaxy (VPE) or metalorganic
vapor phase epitaxy (MOVPE) are included in this category. The growth rate in these cases is
diffusion-limited and rates of up to 100 itm/hour have been reported [4,5]. However, GaN grown
by these techniques may contain high concentrations of process by-products such as carbon (i.e.,
from MOVPE growth). Also, MOVPE and VPE methods seem to lead to GaN films with relatively
high background n-type carrier concentrations [2].

We have performed preliminary studies into the possibility of an alternative technique,
based on an arcjet plasma supply of a very high flux (10 /cm /sec) of nitrogen atoms. The arcjet
in our experiments was a direct-current (DC) arc plasma discharge expanded to low densities (-
1016 molecules/cm3) and high supersonic speeds (Mach numbers of 2-3). This low density,
supersonic plasma jet is achieved by appropriately contouring the discharge nozzle and maintaining
approximately 0.3 - 1 torr of background pressure in the vacuum chamber into which the jet
discharges. Plasma jets of this type, operating on hydrogen, have been previously employed by
our group to deposit high quality diamond films [6,7]. Within the context of GaN synthesis, this
approach falls into neither of the two general categories identified above. As discussed below, the
Ga atoms in this approach are supplied from an electron-bombarded Ga source.

EXPERIMENTAL FACILITY

Basic Configuration

A schematic of the experimental arcjet facility used to grow GaN is shown in Fig. 1.
Nitrogen is used as the arc source gas, which is dissociated as it passes through the discharge
sustained between a central cathode and surrounding anode (which also serves as the nozzle).
Gallium vapor is introduced by exposing metallic gallium contained within a pyrolitic boron nitride
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fixture to the plasma and suitably biasing the gallium with respect to the plasma potential to attract
electron current from the plasma plume. The current is sufficient to heat the gallium by electron-
bombardment to temperatures as high as 1000oC, generating a gallium jet that is entrained by the
dissociated nitrogen flow. The nitrogen and gallium atoms in the arcjet plume impinge on a
resistively-heated sapphire substrate to grow the epitaxial GaN layers.

Vacuum Chamber

GaN-Film
Nitrogen Substrate

DC-Arcjet

Evaporative Thermocouple
Ga-Source

Power Supply]

Figure 1. Schematic illustration of low density arcjet facility employed for GaN growth.

Nitrogen Flux and Potential Growth Rate Estimates

We believe that the GaN gowth rate and quality will be limited by the nitrogen flux that can
be delivered to the substrate. In order to estimate the fraction of the nitrogen dissociated by the
arcjet and the maximum possible nitrogen atom flux that can be delivered to a substrate, we have
applied mass and energy conservation to a generic arcjet control volume encompasing the discharge
and expansion region of the nozzle. For the purpose of this calculation, we assume uniform flow
of velocity, ue, at the exit of the arcjet nozzle, and that the species comprising the plasma gas at the
arcjet exit share a common temperature, T. We assume that the gas introduced at the inlet is
molecular nitrogen with a negligible kinetic energy, and that the gas exiting the nozzle is comprised
mainly of atomic and molecular nitrogen (a reasonable assumption, since the plasma is found to be
only weakly ionized). Under these conditions, an energy balance gives:

77P . ,c = 'h ° ý ' + h N 2 N O D N1 )

N2 N- ho 2 + OD(hN - hN2

where 77 is the arcjet thermal efficiency (typically about 50% for our design), Pare is the operating
arcjet power, rhN is the total mass flow rate of nitrogen, hj and hý represent the specific
enthalpies of species j at the exit and inlet to the discharge chamber respectively, and 0

D is the
nitrogen dissociation fraction, defined here as:

OD = XN hN. (2)
XN 2 JXN I

m
h°N(

Here, ZN and ZN2 are the atomic and molecular nitrogen mass fractions at the exit of the nozzle,
and fhN and 1hN2 , the corresponding mass flow rates.

In order to demonstrate the potential use of an arcjet as a source of atomic nitrogen, we
have computed the dissociation fraction for a generic arc source operating with an exit velocity of
1.4 - 2.7 x 105 cm/sec [8], exit temperature of 2000K, thermal efficiency of 50%, nitrogen mass
flow rate of 150 mg/sec, and powers of 3kW - 6 kW. These values are not too unlike those used in
our experiments, and can often be directly measured or estimated in an experiment. The calculated
variation in dissociation fraction with arcjet power for these conditions is shown in Fig. 2.
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The corresponding nitrogen atom flux

0.45 at the arcjet exit plane is shown in Fig. 3.
This flux is obtained by assuming that the

0.4 entire partially dissociated nitrogen plume
impinges onto a substrate that is 10 cm in

0.35 diameter, and that the transport of nitrogen to
OD the substrate is not limited by gas-phase

0.3 diffusion (discussed below).

In a convection-dominated flow, the
0.25 concentration of minor species (comprising a

mixture), at a reactive surface, relative to that
0.2 outside the boundary layer is given by [9]:

2.5 3 3.5 4 4.5 5 5.5 6 6.5
Power (kW) [N], 1 (

Figure 2. Calculated variation in nitrogen [N], 1+y3IA
dissociation fraction with arcjet power.
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Figure 3. Calculated variation in maximum atom flux and predicted growth rate.

where A is the mean free path for collisions of the species of interest with the background gas (in
this case, atomic nitrogen in molecular nitrogen), 3 is the boundary layer thickness, and yis the
surface nitrogen atom reaction probability. The quantity y3/A reduces to approximately
103 yýpd/u 0 for atomic nitrogen diffusing in a background gas of mainly molecular nitrogen
[9]. Here, pe,. d,, and u, represent the stagnation pressure (in Torr), substrate mount diameter (in
cm), and arcjet velocity (in cm/s). In order to be in a regime that is free of diffusion transport
limitations, it is desirable to operate at lower pressures and with higher jet velocities such that we
minimize the transport parameter 103 7rpd/u, . For conditions typical of our experiments, p,
10 torr, d, = 10 cm, and U, = 2 x 105 cm/sec. These properties are typical of highly expanded,
supersonic, hydrogen arcjet flows, and, we expect similar characteristics for nitrogen flows under
similar operating conditions. If we assume y=0.1 (a conservative value), then we arrive at
[N] I [N], = 0.3. Provided y< 0.05, the nitrogen atom transport to the substrate in these
supersonic dc arcjets is not expected to be diffusion-limited. The maximum growth rates computed
on the basis of the computed flux and ,=0.05 are also shown in Fig. 3. The calculations in Fig. 3
indicate that potentially high linear GaN growth rates can be obtained for operating conditions

typical of our supersonic arcjets.
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Experimental Procedure

Basal plane oriented sapphire substrates 3.8 cm in diameter were first degreased and
cleaned using a final hot 1:1 sulfuric and phosphoric acid soak followed by a water rinse. The
substrates were then mounted onto a resistively-heated copper substrate mount. A small hole
through the central axis of the copper substrate mount allowed access for a thermocouple to be
positioned immediately behind the substrate. A two-color optical pyrometer sighting the front
surface of the substrate and mount is also used to estimate the substrate temperature during
deposition. The resistive substrate heater was capable of pre-heating the substrates to 4000C prior
to turning on the arcjet. After arcjet ignition, the substrate temperature increases to approximately
700-800oC, however, on most occasions, the substrates mounted in this way crack due to thermal
stress associated with the substrate clamping mechanism. It is noted that these temperatures are
much too low to support rapid growth of optimally smooth crystalline layers. To avoid cracking of
the substrates, some growth runs were performed with the substrates removed from the heater
environment and held almost parallel to the plasma plume axis. While these substrates did not
fracture, it was even more difficult to estimate substrate temperature for this configuration.

The typical growth process could be described by the following steps: (i) the chamber is
first evacuated to - 10-2 torr (while flowing nitrogen at a rate of 20 mg/sec) and the substrate heater
is turned on for approximately 45 minutes to establish a substrate temperature of 400oC; (ii) the
arcjet is turned on with pure nitrogen flowing at a rate of 146 mg/sec and a power of 0.9 kW,
establishing a chamber pressure of 0.3 torr; (iii) the power to the arcjet is increased to
approximately 1.3 kW over a period of about 3 minutes; (iv) a bias voltage (-5 V) is applied to the
gallium to heat it by electron bombardment, defining the begining of the deposition period; (v) after
approximately 5 minutes, the bias and arcjet power are disconnected, and the substrate is allowed
to cool to room temperature while partially filling the chamber with nitrogen.

The gallium vapor produced by electron bombardment was clearly observable and
discernable from the nitrogen plasma plume as a purple plume arising from the 417 nm atomic
gallium fluorescence transition.

RESULTS

Films were generally non-uniform and of varying thickness. This was attributed in part to
the non-uniform flux of atomic gallium from the electron bombardment source. In many cases,
some regions of the substrate had an array of large (-tens of micron size) particles which were
identified to be GaN by micro-Raman spectroscopy. All of the samples had fairly large regions of
the substrate which appeared slightly yellow to the eye yet transparent in the visible wavelength
range. The samples were also analyzed by scanning electron microscopy (SEM). A typical SEM
image of this region of the substrate is shown in Figure 4. The films appear to be island-like, not
entirely continuous, but possibly heteroepitaxial. These deposited films were analyzed by visible-
infrared transmission spectroscopy, Raman spectroscopy, and x-ray diffraction to further
understand the chemical composition and structure.

Figure 4. SEM image of a thin arcjet-deposited GaN layer on sapphire.
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A typical visible-IR transmission spectrum for a sample deposited at a temperature of 700 -
8000C is shown in Fig. 5. A Raman spectrum taken with illumination using the 514 nm line from
an argon-ion laser is shown in Fig. 6. The sample depicts the sharp drop in transmission due to
band-edge absorption at 365 nm, characteristic of crGaN. The measured interference fringes at
longer wavelengths indicate a thickness of 0.7 mm, assuming a refractive index of 2.4, typical of
bulk GaN. The growth rate for this layer was approximately 8 g.m/hr.
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Figure 5. Typical Raman spectrum of a thin arcjet-deposited GaN layer on sapphire.
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Figure 6. Typical visible-IR transmission spectrum of a thin GaN layer on sapphire

The Raman spectrum clearly, confirms the deposition of GaN through the presence of the
characteristic Raman-active 569 cm' E2 mode [10]. The feature at approximately 420 cm is due
to the Raman-active AlI mode of sapphire.

A typical 20/o) X-ray diffraction pattern of a GaN film grown on the c- oriented sapphire is
shown in Fig. 7. Only (0001) type plane peaks of the wurzitic GaN phase were observed. This
means that the GaN film is oriented along the [0001] direction on the basal plane of the sapphire.
Fig. 7 also shows the 0-scan of both the GaN (1,0,-1,2) plane and sapphire (1,I,-2,3) plane to
determine in-plane orientation. Only one set of reflection peaks from the GaN (1,0,-1,2) plane was
observed, with 60' spacing. This implies that the GaN film was grown as a single crystal layer.
The angular position of the GaN (1,0,-1,2) peaks and sapphire (1,1,-2,3) peaks are coincident,
defining the orientation of this deposited layer with respect to the underlying sapphire substrate.
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Figure 7. Left: 20/(o X-ray diffraction pattern of GaN films grown on the c- oriented sapphire;

right: 4)-scan of both GaN (1,0,-1,2) plane and sapphire (1,1,-2,3) plane.

SUMMARY

While these preliminary experiments lacked adequate temperature controls and involved no
attempts at surface buffer layer growth to improve subsequent nucleation, they did provide the first
evidence for the possibility of high GaN growth rates using high nitrogen-atom fluxes without the
accompaniment of many of the by-products associated with more typical high growth rate or
activated plasma approaches. Single crystal layers approximately 0.5 -0.7 microns thick were
deposited on the basal plane of sapphire, corresponding to growth rates of approximately 8

jm/hour.
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PARTICLE-ASSISTED ORIENTED DEPOSITION OF DIAMOND THIN FILMS

DONG-GU LEE AND RAJIV K. SINGH
University of Florida, Department of Materials Science and Engineering, Gainesville, FL 32611

ABSTRACT

We have developed a method for <111> oriented diamond film synthesis using micron-sized
diamond particles. Different size of diamond powders were electrophoretically seeded on silicon
substrates using diamond suspensions in organic solvents (acetone, methanol, and ethanol). Diamond
suspension in acetone was found to be the best for obtaining uniform diamond seeding by
electrophoresis. The thickness of diamond seeded films was changed by varying the applied voltage
to observe the effect on the orientation of diamond particles. Then diamond films were deposited by
the hot filament chemical vapor deposition (HFCVD) process. A preferred orientation with <111>
direction normal to the substrate was obtained for monolayer coatings. The surface morphology,
crystal orientation, and quality of diamond films were investigated using scanning electron
microscopy, x-ray diffractometry, and Raman spectroscopy.

INTRODUCTION

Heteroepitaxial or textured growth of diamond thin films has been one of major issues for
semiconducting electronic devices in order to get films with high crystal perfection and uniform
doping control. Some studies have been conducted on heteroepitaxial or textured growth of diamond
films on silicon [1-3], [-SiC [4],and cubic boron nitride substrates [5]. These techniques employ the
use of substrate bias to control the orientation of nuclei.

In this research, we investigate the electrophoretic seeding method for obtaining the preferred
orientation of diamond thin films. This seeding technique has several advantages. One advantage is
that the electrophoretic seeding does not damage the surface of sensitive device materials, compared
to scratching by ultra-sonication in solution or polishing for enhancing nucleation sites. Earlier report
using this technique was conducted on selectively seeded silicon regions to fabricate patterned films
[6]. Another advantage to electrophoretic seeding is that this processing provides diversity in
diamond morphology by controlling nucleation density and particle size. Lastly, this processing also
shows the possibility of growth of textured films similar to the case of coatings of superconductors
[7]. However, in spite of a lot of potential applications, there has not been much research in this area.

EXPERIMENT

Dispersions containing 0.1-3 g/L of synthetic diamond particles in organic solvent were used for
electrophoretic seeding. Diamond particle size (0.25 lim, 1 lrm, 5 [im: Warren Diamond Co.) and
organic solvents (acetone, methanol, ethanol : Fisher optima grade) were used for this process.
Organic liquids are normally preferred as a suspending medium rather than water solution because
water is dissociated into gases near the electrode material. Silicon (111) substrates were used as the
positive electrode for deposition and aluminum plate was used as the negative electrode because
diamond particle always acquires negative surface charge spontaneously when mixed with these
solvents. The distance of the electrodes was 3 cm and the applied voltage ranged from 250-1000 V.
After diamond particles were seeded on the silicon substrate, diamond thin film was grown by
HFCVD process. Substrate temperature and filament temperature of 850 'C and 2100 'C,
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respectively were employed for the deposition process. The chamber pressure was 30 torr, the gas
flow rate was 200 sccrn, gas composition corresponding to I%CH4 and 99%H 2, and deposition time
of 17 hrs were employed in these experiments. Scanning electron microscopy, x-ray diffractometry,
and Raman spectroscopy were used to observe surface morphology, crystal orientation, and quality
of diamond thin film. For a reference, a scratched sample was prepared by sonication in 10 g/L of
diamond particles in acetone for one hour.

RESULTS AND DISCUSSION

Effect of Organic Solvents

Figure 1 (a), (b), and (c) shows the surface morphology of electrophoretically-seeded diamond
particles using diamond suspension in acetone, methanol, ethanol, respectively. Dispersions
containing 0.1 g/L of 0.25 jim diamond particles were prepared for each organic solvent. Applied
voltage and time for electrophoresis were 1000 V and 10 sec, respectively. The deposition rate of
diamond particle in electrophoretic seeding was found to vary in different medium. The deposition
rate was highest for acetone and least for ethanol suspension. Figure 1 (d) shows the particle
distribution of seeding using suspension in acetone at 500 V. It can be clearly seen that the seeded
films formed from diamond suspension in acetone were more uniform. In the case of methanol, the
seeded films were also fairly good. However, most films seeded using ethanol showed some
agglomerations of particles. Therefore, it is assumed that diamond suspension in acetone may be the
most stable one with no clustering of particles [8], resulting in uniform seeding.

(a)

Fig. 1. Surface morphology of 0.25 pm diamond seeds
using different suspensions.
(a) solvent acetone, applied voltage : 1000 V, 10 sec.
(b) solvent methanol, applied voltage : 1000 V, 10 sec.
(c) solvent : ethanol, applied voltage :1000 V, 10 sec.
(d) solvent : acetone, applied voltage: 500 V.
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Effect of Electrophoretic Seeding on Crystal Orientation

In order to observe change in crystal orientation during electrophoresis and HFCVD diamond films
growth, the intensity ratio of certain crystallographic planes of diamond obtained from x-ray
measurement was compared as shown in Table 1. The applied voltage was varied from 250 V to
1000 V. Little evidence of preferred orientation for 0.25 prm seeds was observed when compared
to a randomly oriented sample due to multiple stacking of diamond particle layers. For 5 prm particle
seeding up to around monolayer coverage, highly oriented <11 1> seeds were obtained. Figure 2 (a)
and (b) shows x-ray diffraction patterns for 0.25 prm diamond particles seeded at applied voltage of
750 V and for 5 jim particles seeded at 1000 V, respectively. As shown in Fig. 2(b), peak intensities
of (220) , (311), and (400) planes for 5 prm seeds significantly decreases with respect to that of (111)
plane. There was little change in intensity ratio between diamond seeds before HFCVD and diamond
films after HFCVD, clearly indicating that the initial nucleation density controls the film orientation.

It is speculated that surface of { i11 ) planes tends to have more charges due to the highest
number of dangling bonds. Thus, the { 1111 ) planes may be more responsive and aligned to the electric
field. If multilayers are deposited (as in case of 0.25 prm films), the irregularities in particle shape may
prevent { 1111 plane from aligning vertically to the planar electrode. Figure 3 gives surface
morphology of seeded diamond particles and grown films by HFCVD process. In Fig. 3(f), many

Table 1. X-ray intensity ratio changes of diamond seeding under different electrophoretic conditions.

Seeding before CVD After CVD for 17 hrs.

Applied [ Thickness 1111/1220 IjjIý, _Týhickness l it 10/1220 111 1114W5

voltage(V) (Pm) (Pm)

Randomly oriented' 4 12.5

Scratched 2.5 9.6 12.5

250 -1 4.2

0.25 pm diamond 500 -1 5.6

suspension in 750 -2.5 5.0 35.8 4 4.0 57.5

acetone (I g/L) 1000 -5 4.7 38

250 -5 37.7
(-10%cover)

5 lmi diamond 500 -5 28.3
suspension in (-50%cover)

acetone (3 g/L) 1000 -5 24 484 6 27 504

1000, -10 8 46
3 sec.

1, from 6-675 JCPDS files
* distance between electrodes : 3 cm
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Fig. 2. X-ray diffraction patterns of electrophoretically seeded diamond particles.
(a) 0.25 urm seeds, applied voltage : 750 V, (b) 5 [rm seeds, applied voltage : 1000 V.

grains having triangular { 111 ) planes perpendicular to silicon substrate are shown. Figure 4 gives
Raman spectra of diamond film grown by HFCVD. Diamond peaks at 1331 cm 1 are clearly seen and
the broadened peaks of diamond-like carbon or graphite in the range of 1540-1600 cm' are also
observed. However, the impurity peaks was the least for scratched sample. These amount of
impurities may be affected by the top surface area exposed to free surface. It has been also observed
that the graphitic phases have been found to increase when the nucleation density is increased.

CONCLUSIONS

The crystal orientation of diamond films for controlled seeding of diamond particles has been
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(a)r

(C)

All

Fig. 3. Surface morphology of diamond films before and after growth by HFCVD.
(a) scratched silicon surface, (b) grown diamond film of (a).
(c) seeded surface with 0.25 gim, applied voltage: 750 V, (d) grown diamond film of(c).
(e) seeded surface with 5 gm, applied voltage: 1000 V, (f) grown diamond film of(e).

investigated. Diamond suspension in acetone was found to be the best for getting uniform diamond
seeding by electrophoresis. Preferred orientation of diamond particles to <111> resulted in highly
oriented diamond films.

ACKNOWLEDGMENTS

The authors would like to acknowledge the financial support of the University of Florida,
National Science Foundation, and The Engineering Research Center for Particle Science and
Technology at the University of Florida, NSF grant # EEC 94-02989.

369



U 5 pm dia.seeded

Cu 0.25 pmn dia. seeded

I I

1300 1350 1400 1450 1500 1550 1600

Raman Shift (cm-1)

Fig. 4. Raman spectra of diamond films grown by HFCVD with
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DEPOSITION OF ADHERENT DIAMOND FILMS ON SAPPHIRE SUBSTRATES

DONALD R. GILBERT, RAJIV K. SINGH
Department of Materials Science and Engineering, University of Florida, Gainesville, FL
32611-2066

ABSTRACT

Sapphire is an important material for infrared-transmission applications and SOI device
structures. The use of diamond as a protective coating for sapphire is a desirable, yet elusive
process. The primary obstacle to the successful deposition of diamond on sapphire is the large
mismatch in thermal expansion characteristics between the two materials. To overcome this
problem, we have used a low temperature deposition process involving an electron cyclotron
resonance (ECR) assisted plasma CVD system. Continuous, adherent diamond films have been
deposited over 1 to 2 cm' areas. These films have been characterized for structural quality using
Raman spectroscopy and x-ray diffraction.

INTRODUCTION

The chemical vapor deposition of diamond thin films on optically transparent substrates
such as sapphire is of immense technological importance for many applications.[1] A diamond
coating protects the window from erosion and related environmental degradation effects. Thus
far, attempts to grow diamond thin films directly on sapphire and other infrared transparent
materials have received limited success.[2] There are two primary obstactles to the successful
growth of adherent diamond films on sapphire. First, the large thermal expansion coefficient
mismatch between diamond and the substrate results in very high compressive stresses in the thin
film.[3-5] This problem is especially acute in conventional diamond chemical-vapor-deposition
methods, where typical substrate temperatures are between 800 and 950 'C. Second, the lack of
chemical affinity between the film and substrate prevents the formation of an interfacial carbide
"glue" layer, which results in poor adherence. Thermodynamically, sapphire has a very stable
structure and conversion from AlO, to an intermediate carbide layer is unfavorable.

To understand the magnitude and nature of the thermal stresses, the cumulative thermal
expansion of sapphire, silicon, and diamond as a function of temperature is shown in Figure 1.[6]
The cumulative thermal expansion values are calculated by integrating the linear thermal
expansion coefficients over the desired temperature range (i.e., room temperature to deposition
temperature). This figure shows that at 900 'C, a compressive strain of approximately 0.45% is
expected in diamond on sapphire film. The stress induced in the films under these conditions is
expected to be approximately 5 GPa, which can easily cause delamination of a weakly bonded
diamond film from a sapphire substrate.

In this paper, we demonstrate a method to deposit adherent diamond thin films
successfully directly on optically transparent sapphire. To increase the adhesion of the diamond
film on sapphire substrates we have adopted a two-step method that involves (i) lower
temperature deposition and (ii) growth of diamond from many uniformly dispersed nuclei. To
reduce the thermal stresses in the films, a low temperature deposition method (deposition
temperature 500 - 550 'C) using a low pressure electron-cyclotron-resonance (ECR) plasma has
been developed and optimized. The combination of low pressure and a highly activated gas
source, provided by the intense ECR plasma, ensures the deposition of high quality diamond
films at low processing temperatures. Under these deposition conditions, the strain in diamond is
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Figure 1. Linear thermal expansion of diamond, silicon and sapphire versus temperature.

expected to be less than 0.25%, resulting in a substantial decrease in the thermal stresses as
compared to deposition of diamond films under standard conditions (substrate temperatures
800 to 950 'C). To achieve a high density (-109 cm"2) of nuclei on the surface, a colloidally
dispersed suspension of diamond powder with average grain size of 0.2 tim was prepared and
uniformly dispersed on the surface of the sapphire substrate.

EXPERIMENT

Due to the large energy barrier to diamond nucleation on non-diamond material, it was
necessary to provide a preexisting coverage of diamond nuclei on the sapphire surface. To
achieve this, a colloid of diamond with an average particle size of less than 0.25 [Im was
suspended in acetone. The sapphire substrate was then immersed in the stable suspension so that
a uniform seeding of diamond was achieved. This seeding step was found to be critical for the
formation of continuous films. Diamond films were deposited using an electron-cyclotron-
resonance (ECR) enhanced chemical-vapor-deposition system using methanol and hydrogen gas
as growth precursors. The ECR plasma system uses an imposed magnetic field to enhance the
efficiency of energy transfer from the applied microwaves to the free electrons in the plasma at
low pressures. A substrate temperature of approximately 500 - 550 'C was employed during the
deposition process, while the total gas pressure was kept at 1.00 Torr. The composition of the
process gas was approximately 1% methanol and 99% hydrogen. The relatively low pressure in
the plasma chamber results in the formation of a uniform large area plasma. Under these
conditions, the lower limit for the deposition of good quality diamond films was approximately
500 'C, and the average growth rate was -0.2 jimlhour.

RESULTS

Figure 2 shows the surface morphology of a diamond film on a sapphire substrate at two
different magnifications. Low magnification (Figure 2(a)) shows that the film is continuous over
a relatively large area. Optical evaluation of the diamond-coated sapphire samples showed no
visible peeling or cracking over the entire surface (approximate area - 2 cm 2), except at the edges
of the film. The edge cracking was attributed to the high shear stresses induced by discontinuity
of the film at the substrate edge. These results are in sharp contrast to other studies, where the
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continuous areas in the films were less than 20 ýtm
2.[2] Figure 2(b) shows the surface

morphology of the diamond films at higher magnification (50x of Figure 2(a)). The figure shows
faceted particles characteristic of the diamond phase. The small grain-size (<1 im) is due to the
high density of nucleation sites achieved by the colloidal diamond pre-treatment step and the low
deposition temperature.

(a) (b)
Figure 2. (a) Low and (b) high magnification SEM of diamond film deposited on sapphire.

The microstructure of the diamond films on sapphire substrates was examined both by
X-ray diffraction and Raman spectroscopy. Figure 3 shows the Raman spectra obtained from a
diamond film deposited on a (110) sapphire substrate. The Raman spectrum shows a distinct
peak at 1338 cm-', which is characteristic of the diamond phase. However, this peak is shifted
from the equilibrium position of 1332 cm-1, primarily because of the high compressive stress in
the diamond film. Besides the diamond peak, broad peaks at 1450 cm-1 and 1550 cm-1 are also
observed. These peaks are attributed to a small amount of non-diamond carbon, which has more
than a factor of 50 higher Raman-scattering cross-section than diamond. The full width at half
maximum (FWHM) of the diamond peak is approximately 12 cif', compared to the instrumental
resolution of 1 cm-'. To determine the possible influence of the original diamond seeding
material on the resulting Raman spectra, a scan was run on the seeded, undeposited substrate
surface. The Raman system used was unable to detect the seed layer, indicating that the
spectrum detected from the deposited film is entirely produced by grown material. The
broadening of this peak can be attributed to high compressive stresses in the diamond film which
cause the unstressed diamond peak to be split into two components (doublet at higher frequency
and singlet at lower frequency).[9] Other factors contributing to the broadening of the diamond
peak are the small domain size of the diamond crystals and microstructural defects in the
diamond films. The compressive bi-axial stress ('u) in the film can be determined from the
shifting of the diamond peak according to the formula

(GPa
-u = -0.384(vs-v 0) Gca') (1)

3 cm
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where v, is the observed Raman shift for a stressed diamond film and v0 corresponds to the
equilibrium diamond-peak position in the unstressed state, which corresponds to approximately
1332 cm-'. Using this formula, the compressive stress in the diamond film is estimated to be

2.2 GPa. This value of compressive stress in the film is consistent with the calculated thermal

stress expected for diamond deposited at 525 'C.

1338 cm1

iI) I
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21/4
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To determine the texture of the diamond films, x-ray diffraction measurements were also
conducted. Figure 4 shows the 0-20 x-ray scan obtained from a diamond film on a sapphire

substrate. The x-ray spectra shows only the characteristic peaks for sapphire and diamond. The
relative intensities of the diamond peaks reveal the random polycrystalline nature of the diamond
film growth on sapphire. Other crystalline phases of carbon were not observed in the X-ray
diffraction pattern. However, it should be noted that x-ray is quite limited in its ability to detect
non-diamond carbon inclusion in deposited films due to its low atomic number and density.
Again, observation of a seeded, undeposited substrate did not show the presence of diamond,
thus eliminating any possible influence on post-deposition characterization.

(110)0 0 sapphire

E- E diamond

,.,

x.0

Z)

(Dc(220)

30.0 40.0 50.0 10.0 70.0 80.0 90 .0
20 (o)

Figure 4. XRD spectrum of diamond film deposited on sapphire substrate.
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CONCLUSIONS

We have developed a novel method to deposit diamond films directly on sapphire. This
method utilized colloidal diamond combined with a low temperature ECR-CVD process to
fabricate continuous, adherent films on sapphire substrates. Raman analysis of the resulting film
indicated the presence of residual stress of-2.2 GPa, which was consistent with the deposition
process conditions used. While this process significantly reduces problems due to thermal stress,
issues concerning chemical bonding at the film-substrate interface still need to be addressed.
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ABSTRACT

A new approach toward GaN growth using electron cyclotron resonance assisted
microwave plasma enhanced chemical vapor deposition (ECR-CVD) method has been
implemented. This growth technique allows for low- as well as high-temperature
deposition, the use of pure nitrogen source, and a wide operating pressure that is between
MOCVD and MOMBE. The unique features of this technique enable the growth of the
epitaxial layer of GaN on a variety of substrates including sapphire, silicon, and LiGaO2.
SEM, XRD, Raman, photoluminescence (PL), and Hall measurement are employed to
characterize the deposited films. Highly oriented, (0001) textured films in the expected
wurtzite structure with blue emission have been obtained.

INTRODUCTION

The growth and applications of III-Nitride materials has been the focus of many
institutes in the field of optoelectronics in the past few years.[1-5] The blue light-
emitting materials, such as GaN and AIN, are of high potential toward high intensity
LED, laser diode, and high speed, high temperature electronic device.[6] Therefore,
tremendous efforts have been applied to the epitaxial growth and doping of III-Nitride
materials. Most of the work so far can be divided into two categories: the MOCVD
method[7,8] and the low pressure MOMBE method.[9,10] The MOCVD method uses
thermal excitation to generate nitrogen atoms from NH 3 precursor. In such a process,
high temperature and high NH 3 flux are needed in order to produce enough reaction
species at a pressure range between Torrs to atmospheric pressure. However, the choice
of substrate material is restricted by the high temperature and the large amount of
hydrogen during MOCVD process. In contrast, the MOMBE method requires UHV
system and allows lower temperature deposition.[9,10] Despite that the MOMBE method
offers some apparent advantage over the MOCVD method, the optical property of the
film deposited by the MOMBE method is still unsatisfactory. While high performance
film can be obtained by the MOCVD method, the quality of the film is yet inferior
compared with most other heteroepitaxial semiconductor systems. Hence, not only there
are rooms for further improvement of the film quality but also it remains to be a great
challenge to develop novel technique for the growth of high quality III-Nitride materials.

In this work, we present a new approach to the growth of III-Nitride materials by
using electron cyclotron resonance (ECR) assisted microwave plasma enhanced CVD
method. For brevity, ECR-CVD is used hereafter for the process in the present report.
The ECR-CVD process is operated in a pressure range between those for the MOMBE
and the MOCVD methods. Furthermore, since the nitrogen atoms and ions are generated
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by ECR and microwave source from either nitrogen or NH 3, the deposition can be carried
out in a much wider range of gas compositions, e. g., from hydrogen-free to very
hydrogen rich environments. The ECR-CVD process also allows a flexible substrate
temperature range, which in turn, together with the possibility of a hydrogen-free
environment, opens up more choices for the substrate materials. The basic design of our
reactor is presented. Preliminary characterization and analyses of the material grown are
also reported.

EXPERIMENTAL

The ECR-CVD reactor consists of a 16" diameter chamber equipped with a
substrate stage containing a boron nitride heater. An Astex A5000 microwave source and
an AX4400 electromagnet comprise the ECR source for the reactor. In the reactor, pure
nitrogen with a typical flow rate of 30 sccm is introduced through the ECR plasma by
which the atomic and ionic nitrogen are generated for the growth. A trimethyl gallium
(TMG) source with a typical flow rate of 1.0 sccm is introduced through a separate
shower ring, which bypasses the ECR plasma. The purity of nitrogen and TMG is greater
than 5N5 and 6N5, respectively. During deposition, the system can be maintained at a
fixed pressure by a turbo molecular pump in a pressure range from 10-5 to 10-2 Torr. A
thermocouple placed underneath the substrate holder is used to monitor the holder
temperature. In addition, a two-color pyrometer is also used to monitor the temperature
of the 1" diameter Mo holder, on top of which the sapphire, silicon, and LiGaO 2 (from
Crystal Photonics, Inc.) substrates are placed. The temperature of the Mo holder can be
controlled to within -10 K between 500 K and 1300 K. The low temperature range, in
particular, is difficult to obtain N-atoms for MOCVD method.

Sample preparation for the optical grade polished (0001)-orientation sapphire first
includes degreasing in successive rinses with trichloroethane, acetone, and methyl
alcohol. It is then etched in a 10% HF solution followed by a hot (1600 C) 3:1
H2SO4:H2PO3 solution for ten minutes. For silicon substrate, only HF etching is applied.
Sample preparation for LiGaO2 substrate includes the same degreasing procedure as for
sapphire but followed by a much mild etching condition with 1:1:7 of H2SO4 :H20 2:H20
for 5 minutes.

After the substrate is loaded into the system, the chamber is pumped down to a
base pressure of 10-7 Torr before the growth. To remove residuals on the substrate
surface, the system is immersed in a nitrogen plasma for 15 minutes before TMG is
introduced. For the case of sapphire and Si substrates, a buffer layer[l 1] is deposited at
5000 C prior to the growth of the epitaxial layer to enhance the quality of the GaN films.
Typical thickness of the buffer layer is 200 The growth rate is about 0.8 pm/hr for
sapphire and Si substrates and 0.5 jim/hr for LiGaO2 substrates.

The deposited films have been characterized by Ramam,[12,13] SEM, XRD,
photoluminescence (PL),[14] and Hall measurement.J15] A Renishaw system 2000
micro-Raman spectrometer with a 25 mW He-Ne laser operating at 632 nm was used for
the Raman measurement. With a 5 micron slit, the spectral resolution of the Raman
spectrometer is 1 cm-1. Both the X-ray 0-20 diffraction and rocking curve measurement
were performed using a Bede high resolution X-ray spectrometer. The surface
morphology and thickness of the film were characterized by SEM. Hall-effect
measurement were performed by van der Pauw method[15] at room temperature.
Photoluminescence spectra were obtained at temperatures of 10 K and 300 K using a He-
Cd laser operating at 325 nm.
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RESULTS AND DISCUSSION

Morphology and rocking curves

The SEM micrograph of a highly oriented, (0001) textured film is shown in
Figure 1(a) where hexagonal-shaped grains are still visible in a predominantly featureless
surface morphology. The corresponding cross section view of the film is shown in Figure
l(b). This film was grown at 10000 C on a (0001) sapphire substrate. The surface
roughness of this film is about 1000 while much larger roughness was observed when
grown on a Si(100) substrate under identical growth condition. The surface roughness is
strongly dependent on the buffer layer thickness and the growth condition. Typically, a
buffer layer of around 200 thick is necessary to grow a smooth and continuous film
when sapphire and Si(100) substrate are used. Presumably, the need of a buffer layer is
to accommodate a large lattice mismatch between the film and the substrate.

Comparing with the 13.6% lattice mismatch between the GaN film and the
sapphire substrate, the mismatch can be reduced dramatically by using LiGaO2 substrate.
The lattice constants for GaN and LiGaO 2 are 3.180 A and 3.186 A, respectively, which
amounts to only 0.19% mismatch. Therefore, a buffer layer to accommodate the lattice
mismatch can be waived when grown on a LiGaO2 substrate. However, the substrate
preparation and processing prior to the film growth is critical due to the reactiveness of
the material. The low melting point and reactiveness of LiGaO 2 also restrict the
deposition temperature to below 8000 C. Figures 2(a) and 2(b) show the plain view and
the cross-section view, respectively, of SEM micrographs taken from a film grown on the
LiGaO 2 substrate.

Further quantitative measurement of the crystal quality is done by the x-ray
rocking curve (0-scan) and radial peak width (0-20 scan). Figure 3(a) and 3(b) show the
results for the film grown on sapphire. Both are taken from the (0002) reflection. A
FWHM of 1725 arcsec of the rocking curve was measured. The 0-20 peak width of 263

(a) (b)
Figure 1. SEM micrographs for plain view (a) and cross-section view (b)
of GaN film grown on a (0001) sapphire substrate with a buffer layer.
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(a) (b)
Figure 2. SEM micrographs for plain view (a) and cross-section view (b)
of GaN film grown on a (0001) LiGaO 2 substrate without a buffer layer.
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Figure 3. XRD rocking curve i.e., e-scan (a) and radial peak width i.e.,

0-20 scan (b) of the film in Fig. 1.

arcsec corresponds to a structural coherence length of 1140A. This coherence length is
only about one tenth of the film thickness and is probably limited by the high defect
density, presumably originated from the film/substrate interface. The large defect density
also causes significant broadening in the rocking curve. Again, the widths of both 6-scan
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and 0-20 scan are strongly dependent on the buffer layer thickness and the growth
condition. Although our present results of the peak width are still large comparing to the
best literature data by other techniques, we believe that, considering the flexible and wide
range of growth conditions that the ECR-CVD process can offer, much improvement can
be achieved by modifying our process.

Raman spectra

As shown in Figure 4(a), typical Raman spectrum of a good quality, transparent
film with Raman shift of 565.5 and 740.2 cm- 1 were observed. The Raman lines around
420 and 640 cm- 1 are attributed to the phonon modes of the sapphire substrate. The main
peak at 565.5 cm-1 can be attributed to three phonon modes of GaN, namely, 534.6 cm-1

(AI(TO)), 560.8 cm-I(El(TO)), and 569.6 cm-l(E2), all of which are indicative of a GaN
wurtzite structure. Presumably, the broadening of the Raman lines is due to the high
defect density, consistent with our X-ray diffraction results. The Raman spectra of a
slightly colored film taken as grown and after post annealing at around 800* C in a
nitrogen ambient are shown in Figure 4(b). For this film, the 534.6 cm-1 peak and the
sapphire peaks are more pronounced than those in a higher quality film. After annealing,
the GaN modes show an increase in intensity, suggesting an increase of order of the film.

6 1I I I I

(a) (b)

4

2

0II I
300 400 500 600 700 800 300 400 500 600 700 800

Raman Shift (cm- 1 )

Figure 4. The Raman spectra of a typical transparent film (a) and of a
slightly colored film before and post thermal annealing depicted by thin
and thick lines, respectively in (b).

Photoluminescence

The PL of the films taken at 10 K are shown in Figure 5(a) and 5(b). The 3.472
eV band edge transition was dramatically quenched in Figure 5(a) and even diminished in
Figure 5(b), presumably due to the high intrinsic n-type carriers of the film. An intense
donor-to-acceptor emission centered around 3.3 eV and a broad band around 2.2 eV
associated with structural defects were observed. The quenching of the band edge
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transition and the pronounced donor-to-acceptor emission in the PL spectra clearly
indicate high background doping level, which is detrimental to further growth of p-type
material. This observation is also confirmed by the Hall-effect measurement. The n-type
carrier concentration measured by van der Pauw method is typically around 5x10 18cm- 3.
Further improvement to reduce the background level is needed to achieve p-type doping.

I I I I I I I I I I I I 1

8 (a) (b)

02~6

4

0)

'-J

0 I I I I I I

2.0 2.4 2.8 3.2 3.6 2.0 2.4 2.8 3.2 3.6

Energy (eV)

Figure 5. PL spectra of GaN films grown at 10000 C with different degree
of intrinsic doping level.

CONCLUSION

An ECR-CVD reactor for the growth of III-Nitride materials has been
implemented. Preliminary results show that ECR-CVD method is a promising technique
for the growth of III-Nitride materials. The unique features of this growth technique
include a wide pressure and temperature range for deposition. In addition, ECR-CVD
method offers the flexibility of using pure nitrogen as the source gas instead of other
hydrogen containing reactants such as ammonia. The near hydrogen-free together with
low temperature growth environment allows more choices of substrate materials. Highly
oriented (0001) textured films with smooth surface morphology and a coherence length
over 1000 have been successfully grown on a variety of substrates which include
sapphire, Si, and LiGaO 2 by this novel process. While introducing a buffer layer prior to
the growth of GaN on sapphire or Si substrate is crucial to the film quality, a direct
growth of epitaxial films without any buffer layer is possible by the use of a lattice
matched LiGaO 2 substrate. The Raman spectra of our samples clearly show 565.5 cm-1
phonon peak indicative of a hexagonal GaN structure, consistent with the SEM and XRD
observations. The photoluminescence spectra exhibit a narrow emission band centered at
3.3 eV, which is near but slightly below the band edge, indicating a high intrinsic level of
doping. Further optimization of the ECR-CVD process is underway to produce higher
quality films for blue light-emitting, high speed/high temperature electronic applications.
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ABSTRACT

p-type GaN films were grown on a (0001) sapphire substrate by the plasma-assisted
molecular beam epitaxy. A low-contamination, high-power efficiency inductively coupled radio
frequency plasma source was used, which was developed at the University of Illinois. Using an
MBE system equipped with this plasma source, high-quality p-type GaN films were grown
without post-growth treatment. X-ray rocking curve measurements for (0002) diffraction showed
a full width at half maximum of less than 7 arcmin. The highest room-temperature hole
concentration obtained was 1.4x10 2' cm-3, and for the same sample, the mobility was 2.5 cmN&.
It is believed that the Mott-Anderson transition occurred in this sample resulting in a metallic-
type conductivity in the impurity subband. Low-temperature photoluminescence had a blue
emission band and no deep-level transitions, indicating the high quality of the grown films.
Uniformity of the Mg doping was confirmed by secondary ion mass spectrometry,

INTRODUCTION

111-V nitride semiconductors are considered to be the basis for optical devices in the blue
and UV regions of the optical spectrum and for high-temperature, high-power electronic
devices.'" They have direct and wide bandgaps and high thermal stabilities"2 . Despite these
advantages, the progress in the fabrication of IlI-V nitride devices has been slow for several
reasons,` two of which are the low concentration and low mobility of the holes in the p-doped
samples. There are three crucial issues concerning p-doping: a) hydrogen passivation of
acceptors; b) high concentration of nitrogen vacancies unintentionally introduced during the film
growth; and c) deep acceptor level.

The Mg-doped films grown by metalorganic chemical vapor deposition (MOCVD) with
ammonia gas as a nitrogen source typically show high resistivities in the range of 106 Q-cm after
the growth,4'5 The formation of an inactive Mg-H complex during the growth is responsible for
this phenomenon. To achieve a p-type conductivity in these samples one has to dissociate this
complex and remove hydrogen. Amano and coworkers6 discovered that by using low energy
electron beam irradiation (LEEBI) at room temperature, one can decrease the resistivity of Mg-
doped films from above 10' to 35 Q'cm, thereby achieving a mobility of 8 cm2iVs. Nakamura et
al.`5 employed thermal annealing in a nitrogen atmosphere to activate acceptors. They were able
to decrease the resistivity to 2 9.cm and obtain a mobility of 10 cm2NV's. In contrast to
MOCVD, no post-growth treatment is required for plasma-assisted molecular beam epitaxy
(PAMBE) since it employs a hydrogen-free nitrogen plasma as a source of active nitrogen.
Moustakas and Molnar7 '8 reported on p-type GaN grown by PAMBE using an electron
cyclotron resonance (ECR) plasma source. In this work, the room temperature hole mobility and
hole concentration of the Mg-doped GaN films were 6 cmr2Vs and 8x10 8 cm-3, respectively.
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Yang et al. 9 also reported on p-type GaN grown by MBE using ammonia and nitrogen gases. In
their work, to circumvent the effect of hydrogen passivation on the Mg-doped GaN film, a
nitrogen plasma produced by ECR was introduced during the growth in addition to ammonia.
Their room-temperature hole mobility and hole concentration were 10 cm2N/Vs and 4x10"' cm-3,
respectively.

In spite of the fact that the p-conductivity of their MOCVD-grown nitride films was not
high, Nakamura et al.'° recently demonstrated an InGaN-based multi-quantum well laser diode
operating at 417 nm under pulsed conditions at room temperature. A high turn-on voltage (34 V)
of the laser, however, caused high power dissipation in the device structure. With high-quality p-
type GaN/A1GaN films having higher hole concentrations, one should be able to reduce the
threshold voltage and power dissipation in these lasers.

Using an MBE system equipped with a low-contamination, high power efficiency,
inductively coupled radio frequency (RF) plasma source developed in our laboratory, we recently
grew high-quality p-type GaN films without post-growth treatment. Using Mg as the p-dopant,
the hole concentrations achieved were as high as 1.4x10 2° cm-3 and the resistivities as low as 10.
Q.cm. To confirm the quality of the Mg-doped samples, double-crystal X-ray and low-
temperature photoluminescence measurements were performed. To examine the Mg-distributions
in the films, SIMS was employed. To the best of our knowledge, the p-conductivity reported in
this work is the highest for the GaN-based material systems. In addition, our results indicate that
for the growth of nitride films, the RF plasma source is as good as the ECR plasma source.

EXPERIMENTAL

Figure 1 shows a schematic of the growth system with a plasma source. The flow of

RGA -------•

PumpG

Fig. 1. MBE growth system equipped with a radio frequency plasma source.

386



ultrahigh-purity nitrogen was controlled and monitored by a mass flow controller. An inductively
coupled RF plasma source developed at the University of Illinois was used to produce the active
atomic nitrogen needed for the formation of nitrides. In this source we employed high-purity
refractory materials and water cooling of various parts to avoid contamination, and the power
transmission to the plasma was optimized. We found that overall power efficiency of this source
could be very low (10-15%) and that it depended strongly on the pressure inside the plasma
tube, the design of the RF coil, and the input power. The detailed analysis of the power
efficiency of our plasma source will be published elsewhere'n. c-plane sapphire substrates were
used, which were cleaned by the conventional organic solvents (trichloroethane, acetone, and
methanol), followed by etching in 3:1 solution of H2SO4 and H3PO4 at 170 0C. These substrates
were mounted on Mo blocks and then loaded into the growth chamber equipped with a reflection
high energy electron diffraction (RLHEED) assembly. In the growth chamber, the substrates were
subjected to thermal desorption for 30 min at 850 °C. Before starting the growth of nitride films
on sapphire, the substrates were exposed to a nitrogen plasma for 20 mai to form a thin AIN
prelayer followed by the growth of a buffer layer at 550 0C. p-type GaN films were grown on a
200 A thick A1N buffer layer at different growth temperatures (650 and 700 °C). During the
growth of p-GaN, the pressure of the MBE system was maintained at 9.0x10 5 

- 1.0xl0 4torr.

RESULTS AND DISCUSSION

The crystalline quality ofthe grown GaN films was monitored in situ by RHEED. Figure
2 (a) shows a RHEED pattern for the A1N buffer layer. Athough it was not perfectly sharp and
streaky, the RIHEED pattern became sharper as the GaN-film grew thicker (Figure 2 (b)). When
the GaN film became thick enough, a sharp (lxl) structure was observed (Figure 2 (c)), which
indicated two-dimensional growth. After film growth, X-ray rocking curve measurements using a
double-crystal diffractometer with a Mo target were performed for the Mg-doped samples. For
the sample grown at 700 °C, the FWHM value of 7 arcmin was measured (Figure 3).

(a) (b) (c)

Fig. 2. RIHEED patterns at different stages of the film growth. (a) after 200 A thick A1N buffer
layer, (b) after growth of 0.4 gm thick Mg-doped GaN layer, and (c) after 1.35 jim thick Mg-
doped film. Sharp (lxl) structure is observed.
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Fig. 3. The result of X-ray rocking curve measurement for (0002) diffraction from Mg-doped
GaN film. The FWHM value of 7 arcmin is measured suggesting high-quality GaN film.

To examine the electrical properties of the Mg-doped samples, van der Pauw Hall
measurements were performed on 0.7 to 1.35 pm thick films at room temperature. Ohmic
contacts were made by soldering indium on the sample surface. Hall measurements showed that
these films were p-type with extremely low resistivities in the range of 10-'-10.2 Q-cm without
post-growth treatment. The Mg-doped films grown at 700 'C had a hole concentration and a hole
mobility of 1.4x10 2' cm3 and 2.5 cm'/V.s, respectively. For the samples grown at 650 'C, the
room-temperature hole mobility and hole concentration were 13 cm'/V.s and 2.7 x 10t cm 3 ,
respectively.

The high hole concentration of !.4x10 2" cm' obtained in this work can not be explained in
terms of the temperature-induced ionization of acceptors since it would require at room
temperature a concentration of Mg atoms comparable to that of Ga atoms assuming an acceptor
ionization energy of 150-170 meV. At a high acceptor concentration one can observe a transition
to a metallic-type conductivity where the acceptor wavefunctions overlap substantially and
produce a half-filed, metallic-type impurity subband through which the conduction of holes
occurs without thermal ionization of acceptors". This Mott-Anderson transition,3 was
previously observed in a number of n- and p-type semiconductors at dopant concentrations
higher than some critical concentrations. The critical concentration, NAf, can be estimated from an
empirical formula'", NAfa 3=0.02, where a is a characteristic dimension of the impurity
wavefunction. For p-GaN, where central cell corrections can not be disregarded, we estimate the

parameter, a, via the acceptor ionization energy", E,, from a = h/ 2mýEa. For a valence band
effective mass, rnm, of 0.8m, and an E. of 170 meV the Mott transition is expected at the
concentration of Mg atoms of 1.3x102 ° cm-3. Thus, the nature of the presently obtained high
conductivity in the GaN:Mg system is likely due to the metallic-type conductivity in the
impurity subband. This fact was confirmed by the measurement of the sample resistivity at room
and liquid nitrogen temperatures. No temperature dependence of the resistivity was observed in
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the case of high hole concentration whereas for lower levels of doping the resistivities at 77K
were one to three orders of magnitude higher than those at room temperature.

To examine the optical properties of the Mg-doped GaN films, photoluminescence (PL)
measurements were conducted at 5 K. The PL spectra were excited with a 325-nm HeCd laser

r

2 2.5 3 3.5

Photon Energy (eV)

Fig. 4. Photoluminescence spectrum of the sample with a hole concentration of 1.4x10 2
1 cm-3.

The broadening of the spectrum is due to the heavy doping.
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Fig. 5. Depth profile of Mg in p-type GaN film measured by SIMS. Mg distribution is relatively
uniform.
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and collected with a monochromator and a photomultiplier. Figure 4 shows the PL spectrum for
the film grown at 700 'C. It has a blue emission band and shows no deep-level transitions. We
believe that this band consists of donor-acceptor (DA) transition and its LO-phonon replicas.
Similar PL spectra were previously observed in p-type GaN8'9. The observed broadening of the
PL spectrum in the present case is believed to be caused by the banding of the impurity states
induced by heavy doping."5

The Mg distribution in the p-type GaN films was examined by secondary ion mass
spectrometry (SIMS) using a 5.5-keV Cs' primary ion beam in a Cameca ims 5f instrument. The
positive secondary ions were detected with zero voltage offset. The raster size was 175x175
gin 2, and the diameter of the detected area was 30 gim. Figure 5 shows the depth profile of Mg
from the film grown at 700 'C as a function of film thickness. The Mg-profile is reasonably
uniform and indicates no substantial surface segregation. The films grown at other growth
temperatures also showed similar uniformity.

In summary, we have grown high-quality p-type GaN films with high hole concentrations
and low resistivities without post-growth treatment using an MBE system equipped with a
home-made inductively coupled RF plasma source. It is believed that the Mott-Anderson
transition occurred in this sample resulting in a metallic-type conductivity in the impurity
subband.
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INFLUENCE OF THE GROWTH ATMOSPHERE ON THE PROPERTIES OF AIN
GROWN BY PLASMA- ASSISTED PULSED LASER DEPOSITION
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Department of Electrical Engineering, Osaka University, 2-1 Yamada-Oka, Suita, Osaka
565, Japan

ABSTRACT

We have grown highly oriented aluminum nitride (AIN) thin films on Si (100) substrates
by using pulsed laser deposition from sintering AIN targets. Three different growth
environments, vacuum, nitrogen gas, and nitrogen plasma, have been used in order to
investigate the effect of the ambient on the film quality. Rutherford backscattering
spectrometry suggests that the N/Al ratio increases when the AIN film is grown in a
nitrogen-contained ambient. Cathodoluminescence study implies the decrease of oxygen
content in the film grown in a nitrogen plasma ambient.

INTRODUCTION

Group III nitrides, such as aluminum nitride (AIN) and cubic boron nitride (c-BN), have
been widely investigated as candidates for wide-band-gap semiconductors. It is easier to
grow AIN thin films than to grow c-BN thin films. Furthermore, because of its capability to
achieve n-type doping, AIN is one of candidates for n-type wide gap semiconductors[l].
AIN growth technology should thus be developed in order to obtain semiconducting AIN
films.

AIN films have been grown by various methods, such as MOCVD[2-4], reactive
sputtering[5], plasma-assisted MBE[6], and pulsed laser deposition (PLD)[7-1 1]. PLD has
advantages of low-temperature growth and less contamination of impurities. In this paper,
we report the successful growth of oriented AIN thin films by the PLD technique from a
sintering AIN target on Si (100) substrates. Nitrogen plasma has been generated in order to
control the Al/N ratio of the AIN thin film which is very important for obtaining high
quality AIN films. We have grown AIN films in three following kinds of environments,
vacuum, nitrogen gas, and nitrogen plasma ambient and investigated the effect of growth
ambient on the film quality.

EXPERIMENT

The deposition chamber was evacuated to a base pressure of 1.2X10 7 Torr by a

turbomolecular pump. The fourth harmonics of a Nd: YAG laser (k = 266 nm) was employed
to ablate the target. The repetition rate was 10 Hz and the nominal pulse width was 3-5 ns.
The incident laser beam was focused by a 250 mm focal length lens into a fluence of ~1.4
J/cm2 on the target surface. Sintering AIN (Al: 62.8%, N : 32.1%, Y : 3.4 %, 0: 1.7%) was
used as the target material. The Si (100) substrate was located 3 to 5 cm away from and
parallel to the target surface. Before it was introduced into the deposition chamber, the
substrate was cleaned with acetone in an ultrasonic bath to remove organic impurities. The
Si substrate was resistively heated to 800 'C. An optical pyrometer was used to monitor the
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substrate temperature. The deposition of AIN films was carried out in three types of
environments: (a) in vacuum (10'7 Torr), (b) in nitrogen gas ambient, and, (c) in nitrogen
plasma ambient for 10 hours. The AIN deposition in nitrogen gas was performed at 40
mTorr. The dc glow discharge nitrogen plasma was generated by using a ring-shaped
electrode biased negatively to about 600 V placed between the target and the substrate as
shown in Fig. 1. In this case, the substrate and the target were grounded. The discharge
current was adjusted to be less than 1 mA. A faint violet glow could be observed near the
ring.

LASER

_T1E

N/ -450 V

Fig. 1 Schematic diagram of the PLD apparatus.

The AIN thin films were characterized by the X-ray diffraction (XRD) technique, scanning
electron microscopy (SEM), Rutherford backscattering spectrometry (RBS), micro-Raman

scattering spectroscopy, and cathodoluminescence (CL). The x-ray source is Cu Ka. RBS
measurements were performed using 2.1 MeV He2' ions. Raman spectra were excited by an
argon-ion laser operated at 514.5 nm with 200 mW. CL spectra were measured at room
temperature using a 20 keV electron beam with a current of the order of 10 nA as the
excitation source.

RESULTS AND DISCUSSIONS

The XRD measurements were carried out to confirm the growth of AIN thin films. For
all types of AIN films, dominant (0002) diffraction peaks were observed, indicating the
oriented growth of AIN films on the Si (100) substrate. The XRD pattern of the AIN film
grown in high vacuum is shown in Fig. 2.

Z

20 30 40 50 60 70 80

20 (deg.)

Fig. 2 0-20 x-ray diffraction pattern of the AIN film grown
in high vacuum (10-7 Torr) on Si (100) of 800 *C.
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Figures 3 (a), (b), and (c) show the SEM micrographs of the AIN films grown in the
vacuum, nitrogen gas ambient and nitrogen plasma ambient, respectively. Comparison of
these figures indicates that growth of AIN film in vacuum resulted in a rough surface
because large particles could reach the substrate during the deposition. However, the presence
of nitrogen gas during deposition seems to prevent large particles from depositing on the
substrate as shown in Figs. 3 (b) and (c). Moreover, the generation of nitrogen plasma may
enhance the chemical reactivity oi nitrogen on the surface. This effect seems to reduce
grain size as shown in Fig. 3 (c). This smaller grain may lead to a smoother surface.

(a)

(b)

(c)

Fig. 3 SEM micrographs of AIN films deposited (a) in high vacuum,
(b) in nitrogen gas, and (c) in nitrogen plasma.
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In general, the film fabricated using the PLD technique most nearly maintains the target
composition ratio. The target used in this work is deficient in nitrogen and contains yttrium
as an impurity (Al : 62.8%, N : 32.1%, Y : 3.4 %, 0: 1.7%). Nitrogen gas and nitrogen
plasma ambient were used in order to compensate for the shortage of nitrogen. The effects
of these ambient were characterized by a RBS study which determined the relative N/Al
ratio in the grown films. The results are shown in Fig. 4. Figures 4 (a) and (b) are RBS
spectra from the sintering AIN target and the AIN film grown in the vacuum, respectively.
As is evident from Fig. 4, yttrium contamination in the film was less than that in the target.
The edge of the RBS spectrum for N in Fig. 4 (b) seems to be slightly more obvious in
comparison with Fig. 4 (a). This difference means that the N/Al ratio in the film grown in
vacuum has been slightly improved as compared to the sintering AIN target.

Energy (keV)
500 1000 1500

2500 . . . .

N
2000

1500 A
SAl

-0 1000

S500
0b -- .. .. .

0

100 150 200 250 300 350
Channel number

Fig. 4 RBS spectra of (a) sintering AIN target
and (b) AIN film grown in high vacuum.

The RBS spectra were also measured for the films grown in nitrogen plasma and nitrogen
gas ambients. The N/Al ratios of the films grown in nitrogen plasma and nitrogen gas
ambients were estimated to be higher than that of the film grown in high vacuum (1.43
times for nitrogen plasma and 1.37 times for nitrogen gas). This result reveals that the
presence of a nitrogen-contained ambient during the growth is effective to increase the
nitrogen concentration in the AIN films and is essential for the growth of high-quality AIN
films.

Micro-Raman studies were performed to examine the quality of the AIN films obtained.
The Raman spectra of AIN films grown in nitrogen gas and nitrogen plasma ambient are
shown in Figs. 5 (a) and (b), respectively. The peaks attributed to LO phonons of AIN were
seen at 655.6 cm' in Fig. 5 (a) and at 649.2 cm-' in Fig. 5 (b) (655.0 cm-'[12] and 649.0
cm-1 [13]). The peaks were fitted by Lorentzian peak shape functions. The full width at half
maximum (FWHM) for the peak due to LO phonons in Fig. 5 (a) was 38.9 cm-. In contrast,
the peak width in Fig. 5 (b) was narrower with a FWHM value of 31.7 cm-. In addition,
though Fig. 5 (a) showed a broad luminescence over 600 cm' presumably arising from
impurities or defects states, no broad luminescence was observed in Fig. 5 (b). These
results reveal that the AIN film grown in the nitrogen plasma ambient exhibits better film
quality than that obtained in the nitrogen gas. No Raman peak was obtained from the AIN
film grown in high vacuum despite the clear XRD peaks as shown in Fig. 2. This indicates
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the poor crystallinity of this sample.

y Si AIN

:Z AIN

400 500 600 700 800 900 1000 400 500 600 700 800 900 1000

Wavenumber (cm-') Wavenumber (cm-1)

(a) (b)

Fig. 5 Micro-Raman spectra of AIN films grown (a) in nitrogen gas ambient
and (b) in nitrogen plasma ambient.

In general, owing to the high gettering efficiency of Al for oxygen, thin films of AIN are
prone to oxidation, resulting in significant degradation of the film qualities and properties[14].
It is important to reduce the oxygen content is important for further developments. We
characterized the AIN films by CL. CL spectra measured are shown in Fig. 6. The film
grown in vacuum has broad band luminescence with a peak at 395 nm (see Fig. 6 (a)). The
film grown in nitrogen plasma ambient exhibited two broad bands with peaks at 405 nm
and 330 nm (spectrum (c)). The luminescence intensities obtained for these films were
almost same. In contrast, as shown in spectrum (b), the film grown in nitrogen gas ambient
had one order stronger luminescence intensity with a peak position at 443 nm compared
with CL spectra (a) and (c). According to R. A. Youngman, these emission peaks arise
from oxygen-related defect states[15]. They reported that the luminescence peak position
linearly shifts toward longer wavelength up to around 380 nm with increasing oxygen
content.

()(b) X 1/30

(a)

200 300 400 500 600 700 800

Wavelength (nm)

Fig. 6 CL spectra for AIN films grown (a) in high vacuum,
(b) in nitrogen gas, and (c) in nitrogen plasma.
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The luminescence intensity also depends on the oxygen concentration. The luminescence
increases in intensity as oxygen increases in the AIN film. From the discussions above, CL
measurements in Fig. 6 suggest that the film grown in nitrogen gas ambient includes a large
amount of oxygen. This result is considered to be due to the degassing of oxygen from the
chamber wall because of the shut off of the gate valve which was located between the
deposition chamber and the turbomolecular pump. CL investigation also suggest a low
oxygen content in the film grown in nitrogen plasma ambient. J. H. Harris et al reported
oxygen was substituted on nitrogen sites in the AIN lattice[16]. Therefore, a very likely
explanation for this result is the higher reactivity of nitrogen plasma than that of residual
oxygen gas with Al.

CONCLUSIONS

We have succeeded in growing oriented AIN thin films by the PLD technique from
sintering AIN target. We found that the quality of the AIN films depends on the growth
ambient. The surface morphology of the films grown in a nitrogen background gas ambient
is very smooth. RBS, Raman studies, and CL characterization reveal that larger N/Al ratio,
better film quality, and less oxygen contamination are obtained for the AIN film grown in
the nitrogen plasma ambient.
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ABSTRACT

Boron Nitride (BN) thin films are deposited on heated (650 °C ) silicon (100) substrates
using Nd:YAG (532 nm) and KrF excimer (248 nm) laser ablation. The laser beam is
focused on the hBN targets. The films are grown using a laser repetition rate of 10 Hz at
energy density 3.8 J/cm . Argon gas is mixed with the reactant nitrogen gas and the total
gas pressure in the chamber during deposition is 20 Pa. Auger Electron Spectroscopy shows
that the N/B composition ratio depends on the mixture ratio of nitrogen and the relative
emission intensity of B ' (345.1 nm). The surface morphology of the films prepared by the
532 nm laser is rough with large particulates, whereas much smoother surfaces with fewer
and smaller particulates are obtained with the 248 nm laser. Fourier Transform IR
measurement shows that the cBN phase in the films is enhanced by applying the negative RF
self-bias voltage ( - 200 V) on the substrate electrode.

INTRODUCTION

There has been significant effort and progress made over the past several years in
depositing quality Mll - V nitride films for a variety of electronic, optical and tribological
applications. Despite the successes for most 1Il - V nitrides, the growth of single-phase
cubic boron nitride (cBN), potentially the most valuable of these compounds because of its
electronic and mechanical properties, remains unperfected. In addition, hexagonal BN (hBN
and turbostratic BN (tBN) have the desired properties for X-ray transmission windows.

Recently, BN films with an appreciable fraction of the cubic phase have been deposited
by a variety of techniques, 1-6 including pulsed laser ablation. -

In this work, we describe a Nd:YAG laser (532 nm) ablation process and a KrF excimer
laser (248 nm) ablation process for the preparation of BN thin films. We investigate the
properties of prepared BN films and the spectroscopic characteristics of hBN plasma plume.

EXPERIMENT

The schematic diagram of the experimental apparatus is shown elsewhere, a thus only
the experimental procedure is briefly described here. A deposition chamber was evacuated
by a turbo-molecular pump and a rotary pump. The lasers used in the present study were (i)
a Nd:YAG laser (Lumonics YM600, wavelength of 532 nm, pulse duration of 6.5 ns,
maximum output energy of 340 mJ) and (ii) a KrF excimer laser (Lambda-Physik
LPX-305icc, wavelength of 248 nm, pulse duration of 25 ns, maximum output energy of 850
mJ). The laser beam was focused on the hBN targets at 45 0 , which were placed in the
center of the stainless steel deposition chamber. The energy density of the pulsed laser beam
was maintained at 3.8 J/cm 2 and the repetition rate was 10 Hz. The targets were rotated at
about 20 rpm in order to prevent crater formation on their surfaces. The Si(100) substrates
were located at a distance of 60 mm from the facing target and were heated up to 650 °C
by an IR lamp. The substrate electrode was coupled to an RF generator through an
impedance matching network with a blocking capacitor. The RF power was applied between
the grounded chamber and the substrate electrode. A negative DC self-bias voltage was
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Table I . Deposition conditions for the BN films.

Laser Pulsed Nd:YAG laser KrF excimer laser
Wavelength i =532 nm 2 =248 nm
Pulse width - =6.5 ns z =25 ns
Energy density Ed=3.8 J/cm 2
Repetition rate f=10 Hz

Target hBN (purity 99.5%)
Rotating speed of the target - 20 rpm
Substrate Si (100)
Target-substrate distance d=6.0 cm
Gas pressure PN2+PAr=20.0 Pa
Substrate temperatures Ts=650 °C
RF bias power (13.56 MHz) PRF=0 100W
Self-bias voltage Vs=0 -200V
Deposition time 30 minutes

generated basically due to the higher mobility of electrons than ions in a megahertz grow
discharge. After 18,000 laser pulses, the deposition process was completed. Table I shows
the deposition conditions for the preparation of BN films. BN films were characterized by
Scanning Electron Microscopy (SEM), Auger Electron Spectroscopy (AES), and Fourier
Transform IR measurement (FT-IR). The optical emissions from the plasma plume generated
by the pulsed laser irradiation were detected by an optical multichannel analyzer (OMA) with
a 1024 photodiode array.

RESULTS

Figure l(a) and l(b) show SEM pictures of typical BN films deposited with a Nd:YAG
laser (532 nm) and a KrF excimer laser (248 nm), respectively. The density and size of
particulates are much higher for the BN film prepared with a Nd:YAG laser (532 nm)
[Fig.l(a)] as compared to the film prepared with a KrF excimer laser (248 nm) [Fig.l(b)]
even though these films have been deposited using the same number of laser pulses and
energy density.

(a) 10 /, m (b) 1 gm
Figure 1. SEM pictures of BN films on Si(100) deposited with (a) a Nd:YAG laser (532
nm) and (b) a KrF excimer laser (248 nm). Other deposition conditions were nitrogen gas
pressure; PN2=20 Pa, energy density; Ed=3.8 J/cm , target-substrate distance; d=6.0
cm, substrate temperature; Ts=650 °C
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These films have been investigated by AES and the results are shown in Fig. 2(a) and
Fig.3(a), respectively. There are B and N peaks present in the spectrum, as well as smaller
peaks of C and 0. The N/B composition ratio of the film deposited with a 532 nm laser at
PN2=20 Pa, PAr=0 Pa was 0.86 [Fig.2(a)] and that of the film with a 248 nm laser at PN2=20
Pa, PAr=0 Pa was 0.81 [Fig.3(a)]. The film composition ratio (N/B=0.81 1 0.86) was 8
S 13 % smaller than that (N/B=0.93) of the virgin BN target used here. 14 These films
were boron rich like the films (N/B ; 0.70) deposited on heated (600 °C ) Si(100)
substrate with KrF excimer laser (248 nm) at PN2=4 - 13 Pa. 9 This nitrogen deficiency
problem may be linked to the target depletion problem. ' ' Ion-assisted treatments are
required to fabricate stoichiometric and cubic structure BN films. '. 1'0 - ' 2 The N/B
composition ratio of the film deposited with a 532 nm laser at PN2=0 Pa, PAr=20 Pa was
0.09 [Fig.2(b)] and that of the film with a 248 nm laser at PN2=0 Pa, PAr=20 Pa was 0.18
[Fig.3(b)]. These films showed an absence of nitrogen and were composed almost entirely of
metallic boron.

Nd:YAG laser ( A =532nm) KrF excimer laser ( R =248nm)
Ed=3.8J/cm Ed=3.8J/cm

(a) PN =2oPa
(a) PN =20Pa PAr OPa

PAr = OPa

C
0

C

FNB

LU L
7ý N

(b) PN =OPa

200 300 400 500 P0a00 40 0

PAr =020Pa (b) PN = OPa
PAr =29Pa

F N 

7N 0

B C
I II

200 300 400 500 200 300 400 500
Kinetic energy (eV) Kinetic energy (eV)

Figure 2. AES spectra of BN films Figure 3. AES spectra of BN films
deposited with a Nd:YAG laser deposited with a KrF excimer laser
(532 nm) at (a) PN2=2OPa, PAr=-OPa (248 nm) in (a) PN2=2OPa,PAr=OPa
and (b) PN2=0 Pa, PAr-=20 Pa. and (b) PN2=0 Pa, PAr-=20 Pa.
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Figure 4 shows optical emission spectra of hBN plasma plume generated by a KrF
excimer laser (248 nm) at (a) PN2=20 Pa, PAr=0 Pa and (b) PN2=0 Pa, PAr=20 Pa . Many
spectral lines originated from neutral and ionic species, such as B (208.9, 249.7nm), B '
(345.1 nm), N (397.6, 417.6 nm), N ÷ (413.4 nm) and N 2 (350.1, 353.7, 391.6, 394.4 nm)
are identified in Fig.4(a). Emission spectrum of BN(360.03 nm) molecule cannot be observed
clearly. Therefore, the hBN target seemed to be mainly ablated as an atomic state. In
Fig.4(b), spectral lines from Ar(404.4, 415.9, 419.8 nm) can be observed. The intensities of
the emission lines depend on the argon mixture ratio. Figure 5 shows the relative intensity of
the emission spectrum of each species and the N/B composition ratio as a function on N 2
content, where each intensity was normalized by their own strongest intensity. The N/B
composition ratio depends on the mixture ratio of nitrogen and the relative emission intensity
of B + (345.1 nm).

400 (a) KF excimer laser CA 3 248nrm)

PN =20Pa
PAr =OPa
Ed=3.BJ/crm C

300
CEE E

E

25
S200

1000r0

200 250 300 350 400
Wavelength (nm)

400 (b) KrF excimer laser ( 3 ý248nmn)

PN , =oPa
PAr =20Pa E
Ed=3.8J/cm E E

300 ES~E

2002

0
200 250 300 350 400

Wavelength (nm)

Figure 4. Optical emission spectra obtained with the OMA from the hBN plasma plume
generated by the KrF excimer laser (248 nm) at (a) PN2=20 Pa, PAr=0 Pa and (b) PN2=0
Pa, PArI2I Pa.

400



Figure 6 shows the FT-IR absorption spectra of BN films deposited by Nd:YAG laser
(532 nm) at various N 2 contents. An infrared spectrum of the cBN crystal shows a
strong absorption near 1050 cm- 1 due to the reststrahlen band (TO mode). The crystalline
or amorphous hBN phase results in a distinct and strong, asymmetrical band at around 1380
cm , which is attributed to B-N bond stretching and a weaker, sharper band at around
800 cm which is attributed to B-N-B bond bending. As can be seen in Fig. 6,

1.0 1.0 1 .0 A 1.0
(a) Nd:YAG laser ( A =532nm) (b) Kr excimer laser ( A =248nm)
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Figure 6. FT-IR spectra measured for BN Figure 7. FT-IR spectra measured for BN
films deposited by the Nd:YAG laser films deposited by the Nd:YAG laser
(532 nm) at various N 2 contents without (532 nm) with negative RF self-bias
negative RF self-bias voltage, voltage.
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dominant absorption peaks at around 1380 cm - I (B-N stretching) and 800 cm -

(B-N-B bending) are consistent with sp bonds that occurs in the hBN crystal structure.
The peak at 1050 cm caused by the TO mode of cBN does not appear in these samples.

The effect of negative RF self-bias voltage on the nature on bonding in the film is
present in the FT-IR spectrum of Fig. 7. The film deposited by Nd: YAG laser (532 nm)
under the conditions (self-bias voltage; Vs=-200 V, Ed=3.8 J/cm 2 , d=6.0 cm, Ts=650 0C
PN2=8Pa, PAr= 12Pa) shows the characteristic absorption spectrum at 1050 cm
corresponding to the cBN reststrahlen band in addition of hBN.

CONCLUSIONS

BN films were deposited using Nd: YAG laser (532 nm) and KrF excimer laser (248nm)
ablation. The following conclusions can be drawn from the results.
(1) The density of the particulates is much lower and the average size is much smaller in the

film prepared with the 248 nm laser as compared to the film prepared with the 532 nm
laser.

(2) The N/B composition ratio is significantly affected by the relative emission intensity of
B ÷ (345.1 nm).

(3) The formation of cBN phase in the films is enhanced by applying the negative RF
self-bias voltage ( - 200 V) on the substrate electrode.
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ABSTRACT

Gallium nitride and its alloys are the most promising materials for short wave light emitters.
If high quality GaN single crystals can be prepared, the GaN base light emitters should be
fabricated directly on the lattice-matched GaN substrate.

In this work, GaN crystals in nano and micro scale with definite faces have been prepared by
dc arc discharge using gallium and N2+NI-1 3 as starting materials. Transmission electron
microscope, selected area diffraction, x-ray microanalysis of energy dispersive spectroscopy,
and x-ray diffraction investigation of the as grown GaN crystals show that the well faceted
crystals are single crystalline GaN in wurtzite structure having lattice constants a4=3,18A and
co=5.1 8A. The crystal size of stoichoimetric GaN in wurtzite structure depends on the partial
pressure of nitrogen in the plasma. The maximum crystal size in this work is about several
micrometers.

INTRODUCTION

Gallium nitride is a III-V group direct gap semiconductor with enormous potentials for
optoelectronic devices from the blue to the near ultraviolet wavelengths which are presently
inaccessible to semiconductor technology. GaN and its In and Al alloys span most of the visible
region and extend well into the ultraviolet wavelengths[ 1]. The fabrication of high-quality single
crystal GaN has been a formidable challenge to researchers to date[2]. In order to produce GaN,
it has been experimentally realized that high temperature, activated nitrogen species and/or high
nitrogen pressures are necessary to overcome the large kinetic barriers of formation. For this
reason, conventional bulk and thin film growth technologies which are commonly used to
produce III-V group semiconductors such as GaAs, and InP can not all be directly transferred
to GaN production. Standard bulk growth technologies are not practical alternatives for the
growth of GaN because experimental technologies have not been developed which can contain
the high nitrogen pressure at the melt temperature. Refractory nitrides such as InN, GaN, and
AIN, their solid solutions, and heterojunctions between them are one of the most promising
families of electronic materials. All three are direct-band-gap semiconductors with their energy
gaps covering the region from 1.95eV(InN) and 3.4eV(GaN) to 6.28eV(A1N). Thus, the growth
of high quality crystals of these materials should lead to applications in optoelectronic devices
from the visible to the ultraviolet part of the electromagnetic spectrum, as well as for high-power
and high-temperature electronics[2,3]. GaN, in particular, was predicted to be the most
promising materials for optoelectronic devices.

GaN films have been grown using many growth technologies, including chemical vapor
deposition(CVD)[4], metal-organic chemical vapor deposition(MOCVD)[5], molecular beam
epitaxy(MBE)[6], and the plasma assisted processes[7,8] on a variety of substrates, such as
silicon, spinel, silicon carbide, and various crystallographic orientations of sapphire.
Consequently, the satisfied crystal quality of GaN heteroepitaxy layers on foreign substrate has
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not been achieved up to date for the lack of a suitable lattice-matching substrate. If high quality
bulk GaN can be fabricated, a whole new region of the optical spectrum will be accessible to
semiconductor technology in much the same way that the infrared and longer visible wavelengths
are presently exploited by GaAs technology.

The fabrication of high-quality single crystalline bulk GaN has been a formidable challenge to
researchers to date[9]. The efforts directed to this end by solution growth in a predominately Ga
melt under high pressure(-2GPa) and high temperature(- 1 500'C) conditions have been
attempted[10,11]. Consequently, it has been experimentally realized that high temperature,
activated nitrogen species and/or high nitrogen pressures are necessary to overcome the large
kinetic barriers of GaN lattice configuration.

In this paper, dc arc discharge plasma was employed to activated nitrogen and gallium
atoms(ions), wurtzitic GaN(w-GaN) single crystals in nano and micro scale were prepared
using metal gallium and the gas mixture of N2+NH3 as starting materials The morphology,
microstructure and composition of w-GaN have been investigated using transmission electron
microscope(TEM), X-ray diffraction(XRD), selected area diffraction(SAD), nano-probe
diffraction(NPD), energy dispersive spectroscopy of x-ray(EDS), etc.

GaN nano crystals can be directly used as a short-wavelength optoelectronic ultra-fine-
powder(UFP) for its unique properties. Moreover, we can also use it as a starting materials to
synthesize large size single crystals by HP/HT technology in the same way as diamond and cubic
boron nitride synthesis, which is the final aim of this research.

EXPERIMENT

The samples reported here were all prepared by dc arc discharge evaporating metal gallium in
the ambient of N2+NH 3. The crucible, which acts as an anode, was used to evaporate gallium.
The cathode is fixed on the opposite side of the chamber. The experimental conditions are as
follows: base pressure 1-20 kPa
maintained by control outlet
pumping rate and the inlet flow rate
of the mixture of N2+NH3, dc arc
current 100- 500 Ampere stabilized
between the cathode and the anode, Cathode
volume ratio of N2/NH, 0.3-0.6.
GaN crystals were collected on the
water cooled wall. The dc plasma
system is illustrated schematically in N2+NH3
Figure 1. Gallium N+H

microanalysis of as-grown GaN
crystals were carried out using
Hitachi-8100 transmission electron
microscope at 200kV and the
attachment of Philips DX-4 energy Anode
dispersive spectroscopy of x-ray
with a super-ultra-thin window
(SUTW) capable of detecting
element down to boron. Electron Figurel. Schematic of DC arc plasma system
nano-probe diffraction and electron
nano-probe EDS microanalysis were
used to investigation the microstructure and composition of the samples. The microanalysis
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samples were prepared by two different method: a conventional powder sample preparation oy
spraying GaN crystals on Formvar support copper grid for nano sized samples and a standard
bulk sample preparation by ion milling the in situ compressed GaN plate for microsized samples.
The ion milling were performed using model GL-6900 argon ion milling system at 6.0kV
accelerating voltage and 80liA/cm2 beam current. X-ray diffraction data were collected using
Cu Kca radiation line as an x-ray source.

RESULTS

The morphology and crystal feature of as-grown powders were investigated by TEM at
200kV. The crystal structure of the sample was determined by XRD. The crystals are well
faceted with the size ranging from several nanometers to several micrometers. Figure2 shows

Ionm 30 40 50 60 70

F20(degree) (b)

Figure 2. Bright field TEM micrograph(a) and XRD pattern(b) of W-GaN in nanoscale

the bright field TEM micrograph and XRD pattern of W-GaN crystals in nano scale. According
to Figure 2, we can derive that all crystals are well faceted W-GaN having lattice constants of
ao=3.18k and c0=5.18iA, and most of the crystals are in triangle or hexagonal morphology.

In contrast to all other III-V semiconductor compounds, fabrication of GaN using
conventional techniques occurs under metastable conditions[9]. By employing the DC plasma in
this work, more reactive species such as activated nitrogen atoms(or ions) and activated gallium
atoms(or ions) were produced with sufficient energy to overcome the kinetic barriers of GaN
formation. Since the nitrogen pressure and reactive temperature are much higher in the plasma
region, it is believed that nucleation and crystal growth of GaN occur in the gas phase under
equilibrium conditions. The quality and size of crystals are determined by the growth rate of W-
GaN in the plasma region. The higher the nitrogen pressure, the lager the crystal size. Well
faceted W-GaN single crystals can be obtained under lower pressure conditions, In this case,
more perfect crystal morphology often appears and SAD pattern is sharply spotty. Figure 3
shows the bright field TEM micrograph of a typical gallium nitride single crystal in nanoscale
and its spotty SAD pattern. From Figure3, we can recognize that nano sized single crystalline
W-GaN are usually faceted by {001} and {100} crystallographic faces. On the other hand,
secondary nucleation on single crystalline W-GaN surfaces often appear while nitrogen pressure
is much higher.
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Small amount gallium phase
detected by x-ray diffraction(as
shown in Figure 2b) in the as
grown powder is identified by TEM
and NPD. The portion of gallium
phase is never exceed 5% of the
final product. So, we can conclude
that the yield of stoichiometrical r2o n m
wurzitic GaN in this method is
more than 95%. The result exhibits (a) (b)
that it appears as ball-like particles
in nano scale(as shown in Figure Figure 3. W-GaN single crystal ini nanoscale.
4). it is believed that gallium (a) Bright field TEM micrograph
particles were formed in the (b) SAD pattern

ununiform plasma regimes where nitrogen pressure and reactive temperature are not enough to
configure GaN lattice.

The particle size of wurtzitic GaN single crystals mainly depends on the partial pressure of
the ambient gas. But secondary nucleation often occurs during GaN crystal growth. Figure 5
shows the bright field TEM micrograph of the secondary nucleation.

sonm .5oonm

Figure 4. Ball-like Gallium nano particles Figure 5. Secondary nucleation of GaN

Under the moderate pressure and optimized conditions, comparatively large W-GaN single
crystals can be prepared. To investigate the size and structure of the crystals, we obtained the
TEM bright field micrograph and NPD pattern on the thin specimens of W-GaN powder, which
were prepared by ion milling the in situ compressed plates. Figure 6 shows the the bright field
TEM micrograph and NPD pattern of GaN single crystals in microsize. NPD results taken on
different analysis point of the same crystal show the same spotty pattern, which proves that the
crystal is single crystalline.

The atomic ratio of nitrogen and gallium in the crystals is an important factor as well. To
determined it, we carred out the EDS measurement on the thin samples of W-GaN. Analysis
data was taken on the ion milled thin sample using nano-probe electron beam. The accurate
quantitative result can be a chieved for the sample is very thin after ion milling. The EDS
spectrum is shown in Figure 7. Analysis results exhibit that the atomic ratio of nitrogen and
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gallium is about 1:1. This means that GaN crystals prepared in this work are stoichiomitrical

single crystalline.

30A. (a) (b)

Figure 6. TEM micrograph(a) and NPD pattemn(b) of W-GaN in micro scale

CONCLUSIONS GaLa

in conclusion, wurtzitic
GaN crystals in nano and
micro scale have been
fabricated by employing G~

nitrogen and gallium plasma to
activated reactive species. The
as grown crystals are well
faceted in triangle and
hexagonal polyhedron shapes
with a stoichiomitric atomic
ration of N/Ga.

Further investigation to NKa Ga~b

produce pure-phase and large ••

size wurtzitic and cubic GaN _____________________
crystals by high pressure/high 2.00 4.00 6.00 8.00 10.00

temperature technology, using (KeVT)

wurtzitic GaN powder as
starting materials, is being Figure 7. EDS spectrum of wurtzitic GaN single crystal

undertaken.
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ABSTRACT

We have grown silicon carbide (SiC) on ultrathin Si (about 300A) and on thick Si (about 2000A)
on commercial SIMOX (from IBIS Corp and SOITEC, Inc.), and bulk Si. Electron diffraction and
Rutherford backscattering spectroscopy (RBS)/channeling studies indicate epitaxial growth of single-
crystal P-SiC even at growth temperatures as low as 11000C.

We have already demonstrated the fabrication of ultrathin Si, as thin as 140A on SiO2 by using
the low-energy SIMOX (LES) (20 to 30 keV) process to produce films of lower cost and excellent
integrity compared to thinned commercial SIMOX. Based on these results, ultrathin Si-on-insulator
(SOI) substrates appear to have great potential for device quality SiC films. However, the
carbonization and/or growth of SiC on ultrathin Si requires further optimization because the
processes for surface cleaning and growth of SiC on bulk Si substrates cannot be applied because of
the thinness of the substrate layers. Additional carbonization work at higher temperatures has
indicated the possibility of converting the entire Si top layer.

INTRODUCTION

Fabrication of SiC-on-Si wafers is desirable for a number of reasons including their use as low-
cost, large-area substrates for high-power, high-temperature electronics, and their use as lattice-
matched substrates for group III-nitrides. In addition, SiC on SOI substrates may pave the way for
monolithic integration of GaN photonic devices with advanced Si technology. An advantage of
growing GaN on SiC (or on SiC on Si, or on SiC on SOI) is that the film and the substrate both have
the same cleavage planes, enabling formation of cleaved laser facets. This is not the case for GaN
on sapphire where different crystal structures cause a 300 misalignment of crystal planes [1], making
facet cleaving problematic.

SiC is grown epitaxially on Si either by direct deposition, or by carbonization of the Si surface.
The carbonization process has to date, provided the lowest defect SiC on Si [2,3,4,5]. However a
lower defect density is needed before SiC on Si is suitable for device applications.

In the past few years, there has been rapid progress with separation by implantation of oxygen
(SIMOX) technology, in which a relatively defect-free Si top layer is produced on an oxide layer on
a Si substrate [6]. These structures have been used as substrates to grow epitaxial layers such as
GeSi [7,8] or silicides [9] or GaAs [10]. Recently, we developed a low-energy SIMOX [11,12,13,14]
process (LES) which can produce SIMOX structures with ultrathin (< 500A) Si top layers. When
the ultrathin Si layer of a SIMOX wafer (rather than the surface of a Si wafer) is converted to SiC
by carbonization, or used as a substrate for SiC epitaxy, it is expected to have fewer crystal defects,
for two reasons: (1) the buried SiO 2 layer will soften at the carbonization or growth temperature and
will relieve stresses associated with lattice constant changes, and (2) since it is possible to produce
high quality crystalline Si on SiO2 (which is amorphous), by analogy it should also be possible to
produce SiC on SiO2.
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In this paper, we report preliminary results on the epitaxial growth of SiC on a Si thin film with
a thickness about 300A, on Si 2000A thick, and on bulk Si. Our recent TEM results (for growth at
about 1 100I C) indicate that good crystalline quality SiC can be obtained on thin Si, even when the
thin Si layer is not fully carbonized. Ongoing work (growth above 1300'C) identified the process
steps to carbonize the entire Si top layer of SIMOX and produce good quality crystalline SiC. The
high temperatures samples are presently being analyzed by TEM.

EXPERIMENTAL PROCEDURE

This work employed a SPI-MOCVDTM reactor typically used for growth of 111-V compounds.
The growth chamber features a vertical, water-cooled quartz belljar with a three-inch diameter
silicon-carbide-coated graphite susceptor. A solid quartz rod supports the susceptor and serves as
a light pipe for temperature measurement with a two-color optical pyrometer.

In the standard approach for SiC or Si epi sample preparation, a Si substrate is typically etched
by HCI to remove the surface oxide and impurities. However, for a LES wafer (with a thickness
under 500A) special care is needed to avoid etching the Si thin film or reducing the SiO2 buried layer.
We developed a special process to clean the surface layer of LES wafers without damaging or etching
the Si thin film or buried oxide [12].

Thin SiC on LES, bulk Si, and standard SIMOX were grown at the same time to study the effect
of the thickness of the Si top layer on the initial stage of SiC epitaxial growth. The growth procedure
was similar to Powell, et.al.[5] except for the differences discussed. Growths were conducted at
1 100°C. Research and ULSI-grade gas mixtures were used. Note, that the low Si:C ratio should
result in a reduction in the residual nitrogen-doping background by site-competition epitaxy [ 15,16].

Rutherford backscattering spectroscopy (RBS) was also performed to determine the solid phase
Si:C ratio, as well as the thickness of SiC and SIMOX layers. Commonly RBS is performed using
an MeV He' beam with the sample oriented such that the incident beam is 100 from the normal of
the sample. However, measurements were performed with the beam incident 100, 600 and 750 to
the normal of the sample, which increased the effective thickness of the layer up to a factor of four.

A Phillips CM20 transmission electron microscope at Case Western Reserve University was
utilized to observe cross-sectional specimens. Cross-sectional transmission electron microscopy
(XTEM) samples were prepared by sandwiching two films face to face with M-bond epoxy and
curing it. Subsequently, the sandwiched sample was sliced by a diamond wheel and each slice was
polished down to a thickness of 20 ptm, and mounted on a Cu grid. Mounted specimens were further
ion-milled to electron transparency.

EXPERIMENTAL RESULTS

Figure 1 is an XTEM of a typical sample implanted at 30 keV with a dose of 2.5 x 1017 O+/cm 2

and annealed for six hours at 1300'C in N,. The Si top layer is only about 3 10A thick, and has kept
its integrity; no defects were observed in this micrograph. No Si islands can be seen in the SiO2
buried layer, and no threading dislocations are observed in the Si top layer.

Figure 2 shows RBS spectra of two commercial SIMOX substrates and an LES substrate. Using
the RUTP code we determined the thickness of the Si top layer of SIMOX wafers used in this study,
i.e. LES:400A, SOITEC: 1400A, and IBIS:2350A. A typical RBS spectra for both carbonized and
CVD grown SiC is shown in Figure 2b. Accidental channeling of He ions clearly shows epitaxial
growth of SiC on SIMOX substrates.
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Figure 1 XTEM of a low-energy SIMOX substrate produced with a total dose of 2.5 x 1017

O/cm
2 at 30 keV and high temperature annealing at 1300 VC in N2for 6 hours.
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Figure 2 RBS spectra of a) three SIMOX wafers with different thicknesses used in this study,
and b) 570A SiC grown on a SOITEC SIMOX substrate at 1200 "C. Using the SiO2
buried layer(amorphous) as a reference, accidental channeling of He ions indicates
epitaxial growth of SiC on SIMOX

Figure 3 shows a cross-sectional bright-field (BF) TEM micrograph revealing uniform layers with
sharp interfaces between them. The SiC film grown on the topmost single-crystalline Si layer was
determined to be single crystal by selected area diffraction (Figure 4). The cross-sectional BF
micrograph also indicates that the SiC film contains a number of planar defects such as like twins and
stacking faults, which show darker contrast in the SiC image. The voids that are usually present in
the Si substrate at the interface were absent in the isolated single-crystalline Si film. Some defects
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were observed in the Si layer which did not appear to affect or change the crystallinity in SiC.
Figure 4 shows growth of P-SiC on a Si thin film indicating that a parallel epitaxial orientation
relationship exists between the SiC film and the Si layer.

DISCUSSION AND CONCLUSIONS

Our TEM (Figures 3 and 4) and RBS results clearly demonstrate growth of good crystalline
quality SiC at 1100'C. The Si:C (0.007) ratio used for growth at I 100°C was considerably lower
than the silicon to carbon ratio (0.4) used by others [5]. The reduced cracking efficiency of propane
at low temperatures (1 100'C) is partially compensated by an increase in the propane concentration.
The low concentration of silane (which controls the growth rate) provides the conditions for growth
of good quality crystalline SiC at 1100°C, even though the surface mobility is low at this
temperature[17]. Our studies suggest that the temperature window for growth of epitaxial SiC may
be less dependent on precursor decomposition and more dependent on surface mobility than has been
reported [18].

These preliminary results indicate that there is no major difference in the SiC films grown on
SIMOX substrates as compared to those grown by others on bulk Si substrates at high temperatures
[19]. The high resolution TEM micrograph clearly shows sharp interfaces between the layers in the
SOI structure with no sign of predominant interdiffusion having occurred during SiC growth. The
voids that are usually present in the SiC/Si interface were absent in our samples. The absence of
voids at the SiC/Si interface significantly affects the electrical properties of the SiC film [20]. The
reason for the absence of voids in our samples is not clear, however, one possibility is the low growth
temperature, which results in higher nucleation density and rapid coverage of Si by an initial SiC film.
Consequently, out-diffusion of Si cannot occur and voids cannot form [21]. TEM micrographs of
the SiC film grown at 1 100°C (which show darker contrast in the SiC image) indicate a number of
planar defects such as twin and stacking faults. These defects are typically observed in SiC grown
by CVD [19].

In summary, this preliminary work demonstrates that thin (<500A) Si layers support growth of
good quality SiC layers, even when the Si layer is not totally carbonized. This will pave the way for
growth of SiC directly on SiO2 (a compliant substrate) by carbonizing the entire thin Si top layer of
SIMOX. Thinned SIMOX is useful for SiGe growth, however, the superior integrity of films
produced by the LES process is necessary because growth of SiC involves very high temperature
(1100 to 1360'C).

It should be noted that growth at low temperatures can also reduce thermal effects such as
diffusion in the substrate during SiC deposition. A combination of low temperature and the buried
oxide layer could also prevent slip bands from being generated in the Si substrates and propagating
into the SiC films [22]. These results indicate that an optimized SiC growth procedure on thin
SIMOX structures is a promising candidate for the production of device quality SiC on Si. SiC on
SIMOX structures may facilitate fabrication of MEMS devices because of the additional opportunities
provided by SOI structures for selective etching [23].

This work was supported in part by an SBIR from the Office of Naval Research and monitored
by Dr. Yoon Park.
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Epoxy

A. B.

Figure 3 a) Bright-field TEM micrograph of a SiC film grown on a thin SIMOX substrate
epoxied together face-to-face. The Si layer on NO has been only partially
converted to SiC, thus leaving a thin layer of Si between the SiC and the £O2. b) A
higher magnification BF TEM of the same sample as that shown in Figure Ia. Note
the few deftects in the Si layer between SiO2 and SiC film.

Figure 4 a) High-resolution cross-sectional TEM fmicrograph of the SiC/Si interface on the
SIMOX substrate and b) electron diffraction of the SiC/Si interface with the incident
beam B--[J110], indicating single-crystal films with a parallel epitaxial orientation
relationship.
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ABSTRACT

Hot filament chemical vapor deposition (HFCVD) was utilized to grow high quality
diamond film on porous silicon (PS) substrates to a thickness of 5-6 gtm. Boron-doped silicon
substrates of <100> orientation and resistivity of 5-15 ohm-cm were anodized by the
electrochemical process to form PS. A slurry of diamond paste (1/4 micron average grain size)
was rubbed on the samples for a few seconds before introduction into the chamber. Diamond
film growth on the PS has the advantages of shorter incubation time and higher nucleation
density as evident from scanning electron microscopy (SEM). The results of X-ray diffraction
confirm the growth of predominatly (111) oriented high quality diamond film. Electrical
properties were also studied by sputtering circular gold contacts on top of diamond film and
measuring current-voltage (I-V) characteristics.

INTRODUCTION

The nucleation and growth of polycrystalline diamond thin films on silicon (as the
dominant material in semiconductor industry) has been the subject of intense investigation. The
effects of Si surface pretreatment on the nucleation enhancement of diamond has been studied
by many researchers.1-2 One of the most useful techniques in promoting nucleation and growth
of diamond films with reduced stress is the formation of PS layers on silicon substrates. Porous
silicon is quickly becoming an increasingly important and versatile electronic material in today's
fabrication technology. Ever since Canham3 5 demonstrated visible light photoluminescence
from PS, much effort has been focused on the possibility of producing optoelectronic devices
using this material.6-9

Diamond growth on PS by chemical vapor deposition was reported for the first time by
Spitzl et. al.' 0 These authors demonstrated that PS allows for a reduction of the stress in
diamond film as well as enhancing the quality of the diamond structure. Another group of
authors" have shown that PS (compared to mechanically scratched Si) has a smoother surface
and more evenly distributed defects for the growth of diamond film. They also investigated the
infrared transmission spectra and concluded that the transmittance of diamond film grown on
PS is higher than for film grown on silicon substrates.

Diamond nucleation and growth on PS substrates is the focus of the present work. The
study of anodization conditions and their effect on the nucleation density and the quality of
grown diamond films was carried out to determine the most suitable set of parameters for
formation of porous layers. Electrical characteristics of the deposited diamond film were
studied by observing the I-V data on a gold-diamond-PS-Si structure.
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EXPERIMENT

In this work, several boron-doped Si samples of <100> orientation and resistivity of 5-
15 ohm-cm were used as starting substrates. These samples underwent organic cleaning in an
ultrasonic bath with trichloroethylene, acetone, methanol, and DI water for five minutes each.
Substrates were further cleaned in hot nitric and hydrochloric acids for five minutes each
followed by rinsing in DI water. One of these substrates was scratched by mechanical polishing
with diamond paste of 0.25 gtm grit size.

A thin layer of aluminum, -500 nm, was then thermally evaporated on the unpolished
(back) side of two other substrates in a vacuum system to provide a good electrical contact
during the anodization process. PS was formed by anodization in an electrolyte of 1:1 49% HF
and ethanol at a constant current density of 50 mA-cm-2 and a reaction time of 60 seconds.
During anodization, the back Al contact was protected with a layer of acid-resistant wax. After
the formation of PS, a diamond paste slurry (made by dissolving 1/4 micron diamond grit in DI
water) was rubbed on this sample to promote diamond nucleation.

Polycrystalline diamond films were deposited on these samples in a HFCVD reactor.
Trimethyl phosphite diluted in acetone to a concentration of 400 ppm was used as a source of in
situ doping. The deposition conditions used in this study are as follows; hydrogen flow rate of
98 sccm, methane flow rate of 1.5 sccm, a mixture of acetone and trimethyl phosphite at a flow
rate of 0.5 sccm, pressure of 25 Torr, filament temperature of 2000 'C, substrate temperature of
720 'C, and filament to substrate distance of 4 mm. The deposition time for one run was 20
minutes in order to measure the nucleation density on scratched and porous silicon. In a
separate run, diamond was grown on a different PS sample for 6 hours to a thickness of 5-6 gim.

Circular contacts (0.021 cm 2 in area) were deposited on the phosphorous-doped
diamond films by sputtering a thin layer, -500 A, of gold through a metal shadow mask in a DC
glow discharge system. Prior to sputtering of gold contacts, the surface of the diamond films
were cleaned by a saturated solution of Cr0 3 + H2 SO4 at 200 °C for 20 minutes followed by
rinsing in a 1:1 boiling solution of H2 0 2 and NH4 OH for 10 minutes and then in boiling DI
water for 3 minutes. This procedure removes the nondiamond carbonaceous surface layer on
top of the diamond film. In order to provide an ohmic contact to the back of the samples, a thin
layer of Al, -650 nm, was thermally evaporated on the unpolished side of the Si substrates.

RESULTS

The size, shape, thickness, and density of the formed pores are determined by the
anodization conditions which include HF concentration, temperature, Si dopant type and
concentration, anodization time, and current density. Unno et. al.12 provide an empirical
formula for the calculation of the thickness of PS as a function of the current density and the
anodization time as follows;

T= k. Jm. t (1)

where T is the thickness of the PS layer, J is the current density in mA-cm- 2, t is the
anodization time in seconds, and k and m are constants which are dependent on the HF
concentration. For the HF concentration used here k and m are given as 1.01E-7 and 0.98,
respectively. The thickness of the PS layer using the above conditions was calculated by this
formula to be -2.8 gim.
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Diamond growth on PS exhibits a higher nucleation density and a shorter incubation
time than growth on scratched silicon substrates. Fig. 1 shows the diamond nucleation on the
scratched and porous silicon after 20 minutes of deposition. The nucleation density was
calculated by counting the number of diamond nuclei on each sample and then dividing by the
unit surface area. This was determined to be 2*108 cm- 2 and 1.5* 109 cm-2 for scratched and
porous silicon, respectively.

(a)

Figure 1. SEM micrographs of diamond on scratched Si (a) and on PS (b).
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Heiderhoff et. al.13 investigated the effect of the PS thickness on the stress induced in
diamond films. They used microwave plasma CVD to study the growth of diamond film on a
number of PS substrates with various thickness and have presented an empirical curve relating
the porous layer thickness to the stress in diamond films. Based on the results presented by this
group, a PS layer of 3 gim thickness (approximately the thickness used for this study) would
cause a Raman peak shift of 2 cm-1 to higher wavenumbers, indicating the presence of some
compressive stress. This compares favorably with the Raman shift observed in diamond
samples grown here and is smaller than reported values for diamond film grown on
monocrystalline Si (3-5 cm-1). The results of the Raman analysis are presented elsewhere.14

X-ray diffraction analysis was also performed with the result shown in Fig. 2. Four
Bragg diamond peaks are evident in this figure. The X-ray diffraction reveals the predominat
orientation of (111) as well as the presence of some (100) texture in this film as the intensity of
(400) peak relative to the (111) peak is higher than a powder without preferential orientation.

125
Dill

Si

75

D220 
D400

29 D311

20 30 40 50 60 70 s0 90 tOO 110 120
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Figure 2. XRD diagram of diamond growth on PS.

It may be concluded that the nanoscale structure and the high surface area of PS
provides an effective nucleation site for CVD grown diamond. Recently, a group of
researchers15 demonstrated the HFCVD growth of diamond on PS pretreated with diamond
paste in an ultrasonic bath. These authors concluded that the PS layer relaxes the stress due to
the large lattice mismatch as well as the large difference in thermal expansion coefficients
between the diamond growth layer and the Si substrate.

Fig. 3 shows the I-V curve measured on the diamond film grown on PS. The straight
line relationship between current and voltage demonstrates an ohmic contact between gold and
P-doped diamond film. The low level of current indicates a high resistivity in the
polycrystalline film as well as the PS layer. The high resistivity of the diamond film is
attributed to crystal defects such as grain boundaries and the low percentage of electrically
activated P atoms.
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Figure 3. I-V curve measured on gold contact to diamond on PS.

CONCLUSIONS

In conclusion, the results of the growth of CVD diamond thin films on PS substrates has
been demonstrated. The diamond film thus grown has a high nucleation density and some (100)
texture in addition to the dominant (111) orientation which shows the suitable conditions
provided by a PS layer for diamond growth. Results of the electrical measurement suggest the
formation of an ohmic contact between gold and diamond grown on porous silicon.
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RECONSTRUCTION OF NONPOLAR GaN SURFACES

J. Elsner, M. Haugk, Th. Frauenheim *

* Theoretische Physik III, Technische Universitit Chemnitz, 09107 Chemnitz, Germany

ABSTRACT

A density-functional theory based nonorthogonal tight-binding scheme is used to investi-
gate the nonpolar surfaces of GaN in the wurtzite and zinc-blende phases. In III-V semi-
conductors the nonpolar surfaces mainly reconstruct by a bond-length conserving rotation
of the surface atoms. In contrast to that for all nonpolar GaN surfaces this bond-length is
shortened by z 3 - 4%. We furthermore find the rotation angle to be significantly smaller
than could be expected from results for GaAs and GaP.

INTRODUCTION

Due to its interesting optical and electrical properties, GaN has become a promising mate-
rial for future device applications. At equilibrium GaN condenses in the wurtzite structure,
but can also be forced into the metastable zinc-blende phase if grown on a suitable cubic
substrate [1]. A detailed knowledge of the reconstructions of cleavage surfaces is important
for the investigation of grown crystals, which is possible by experimental techniques as for
example cross-sectional scanning-tunneling microscopy. Up to now even advanced growth
techniques such as metallo-organic chemical vapor deposition (MOCVD) and molecular-
beam epitaxy (MBE) have not yet succeeded in producing crystals with smooth surfaces.
As there exists still a considerable portion of cubic phase in the mainly hexagonal crystals
and vice versa, no pure single phase material could be grown to a size where cleavage starts
to become feasible. However, there is hope that with the continuing advance in growth
techniques, GaN crystals might be cleaved within the main cleaving directions terminated
by the (1010) and (1120) surfaces in case of the wurtzite and the (110) surface in case
of the zinc-blende phase. In this paper we therefore determine the atomic structures of
these main nonpolar cleavage surfaces by using a density-functional based tight-binding
(DF-TB) molecular-dynamics (MD) scheme.

This scheme has already been very successful in describing C, Si and BN structures [2, 3, 4].
The considered approach produces results of a comparable accuracy to those of self-
consistent calculations for a wide range of systems, from clusters to extended structures
such as bulk materials and surfaces containing several hundred atoms at a considerably
lower computational cost. In contrast to empirical tight-binding schemes, where the ma-
trix elements are fitted to the properties of equilibrium structures, we calculate the matrix
elements in a straightforward manner out of an atomic local orbital basis set, which is de-
rived by self-consistent single atom calculations using density-functional theory with the
local-density approximation (DFT-LDA). We thus avoid any difficulties arising from an
empirical parametrisation and guarantee high transferability.

This paper is organized as follows: We firstly give a brief outline of the method and describe
the simulation geometries. Subsequently we go on to determine the surface reconstructions
of the nonpolar zinc-blende (110) and wurtzite (1010) and (1120) surfaces. We finally
summarize the results.
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METHOD

The interatomic potentials and forces for molecular dynamics are derived by a density-
functional based non-orthogonal tight-binding scheme. As has been recently described
in detail in the literature [2], the Kohn-Sham orbitals of the many-atom structure are
represented by a linear combination of atomic orbitals (LCAO)-Ansatz, where we use the
localized valence electron orbitals as a minimal basis. Within a two-center approach all
Hamilton and overlap matrix elements are derived in a parameter free way via the construc-
tion of pseudo-atomic orbitals and potentials by self-consistent single-atom calculations
on the LDA level. This two-center approach enables us to tabulate the corresponding
Slater-Koster integrals versus interatomic distance. We then perform a non-self consistent
solution of the Kohn-Sham equations for the many-atom structure in order to determine
the electronic energy and finally derive a universal short-range repulsive pair potential with
respect to scf-LDA results. The total energy of the system can then be written in the usual
tight-binding form as a sum of the electronic band-structure energy (sum over all occupied
Kohn-Sham energies ci) and the repulsive energy:

Etot(Rk))= EBs({Rk}) + Ecp({lRk- Ril})

occ.

E Zei ({ R}) ± ~V-,p(I P- - Rk1 1
i k <1

The method is sufficiently accurate in describing the equilibrium geometry and properties
of all scale gallium, nitrogen and gallium nitride structures. Thus it can be shown to be
transferable and efficient for predictive molecular-dynamic simulations on surface recon-
structions. We model our surfaces by a slab with periodic boundary conditions in two
dimensions. The slabs contain 8 layers of GaN, each layer consisting of 24 atoms. We
saturated the dangling bonds of the atoms on the bottom of the slab with hydrogen and
thus prevent any artificial charge transfer between the two surfaces. The coupling to the
bulk-substrate was simulated by fixing the hydrogen atoms and the two lowest lying GaN
layers during the relaxation. Starting from the unreconstructed cells, we determine the
possible surface reconstructions by annealing the slabs at 300 K and finally perform a con-
jugate gradient relaxation. All calculations make use of a r-point approximation in the
Brillouin zone, which is justified when using sufficiently large supercells.

RECONSTRUCTIONS OF NONPOLAR SURFACES

It is by now well established that the nonpolar cleavage surfaces of tetrahedrally coordinated
III-V and I-VI semiconductors all show a common reconstruction behavior [5]. During the
reconstruction process the anion moves away from the bulk towards a pyramidal geometry
whereas the cation moves into the bulk towards a planar geometry by a nearly bond-
length- conserving rotation [6, 7]. Although the atomic displacements may be considerable
the relaxed structures preserve the bulk symmetry. These general results seem to be valid
for all III-V semiconductors, however the values of some characteristic quantities, as e.g.
the layer rotation by a tilt angle w, show a strong dependence on the anion component in
the compound. Whereas large tilt angles (270 < w < 31') have been reported for GaP and
GaAs [8] at almost preserved surface bond length, the situation seems to be different in the
case of GaN. To our knowledge there have been no experimental measurements and only two
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Table I: GaN zinc-blende (110) surface
DF-TB (sp-basis) DF-TB (sp + Ga 3d-basis) HF-all electron [11]

A1,, 0.27 A 0.24 A 0.032 A
Al ,5  3.49 A 3.48 A 3.62 A
dl2,Y 2.39 A 2.37 A 2.45 A
AR (Ga-N) -3.7% -3.4% -6.5% (6.6%)*
w 15.5' 13.5' 2.060 (6.10)0

Values were obtained with the inclusion of second layer relaxation

Table II: GaN wurtzite (1010) surface
DF-TB (sp-basis) DF-TB (sp + Ga 3d-basis) HF-all electron [11]

A 1,1  0.25 A 0.23 A 0.046 A
Al ,5  3.36 A 3.35 A 3.35 A
dl2,y 2.69 A 2.66 A 2.70 A
AR (Ga-N) -4.8% -4.7% -7.4%

w 8.00 7.00 1.450

theoretical papers investigating the properties of nonpolar GaN surfaces. In an early work
Swarts et al. [9] examined the zinc-blende (110) surface for various III-V semiconductor
compounds using small cluster Hartree-Fock pseudopotential calculations. They determine
the layer rotation angle w to be significantly smaller for the nitrides (19.4' for GaN and

19.3' for AIN) than for GaAs and AlAs, where they report 27.20 in both cases.
In another very recent work of Jaffe et al. [11], reconstructions of the GaN zinc-blende
(110) and wurtzite (1010) surfaces have been studied by using an all electron Hartree-Fock

scheme. The structures were allowed to be optimized by non-bond-length-conserving re-

laxation of the surface atoms. In both cases they obtain a very small layer rotation angle

combined with a considerable shortening of the Ga-N surface bond for the zinc-blende (2.10

and 6.5%) and for the wurtzite (1.50 and 7.4%) surface.

In addressing these large discrepancies, we search for the corresponding minimal energy
surface configurations by applying the DF-TB MD to these surfaces using unconstrained

annealing techniques followed by a conjugate gradient relaxation. In addition, we investi-

gate a second nonpolar cleavage surface of the wurtzite phase, the (1120) surface.

The results for the most relevant geometrical parameters, [10, 5] are summarized in Tables

1, 11 and III, where they are compared with data obtained from ab initio calculations [11].
Fig. 1 shows the corresponding relaxed structures. Comparing the geometrical parameters

of the GaN (110) surface with those of the GaAs (110) surface, see Table IV, we confirm
the significantly smaller layer rotation angle w and a shortened surface bond for the GaN

surface.
In [11] the values for the rotation angle and the bond length are found to be even smaller,
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Figure 1: Side view of reconstructed nonpolar GaN (110) (top), (1010) (middle) and (1120)
(bottom) surfaces. Ga (N) atoms are represented by large (small) circles. The main recon-
struction mechanism consists of an outward rotation of the surface N atoms. All recon-
structions show a relatively small rotation of the surface layer.
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Table III: GaN wurtzite (1120) surface
DF-TB (sp-basis) DF-TB (sp + Ga 3d-basis)

A 1,. 0.24 A 0.21 A
A1 ,Y 3.35 A 3.34 A
d12,Y 2.70 A 2.68 A
A,,. 0.14 A 0.17 A
AR (Ga-N) -3.3% -3.2%
w 7.60 6.50

Table IV: GaAs (110) surface
DF-TB (sp-basis) Pseudopotential LDA [8] LEED [12]

A1 ,1  0.62 A 0.67 A 0.69 A

A',y 4.47 A 4.41 A 4.52 A
d12,Y 3.07 A 3.34A 3.19 M A
d12, 1.68 A 1.42 A 1.44 A
AR (Ga-N) -1.8% - -

w 27.60 30.2' 31.10

which is attributed to the effects of 3d-electron core relaxation. This means that the Ga
3d and the N 2s levels are energetically very close which may lead to a hybridisation of
these levels. We tested the influence of 3d-electron core relaxation effects by taking the
Ga 3d orbitals as valence states, but did not find a significant effect on the geometrical
parameters of all structures, compare Tables I to III. We therefore postulate that the small
layer rotation angle w is due to a combination of other properties inherent to GaN such
as the strong difference in the atomic size and thus electronegativity of Ga and N, which
results in a shortening of the Ga-N surface bonds. This may then lead to the observed
reduction of w compared to other II1-V semiconductors which are less ionic.

CONCLUSION

We have investigated the main nonpolar cleavage surfaces of GaN in the cubic and hexag-
onal phase. Although the principal reconstruction mechanisms known from other III-V
semiconductors are also established for GaN, we observe some quantitative differences in
the reconstructed geometries. These can be summarized in a smaller layer rotation angle
and a stronger bond length contraction on the surface.
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STABILITY AND RECONSTRUCTION OF fl-SiC (100) SURFACES

R. Gutierrez, Th. Frauenheim, *
* Theoretische Physik III, Technische Universitlt, 09107 Chemnitz, Germany

ABSTRACT

We present a detailed investigation of O-SiC (100) surface reconstructions. Minimal energy
configurations at both C- and Si-terminations are determined by using a density-functional
based molecular-dynamics method. We provide information on the energetic order of various
metastable surfaces and describe the geometrical details. In addition, we also study Si- and
C-enriched configurations.

INTRODUCTION

During the past decade the properties of cubic and hexagonal polytypes of bulk SiC have
been extensively studied by first principle investigations [1, 2]. While most studies of surface
properties have been performed on a semiempirical level [3, 4, 5], self-consistent results by
using density-functional (DF) methods became available only recently [6, 7, 8].

On the (110) facets a (lxl) surface symmetry is well established. Wenzien et. al. [6]
and Sabisch et. al. [7] report on well relaxed buckled surface cells, which adjust through
a top-layer bond-length-contracting rotation moving the Si surface atoms closer towards
the substrat while the C-atoms relaxe only parallel to the surface plane. Yan et al. by
using the Car-Parrinello method, firstly presented an ab initio study of the /-SiC (100)
surface [8]. They obtain a c(2x2)b reconstruction to be the most stable C-rich surface
by bridging triply bonded carbon dimers between neighboring underlying silicon dimers
confirming earlier empirical Tersofi[9] and semiempirical calculations [4, 5]. As most stable
structure for a Si-rich (3x2) surface they discuss a 1/3 monolayer of excess silicon in an
alternate dimer row structure rather than an added dimer row model proposed by other
authors [10].

SIMULATION METHOD

The interatomic potentials and forces for the molecular dynamics simulations are derived
by means of a density-functional based nonorthogonal tight-binding (DF-TB) scheme. The
Kohn-Sham orbitals of the system are represented by a linear combination of atomic orbital
(LCAO)-Ansatz with respect to a minimal basis of the localized valence electron orbitals
of all atoms. Within a two-center approach all Hamiltonian and overlap matrix elements
are derived in a parameter-free way via the construction of pseudo-atomic orbitals and
potentials by self-consistent single-atom calculations using the local-density approximation
(LDA). Molecular-dynamics simulations for determining the different reconstructions of the
SiC surface use the slab method (two-dimensional periodic boundary conditions with over-
sized periodicty normal to the surface). Each surface layer contains 16 atoms and we employ
usually 8 layers for the (100) surface. Since the atoms on the bottom layer have terminating
dangling bonds, they were saturated with hydrogen. For simulating approximately the bulk
substrate the two deepest lying layers in addition to hydrogen were maintained fixed during
the relaxation.
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SiC (100) SURFACES

Si-termination

Four possible reconstructions of the (100) surface were investigated: 2x1, 4x1, c(4x2)
and p(2 x 2), as shown in Table I. In all cases the building of asymmetric silicon dimers lowers
the energy of the system. Since both silicon atoms become chemically inequivalent, charge
transfer from the lower to the upper Si-atom takes place, as Mullikan population analysis
shows. According to our results the 2x1 reconstruction, see Fig. la, is the most stable one
followed by a 4x 1-reconstruction, which is only 0.02 eV/dimer higher in energy. At the third
place we determine a c(4x2) structure at 0.21 eV/dimer above the ground state and last a
p(2x2) reconstruction at 0.33 eV/dimer.

Table I. Energy differences of various reconstructions on the (100) surface.

SiC (100) Reconstruction A E [eV/Si-C pair]

Si-term. 2xl 0
4x1 0.021
c(4x2) 0.21
p(2x2) 0.33

C-term. 4x2 0
2x4 0.197
4x1 0.506

C-rich 2xl-I 0
c(2x2 b 0.052

2xlII 0.34
c(2x2)s 0.68

The dimer lengths within the different symmetries described above range from 2.4-2.52 A,
which is about 2-6 % larger than the bulk c-Si bond length. The obtained rsi-si = 2.42 A
in the case of the most stable assymmetric 2 x I dimer arrangement with a buckling height
of Az = 0.51 A almost matches the dimer length and buckling on the corresponding silicon
surface (2.41 A, 0.59 A) obtained by the present method. [ll] With these data we confirm the
Tersoff-potential calculations [9, 12] (rsi-si =2.40 A 2.46A) , while ASED-band techniques
[4] and SLAB-MINDO results of Craig and Smith,[3] report on smaller dimer lengths, 2.16
A and 2.33 A, respectively.

The energy lowering as the result of the 2x1 dimer formation from an unreconstructed
I xI cell is determined to stabilize the surface by 0.87 eV/dimer compared to 1.31 eV on
the corresponding 2x1 Si(100).[4l] This value is slightly smaller than the reported ones
for symmetric 2 x 1 dimer reconstructions obtained by applying empirical Tersoff potentials
(1.02 eV/dimer)[12] (0.89, 1.06 eV/dimer)[9] but gets very close to the 0.90 eV obtained by
Yan et al. using the ab initio Car-Parrinello method.[8] However, these authors, starting
from rows of symmetric dimers in a (2x1) arrangement, after a final relaxation seem to be
trapped in a p(2 x 2) surface cell with very short Si-dimers of 2.26 A tilt at only Az = 0.05 A
in a staggered pattern. This structure with a somewhat different geometry is found within
our calculations to be 0.33 eV less stable than the 2x 1 ground state configuration.

While the c(4 x 2) (alternating buckled dimers) and the 2 x 1 reconstructions are confirmed
experimentally by LEED, [13] there are no indications, to our knowledge, of a 4 x 1-structure.
Since both 2x I and 4 x I reconstructions lie very close in energy, changes in the order of
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stability may occur under real experimental conditions making them indistinguishable at
finite temperatures.

In the presence of excess silicon the most stable structures reported on experimentally are
3x2 and 5x2 surface cells[13, 10]. Based on the experimental results, indicating that the
excess silicon coverage is 1/3 monolayer on the 3x2 surface, Yan et al. on the ab initio level
favor an alternate dimer row structure[8] to be by 3.58 eV/ad-dimer significantly more stable
than an added dimer configuration. We have checked both structures by using the present
method and confirm the proposed energetic order but at a considerably decreased energy
difference of 0.54 eV/ad-dimer. For a comparison the most relevant structural parameters
are summarized in Table II and the structure is shown in Figs. lb and c.

The reasons for the obvious deviations in the described geometries and the calculated
energy difference for the (3x2) cells from the ab initio data can only be speculated. All
reconstructions discussed here have been obtained within a complex annealing search for
the minimal energy configurations followed by a final conjugate gradient minimization. Us-
ing this procedure the ratio in the number of subsurface dimers increases from 2/3 in the
originally proposed added dimer reconstruction to 5/6 after relaxation, since three addi-
tional dimers develop. This can leads to a further stabilization of the surface and thus to a
reduction of the energy difference within our approach.

Table II. Geometrical parameters of (3x2) reconstruction models

(100)-Si-rich surface
rsi_[A] rsisi[A] Az,.r[A] Az~b[A] method

(3x2)a-alternate dimer 2.33 2.45/2.53 0.52 0.52 DF-TB
row model [8]

2.28 2.60/2.75 0.52 0 ab initio [8]

(3x2)b-added row 2.34 2.60 0.48 0.1 DF-TB
model [10]

2.65 2.43 0 0 ab initio [8]

C-termination

As in the case of Si-termination we also have to distinguish a stoechiometric (100)-carbon
terminated surface and a C-rich (100) surface which have been obtained by either the sub-
limation of a Si-monolayer[14] or by adsorption of carbon during prolongued exposure to

C2112 [15].
Considering first the C-terminated (100) surface, modeled by an even number of Si- and

C-layers, we do not have any references available from the literature for comparison. After
performing an annealing of a bulk l x I structure we obtain a considerable energy lowering by
the formation of symmetric carbon dimers. But in contrast to related diamond surfaces an
equal partition of two different dimer bond lengths, 1.37 A and 1.82 A is established, rather
than one as we would have expected. A conjugate gradient relaxation yields finally the three
most stable surface cells: 4x2, 2x4 and 4xl, from which the lowest energy 4x2 structure
is shown in Figure 1d, all surfaces developing symmetric carbon dimers at the two different
lengths, as shown in Table III. The cohesive energy gain for the 4x2-reconstruction amounts
3.16 eV/dimer with respect to the unreconstructed 1 x 1 surface. The shorter dimers, r'C =

429



1.37 A are slightly longer than a double bond in ethylene, rc-c = 1.31 A, getting close to the
corresponding dimer length on diamond (100). The other dimers at r@c=1.82 A, however,
probably due to the more strained C-C bonding situation on SiC (100), are much longer
than the typical single bond, rc-c =1.54 A, in diamond.

Focusing next on the carbon rich surface, it has been difficult to decide about the nature
of the observed c(2 x 2) structure [16]. Mainly two models have been proposed for explaining
the atomic configurations. The first one, c(2x2)s, yields a staggered doubly-bonded C-C
dimer structure, where each carbon atom bridges two Si-atoms in the second layer. This
model has received support from semiempirical SLAB-MINDO calculations by Craig and
Smith [171 as well as LEED and Auger electron spectroscopy measurements by Bermudez
and Kaplan [16]. In the other c(2 x2)b model proposed by Powers et. al. [14] using dynamical
calculations of LEED intensities, C-C dimers are located as bridges on top between (2x2)
staggered symmetric Si-dimers in the subsurface layer. According to the authors the Si-
dimer formation depends on the surface preparation. Yan et. al. [8], by using ab initio Car-
Parrinello methods, determine the c(2x2)b as being energetically favoured over the staggered
carbon dimer model by 0.34 eV/dimer in LDA and 0.68 eV/dimer on the GGA-level. This
is in support of Badziag's earlier results obtained within the MNDO-PM3 approach [5].

Table III. Geometrical parameters of (100) C-terminated surfaces.

(100) C-term. surface

r ,c [A l r•_c [A ] rc _si[A ] r• s[A l

4x2 1.819 1.371 1.908 1.894
(100) C-rich surface

rc-c[A•] rsi-si[A] rsi-c[A] L(Si-C-C) [0] method

(2xl)-I 1.226 2.296 1.847 136 DF-TB

c(2x2)b 1.227 2.316 1.85 135.5 DF-TB
1.22 2.381 133 non-scf-TB [18]
1.21 2.55 MNDO-PM3 [5]

c(2x2)s 1.369 - 1.867 113.2 DF-TB
1.39 1.91 106 DFT-CP [8]
1.49 Tersoff pot. [12]

In order to verify these results, we have investigated different carbon rich surfaces with
c(2 x 2) and 2 x I symmetry. In modeling these surfaces we were using a slab with 9 atomic
layers, i.e. a SiC(100)-Si-terminated surface with an additional carbon monolayer on the
top. We establish the c(2x2)b reconstruction with staggered C-dimers in Si-bridging posi-
tions, see Fig. le, to be a low energy configuration, confirming the results of Yang et. al.
[8] and Badziag [5]. The obtained dimer length of 1.22-1.23 A clearly indicates developing
triple bonds, compare Table III. The subsurface Si-dimer length adjusts at 2.31 A, com-
pared to 2.55 A(MNDO-PM3)[5] and 2.38 A(non-scf TB)[18], while dynamical calculations
of LEED intensities yield very long 2.71 A.[14] A 2xl-reconstruction without additional
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Si-dimerization in the subsurface layer is about 0.29 eV/dimer higher in energy than the
c(2x2)b-structure, supporting the result of Badziag [5]. The C-C dimer length of 1.369 A
in the 2x1 configuration indicates similar double bonding as obtained on the 2xl (100)
diamond surface and on the C-terminated SiC(100) 4x2 surface described above.

Comparing the 2x2 models the c(2x2)s surface cell lies about 0.63 eV/dimer higher in
energy than the c(2x2)b configuration, compare Table III. While the structural parameters
of both models, compare Table III, agree quite well with the ab initio results of Yan et.
al. [8], our determined energy difference between the bridged and staggered configuration is
almost the same as obtained on the GGA-level. However, the slight asymmetries in the C
dimers and the Si subsurface layer, discussed by Yan et al. cannot be confirmed.

Additionally to the surface reconstructions discussed so far, we have found a new even
more stable C-rich 2x1-structure, assigned as 2x1-I, which to our knowledge has not been
described earlier and is shown in Fig. 1f, too. It consists of symmetric triply-bonded C-dimer
rows with rc-c =1.226 A alternating with symmetric Si-Si dimer rows in the subsurface layer
with rsi-si =2.29 A. However, the energy gain with respect to the c(2x2)b-configuration is
only 0.05 eV/dimer.

a) (2xl) Si-term d) (4x2) C-term

b) (3x2)a Si-rich e) c(2x2)b C-rich

alternate dimer model

c) (3x2)b Si-rich f) (2xl) C-rich
added dimer model

Fig. 1. Lowest energy configurations of SiC(100).
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CONCLUSIONS

Detailed investigations on SiC (100) surface reconstructions has been carried out using a
density-functional based tight-binding scheme. The surfaces are stabilized by the formation
of asymmetric and symmetric dimer rows at Si- and C-termination, respectively. Concerning
the enriched (100) surfaces , our method favours for the Si-rich surface with (3x2) symmetry
the alternate dimer row model. For C-rich surfaces the c(2x2)b model is favoured over the
c(2x2)s pattern and a new configuration with (2 x 1) symmetry was found consisting of C-
dimer rows alternating with subsurface Si-dimer rows.
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A NEW, NEARLY SINGLE-DOMAIN SURFACE STRUCTURE OF
HOMOEPITAXIAL DIAMOND (001) FILMS

YALEI KUANG, NAESUNG LEE', ANDRZEJ BADZIAN, and TERESA BADZIAN*
Department of Physics and Materials Research Laboratory, The Pennsylvania State University,
University Park, PA 16802

TIEN T. TSONG
Institute of Physics, Academia Sinica, Taipei, Taiwan 11529, Republic of China

ABSTRACT

Boron-doped homoepitaxial diamond films were grown on natural diamond (001)
substrates using microwave-assisted plasma chemical vapor deposition techniques. The surface
structures were investigated using scanning tunneling microscopy (STM). This showed a dimer-
type 2x1 reconstruction structure with single-layer steps where dimer rows on the upper terrace
are normal to or parallel to the step edges. We found that dimer rows parallel to the step edges
are much longer than those normal to the step edges. The nearly single-domain surface structure
observed by STM is in agreement with the low-energy electron diffraction (LEED) patterns from
these surfaces. The high atomic resolution STM image showed that the local lxi configurations
exist.

INTRODUCTION

Recently, great efforts have been made to investigate homoepitaxial diamond (001) films
grown using chemical vapor deposition (CVD). These films have smooth surfaces and are nearly
mono-crystalline [1-7]. An observation on an atomic scale of the homoepitaxial diamond (001)
films is highly desirable for better understanding the growth mechanism. For this purpose,
scanning tunneling microscopy (STM) with atomic resolution has been used to investigate the
surface structure of CVD-grown diamond (001) films. A 2x1 unit cell has been previously
observed in both ultra-high vacuum (UHV) [8] and air [9]. Both single-layer (SA, SB) and double-
layer (DA, DB) steps have been found [9-12]. Antiphase boundaries are also present on diamond
(001) surface [13,14]. Earlier STM observations showed a nearly perfect single-B-domain surface
which is formed by B-type (lx2) terraces on diamond (001) surface [12]. Similar single-B-
domain structures have been observed on the molecular beam epitaxy (MBE) grown and annealed
Si(001) surface [15,16]. In this paper, however, we report on the observation of a nearly single-
A-domain surface which is formed by A-type (2xl) terraces rather than B-type (lx2) terraces
using STM and LEED in UHV. Local lxl configurations have been observed.

EXPERIMENT

The homoepitaxial growth was carried out on high-pressure high-temperature (HP/HT)
type-Ia natural single crystalline (001) diamond substrates by microwave-assisted plasma CVD.
The misorientation of the substrates was determined by x-ray diffraction before deposition. A gas
mixture of 1% methane in hydrogen gas was used for deposition. The gas flow rate was 100
sccm. 100 ppm diborane in hydrogen with the gas rate of 5 sccm was used for boron doping
during growth. The growth occurred for 1 hour at the pressure of 80 Torr. The substrate
temperature was 875 'C, measured by an optical pyrometer. Following the deposition, samples
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were annealed with pure hydrogen plasma for 5 minutes for etching treatment while the
temperature was kept at growth temperature. The samples were then transferred to an UHV
chamber equipped with a STM and LEED system from CVD chamber through air. The base
pressure of the UHV chamber was maintained at 1.Oxl 010 Torr while STM and LEED
observations were made. STM observations were performed at room temperature in both
constant height and constant current modes. After STM observations, the samples were
transferred from the sample holder of the STM to that of LEED apparatus for LEED
observations.

RESULTS

In order to analyze the morphology of the diamond (001) surface, we acquired STM
images of the same film in the different regions in a 1.5 x 1.5 mm2 area. Figure 1 shows a typical
29.4 x 29.4 nm 2 STM image of the diamond (001) film. It shows a dimer-type 2x1 reconstruction
structure with clearly resolved dimer rows. The adjacent dimer rows are spaced 0.50 nm apart.
The surface consists of A-type (2xl) terraces and B-type (lx2) terraces separated by single-layer
steps, marked A and B. The dimer rows on the alternating terraces change their orientation by
900. The single-layer steps can be seen, marked SA and SB, where dimer rows on the upper
terraces are parallel to or normal to the step edges, respectively. The step-down direction is from
the lower fight to the upper left in the [110] direction. As shown in figure 1, the dimerized surface

structures comprise A-type (2xl)
terraces with long dimer rows in the
[110] direction and B-type (lx2)
terraces with short dimer rows in the
[110] direction. The distribution of the
terraces is not uniform. A-type (2x 1)
terraces dominate the surface, with

Aaverage width 3.15 nm in the [110]
direction, while the average width of B-
type (lx2) terraces in the same [110]

-7 ., direction is 1.14 nm. By measurement
of the average terrace width, the
calculated misorientation of this surface
is 2.38' toward [110] direction in
agreement of the misorientation of the
substrate measured by x-ray diffraction.
Most of the STM images we obtained
from this surface have the same

ST. features as above. However, as shown
in figure 2, in some regions, we

5.0 nm observed an even distribution of A-type
(2xl) and B-type (lx2) terraces. The
diamond (001) surface exhibits

Fig. 1 A typical STM image of the diamond (001) film remarkably irregular domains locally in
grown on the 2.30 off (001) diamond substrate, with 2.30 contrast to the regular atomically flat
in the [110] and 0.2' in the [110] directions showing domains on the Si(001) surface. Since
nearly single-A-domain structure (sample bias: 860 mV; diamond (001) substrates are much
tunneling current: 0.6 nA). rougher than Si(001) surfaces, it is not
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surprising to observe different features locally on the same surface of the diamond (001) films.
Figure 3 shows a LEED 2x1 pattern of this surface. From the observation of surface

5.0 nm

Fig. 2 STM image of the diamond (001) film Fig. 3 A LEED pattern of the homoepitaxial
showing local even distribution of A-type (2xl) (001) film exhibiting 2xl single-domain surface
and B-type (1x2) terraces ( sample bias: 750 structure. The electron energy is 170 eV.
mV, tunneling current: 0.5 nA).

structures using STM, we can identify the crystallographic orientations of the sample which can
be used to determine the dimerization directions corresponding to the relative A-type (2xl) and
B-type (lx2) terraces. It is noted that the half-order spots from A-type (2xl) terraces are much
bright while those from B-type (lx2) terraces completely disappear, indicating that the
dimerization is mainly parallel to the [110] direction. This result agrees with the observations
using STM. However, our typical STM image of figure 1 showed that the steps are not DA
double-layer steps on our nearly single-domain surface where A-type (2xl) terraces dominate
the surface. Rather than observation of local DA steps, there exist short B-type (lx2) terraces
between adjacent A-type (2xl) terraces. Our observations are different from the results obtained
by Tsuno et al. [12], where the single-domain diamond (001) surface is dominated by B-type
(lx2) terraces. In that case, there was no evidence for A-type (2xl) terraces between adjacent B-
type (lx2) terraces. From these STM and LEED measurements, we conclude that this surface has
a nearly single-A-domain surface structure.

The evidence of anisotropy on the CVD-grown diamond (001) surface have been discussed by
Lee and Badzian [17]. They observed different surface structures of H-plasma annealed and as-
grown diamond (001) surface using reflection high-energy electron diffraction. The surface
structures of the as-grown 3.10 off (001) diamond film annealed in the H-plasma were converted
from the single-B-domain to single-A-domain. Tsuno et al. concluded that the formation of the
single-B-domain surface on the as-grown 4.30 off (001) diamond film is caused by step flow growth
with higher growth rate of SB steps. Lee and Badzian proposed that step formation energies are
very different for the H-plasma annealed vs. the as-grown diamond (001) surface.
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Recently, single-A-domain surfaces have been obtained on Si(001) surface annealed by Xe
sputtering [18]. Vacancy annihilation is considered to play an important role on the formation of
single-A-domain surfaces. But, on the diamond (001) surface, there are far fewer vacancies on
the terraces than on the Si (001) surface [9,19]. We propose that the formation of anisotropic
domains with dominant A-type (2x1) on the H-plasma annealed diamond (001) films is caused by
a different etching rate on the SA and SB step edges. The rate of the detachment of hydrocarbons
on the SB step edges are higher than those on the SA step edges. So, retraction of SB steps results
in the formation of the single-A-domain surface.

Figure 4. is a high resolution STM image of a homoepitaxial diamond (001) film.
Individual dimers are well resolved, which are about 0.25 nm apart from each other along the
dimer rows. It is interesting to note that the region, marked in a box, is not reconstructed. The
distance between adjacent bright spots are measured to be 0.25 nm, which is in agreement with
theoretical distance between nearest carbon atoms on the unreconstructed diamond (001) surface.
Thus, this region is considered to be lxI configurations. It has been reported [20] that
homoepitaxially grown diamond (001) surface is composed of the monohydride phase with 2xl
structure, where two hydrogen atoms saturate two dangling bonds of a dimer on the surface. In
our STM observations, 2xl structures are dominant on the diamond (001) surface. Since the
samples were annealed in hydrogen plasma, it is highly probable that the 2xl structure is with a
monohydride configuration, and the lxI structure is with a dihydride configuration Schematics
of 2xl and lxi structures on the diamond (001) surface are shown in figure 5.

40

5-- .04 A---
[001]

S ... 1 hydrogen
2.5 nul T [110] 0 carbon

Fig. 4 A high resolution STM image of the Fig. 5 Structural models of side views of
diamond (001) film showing local lxi structure hydrogen-terminated 2xl and lxi structures
( sample bias: 800 mV; tunneling current: 0.5 on diamond (001) surface. (a) 2xl structure.
nA). (b) lxl structure.

CONCLUSIONS

In summary, a new, nearly single-A-domain 2xl surface on homoepitaxial diamond (001)
films has been observed using UHV STM and LEED. The dimer-type 2xl reconstructed surface
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is composed mainly of A-type (2xl) terraces while very short B-type (lx2) terraces are present
between the adjacent A-type (2xl) terraces. We concluded that the different rates of the
detachment on the SA and SB steps leads to the anisotropy of the diamond (001) surface. The local
lxI configurations have been found on the mainly 2xl reconstructed diamond (001) surface.
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COMPUTER SIMULATION OF SURFACE DIFFUSION OF
SILICON AND CARBON ADATOMS ON SiC(001)

Q.A. Bhatti, G.J. Moran and C.C. Matthai
Department of Physics and Astronomy,
University of Wales College of Cardiff, P.O. Box 913,
Cardiff CF2 3YB, Wales, UK

ABSTRACT

We have performed molecular dynamics simulations of adatom diffusion on the SiC(001)
surface and found that the barriers for carbon adatoms is less than that for silicon adatoms.
The diffusion paths were also found to be temperature dependent and at high temperatures
the adatom diffusion constant was found to of the order of 10-5 cm2s- 1 .

INTRODUCTION

Silicon Carbide (SiC) has attracted much interest in recent years because it is a wide
gap material displaying a high breakdown field and high electron saturation drift velocity.
This coupled with the recent advances in growth techniques of SiC has made it a strong
candidate material for high-temperature, high-power devices. In order to grow high qual-
ity single crystal wafers of SiC, one needs to have a good understanding of the dynamics of
deposited atoms on the crystal surface. Molecular dynamics (MD) is a technique that can
give detailed information about adsorption and diffusive motions [1]. Theoretical studies
to date of the SiC(001) surfacehave concentrated on the static properties [2, 3] and little
or no work has been done on the dynamics of adatoms. However, with new experimental
results [4] on surface diffusion in this system, it is important to undertake theoretical
studies of quantities which can be related directly to experimental measurements.

CALCULATIONAL PROCEDURE

Because of the technological interest of the (001) face of cubic SiC, we have focussed our
attention to this surface. The substrate was constructed with (110), (110) and (001) block
vectors with a lattice parameter of 4.29A. Periodic boundary conditions were applied in
the (110) and (1i0) directions and the substrate held by a fixed layer of atoms at the
bottom. Both the C- and Si- terminated surfaces reconstruct into a (2 x 1) structure with
the surface atoms forming dimer chains (Figure 1). The adsorption sites of the C and Si
adatoms were determined by placing the adatom on the surface and allowing the whole
system to relax according to standard MD techniques. The adatom was constrained to
move only in the direction perpendicular to the surface plane. By plotting the minimum
energies for each lateral position of the adatom, a surface potential energy contour map
may be constructed and from this, both the adatom adsorption sites (troughs in the
contour plot) and static activation energies for surface diffusion (the heights of the barriers
between troughs) may be obtained.
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Figure 1: Area scanned on the (2 x 1) reconstructed SiC(001) surface to create the energy
contour map. The light and dark shaded atoms are Si and C atoms respectively.

The MD method requires a knowledge of the forces on each atom. Although it is
now possible to perform ab initio calculations to extract these forces, such calculations
are rather computer intensive. Semi-empirical interatomic potentials have been shown to
give a good description of the surface reconstructions found in semiconductor structures.
We have therefore chosen to use the coordination dependent potential of Tersoff [5] in
performing the calculations described below.

The dynamic surface diffusion properties (activation energies, diffusion paths and dif-
fusion constants) of the adatoms were also obtained by the application of the MD method.
In this case, an adatom was initially placed at or near a minimum energy site and the
whole system (or just the adatom) given some kinetic energy (temperature). The system
was then allowed to evolve according to the equations of motion. The diffusion path is
obtained by simply charting the path taken by the adatom on the substrate surface. The
activation energy for diffusion can be obtained using the method of Matthai [6] or from a
knowledge of the temperature dependence of the diffusion coefficient.

The diffusion coefficient, D, can be calculated from the mean square displacement
which is valid at long time (t) scales and is given by [7]

1
D = -Ijr(t) - r(0)112 (1)

Information on the dynamics of the diffusing atom can be also be obtained from the
velocity autocorrelation funciton (VACF). One of the advantages of using the MD method
is that the VACF is relatively easy to calculate from a knowledge of the velocities of the
diffusing atom. The diffusion coefficient is given by
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Figure 2: Contour energy map for a carbon adatom on a C-terminated surface over the area
scanned in Figure 1. The energy scale in eV is shown on the left. Note that the energy minimum
is atop a dimer.

D= Jv(r)v(r + t))dt (2)

It has been shown that the value of D given by these two methods differ by 10-15%
for between 1000 and 2000 time steps, but reduces to less than 2% for 10' time steps.

RESULTS

Once the relaxed reconstructed surfaces were determined, Si and C adatoms were placed
onto the surface and energy contour maps produced. On the C-terminated surface, Si
adatoms were found to be in a minimum energy site when it was a bulk continued site
(ie, atop a carbon dimer). The C-dimers were found to open up to 2.53Aas compared

to their original separation of 1.46A. Interestingly, this was also the favoured site for the
C-adatom (see Figure 2), as the three carbon atoms form a trimer structure. From an
analysis of the energy contours, there are two possible diffusion paths, one being along
the channel between dimer rows and the other over the dimer rows. As the preferred
adsorption site is atop the dimer, the diffusion barrier of the latter path is the relevant
one and this was found to be 0.67eV for the C-adatom and 0.98eV for the Si-adatom.
Similar results were found for the Si terminated surface.
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Figure 3: Silicon adatom diffusing on the C-terminated (001) surface at two different tempera-
tures. The light and dark shaded atoms are Si and C atoms respectively. The multiple Si atom
images represent the path taken by the diffusing atom.
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Figure 4: Carbon adatom diffusing on the Si-terminated (001) surface. The symbols are the
same as in Figure 3
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The dynamic diffusion properties were obtained by giving the adatom a velocity in
the surface plane scaled to the kinetic energy of a particle at temperature T. The system
was then allowed to evolve dynamically without quenching. The position of the carbon
adatom was monitored during the simulation and if the adatom had not moved to another
site after a fixed number of time steps, the temperature was increased until the atom had
enough energy to overcome the barriers. Because the velocity of the adatom is random in
direction, it can move along any one of the available paths, choosing the one that presents
the smallest barrier. To ensure that the energy given to the atom did not heat up the
substrate and melt it, a dissipating boundary condition at the bottom of the cell was
maintained. The simulations were carried out for between 8 and 20 ps.

The diffusion paths obtained were found to be dependent on the temperature and in
general agreement with that expected on the basis of the static energy contour maps. At
the lower temperatures where diffusion was possible (1000K - 1200K), the adatom was
found to move from its initial position atop a dimer into the region between the dimer
rows before returning to an adjacent minimum energy site as its energy is lost (the left
picture in Figure 3). If the temperature is further increased, the adatom moves along the
channel between the dimer rows before settling down to its final position atop a dimer (the
right picture in Figure 3). For even higher temperatures (1350K), the adatom diffuses
directly along and over the dimer rows from one minimum energy site to another (Figure
4). This temperature dependent behaviour was found for both Si and C adatoms, with
the only difference being in the actual temperature when diffusion occured.

From equations 1 and 2, we have been able to estimate the diffusion constant for the
high temperature diffusion process. At the lower temperatures, the number of diffusion
steps were too few for the results to be meaningful. The diffusion constant at 1350K was
found to be 5 X lO-ciM2 '-1 for the silicon diffusion and 1.2 x 10-4 cm 2s-' for carbon
adatoms. As the diffusion constant is related to the diffusion activation energy

D=Do -Ex (3)
kT

the values are consistent with the activation barrier being higher for silicon compared
to carbon. The value of D is also consistent with the measured surface diffusion lengths
of Kimoto and Matsunami [4].

CONCLUSION

We have performed molecular dynamics simulation to detemine the diffusion parameters
for silicon and carbon adatoms on the SiC(001) (2 x 1) reconstructed surface. The diffusion
paths were found to along the channels between the dimers at lower temperatures and over
the dimers at higher temperatures. The diffusion coefficients thus obtained are consistent
with the activation energies for Si diffusion being greater than that for C diffusion which
is in agreement with the calculated activation energies.
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HIGH TEMPERATURE GAS PHASES REACTIONS OF TRIMETHYLGALLIUM
WITH AMMONIA AND TRIMETHYLAMINE

A. Thon, S.A. Safvi, T.F. Kuech
Department of Chemical Engineering, University of Wisconsin, 1415 Engineering Drive, Madison,
WI 53706.

ABSTRACT

The use of trimethylgallium-trimethylamine (TMG:TMN) adduct as alternative cation precursor
for MOVPE of GaN was studied by means of in-situ mass spectroscopy in an isothermal flow
tube reactor. The temperature, pressure and reaction time were chosen to emulate the gas phase
environment typical of the metal-organic vapor phase epitaxy (MOVPE) of GaN. Dynamic
changes in the mass spectra are reported for the gas phase reactions between trimethylgallium
(TMG) and TMN in hydrogen (H2 / D2) and ammonia (NH3 / ND 3) ambients. Evidence is
presented for the high temperature TMG:TMN adduct formation, followed by ethane elimination.
The strength of the adduct bonding is comparable to that of TMG:NH 3 and thus suppresses TMN
displacement by ammonia. The thermal stability of TMG:TMN was found to be higher in
ammonia ambient than it is in hydrogen. Kinetic parameters for some of the decomposition
processes are given.

INTRODUCTION

The emergence of metal organic vapor phase epitaxy (MOVPE) as the major technique for
the growth of GaN for device structures[ 1], has resulted in an increased activity in understanding
the growth process. The growth of device-quality GaN is complicated by gas phase interactions
between the conventional Ga source, trimethylgallium (TMG) and the nitrogen source, ammonia
[2]. These interactions can lead to changes in the type of and gas phase depletion of growth
nutrients, leading to a degradation in the growth uniformity, quality and efficiency[3]. The main
gas phase reaction is a strong adduct formation between NH3 and TMG[4,5]. Other nitrogen
sources, such as trimethylamine (TMN), when mixed with TMG, will also form adducts, but the
nature of the adduct, specifically the Ga:N adduct bond strength and the molecular structure, will
be different [6]. The decomposition temperature and reaction mechanisms of the TMG:TMN
adduct may be more suitable for GaN growth by MOVPE. Ammonia would be required, as the
primary nitrogen source, to have a high V/III ratio in order to stabilize the growth front. The
interaction between NH 3 and the TMG:TMN adduct will determine whether such adduct would
be beneficial for the GaN MOVPE process. In this study, we have directly monitored the gas
phase reactions between TMG, TMN, and NH 3, in order to better understand their impact on the
growth process. These reactions have been monitored over the temperature range of 200-800'C,
which is typically encountered in the gas phase environment of the MOVPE reactor as the growth
nutrients are transported from the inlet to the growth front.

The pyrolysis of TMG [7,8] and ammonia [9] have been studied and their kinetic
parameters are available. To the best of our knowledge, kinetic parameters of homogeneous gas
phase decomposition of TMN are not available in literature.
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Figure 1: Schematic of the experimental system

At low temperatures, a Lewis acid - Lewis base interactions between TMG (electron
acceptor) and NH 3 (electron donor) lead to the intermediate adduct compound, Trimethylgallium
monoamine [TMG:NH 3][6,10,11,12]:

(1) (CH3)3 Ga + NH3 I#> (CH3 )3Ga: NH3

The structure and thermodynamic of this adduct, at low temperatures, have been intensely
studied[ 10,11,12]. Recent studies[ 11] show that above 90TC one methane molecule per one Ga
atom is eliminated, and a six member ring Cyclo(triammido-hexamethyltrigallium)
[(CH 3)2Ga:NH 2]3 is formed in the reaction:

(2) 3((CH3)3Ga:NH3) =t [(CH3)2 Ga:NH2]3 + 3CH4 .

This overall reaction has been suggested to proceed in two steps. The first step is the hydrogen-
elimination reaction with the subsequent release of a C04. The second step is the oligimerization
of this specie into the three member ring.

(3) (CH3)3Ga:NH3 • (CH3)2 Ga:NH2 + CH4

(4) 3((CH3)2Ga:NH2 )=> [(CH3)2 Ga:NH2 ]3

These reactions were recently studied in the high temperature range (200 - 800°C) [5]. A stable
species, probably the trimeric compound, decomposes above a temperature of 500 TC with an
apparent activation energy of 50.5 kcal/mole [5]. Similar information for the adduct formation
between TMG and TMN and the interaction of such an adduct with ammonia is not yet available
and is the scope of this study

EXPERIMENT

We have studied the high temperature gas phase reactions between TMG, TMN, and, NH 3
by means of in situ mass spectrometry within a flow tube isothermal reactor suitable for kinetic
studies [8,13]. A schematic of the experimental system is shown in Figure 1. A two temperature
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zone furnace is used. TMG TMN
and TMN were allowed to CHD
mix in the first hot zone of
the reactor, that is & 8

maintained at a temperature t7

of -150 °C. This ' 6
temperature is low enough 5
to prevent thermal w
decomposition of TMG or ;j
the TMG:TMN adduct but ,CH6
is high enough to suppress 0. 2

adduct condensation. This 1
adduct and its initial 0
reaction products are 0 100 200 300 400 500 600 700 800

transported to the second
temperature zone were they Temperature (oC)
are mixed with NH 3. The Figure 2: Plot of partial pressure of gas phase species over a range

temperature of the second of temperature during homolysis of TMN.

zone is varied from 200 - I
8000 C. The gases are sampled from within the hot isothermal regions of the second zone of the

reactor through -150 ptm diameter quartz nozzle. The gas was further expanded in molecular

flow and monitored by a residual gas analyzer (RGA). The inlet gas stream contained a small

amount (0.5%) of Ar during all experiments, to allow for data normalization and to avoid gas

expansion artifacts. Data were obtained as function of temperature through the continuous

ramping of the reactor temperature in the second zone. The TMG mole fraction in the inlet of the

reactor was 0.015 - 0.05. Experiments 1
utilized both NH 3 as well as deuterated
ammonia (ND3), H2 and D2, in order to 0
label the reaction products and to
distinguish between possible reaction -1
pathways. The experiments were done in
a pressure range of 76 - 100 Torr. Peaks -2

at m/e values of 16, 17, 20, 29, 42, 58,
69, 84 and 99 were monitored -3

corresponding to molecular fragments of -4 - . . . . . . . . .

CH 4, CH 3D, ND3, C2H 6, DMN, TMN, 1.10 1.12 1.14 1.16 1.18 1.20 1.22 1.24 1.26

Ga, CH3Ga and (CH 3)2Ga respectively. I000T (K-1)
Dilute concentrations of CH4, C2H5 , and
N 2 in hydrogen were used to calibrate the Figure 3: Arrhenius plot for TMN homolysis.
RGA.

RESULTS

The gas phase homolysis of TMN in D2 was carried out as a base line for the

decomposition characteristics of TMG:TMN adduct in D2 and in ammonia (NH3 and ND3). The

decay of the parent peak (m/e = 58) characteristic of TMN, together with the build up of the
methane (CH3D) and ethane, which were found to be the sole decomposition products, are shown

in Figure 2. A complete decomposition is observed at 650TC. At this temperature, the amount of
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methane released (calibrated to pure gas standard) is a little smaller than the initial concentration
of TMN introduced into the reactor. The carbon mass balance, with the contribution of ethane
that is formed at temperatures above 600'C accounts for a single carbon atom per TMN molecule.
The graphs describing the decay of the TMN peak and the rise of the methane peak, are both
monotonic and show no changes in the slopes over a range of temperature. These observations
suggest that at 650'C only one methyl group was release from the parent TMN molecule,
probably to form dimethylamine (MW = 42). The final result of the TMN pyrolysis, beyond the
formation methane and ethane, could not be determined from these measurements. As shown in
Figure 3 the decomposition process is very well described as a first order Arrhenius reaction with
apparent activation energy of 50.8 kcal/mol and pre-exponential factor of 10' 2sl. The statistical
error in the measurements is less then 2%. Similar results (47.6 kcal/mol and 10-12s1) were
deduced for this reaction from the methane formation curve.

The formation and decomposition of TMG:TMIN adduct in D2 were also examined. At this
point it should be noted, that currently, work is being done for acquiring a complete quantitative
description of the process. The results in hand clearly show that TMG and TMN react rapidly
over the whole temperature range with the gas phase evolution of ethane. This is deduced from
the change in intensity of the mle = 58 peak, compared to that of TMN and from the step jump of
the ethane peak (m/e = 29). Through calibration of this peak intensity to a pure gas standard it is
concluded that the concentration of ethane is close, though a bit smaller, to that of the feed
concentration of TMG. The sudden ethane rise, upon mixing, is probably due to the immediate
elimination of ethane from the TMG:TMN adduct, in a process similar to that of methane
elimination from TMG:NH 3 adduct [5]. As shown in Figure 4, methane (CH3D) begins to evolve
only above 425TC. The evolution of methane follows a two step process, where saturation is
approached at about 700TC. The decay of the m/e = 58 peak (not calibrated to a reactant partial
pressure) also takes place in a stepwise manner. The first reaction saturates slightly above 500'C,
the same temperature in which the m/e = 99 disappears and corresponds to a plateau in the

n/e =42 Methane

30 - 16

14

,, 12

10= m/e =99
8•aEthane .A

4 41 0 6 0,

4o

0

300 400 500 600 700

Temperature (OC)
Figure 4: Temperature dependence of TMG:TMN decomposition in H2. Partial pressures of

gas phase species present in the system are indicated.

448



methane peak. This temperature is close to that of TMG decomposition in H2 [7,8]. The intensity
of the m/e = 42 peak contains contributions from the parent TMN moleculeas well as from any
DMN formed in the flow tube reactor. This peak decays to zero at 650'C, the same temperature
of TMN decomposition in Figure 2. Since at this temperature, the mle = 58 peak also diminishes,
it is suggested, that the decay of these three peaks represents the homolysis of the excess TMN
over TMG. (In this experiment the feed ratio of TMN:TMG was -3:1). The activation energy for
the first step was measured to be 46.4 kcal/mol and the pre-exponential factor 10-13 sec-

1 . The
measured activation energy for the second step was unreasonable low, and the decay of the m/e =
42 peak does not obey an Arrhenius process within our experimental accuracy.

The temperature dependence of the reaction of TMG:TMN adduct with ammonia (both
NH 3 and ND 3) was next examined. The adduct was first formed in the first zone of the reactor, at
150TC and only then was allowed to mix with the ammonia. The same peaks, characteristic of the
TMG:TMN adduct decomposition, were observed in this case, plus those of ammonia. The
behavior of the chemical system was different from that of TMG:TMIN decomposition in
hydrogen. In ND 3 ambient, a small amount of deuterated methane is immediately released upon
mixing of the adduct with the ammonia and is observed over the entire temperature range. This
methane is most probably a result of TMG:ND 3 adduct formation, followed by the fast methane
elimination reaction, which was observed previously [5]. Subsequent increases in the methane
peak with the temperature is due to the reaction of methyl groups with the carrier gas.
Additionally the n/e = 42 peak disappears at 700'C which is higher than that of the TMG:TMN
decomposition in hydrogen (650'C). The activation energies for this process as measured from the
decay of the nie = 99 peak and the raise of the methane peak, were very high, 70 - 72 kcal/mol,
while the pre-exponential factor was 1021 secl to 1023 sec 1.

The implication of these studies for the design and operation of MOVPE reactors for GaN
growth is several fold. In most or all MOVPE growth systems operating under conventional
pressures (1-760 Torr) and flow regimes, little, if any, (CH3)3Ga exists in the growth environment
during NH 3 - based GaN growth. In our previous study, we suggested that the dominant gas
phase species within the reactor is ((CH 3)2GaNH2),. It was further deduced that the reactions of
this specie in the gas phase, through decomposition or further oligimerization, should be the
principal mechanism by which the growth rate and growth rate uniformity is affected by the
specific reactor design. It was further stated that decomposition of this species can be suppressed
by an appropriate design of the MOVPE reactor, and that only by controlling the gas phase
reaction high quality growth will be achieved. The results of the current study show that the
TMG:TMN adduct is very rapidly formed in an analogous mechanism to that of the TMG:NH 3
formation, followed by ethane elimination. The higher adduct decomposition temperature in
ammonia ambient, compared to that in hydrogen, and the higher activation energy required for its
decomposition reveal same role for ammonia in thermally stabilizing this adduct derived
compound. The mechanism for this process is yet not understood and is currently being further
studied.
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ABSTRACT

Buffer layers promote lateral growth of films due to a decrease in interfacial free energy
between the film and substrate, and large 2-dimensional nucleation. Smooth surfaces of the
buffer layers are desired. Optimum conditions for GaN-buffer growth on the vicinal surface of
6H-SiC(OOO1) were determined by atomic force microscope (AFM). AFM analysis of the GaN
nucleation layers led to an optimum growth conditions of the GaN-buffer layer which was
confirmed by cross-sectional transmission electron microscopy, Hall measurements and
photoluminescence spectra. Optimum growth conditions for GaN-buffer layer on SiC(0001)
was determined to be 1 minute growing at 550 0C.

INTRODUCTION

GaN is an attractive material with applications in blue and ultraviolet light e fnitting diodes
(LEDs) and laser diodes (LDs). MOCVD technique has greatly improved the quality of GaN
over the past few years. There are still remaining problems in the III-V nitride growth like high
n-type carrier concentration [1], difficulty of p-type doping [2,3] and lack of suitable substrate
materials [4].

Low temperature grown AIN or GaN thin buffer layers on sapphire has improved the
quality of GaN films grown by MOCVD at temperatures of about 1000°C [5,6]. The small
lattice mismatch of about -3.5% between GaN and SiC makes the SiC a good candidate for the
GaN film growth [7]. In this study, a thin GaN-buffer layer is introduced on the vicinal 6H-
SiC(OOO1) substrate to improve the quality of the MOCVD grown GaN.

Vertical layer thickness variations in the nanometer range can be easily detected by AFM,
making this technique an ideal tool to study the formation of the initial nuclei and subsequent
growth. Pavlidis et al. employed AFM technique with Monte Carlo simulation of ihe nucleation
analysis, and reported successful results for the buffer layer on GaAs [8]. It is our intention to
find the optimum growth conditions for the GaN-buffer layer on SiC(0001) utilizing AFM
analysis.

EXPERIMENTAL

GaN-buffer layers were grown on the vicinal 6H-SiC(OOO) substrate (3.'.; off toward
< 1120 >) using an Ik lamp heated horizontal reactor at atmospheric pressure. SiC substrates
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were degreased, and dipped into 10% HF solution for 10 minutes to remove the protective oxide
layer and rinsed in deionized water. GaN-buffer growth was carried out at 500-650 'C. GaN
film depositions on the buffer layers were carried out at 1020 °C with the GaN film thickness
of about 0.8 Jtm. Source gases for gallium and nitrogen were trimethylgallium (TMG) and
ammonia (NH 3), respectively. N2 was used as a diluent and carrier gas for TMG. Flow rates of
TMG, NH 3 and N2 were 4.5 ltmole/min., 1 slm and 1 slm, respectively.

Surface morphologies of the GaN-buffer layers were observed by AFM (Park Scientific
Instrument STM-SU2-210) with scanning frequency of 4 Hz. Cross-sectional TEM samples
were prepared to less than 30 [m thick. A Philips CM30 TEM equipped was used at 200 kV.
Both bright-field (BF) images and selected area diffraction patterns were recorded at the
< 01 TO > zone axis orientation. Room temperature Hall measurements were carried out using
Van der Pauw technique for the electrical properties of specimens. Optical properties of samples
were measured by low temperature photoluminescence (PL) at 10 K using a He-Cd laser
(X=325nm). Power used for PL analysis was 40 mW.

RESULTS AND DISCUSSIONS

The essential role of buffer layers is to supply nucleation centers having the same
orientation as the substrate, and to promote lateral growth by decreasing the interfacial free
energy between the film and substrate. For the promotion of lateral growth, large 2-dimensional
(2-D) nucleation and smooth buffer layer surfaces are desired.

AFM images of GaN-buffer grown for 1 minute at various temperatures are shown in
Figure 1. At 500'C and 550'C, 2-dimensional (2-D) islands are observed to be dominant. The
specimen grown at 550'C shows relatively larger 2-D nucleation islands than that of the sample
grown at 500'C. As the GaN-buffer growth temperature increases, 3-dimensional (3-D) growth
becomes dominant as expected. Above 600'C, mixed features of 2-D and 3-D islands are
observed. AFM results in Figure 1 suggests that the optimum temperature for GaN-buffer
growth on SiC(0001) is 550'C.

To find the optimum GaN-buffer growth time, more depositions were carried out at 550'
C with various growing times. AFM analysis was again performed on these specimens and
Figure 2 shows the root mean square (RMS) roughness and the average roughness of these
samples as a function of growth times. Among these specimens, samples grown for 1 and 2
minutes exhibited the minimum roughness. AFM results show that the optimum GaN buffer
layer growth conditions are growth at 550'C and for 1 or 2 minutes, since large 2-D nucleation
and smooth buffer layer surface are desired for optimized buffer layer. Figure 2 also shows the
tendency of increasing roughness with the increase of buffer layer thickness. After the substrate
is covered with the nucleation layer, tendency of 3-D growth increases significantly. However
the surface diffusion of the reactants are relatively slow due to the low growth temperature and
3-D growth becomes dominant, and results in rough surface.

Cross-sectional TEM was used to understand the effect of buffer layer, surface
morphology and defect density of the GaN film. TEM images of GaN films are presented in
Figure 3. All images are taken at < 0110> zone axis orientation. When a buffer layer is not
used, rough surface and many growth defects in GaN film is apparent as shown in Figure 3(a).
Two types of lattice defects are observed, i.e. threading dislocations in the GaN film and
stacking faults lying parallel to the GaN/SiC interface or basal plane of GaN. From the contrast
of the TEM image, these stacking faults appear to be terminated at the threading dislocations.
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Figure 1. AFM images of the GaN buffer layers grown on 6H-SiC(0001) for 1 minute at (a) 500
0C, (b) 550

0
C,

(c) 600'C and (d) 650C. Units for all AFM measurements are in A.

22

20

18

16

a14

12

x10-

8a Figure 2. RMS(E) and average (40) roughness of GaN
buffer layers grown at 550'C measured by AEM as a

6 function of buffer layer growth time

0 1 2 3 4 5 6

Buffer Growth Time (min.)

453



S C

Figure 3. Cross-sectional TEM bright field images of GaN/SiC(0001) (a) without buffer layer, and with buffer
layers grown (b) at 5501C for 1 minute, (c) at 5501C for 2 minutes and (d) at 600'C for 2 minute,,u.

When buffer layer is grown at 550'C for 1 minute, significant reduction in dislocation density is
apparent as shown in Figure 3(b). The density of threading dislocations near GaN/SiC interface
is about 5x109/cm 2, which is comparable to those found in GaN film grown on sapphire using
AIN-buffer layer [9].

As growth time for the buffer layer is increased to 2 minutes at 550'C (Figure 3(c)), more
threading dislocations are observed. The defect density near interface is approximately of
2xl01 5 /cm 2 . Both surface roughness and dislocation density become higher at longer buffer
growth time. When the GaN-buffer was grown at 600'C for 1 minute (Figure 3(d)), the
dislocation density at GaN/SiC interface region is estimated to be 1.4xl015/cm 2. Prom the cross-
sectional TEM observation, optimum buffer growth, time at 550'C is 1 minute.

There are several differences in the distribution of lattice defects among these samples. It
may reflect an effect of buffer layer on the quality of GaN epilayer grown subsequently. First,
by introducing thin GaN-buffer layer, it is possible to decrease stacking faults in the GaN film.
Second, threading dislocation plays a critical role in controlling the surface morphology of the
grown film. In Figure 3(c) and (d), the protrusion or intrusion of surface i:s made when
threading dislocations intersect the free surface of GaN film.

Room temperature carrier concentrations and mobility of the GaN/SiC(OOO1) are shown
with respect to the buffer growth temperature and time in Figure 4. The specimen without GaN-
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buffer layer are also shown in Figure 4. It can be seen that most of the samples with GaN-buffer
exhibit better electrical properties than that without the GaN-buffer layer. It is consistent with
the TEM observations that the specimens with buffer layers exhibit less defect density and
higher mobility. The highest mobility is obtained from the specimen when the buffer layer was
grown at 550'C for 1 minute. Nevertheless, there is little variation in carrier concentrations.

Low temperature (=10K) PL spectra of the GaN/SiC(0001) samples with and without
buffer layers are compared in Figure 5. All samples show donor bound exciton peak around
3.47 eV as reported previously [10-12]. The specimen with the buffer layer grown at 550'C for
1 minute, which is suggested as the optimum growth conditions of GaN-buffer 'ayer by AFM
analysis, shows lowest defect density, highest mobility and the most intense PL peak. Even
though the specimen with GaN-buffer grown at 500°C for 2 minutes shows the lower mobility
than the specimen without the buffer layer, this sample exhibits the better optical property than
the specimen without buffer layer. It should be mentioned that the specimen with the buffer
layer grown at 550'C for 1 minute shows the presence of a peak around 3.5 eV which is not
clear currently.

CONCLUSIONS

AFM analysis on the GaN nucleation layers on SiC(0001) leads to an optimized buffer
layer growth condition, that is, 1 minute growth at 550'C. GaN/SiC(0001) with optimized
buffer layer shows the minimum defect density as well as highest mobility and the most intense
PL intensity. It is obvious that the use of AFM to find the optimum condition for buffer growth
is very successful.
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ABSTRACT

Transmission electron microscopy (TEM) was used to investigate the interfacial
microstructures and phases involved in the nucleation and growth of the oriented diamond on Ni
substrates by a multi-step growth process. A molten surface layer is formed during the process,
which appears to be critical for both promotion of the diamond nucleation and suppression of
graphite formation. Cross-section TEM analysis revealed that a polycrystalline nickel carbide
interfacial structure exists between the diamond particles and the single crystal Ni substrate. X-ray
diffraction analysis (XRD) identified the carbide phase as Ni4C. It is suggested that the Ni4C is
formed in the molten layer and stabilizes sp3C precursor for diamond nucleation.

INTRODUCTION

The heteroepitaxy of diamond films on nickel substrate by chemical vapor deposition (CVD)
has been the subject of intensive research both experimentally and theoretically[ 1-3]. Nickel is one
of the few materials that has a close lattice-parameter match with diamond (a=3.52A for Ni vs.
a=3.56A for diamond). However, its high solubility for carbon and its strong catalytic effect on
hydrocarbon decomposition at low pressures have prevented CVD diamond nucleation on the Ni
surface without the deposition of an intermediate graphite layer [4]. The graphite interlayer
generally forms immediately when Ni substrates are placed in a methane-hydrogen CVD
environment. Belton and Schmieg reported on a study of filament-assisted diamond film growth on
single crystalline Ni (100) substrates. Graphite islands with poor azimuthal orientation were
observed after two minutes of growth. At longer times, the graphite became disordered. This
precludes the possiblity of an orientational relationship between the diamond film and the Ni
substrate, even though diamond may eventually nucleate and grow on the graphitic interlayer.

On the other hand, it has been known for decades that Ni is an effective solvent-catalyst metal
for diamond crystallization under high pressure and high temperature (HPHT) conditions [5].
HPHT synthetic diamond often containes crystalline nickel inclusions. Early XRD studies of this
material showed additional reflections corresponding to a lattice spacing close to that of diamond
(200) planes. It was found that they arose from a Ni-rich face-centered cubic phase which was
identified as Ni4C carbide [6]. Sato et al. [7] reported that both (111) and (100) oriented diamond
nuclei could be grown on Ni substrates, but the overall percentage of oriented nuclei was rather
low. Yang et al. [1-3] reported a novel hot filament CVD (HFCVD) process for nucleation of
oriented diamond films on both single crystal and polycrystalline nickel substrates. Kobashi [8]
reported on highly oriented (111) diamond grown on Pt substrate using similar conditions.
Although the process is very successful, there are still many questions associated with the
mechanism of the oriented diamond nucleation on Ni and Pt substrates. In this paper we report for
the first time direct observation and identification of the interfacial structure of oriented diamond on
Ni using cross-sectional TEM and XRD analysis. Based on these observations, the nucleation
mechanism is discussed.

EXPERIMENT

Briefly, the deposition process started by seeding the Ni surface with carbon powder. The
seeded substrates were then annealed at a temperature of 900'C in a hydrogen atmosphere to allow
for deoxidation of the substrate surface. After annealing, the substrate temperature was raised to
about 1 1001C. At this high temperature, the substrate surface became molten and carbon rapidly
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dissolved into the Ni lattice. The temperature was then lowered to about 900'C to allow diamond
precipitation. Finally, the nuclei are grown using standard diamond CVD conditions of 0.5% CH 4.
A full description of the process can be found elsewhere[ 1].

Plan-view and cross-section TEM samples were prepared from oriented diamond on (100)
single crystal Ni, that has been grown for 4 hours. The plan-view sample was prepared by
standard methods [9]. For the cross-section samples difficulties arose due to extreme differences in
hardness between diamond and nickel. The following technique was developed to overcome some
of the difficulties. Two samples were glued together with diamond sides face to face, and mounted
into a molybdenum tube with G-I epoxy. The tube was cut into slices 400 [im thick that were
flattened, dimpled, and then polished on one side to a depth of 60 jrm. Then the sample was turned
over and further ground and polished to a thickness of less than 10 gm. Finally, the sample was
ion milled using "sector rotation speed control", which rotates the specimen slowly while the ion
beam is perpendicular to the specimen's interfaces, and rapidly through the remaining sectors. In
addition, low incident angle and low voltages were used to thin the interfacial region. Although
time-consuming, this procedure resulted in good samples from which TEM images could be
obtained. The microstructural studies were performed with a TOPCON EM-002B operated at 200
kV.

X-ray diffraction analysis was undertaken [10] using the wide-film Debye-Scherrer XRD
technique developed by Read[ 11 ]. In a typical experiment, the angle between the incident X-ray
beam and diamond film surface was 15'. An excitation potential of 26 kV and tube current of 40
mA gave an adequate single-to-noise ratio after 2 hours of exposure.

RESULTS AND DISCUSSION

Figure 1 shows an SEM image of a highly oriented diamond nuclei grown on (100) Ni. The
micro-Raman spectrum in Figure 2 shows a strong diamond peak and absence of any graphitic
phase. These two results present a strong evidence that the developed multi-step deposition process
yielded high quality diamond deposits on nickel substrates.
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Figure 1. SEM micrographs of oriented diamond Figure 2. A typical Raman spectrum from the
nuclei formed on the <100> Ni substrate. diamond nuclei.

In order to obtain information on structural relationships and intermediate phases, extensive
TEM and XRD studies were performed. Figure 3 shows a TEM micrograph of two oriented
diamond particles which was attained after the sample preparation discussed above. Three distinct
regions could be observed: (i) the diamond particles, (ii) an irregular approximately 0.5 jim thick
interfaces, and (iii) the Ni substrate. The selected area diffraction (SAD) pattern analysis (shown in
Figure 3) clearly identifies each phase. Nickel and diamond exhibited single crystalline diffraction
patterns while the interfacial region showed a finely-grained, polycrystalline character.
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(i) diamond [100] (ii) Ni4C ring pattern (iii) Ni [110]

Figure 3. Cross-section TEM analysis of the interfacial Ni4C phase
involved in the nucleation and growth of oriented diamond on Ni.

The (200) ring observed in the interfacial region could not be assigned to polycrystalline Ni or
diamond. For diamond, the (200) reflection is forbidden, although it may be allowed if the
particles are either defective or very small. However, the SEM micrographs show relatively large
crystallites and there are no signs of twinning. Ni could not have contributed to this pattern either.
The minimum observed grain size of Ni on the substrate surface solidified from the molten phase
was about 80 gin. This is much too large to form a continuous ring pattern in SAD. As such, the
(200) ring was attributed to the presence of Ni4C phase.

The interfacial nickel carbide phase was confirmed also by XRD. Figure 4 shows the
diffraction pattern from the diamond thin film deposited on (100) single crystal Ni substrate. The
X-ray diffraction pattern indicated the presence of three distinct phases in the thin film, which is
consistent with the TEM analysis. Diffraction from relatively large diamond crystallites dominate
the pattern. However, weaker and smoother lines indicative of a fine randomly-oriented
polycrystalline structure were readily detected. These lines were consistent with the presence of
metastable Ni4C phase which is normally very difficult to detect due to the overlap of
polycrystalline X-ray pattern of Ni, diamond and Ni4C.
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(111) diamond

Figure 4. XRD photograph of the high density (100)
oriented diamond film on (100) single crystal Ni substrate.

TEM and XRD analyses of the Ni 4C phase show that the metastable Ni4C carbide phase can be
characterized as a NaCl-type structure with carbon atoms in the ordered octahedral interstitial sites
of Ni lattice [12]. Based on this structure, the following mechanism is proposed to explain
diamond nucleation on Ni4C. Oriented diamond was obtained on both (I 11) and (100) single
crystal Ni substrates [1]. The proposed relationship between Ni, diamond, graphite, and Ni4C is
shown using the plane was for clarity. Figure 5 (a) depicts the (111) planes of Ni4C. The filled-in
circles are Ni atoms positioned on the lattice points, and the small circles are carbon atoms in the 3-
fold interstitial position 1.04 A beneath the surface Ni layer. The bold triangle shows an area where
6 nickel atoms lie on the surface and one carbon atom (:) resides in the octahedral interstitial
position.

Now consider a group of carbon atoms is placed on top of each hollow position of this triangle
as shown in Figure 5 (b). The presence of the interstitial C (*) attracts the carbon atom in position
1, pulling it nearer to the surface than atoms 2, 3 or 4. This "puckered" network would favor
tetrahedrally-bonded carbon. Alternatively, if Ni 4C is not formed, the carbon atoms would simply
lie in a plane, which is the structure of sp2-bonded graphite. It is argued that the surface melting
step is critical, as it allows the dissolved carbon to move as free atoms and arrange themselves
properly. Undoubtedly, atomic hydrogen is central to stabilizing the electron configuraton, though
its exact role is unclear. In addition, the cause of the observed registry between the underlying Ni
substrate and diamond particles remains unknown.

To the best of our knowledge, this is the first direct observation of Ni4C during the low
pressure growth of diamond on nickel. Since the Ni4C carbide is also found in the process of
HPHT catalytic diamond synthesis, these results indicate a similarity between the CVD and HPHT
processes in the sense of using Ni as a catalyst to nucleate diamond. The presence of atomic H is
central to the multi-step process and is believed to play a role analogous to high pressure in
favoring the formation of Ni4C. It is not known whether H is incorporated into the Ni4C lattice. It

460



is suggested that the Ni 4 C provides the sites and template for the subsequent nucleation of the
diamond particles as a result of the close lattice matching of the lattice vectors of both phases.

3

V i

(a) (b)

large shaded circle--Ni atoms
small light circle--C atoms

Figure 5. (a) Ni (I11) planes with the carbon atoms in the interstitial sites
1 .04A beneath the Ni layer; (b) sp3C precursor originated from the Ni 4 C structure

CONCLUSIONS

For the first time, a polycrystalline Ni4 C interfacial structure was identified between the
oriented diamond particles and Ni substrate by cross-section TEM and XRD analyses. The
interfacial layer was about 0.5 l.tm thick and finely grained. Its presence appears to be critical for
the nucleation of the oriented diamond on nickel.
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THEORY OF DEFECTS, DOPING, SURFACES AND INTERFACES
IN WIDE GAP NITRIDES

J. BERNHOLC, P. BOGUSLAWSKI,1 E. L. BRIGGS, M. BUONGIORNO NARDELLI,
B. CHEN, K. RAPCEWICZ, Z. ZHANG

Department of Physics, North Carolina State University
Raleigh, NC 27695, Bernholc(ncsu.edu

ABSTRACT

The results of extensive theoretical studies of group IV impurities and surface and
interface properties of nitrides are presented and compared with available experimental
data. Among the impurities, we have considered substitutional C, Si, and Ge. CN is a very
shallow acceptor, and thus a promising p-type dopant. Both Si and Ge are excellent donors
in GaN. However, in AlGaN alloys the DX configurations are stable for a sufficiently high
Al content, which quenches the doping efficiency. At high concentrations, it is energetically
favorable for group IV impurities to form nearest-neighbor Xcation-XN pairs. Turning to
surfaces, AIN is known to exhibit NEA. We find that the NEA property depends sensitively
on surface reconstruction and termination. At interfaces, the strain effects on the band
offsets range from 20% to 40%, depending on the substrate. The A1N/GaN/InN interfaces
are all of type I, while the AI0. 5Ga0.5N/A1N zinc-blende (001) interface may be of type
II. Further, the calculated bulk polarizations in wurtzite AIN and GaN are -1.2 and -0.45
JLC/cm 2, respectively, and the interface contribution to the polarization in the GaN/A1N
wurtzite multi-quantum-well is small.

INTRODUCTION AND SUMMARY

Current interest in wide band-gap nitrides is due to possible applications in blue/UV
light-emitting diodes and lasers, and in high-temperature electronics [1, 2]. The recent
demonstration of stimulated emission in the blue region has served to further increase
awareness of the potential of nitride-based devices [3] and elicited the interest of a number
of theoretical groups [4].

In this paper we describe several of our recent results [5, 6, 7, 8, 9, 10] concerning sub-
stitutional group-IV impurities in wurtzite GaN and AIN, electron affinity of AIN surfaces
in the wurtzite structure, and the zinc-blende (001) interfaces of AlN/GaN/InN.

The group IV impurities are potentially important dopants (e.g., Si is frequently used as
a n-type dopant of epitaxial GaN). Both C and Si may also be unintentionally incorporated
as contaminants during growth. In general, a group-IV atom is likely to become a donor
when incorporated on the cation site, and an acceptor on the anion site. This possibility of
the amphoteric behavior critically depends on the conditions of growth. We have recently
shown [7] that C is preferentially incorporated on the N site under Ga-rich conditions of
growth, while both Si and Ge occupy cation sites under N-rich conditions. However, at
high concentrations self-compensation, i.e., a simultaneous incorporation of the dopant
on both cation and anion sublattice, is expected, which would limit the doping efficiency.
We therefore also discuss the electronic structure of X,&jo,, XN, and X•,aion-XN nearest-
neighbor pairs. We further consider a possible transition of Xcatio, from the substitutional

1also at Institute of Physics, PAN, 02-668 Warsaw, Poland.
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to the DX-like configuration. Such a transition is commonly accompanied by a capture of
electron on a stable (or metastable) state, which quenches the doping efficiency. Some of

the results for C were published in [6].
Motivated by the experimental discovery of negative electron affinity at AIN surfaces

[11], we have investigated the electron affinity [8]. We find that the 2x2 aluminium-vacancy

reconstruction on the aluminium-terminated face has a negative electron affinity and that

the 1 x 1 hydrogen-passivated nitrogen-terminated surface has a very small electron affinity.

The electronegativity difference between the adatom and the atomic species comprising the

surface is found to be a guide for anticipating the presence of NEA. In particular, NEA
may occur when the adatom is much more electropositive than the surface atoms.

We have also investigated the zinc-blende (001) interfaces of AlN/GaN/InN [9]. The

elastic energy of GaN grown on AIN is lower than AIN grown on GaN, indicating that

the quality of pseudomorphic growth should be higher when AIN is used as the substrate.

Further, the effects of strain on the valence-band offset are significant, as is illustrated by
the calculated values of the valence-band offset for A1N/GaN (-0.58 eV) and GaN/A1N

(-0.70 eV). The band offsets of AIN/GaN/InN were computed using the AIN in-plane
lattice constant and including strain effects. They are all of type I and the transitivity
rule is satisfied. No interface states were found in the gap. The A10. 2 Ga0.sN/Ino.xGa0.gN

interface was studied using the virtual crystal approximation, It is of type I and there are

no interface states in the gap.

CALCULATIONS

The calculations were performed using either quantum molecular dynamics [12], or

standard plane wave codes. Technical details for the defect and impurity calculations were

given in [5]. Soft pseudopotentials for N and C were used [13], while the pseudopotential
of Ge was generated according to Ref. [14].

The calculations of the electron affinity used P-point sampling and a plane-wave energy
cut-off of 30 Ry. Norm-conserving pseudopotentials [15, 16, 17] were used for aluminium

(p-local), while for nitrogen a soft-core p-local pseudopotential was used [18].
The plane-wave energy cut-off for the interface calculations was 50 Ry. The equivalent

of 10 k-points for bulk and superlattice calculations in the zinc-blende structure [19] were

chosen while 6-kpts were used for calculations in the wurtzite structure. For all species,
d-local norm-conserving pseudopotentials [15, 16, 17] were used. Further, the nonlinear
core correction was included for the cation species [20]. The calculated bulk properties
of the zinc-blende nitrides obtained using these pseudopotentials are shown in Table 1.

The agreement with experiment is excellent. For interface calculations, we studied 4+4

superlattices (16 atoms in the supercell) along (001).

GROUP IV IMPURITIES

We first briefly discuss configurations of substitutional impurities and strain effects.

A substitutional impurity in a wurtzite crystal has four nearest neighbors. One of them,

located along the c-axis relative to the impurity (called here type-1 neighbor), is non-

equivalent to the remaining three neighbors (called here type-2 neighbors). For the group-

IV atoms considered here, this non-equivalence is small, since the bond lengths with type-1

and type-2 neighbors are equal to within 1 per cent. In all cases, we find that breathing
mode distortions preserve the local hexagonal symmetry. The calculated changes in bond

lengths are given in Table 2, together with the energy gain E,,, due to the relaxation
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Table 1: Calculated bulk properties of zinc-blende nitride semiconductors. The values of
the gap at the F-point (Er) and of the valence-band width (AEVbý) are the LDA results.
Experimental values are in brackets and follow Ref. [25].

AIN GaN InN
ao (A) 4.37 (4.38) 4.52 (4.5) 5.01 (4.98)
Bo (MBar) 2.02 (2.02) 1.70 (1.90) 1.58 (1.37)
Er (eV) 4.09 2.24 (3.45) 0.16
AEvbw (eV) 14.86 15.48 14.01
c,, (1011 dyne/cm 2) 24.85 23.74 20.24
c12 (1011 dyne/cm 2 ) 13.37 11.23 12.96

from the ideal substitutional configuration to the final one. As follows from Table 2, the
inclusion of relaxation effects is necessary for a proper description of Ccatio,, SiN, and GeN,
due to the large differences between the atomic radii of the impurity and host atoms. The
calculated AEr,, are systematically greater for AIN than for GaN, reflecting the higher
stiffness of AIN.

As follows from Table 2, C, Si, and Ge occupying the cation site in both GaN and AIN
are effective-mass donors. The only exception is CAI in AIN, where the C-induced level is
at about 0.4 eV below the bottom of the conduction band. In GaN, because of its lower
band gap, the C-derived level is a resonance situated at 0.9 eV above the bottom of the
conduction band.

In addition to the substitutional configuration of Xcation donors, we have investigated
the stability of the DX-like configuration [21]. In this configuration one bond between the
impurity and its first neighbor is broken, and one of these atoms (or both) are shifted to
an interstitial site. We have analyzed only one possible DX state, namely that with the
broken bond between the impurity and the type-1 neighbor; the configuration with the
broken bond to the type-2 N atom should have very similar properties.

We first consider GaN. We find that C* is metastable not only in the negative but also
in the neutral charge state. The energy of Cýa is higher than that of the substitutional
CGý by 0.54 and 0.35 eV for the neutral and the negative charge state, respectively. In
the DX state both the host N atom and the impurity are significantly displaced along the
c-axis (see Ref. [6] for details). In contrast, Si is unstable in the DX state, since there is
no energy barrier for the transition from the initial DX configuration to the substitutional
one. This holds for both the neutral and the negatively charged Si. Finally, a DX state is
metastable for the negatively charged Ge, and its energy is higher by 0.3 eV than that of
Ge-a. Unlike for C*a., Ge atom is located at the lattice site, and the nearest-neighbor N
atom is displaced along the c-axis. The Ge-N distance is 2.61 A, to be compared with 1.93
Sfor the substitutional configuration. Ge* (-) introduces a singlet at about 0.4 eV below
the bottom of the conduction band. For the neutral charge state, the DX configuration is
unstable.

Turning to AIN, we find that in the negative charge state C* I is more stable than C-,
by 0.2 eV. In the neutral charge state C*, is metastable, as its energy is higher by 0.48
eV than that of the ground state. Unlike in GaN, the DX configurations are stable for
both Si and Ge in the negative charge state. Their energies are lower by 0.15 and 1.2 eV
than those of the respective substitutional cases. In both cases the impurity remains on
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Table 2: Effects of atomic relaxations around impurities: Ab is the change of the bond
length, AEr,, is the relaxation energy, Eimp is the position of the impurity level, with e.m.
denoting the effective-mass state, and AEimp is the relaxation-induced shift of the impurity
level.

Ab (%) AEre, (eV) Eimp (eV) AEip (eV)
GaN

C:Ga -18.1 1.65 e.m. -
Si:Ga - 5.6 0.65 e.m. -

Ge:Ga - 1.4 0.25 e.m.

C:N -2.0 0.1 Ev+0.2 -

Si:N 13.6 3.9 Ev+1.2 0.8
Ge:N 13.5 4.1 E,+1.35 0.8

AIN
C:Al -17.2 2.6 E,-0.4 1.2
Si:A1 - 7.0 0.7 e.m. -

Ge:A1 - 2.9 0.3 e.m. -

C:N 2.0 0.4 Ev+0.4 0.1
Si:N 16.5 6.75 Ev+1.7 1.0
Ge:N 16.7 6.95 Ev+1.75 1.05

the substitutional site, and the N atom is strongly displaced. For Si~1 the distance to the
N atom is 2.95 A compared to 1.78 A for SiAl, and for Ge the respective values are 2.83
and 1.86 A. Siý,(-) introduces a level at -1.5 eV below the bottom of the conduction band.
For Ge, the gap state is even deeper, at -2.0 eV below the bottom of the conduction band.
Finally, the DX configurations are unstable for both Si and Ge in the neutral charge state.

The different DX configurations found for C, as opposed to Si and Ge, are in part due
to atomic size effects. For example, when C substitutes for the much bigger Ga atom,
the C-N bonds are highly stretched, because they are shorter than the equilibrium Ga-N
bonds by about 15 %. In the DX state one C-N bond is broken, and C is free to relax and
to shorten the three remaining C-N bonds. Consequently, the Ca-N bonds are shorter
by about 7 % than CGý-N bonds in the substitutional case. At equilibrium, C* forms a
nearly planar configuration with the type-2 neighbors. Such a geometry is additionally
stabilized by the tendency of C to form planar sp2 bonds. Both factors may contribute
to the stabilization of C* . in the neutral charge state. In contrast, these factors are not
operative for Si and Ge impurities, which remain on the substitutional site.

The predicted stability of DX- states for C, Si, and Ge in AIN implies that the reaction
2d° --> d+ + DX- is exothermic, and the electrons are captured by the deep DX-derived
levels. Consequently, the doping efficiency is quenched. In All-,GaN alloys the doping
efficiency with C, Si, and Ge should thus strongly depend on the alloy composition. These
dopants should be efficient donors up to a crossover composition given by the stability of
the DX state.

We will now consider the acceptors XN. In zinc-blende crystals, acceptor levels of group-
IV atoms are three-fold degenerate. Due to the wurtzite symmetry of GaN and AIN, the
triplets are split into doublets and singlets by the energy E~pit. In all cases considered
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here, the energies of doublets (given in Table 2), ED, are higher than those of singlets, Es.
Both the acceptor energies and the splittings strongly depend on the impurity. We find
that C is a shallow acceptor with ED=0.2 eV in GaN, which is in an excellent agreement
with the recent experimental data [22]. Thus, C is a promising p-type dopant, since it is
a shallower acceptor than the commonly used Mg [2]. In AIN, C is deeper (ED=0.4 eV)
and more localized. The doublet-singlet splitting E8plit is about 0.2 eV in both materials.
In contrast, both Si and Ge are deep acceptors. For GaN:Si ED=1.2 eV and Esprit=0.6
eV, and for GaN:Ge ED=1.35 eV and Esplit=0.6 eV. In AIN the binding energies and the
splittings are even higher, and we find ED=1.7 (1.75) eV and E55Iit=0.7 (0.7) eV for SiN
and GeN, respectively).

Finally, we turn to the electronic structure of the nearest-neighbor X+tiI-XY pairs.
Compared to the case of distant Xcatin and XN impurities, the main modification is a
substantial increase of the doublet-singlet splittings. In the case of GaN, E5 plit rises from
0.6 to 1.0 eV for Si-Si pairs, and from 0.6 to 1.05 eV for Ge-Ge pairs. For AIN, the increase
is from 0.7 to 1.4 eV for Si-Si pairs, and from 0.7 to 1.35 eV for Ge-Ge pairs. This effect
is due to the close proximity of the Xcation donor, located along the c-axis, relative to the
acceptor XN.

NEGATIVE ELECTRON AFFINITY AT AIN SURFACES

The electron affinity is defined as the difference between the bottom of the conduction
band and the vacuum level. Negative electron affinity occurs when the conduction band
bottom is below the vacuum level. It has potential use in electron emitters, cold cathodes
and other optoelectronic devices. The recent experimental observation of negative electron
affinity at AIN surfaces [11] provides the motivation to study the electron affinity at AIN
surfaces.

The value of the electron affinity is modified by the surface dipole moment and the space
charge due to the occupation of surface states by free carriers from the bulk. The presence
of free carriers leads to band bending near the surface; however, this effect is significant
only in doped materials and need not be considered at present. Rather, it is the effect of
chemisorption and surface reconstructions on the the surface dipole that constitutes our
present interest.

The electron affinity of a semiconductor is defined as

x = D - (Eý - Vbu1k)()

where D, the surface dipole strength, determines the relative positions of the bulk electron
states and the vacuum level [28], while (E, - Vblk) is the position of the conduction band
minimum relative to the bulk-averaged electrostatic potential. The latter is purely a bulk
property and can be obtained in a calculation of the AIN bulk. It is well-known that
the local density functional theory consistently underestimates the size of semiconductor
band-gaps. For this reason, the conduction-band minimum was rigidly shifted to the
experimental value of 6.2 eV using the so-called scissors operator. The surface dipole
strength was obtained from the difference of the electrostatic potential across the surface.

The lx1 (0001) Al- and N-terminated surfaces (with neither adatoms nor vacancies)
were studied. Both surfaces exhibit some inward relaxation, while the geometries in the
surface plane did not significantly change. The electron affinities are 0.85 eV and 0.30 eV
for the Al- and N-terminated surfaces, respectively. These l x 1 structures are expected to
have higher surface energies than the 2x2 reconstructed structures. As the 2x2 vacancy
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reconstructions were among the lower energy 2x2 reconstructions of (0001) GaN, the 2x2
vacancy reconstructions of the (0001) surfaces of AIN were next investigated. With one-
quarter of a monolayer of the Al surface atoms removed, the surface can accomodate a much
larger inward relaxation than the lx I structure. In this case, the electron affinity is -0.70
eV. For the same reconstruction on the N-terminated face, the electron affinity is 1.40 eV.
The effect of hydrogen chemisorption on the electron affinity of the lx i (0001) Al- and N-
terminated surfaces was also examined. Hydrogen adsorption reduced the electron affinity
of the N-terminated surface to 0.05 eV; however, the electron affinity of Al-terminated
surface increased to 1.60 eV.

The changes in the electron affinity reflect modification of the net surface dipole. During
chemisorption, the adsorbates saturate the dangling bonds of the surface atoms resulting in
charge transfer between the adsorbates and surface atoms. This transfer manifests itself as
an additional dipole field, the strength and direction of which determines the change of the
electron affinity. The diamond (111) surface provides another example of this effect. The
bare surface has a positive electron affinity; however, it has a negative electron affinity when
it has been passivated by hydrogen. Since carbon is more electronegative than hydrogen,
charge tranfers from the hydrogen adatom to the surface carbon atom. This induces an
additional dipole which points outwards and reduces the electron affinity to a negative
value [29]. As nitrogen is more electronegative than hydrogen, this also occurs when
hydrogen is chemisorbed on the N-terminated AIN surface. In contrast, aluminium has a
smaller electronegativity than hydrogen and consequently we expect the opposite to occur
when hydrogen adatoms are chemisorbed on the Al-terminated surface. This is indeed the
case. The electronegativity difference between the surface species and the adsorbed species
provides insight into manner in which the adatoms modify the surface charge density and
hence the electron affinity. Of course, bonding properties will be affected by the detailed
nature of the surface, but nonetheless strongly electropositive elements, such as Li and Be,
may result in negative electron affinity when adsorbed on the surface.

INTERFACES OF WIDE-GAP NITRIDES

Because of the lattice-mismatch between AIN and GaN (2.5%) and between InN and
AIN (12.1%), superlattices of these materials will be strained. We have studied the ener-
getics of two different interfaces, namely the strained GaN/A1N (with AIN in-plane lattice
constant) and the strained A1N/GaN (with GaN in-plane lattice constant). The elastic
energy for these interfaces, which is the difference of the strained and unstrained energy
per pair, is 46 meV/pair for the GaN/A1N interface, while it is 63 meV/pair for A1N/GaN.
The interface energy, defined as the excess or deficit energy due to the presence of the
interface, is extremely small, namely - 1 meV/atom, which is of the order of the precision
of the calculations. Thus the interfaces show similar bonding characteristics. These results
suggest that the critical thickness for pseudomorphic AlN/GaN is significantly smaller than
for GaN/A1N, in agreement with the observation that epitaxially grown GaN/AIN results
in higher quality samples [30].

The band offsets of the strained heterojunctions have also been studied. Following
the conclusions of the previous paragraph, AIN is taken to be the substrate in all of the
cases presented below. The valence-band offsets are -0.70 eV for GaN/A1N and -0.44 eV
for A1N/GaN (001) strained interfaces, indicating that the effect of strain on the value
of the valence-band offset is significant. The interfaces are all of type I and there are no
interface states in the gap. We then investigated the band offsets of the (001) GaN/A1N,
InN/AlN and InN/GaN strained heterojunctions. The band offsets are shown in Fig. 1.
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01 1.95eV 1.13eV

AIN GaN AIN InN GaN InN

_ 0.73 eV 
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0.0 % 3.4% 0.0% 13.0% 3.4% 13.0%

Figure 1: Calculated band offsets for the three interfaces described in the text (an AIN
substrate is assumed). The lattice mismatch shown is with respect to AIN.

Table 3: Calculated bulk properties of zinc-blende A1o. 2Gao.0 N and Ino.0 Gao.0 N semiconduc-
tors within the virtual crystal approximation. The values of the gap at the F-point (Er)
and of the valence-band width (AEvb0 ) are the LDA results. The AIN in-plane lattice
constant is used (the mismatch is with respect to the AIN lattice constant).

A10.2 Ga0o.N Ino.0 Ga 0 .gN
ao (A) 4.51 4.61
B0 (MBar) 1.67 1.78
Er (eV) 2.56 1.68
AEvbý (eV) 15.10 15.31
c,, (1011 dyne/cm 2 ) 23.46 20.75
c12 (1011 dyne/cm 2 ) 10.88 12.02
Vegard's Rule (A) 4.49 4.57
Lattice Mismatch 3.1 5.2

In determining the conduction-band offsets, the conduction band minima were shifted to
their experimental values using the so-called scissors operator. Each of the interfaces is of
type I and the transitivity rule is satisfied. Further, states at the top of the valence band
are mostly confined to the epilayer with the smaller gap and there are no interfaces states
in the gap of the superlattice.

The possible sources of systematic error of the calculation of the band offsets include
the neglect of the anion p- and cation d-state repulsion [31] and the well-known neglect
of many-body effects in the local density approximation. In GaN/A1N interfaces, the
inclusion of the 3d-electrons as valence electrons results in a constant shift of 0.2 eV which
is less than the experimental error [32] and does not change the character of the interface.
Incorporating this shift gives results in agreement with previous estimates using a d-valence
pseudopotential [33] and an all-electron calculation [34]. The importance of many-body
effects on the band offsets is not known and awaits a future GW calculation.

We also studied an alloy interface based upon the nitride-based multi-quantum-well
structure that Nakumura et al. [3] used to demonstate stimulated emission in the blue
region of the spectrum. The bulk properties of the two zinc-blende alloys comprising the
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epilayers of the multi-quantum-well, calculated using the virtual crystal approximation,
are shown in Table 3. In the virtual crystal approximation, the pseudopotentials of the

constituent species are averaged by their fractional composition [35]. Vegard's rule is seen
to be satisfied.

0.62 eV

Al o.P .8 N In0 o.9 .9N
__j 0.26 eV

Figure 2: Calculated band offsets for the zinc-blende (001) AlO. 2GaO.sN/InO.iGao.sN inter-
face described in the text assuming an AIN substrate.

The zinc-blende (001) interface of these alloys was investigated. Strain effects were

explicitly included using macroscopic elasticity theory (using the theoretically determined
elastic constants shown in Table 2) and a total energy minimization. The values for scissors
corrections of the band gap of the alloys were estimated using a Vegard-type rule, namely
the gap of the alloy was taken to be the average of the band gap of the pure phase weighted
by its fractional composition. The band offsets are shown in Fig. 2. The interface is of
type I and there are no interface states in the gap.

Because of its low symmetry, the wurtzite system may display pyroelectric and piezo-

electric behavior [36]. These effects, if present, will manifest themselves macroscopically in
multi-quantum-wells along those directions that do not have a perpendicular mirror-plane
[37, 38]. Thus, for instance, macroscopic fields are not observed in the strained (001) in-
terfaces in zinc-blende structure, while they are observed in strained (111) interfaces [37].
Indeed, a polarization will be induced only if off-diagonal components of the strain are
present. In (0001) strained GaN/A1N, we observe a substantial electric field as has been
previously noted by Satta and coworkers [39]. In order to distinguish the bulk pyroelectric
and piezoelectric contributions to this field from that induced by the interface, we have
calculated the spontaneous bulk polarization of unstrained AIN and the strain induced
polarization for the CaN epilayer [40]. The spontaneous polarization (P 3 ) of AIN and GaN
in equilibrium are -1.227 PC/cm 2 and -0.448 pC/cm 2 respectively; the polarization of the

strained GaN is -0.454 pC/cm2 . These values are comparable to the computed bulk po-
larization in BeO [40]. The effect of the interface dipole is small; the polarization in the

GaN/A1N multi-quantum-well is well described by the superposition of the polarizations
of the constituent epilayers of the multi-quantum-well. The estimated contribution of the
interface dipole (which includes the response of one epilayer to the field of the other) is
0.057 pC/cm 2 , which is of opposite sign and an order of magnitude smaller than the bulk

polarizations. The computed value of the polarization in the superlattice agrees with that
estimated from experiment by Martin et al. [32].

This work was supported in part by grants NSF DMR 9408437, ONR N00014-92-J-1477,
and KBN 2-PO3B-178-10.
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ABSTRACT

Microstructure and extended defects in ct-GaN films grown by organometallic vapor phase
epitaxy on sapphire substrates using low temperature AIN (or GaN) buffer layers have been
studied using transmission electron microscopy. The types and distribution of extended defects
were correlated with the film growth mode and the layer nucleation mechanism which was
characterized by scanning force microscopy. The nature of the extended defects was directly
related to the initial three-dimensional growth. It was found that inhomogeneous nucleation leads
to a grain-like structure in the buffer; the GaN films then have a columnar structure with a high
density of straight edge dislocations at grain boundaries which are less likely to be suppressed by
common annihilation mechanisms. Layer-by-layer growth proceeds in many individual islands
which is evidenced by the observation of hexagonal growth hillocks. Each growth hillock has an
open-core screw dislocation at its center which emits monolayer-height spiral steps.

INTRODUCTION

Gallium nitride and its related alloys (AlGaN and InGaN) are important wide band-gap
semiconductors that have potential applications in both short wavelength optoelectronic and high
power/high frequency devices [1-4]. Epitaxial films of GaN have been grown by organometallic
vapor phase epitaxy (OMVPE) [5] and molecular beam epitaxy (MBE) [6,7], on a number of

substrates including Si [8,9], GaAs [10], SiC[ll], at-A1203 (sapphire) [12,13] and MgO [14].
Among them, sapphire is the most common substrate and generally yields the best film. However,
nitride films deposited on sapphire, which is poorly matched to GaN both in terms of lattice
parameter and thermal expansion coefficient (see Table I), are known to contain a high density of
extended defects (mainly threading dislocations) [15,16]. These defects affect both the electrical
and optical properties of the material and are known to be detrimental to its device applications.
For example, dislocation cores can form non-radiative recombination centers which limit the
efficiency of light emitting diodes and often lead to injection failures in lasers. By low temperature
deposition of an AIN (or GaN) buffer layer, the crystal quality of the GaN epilayers can be
considerably improved [13,17]. However, such films typically have dislocation densities in the
109 -1010 cm-2 range [15,16].

It is widely accepted that the crystal structure, the nature and relative concentration of extended
defects in group-Ill nitride films are strongly influenced by the growth techniques and conditions
used, and by the type and orientation of the substrates. The dominant defects in OMVPE grown
GaN films on sapphire are straight threading dislocations which penetrate the entire GaN film [ 16].
Both the structural and electron optical properties of the GaN film depends on the thickness, the
deposition temperature of the low temperature buffer, and the orientation of the sapphire substrate
[18-20]. In this paper, we report studies of OMVPE growth of GaN on sapphire using a low
temperature AIN (or GaN) buffer layer, with particular emphasis on its initial nucleation and its
relation to the resulting microstructure. GaN films grown on either (0001) (c plane) or ( 1120) (a
plane) sapphire substrates under different conditions were studied by transmission electron
microscopy (TEM). The types and distribution of extended defects were correlated with the film

475

Mat. Res. Soc. Symp. Proc. Vol. 423 © 1996 Materials Research Society



growth mode and the layer nucleation mechanism which was characterized by scanning force
microscopy.

Table I. Lattice parameters (in A) and thermal expansion coefficients (in K- 1) of wurtzite GaN,
AIN and hexagonal cz-A1203

GaN AIN ot-A1203

Lattice a 3.189 3.111 4.758
parameter c 5.178 4.979 12.991

Thermal exp. a 5.59x10- 6  4.2x10-6  7.5x10- 6

coefficient c 3.17x10-6  5.3x10-6  8.5x10- 6

EXPERIMENTAL

The GaN samples used in this study were grown on both (0001) and (1120) sapphire
substrates using an inductively-heated, water cooled, vertical OMVPE reactor operated at 57 torr
[19,20]. An AIN (or GaN) buffer layer, 200 to 500 A in thickness, was deposited at 450 °C to
550 'C before the high temperature deposition of GaN. TEM specimens were prepared by first
lapping with diamond paste on a titanium plate down to a thickness of about 100 jIm, followed by
polishing with consecutively smaller size diamond pastes and/or alumina (A1203) in a Gatan
dimpler down to a thickness of about 20 ptm. The specimen was then sputtered to electron
transparency by Ar+ at liquid nitrogen temperature. Transmission electron microscopy
observations were carried out on a Philips EM420-TEM and a JEOL 4000 EX-TEM, operated at
120 keV and 400 keV, respectively. For surface observations, the as-grown films were examined
in air with a Park Scientific Instruments scanning force microscope. The 5 pim scanner was
operated at 2 Hz. All images were acquired in the constant force mode using 3 to 12 nN of contact
force.

RESULTS

Crystalline Orientation and the Interface

GaN epitaxial layers grown on both c-plane and a-plane a-A1203 substrates crystallize with the
wurtzite structure and the growth is along the c-axis. The crystal orientation relationships of GaN
and AIN grown on sapphire substrates are summarized in Table II. Selected area electron
diffraction (SAD) and high resolution electron microscopy reveal that both GaN and AIN layers
grow epitaxially on their substrates. For growth on (0001) cx-A1203, the epitaxial relationships
were determined to be: (OOO)GaN//(0001)AIN//(0001)x-A1203, with in-plane orientation relations of
[1 T00]GaN//[T100]AIN//[ 1102 ]A1203, in agreement with previously published results [15, 21].
For growth on (1120) (x-A1203, both GaN (0001) and AIN (0001) planes were found to be
parallel to the (1120) substrate plane, with in-plane orientation relations of [1-00]GaN
//[lT100lAN//[000l1]-A1203,in accordance with observations by other groups [12, 22,23].
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Table II. Epitaxial relationships during growth of GaN, AIN on c- and a-plane sapphire

Growth direction In-plane orientation relationship

Epilayer Substrate Epilayer Substrate

(0001)GaN (0001) ct-A1203 [IToo] GaN [1120] cc-A1203

(0001)A1N [I TOO] AIN

(0001) GaN (1120) ct-A1203 [iTo]0 GaN [0001] (x-A1203

(0001) AIN [ 1 TOO] AIN

The interface between the AIN (or GaN) buffer layer and the sapphire substrate was found to
be locally coherent and the misfit dislocation spacing is almost uniform. Figure 1 shows the TEM
micrographs of the AlN/(0001) a-A1203 interface. The measured misfit dislocation spacing shown
in figure la is 2.1 nm, which is close to the expected spacing of 2.2 nm corresponding to a fully
relaxed layer (about 14 % lattice constant mismatch between AIN and sapphire). Similar

A120 3

Figure 1. Transmission electron micrographs of the A1N/(0001) (x-A1203 interface: (a). bright
field image shows misfit dislocations at the AlN/sapphire interface; (b). Lattice image along
[ 1 TOO] of sapphire shows the crystalline structure.

results have been reported during AlGaN epitaxial growth on sapphire [24]. The high resolution
TEM micrograph shown in figure lb reveals that the interface of AIN/(0001) (t-A1203 is sharp,
with the 11 TOO } planes of AIN parallel to the { 1120 I planes of sapphire and the basal (0002)
planes of AIN parallel to those of sapphire. Surface steps on the sapphire side are most likely due
to the interaction of ammonia (NH3) during surface treatments before deposition. However,
extensive observation along the interface with high resolution TEM reveals that, along with many
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extended defects, the AIN buffer layer is typically composed of columnar fine crystals [21].
Lateral dimension of columnar grains is on the order of 10 nm, and the misorientation among
neighboring grains is a few degrees. The GaN/sapphire interface and the GaN buffer layer
exhibits similar features. The columnar structures were also reported in GaN films grown on 6H
SiC [25].

Microstructure and the Extended Defects

Figure 2a shows the cross-sectional weak beam TEM micrograph of a GaN film grown on
(11i0) c-A1203 using a 375 A GaN buffer layer deposited at 450 'C, imaged near the [1 Too]
orientation with the active beam of g= 1120. The dominant defects in the GaN film are dislocations
resulting from the misfit strain introduced by the lattice mismatch between the epilayer and the
substrate, and low angle grain boundaries. A high density of dislocation half loops and stacking
faults along {0002} GaN planes were observed in regions close to the buffer. A defect density
reduction of about an order of magnitude was observed within the initial 0.4 ýIm of the GaN film.
In the immediate vicinity of the low temperature buffer layer, the defect density was so high that
we were unable to resolve the defects individually using conventional TEM. At small film
thickness, the dislocation lines in the GaN epilayer orient themselves irregularly. However, at film
thickness larger than about 0.6 ýtm, most remaining threading dislocations lie close to the [0001]
growth direction [16].

a'~al Nj

5Onm

Figure 2. TEM micrographs of a GaN film grown on a-plane sapphire with a 375 A GaN buffer
layer deposited at 450 'C. (a). Weak beam cross-sectional view; (b). Bright field plan-view.

When viewed from plan-view TEM micrographs (Fig. 2b), the extended defects in relatively
thick (thicker than about 1 gm) GaN films are basically of two types: threading dislocations and
nanopipes (labeled with an arrow) [26]. The threading dislocation density near the top surface of a
3 [tm thick GaN layer is typically on the order of 109 - 1010/cm 2 , as measured using plan-view
TEM. It has been reported that other extended defects, such as microtwins and double-positioning
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boundaries were frequently observed at the vicinity of the GaN/substrate interface using cross
sectional high resolution TEM [9,25,27].

Threading Dislocations

A typical plan-view bright field TEM micrograph (g=1120) of an c-GaN film grown on
sapphire is shown in Fig. 3a. Since the TEM specimen was polished only from the substrate side,
Fig. 3a is representative of GaN films that are thicker than about 2 ýtm. Except for a relatively
small density of nanopipes (not shown), the defects are almost exclusively threading dislocations.
All the threading dislocation lines form short segments, indicating that they are lying close to the
film growth direction (c-axis). The majority of them are pure edge, with Burgers vectors of the
1/3< 1120 > type, and are arranged to form well defined low angle grain boundaries. The grain
size ranges from 50 nm to 500 nm, while the dislocation spacing at the boundaries ranges from 5
to 50 nm, corresponding to in-plane misorientations of less than 3' [16]. Through TEM
observations carried out on large number of MOVPE GaN films grown under different conditions,
we found that low angle grain boundaries are the main source of threading dislocations.
Threading density in the GaN film shown in figure 3b, which has less grain-like structure, is about
one order of magnitude lower than that in the film which is shown in figure 3a (109/cm 2 compared
to 1010/cm 2).

AIL

Figure 3. Plan-view TEM micrographs of GaN films grown on sapphire. (a). A typical
micrograph taken from samples with high threading densities. The majority of threading
dislocations form well defined low angle grain boundaries. (b). A typical micrograph taken from
samples with low threading densities, which shows less grain-like structure.

The grain-like structure can also be clearly observed in weak beam cross-sectional TEM
micrographs (figure 2a). The image contrast is produced by differing diffraction conditions in
neighboring grains. Except near the vicinity of the buffer layer, the dimension of each grain keeps
an almost constant value throughout the GaN film. The individual dislocations at grain boundaries
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can hardly be resolved in thicker cross-sectional specimens since many of them overlap along the
beam direction. Although high resolution TEM micrograph often reveals some local tilting of c-
planes in some regions, grain misorientation along the c-axis is much smaller and could not be
detected by electron diffraction experiments. In fact, x-ray rocking curves [(0004) reflection] taken
from these samples have a typical width of 200 - 350 arcsecs [19,20].

[[0001

Sapphire Sapphire

Figure 4. Schematic representation of the initial growth of GaN on sapphire and the formation of
grain-like structures in the film.

Low angle grain boundaries are believed to be formed during coalescence of islands at the
initial stages of GaN growth, based on the nucleation mechanism first proposed by Akasaki et al.
[13]. The buffer layer is thought to have an amorphous-like structure at its deposition temperature
(450 - 550 °C). It then recrystallizes and forms columnar fine crystals during annealing [21]. The
initial growth of GaN is also highly three dimensional. Since these islands are more likely to
preserve a hexagonal shape, and often have small misorientations with their neighbors, dislocation
arrays are created during coalescence of these islands, as illustrated schematically in Fig. 4.

The reduction of the defect density within the initial 0.4 l.tm of the GaN film is most likely due
to annihilation and coalescence through mutual interactions and the formation of half loops, as is
evidenced in figure 2a. In these regions, both the defect density and the percentage of randomly
oriented dislocations are high, and therefore, there is a high probability of defect interactions.
However, the remaining quasi-parallel dislocations which thread along the growth direction are
apparently not annihilated appreciably during further film growth because of their invariant mutual
spacing along the growth direction.

It is well known that a strained layer supperlattice (SLS) can be used to suppress threading
dislocations in zinc-blende semiconductor epilayers [28]. The stress/strain field in the epilayer
introduced by the SLS is used to initiate dislocation glide on the { 111 ) slip planes, causing the
dislocation lines to bend either towards another threading line so that they annihilate one another,
or normal to the growth direction along the interface so that they do not propagate further into the
epilayer. However, the threading dislocations in a-GaN films described above have slip planes of
the { 1 T00 } type, and generally require larger resolved shear stress to initiate glide. Furthermore,
the stress/strain field introduced by the SLS is parallel to the (0001) growth plane, which does not
provide driving force for dislocation glide on the { 1 Too I slip planes. Therefore, it can be expected
that, to suppress, or eventually eliminate, this type of threading dislocations with a SLS could be
more difficult. This argument is partially supported by our observations on several samples, each
of which has a SLS composed of different periods of GaN/A1N layers placed at different positions
in the GaN film. Figure 5 shows the cross-sectional TEM micrograph of a sample which has 5
periods of (6 nm GaN/6 nm AIN) placed after 2 [tm of GaN film growth. An additional 0.5 gm
GaN film was grown on top of the SLS. Although most dislocation lines were slightly bent as
they passed through the SLS, only about 10% of threading dislocations were actually suppressed.
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Basal plane dislocations were sometimes observed in regions far away from the buffer layer in
a number of GaN films. Figure 6 shows a cross-sectional TEM micrograph taken from one of
these samples. Detailed TEM analysis indicates that these are Frank partial loops containing
stacking faults. Though more complete work is needed to develop a satisfactory explanation for the
formation of these dislocations, an unstable growth condition or the thermal stresses [29] might be
responsible for their formation.

Figure 5. Cross-sectional TEM micro- Figure 6. Cross-sectional TEM micro-graph
graph showing the ineffectiveness of a SLS showing GaN basal plane dislocations in
for threading dislocation suppression in the regions near the inserted AIN thin layer.
GaN films.

Nanonines

In addition to threading dislocations, another major type of extended defect in GaN films which
is potentially detrimental to device applications is the nanopipes which has an estimated density of
105 - 107 /cm 2 . These defects are long, faceted empty tubes that penetrate through the GaN
epilayer [26,30]. The radii of the pipes are in the 3 - 50 nm range and they appear to propagate
along the c-axis of the film. Figure 7 shows plan-view bright field images of GaN film from a
region containing a nanopipe (marked with letter A). In figure 7a, the micrograph was taken along
the [0001] zone axis, in which the pipe is a perfect hexagon with a diameter of about 9 nm. Two
dislocations (marked with letters B and C) are visible along this orientation. After the specimen
was tilted about 30' until the (0221) beam near the [1216] zone axis was excited (figure 7b), a
wavy contrast can be observed within the pipe which is similar to the contrast from dislocation
lines, in addition to the contrast from the pipe walls. TEM analysis indicates that the nanopipe

image contrast is in agreement with the g-b criteria for a screw dislocation of Burgers vector b =

nxl/3[0003] (where n is an integer and c=5.18 A for ax-GaN). Figure 8 shows the lattice image of
a similar nanopipe taken with the [0001] orientation. The internal surfaces of the pipe are formed
by six close-packed ( 1100 } prism planes (lattice spacing of 2.76 A), and a closed circuit drawn
around the pipe shows no net atomic displacement. This was also the case for several other
nanopipes examined in detail by HRTEM. Based on a combination of diffraction contrast analysis,
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Figure 7. Bright field TEM micrographs of a nanopipe taken under different diffraction
conditions. (a). Along the [0001] zone axis; (b). With g=(0221).

Figure 8. Lattice image of a nanopipe Figure 9. Scanning force microscopy
obtained with the [0001] zone axis. The image of a low temperature GaN buffer layer
internal surfaces of the pipe are formed by six on c-plane (x-A1203. The buffer forms
close-packed { 1100 1 prism planes (lattice gain-like structure with surface roughness of
spacing of 2.76 A). about 20 nm, and the grain size of 100 nm.
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high resolution TEM and scanning force microscopy (SFM) study (shown below), we conclude
that these nanopipes are the open cores of screw dislocations with Burgers vectors of a single or
multiple c parameters [26,30]. Another nanometer dimension defect along the growth direction has
been reported in GaN films grown on sapphire, and has been characterized as microtwins due to
local lattice twists or a difference in stoichiometry [23].

Similar, but orders of magnitude larger, open-core dislocations have been reported in a number
of crystals including SiC [31,32] and some flux grown garnets [33]. The SiC micropipes have
received the greatest attention because they are known to be the defects that limit the breakdown
voltage of high power devices [34]. The Burgers vector associated with the spiral steps in SiC is
usually greater than 100 A and the defect is, therefore, visible in conventional optical microscopes.

The existence of open-core dislocations has been predicted by Frank [35], who argued that a
state of local equilibrium exists in which a dislocation should have less energy when its core is
hollow than when its core is filled with strained lattice. In other words, the open-core is the
consequence of the balance between the surface free energy and the lattice strain energy in a
dislocation. The lattice strain energy associated with a dislocation provides a driving force for
preferential evaporation in the vicinity of the dislocation core [36]. For crystals with relatively
large shear modulus and small surface free energy, an open-core should thus be established for
dislocations with relatively large Burgers vectors. In fact, all the previously observed open-core
dislocations have Burgers vector on the order of, or greater than, 10 A. The smaller radii of the
open-cores in GaN crystals by comparison to those previously observed in other crystals can be
explained by its smaller lattice parameter (c=5.2A). According to Frank's theory [35], the radius
of the hole is proportional to the square of its Burgers vector. However, our observation do not
quantitatively agree with Frank's theory [30].

GaN Surface and the Film Nucleation

Optical microscopy, scanning force microscopy (SFM) and scanning electron microscopy have
been used to study the surface structure of the sapphire substrate, the buffer layer and the GaN free
surface. Figure 9 shows a SFM image of a 100 nm thick low temperature GaN buffer layer
deposited on c-plane cc-A1203. After annealing at 1025 'C, the buffer forms a grain-like structure
with surface roughness of about 20 nm, and an island size of about 100 nm. However, our study
revealed that surface morphology of the buffer layer is strongly influenced by its deposition and
annealing temperatures, and by the substrate surface cleaning procedures. Lateral growth and
smooth coalescence of islands could be promoted through carefully optimizing the buffer
conditions. It has been recently reported that, before annealing, the low temperature GaN buffer
layers consist of predominantly cubic phase with a high density of stacking faults and twins [37].
The average grain size increases with increasing layer thickness and annealing temperature. At
temperatures necessary for the growth of high quality GaN (over 1000 'C), the buffer layer
partially converts to hexagonal GaN [37].

The free surfaces of most GaN films typically exhibit cone-like and hexagonal mounds and
ledge-facets that are only incompletely bounded by visible steps [38]. These mounds and ledge-
facets, which have a typical dimension on the order of 10 ltm and can be viewed under an optical
microscope, are believed to be growth hillocks which are directly related to the three dimensional
nature of the initial GaN growth. The ledge-facets are formed during coalescence of neighboring
islands which have slight c-axis misorientations. These misorientations would result in increments
in the x-ray rocking curve widths. The apparently large dimension of the growth hillocks
compared to those of islands in the buffer can be explained by the mechanism proposed by
Hiramatsu et al [21]. The initial growth of GaN is also columnar on top of the buffer fine crystals.
During further growth, some fine crystals become larger size islands as the result of geometric
selection [39]. The front area of each hillock increases as the merge continues, and the number of
growth hillocks emerging at the front gradually decreases. However, there is no direct correlation
between sizes of the growth hillocks and those of the small grains observed by TEM. The
misoriented grains, bounded by arrays of edge dislocations, once formed, are not likely to expand.
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Figure 10. High resolution SFM images of open-core screw dislocations at the hillock centers.
(a). A pair of monolayer spiral steps (3.1 ± 0.8A) originate from the open core and propagate
outwards; (b). A single spiral step in addition to a pair of monolayer spiral steps from the open
core.

SFM observation reveals single atomic layer steps in flat regions between the hillocks and
spiral single atomic layer steps on the top of faceted hillocks [30,37]. This indicates that at the later
stages, GaN grows by both a layer-by-layer and a spiral mechanism [37]. Nanopipes were also
observed during SFM observations [30,37]. These are located at the centers of faceted small
hillocks and were accompanied by a pair or two pairs of single atomic layer spiral steps. Figure 10
shows high resolution SFM images of nanopipes with a pair of spiral steps (Fig. 10a) and with an
additional single spiral step (Fig. 10b). A pair of spiral steps, each 3.1± 0.8 A high, originates at
the big hole. The measured step height is consistent with the expected dimension of a single
diatomic layer of GaN which is one half the length of the c-lattice parameter (2.6 A). Thus, the
two steps form an additional complete GaN unit cell. The origin of these extra steps at the center
of the hillock indicates that there is a screw dislocation in the center of the hole with a Burgers
vector (b = 1/3[0003]) equal in length to the c lattice parameter (5.2 A). Numerous hillocks were
examined with different probe tips and similar observations were made; each has a hole with an
approximately 600 A radius at the center. In some cases, four single steps, each 1/2 c high,
emerged from the same hole which had a larger radius (approximately 925 A). This corresponds
to a "giant" dislocation with Burgers vector b=2/3[0003]. After spiraling away from the hole on
the flat top of the hillock, the steps bunch together and interfere with the step emerged from other
sources. In many regions, very small holes which emit single spiral steps were observed (marked
with an arrow in Fig.10b). These are believed to be the mixed dislocations with a screw
component of c/2, rather than sessile Frank partials. Since stacking faults were not observed in
plan-view TEM. The apparent discrepancy between the nanopipe sizes detennined from the SFM
and TEM images is resolved by recognizing that the SFM image actually measures a crater on the
growth surface that is always wider than the nanopipe itself. The crater can be easily observed in
plan-view TEM specimens which preserve the GaN growth surface [26] and is a predicted
structural component of an open-core dislocation [35].
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CONCLUSIONS

Microstructure, extended defects and the growth mechanism of GaN films grown by
organometallic vapor phase epitaxy on sapphire substrates using low temperature AIN (or GaN)
buffer layers have been studied using a number of microscopy techniques. GaN layers grown on
both a-plane and c-plane sapphire substrates using both GaN and AIN buffer layers crystallize with
the same wurtzite structure and have similar microstructures. Although a number of other extended
defects are often observed in the GaN films, such as stacking faults, basal plane dislocations and
microtwins, the major extended defects in these films are threading dislocations and nanopipes.
Low angle grain boundaries are the main source of threading dislocations. These dislocations are
mostly of pure edge type, running along the c-axis. The nature of these threading dislocations
suggests that there should be no appreciable annihilation with the further increase of the GaN layer
thickness, and the suppression of dislocations by commonly used buffer layer schemes could be
more difficult. Nanopipes are open-cores of screw dislocations formed under local thermodynamic
equilibrium. They are about 3 - 50 nm in radii, propagate along the c axis of the film and are
potentially detrimental to device applications of GaN. The nanopipes are located at the centers of
faceted small growth hillocks and were often accompanied by a pair or two pairs of single atomic
layer spiral steps. The grain-like structure in the GaN film and the growth hillocks on the GaN free
surface are related to the three dimensional growth of the buffer and the initial GaN growth. At the
later stages, GaN grows by both a layer-by-layer and a spiral mechanism. It is, therefore,
important to carefully optimize the buffer deposition conditions to minimize or avoid the formation
of columnar structures in the GaN film.
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ABSTRACT

The influence of Si doping on the structure of GaN grown by metal-organic chemical-
vapor deposition (MOCVD) has been studied using transmission electron microscopy (TEM), x-
ray diffraction and Raman spectroscopy. Undoped and low Si doped samples were compared
with samples of increased dopant concentration. In addition, defect reduction due to different
buffer layers (AIN and GaN) is discussed. Silicon doping improves surface morphology and
influences threading dislocation arrangement. High doping leads to a more random distribution
of dislocations. Based on this study it appears (for the same dopant concentration) that an AIN
buffer layer can significantly reduce the number of threading dislocations, leaving the samples
more strained. However, no significant reduction of threading dislocations could be observed in
the samples with GaN buffer layer. These samples are the least strained.

INTRODUCTION

In the last few years III-V nitrides (GaN, AIN, InGaN..) have attracted considerable
interest due to their potential applications including blue light emitting devices and high
temperature electronics [1-4]. Two main difficulties prevent their further development. First is
the lack of suitable substrates with low lattice and thermal mismatch to GaN and the second is a
difficulty of achieving useful doping, in particular p-doping in high concentration [3]. High
lattice and thermal mismatch between popular substrates such as SiC and sapphire leads to high
stress in the layer and eventual layer cracking. To obtain high-brightness blue-light-emitting
diodes high reliability and high speed are necessary. High defect density can preclude potential
applications. It is not clear at this point how particular doping influences the type of defects and
their distribution, and very little is known about how a particular buffer layer helps defect
reduction and strain relaxation in the layer. In this paper the influence of Si doping on the
structural properties of GaN is described. Undoped and Si doped samples grown by MOCVD
with different buffer layers have been studied using transmission electron microscopy (TEM), x-
ray diffraction and Raman spectroscopy.

MOCVD GROWN GaN

Two sets of GaN layers were grown by MOCVD on sapphire substrates. In one case
(1120) A120 3 substrates (a plane ) were used for the growth of GaN layers with AIN as a buffer
layer. These samples will be called "A." Undoped and Si-doped samples were studied.
Undoped samples grown with the low-temperature AIN buffer layer on the a plane of sapphire
were 3.5 gim thick and for Si-doped samples (3x10 18 cm-3) were 5 pgm thick. The second set of
GaN layers were grown on (0001) A120 3 substrates using low-temperature GaN as a buffer
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layer. These samples will be called "B." These samples were 1.8 jrn thick and all were Si doped
with doping levels 9x10 16 cm-3, 3x10 18 cm-3 and lxl019 cm-3. X-ray double-crystal
diffractometry was used for general characterization of the structural quality of these layers,
while TEM techniques were applied for defect investigation. Both plan-view and cross-section
specimens were studied by TEM. Raman spectroscopy was used for determination of the strain
in the layer.

Different amount of broadening of the FWHMs (3.3-8 arc min) of the rocking curves taken
for 0- and O/20 scans were observed for the "A" samples. More broadening was observed for
the undoped samples (Table I). Optical micrographs taken from these two samples show
completely different surface roughness. The doped samples had smoother surface. Some large
defects could be seen on optical micrographs for both doped and undoped "A" samples. Atomic
force microscopy shows that micro-tubes (voids or pin-holes) are formed on the sample surfaces
with a diameter of 0.2-0.5 gm (Fig. la).

Some micro-tubes (pinholes or voids) were observed as well, in plan-view TEM samples
(Fig. lb). These micro-tubes (about 3 nm diameter) were associated with dislocations with edge
components. It is not clear at this point if larger pin-holes observed by AFM have the same
nature as these seen in our plan-view samples, since the size of larger pinholes (0.2-0.5 gim) and
distribution practically precludes their observation in high resolution.

a GaN

1200 e00C

Fig. 1. (a) AFM image of a pinhole formed in Si-doped sample "A;" (b) Much smaller pinholes
seen in plan-view samples.

Transmission electron microscopy from plan-view images clearly showed differences in
densities of threading dislocations and their distribution for Si-doped compared to undoped GaN
layers. Dislocation densities at the top of the layers were about 5 x 109 and 7 x 108 cm-2 for
undoped and Si-doped GaN, respectively. While the dislocations in the Si-doped layer were
distributed homogeneously (Fig. 2a), they were arranged in small-angle boundaries in the
undoped GaN layers (Fig. 2b). In both cases, threading dislocations near the layer surface were
close to edge orientation with Burgers vector of 1/3< 12 10> and I 1010) glide plane (prism
plane). This explains why these dislocations are not very mobile. Dislocation boundaries in
undoped samples divide the layer into grains of 0.3-0.5 pgm in size, slightly misoriented with
respect to each other. The presence of these subgrains in the undoped GaN layer explains its
rough surface morphology, in comparison with the rather smooth morphology of the Si-doped
layers. In general, misorientation between subgrains has two components, parallel and
perpendicular to the layer surface, depending on the type of dislocations at the boundaries. In-
plane misorientation is associated with tilt boundaries, while perpendicular misorientation is
associated with twist boundaries. A pure twist boundary contains a crossed grid of screw
dislocations with Burgers vectors parallel to the dislocation lines. A pure tilt boundary is formed
by edge dislocations with Burgers vectors perpendicular to the boundary plane. Grain boundaries
in our samples were more complex and had both twist and tilt components. The type of
dislocations at the boundaries will influence the broadening of the x-ray rocking curve FWHM.

488



ab

100 •100 nm

Fig. 2. Plan-view micrographs of the "A" GaN layers grown on the AIN buffer layer: (a) with Si
doping and (b) undoped layer. Note the difference in the threading dislocation distribution in
both samples.

Electron diffraction patterns from cross-sections of both samples showed that the GaN
grew in the c direction, with the orientation relationship to the A120 3 substrate of
(OO01)GaN//(l 1 20)A120 3 and [1 lOO]GaN//[OOO1]A120 3. A high resolution image from the
AIN/A120 3 interface (Fig. 3a) showed a high density of misfit dislocations. They were more
visible when image filtering was applied (Fig. 3b). It was noticed that eight (1 TOO) AIN planes
fit five (0003) A120 3 planes. No difference in misfit dislocation arrangement at the A1N/A120 3
interface could be detected in undoped and doped samples. A high density of parallel defects,
most probably dislocation loops, was formed in the AIN buffer layer. Such defects appeared not
to propagate to the sample surface, but they did promote threading dislocation interactions and
the formation of half-loops near the AlN/GaN interface instead of the straight dislocations, that
are usually formed when GaN grows on sapphire without a buffer layer. Such half loops formed
at the AIN/GaN interface had mixed character, and, depending on the type of dislocation formed,
these half loops remained near the AlN/GaN interface or propagated to the surface.

The distribution of threading dislocations seen in cross-sectioned samples appears to be
similar in both types of samples. This indicates that based exclusively on cross-section
projections one cannot conclude if dislocations are randomly distributed or if they are arranged
on subgrain boundaries. The highest defect density was observed near the interface of the GaN
layer and the AIN buffer, but it decreased sharply as the GaN layer thickness reached 0.5 pgm. It
was surprising to see defects along the c axis of GaN (Fig.3c) distributed layer by layer with
almost equal distances parallel to the interface (dislocation loops or bent threading dislocations).
The reason for the appearance of these parallel defects and their distribution is not understood;
however, they were similar to those observed in the AIN layer and in bulk GaN [4]. Whenever
threading dislocations interacted with such a loop parallel to the sample surface, they bent over
and did not simply extend directly to the sample surface (Fig.3c ). This interaction of the parallel
defects with dislocations was more effective in the doped samples. Formation of these parallel
defects could explain the Raman shift of E2 phonon. This shift is related to the strain distribution
in the layer. These Raman measurements were obtained on cross-section samples with about
Ilim decrement along the c-axis (Fig. 4a). They indicate that in the undoped samples the highest
strain could be detected at the interface and only a small decrease could be observed with increase
of the sample thickness. However, a large gradient was observed in the Si doped sample. When
compared to homoepitaxial GaN layers grown on bulk GaN substrates (566.2 cm-2) the average
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Fig. 3. (a) High resolution image of A1N/A120 3 interface; (b) the same interface after noise
filtering. Misfit dislocations are marked by arrows; (c) Formation of parallel defects almost
equally distanced through the GaN layer and their interaction with the threading dislocations.

strain in the undoped samples was estimated as Am = 3.0 cm-1 which is equivalent to 0.97 GPa.
A similar value (0.99 GPa) was obtained based on x-ray measurements (Table I). The average
strain estimated in the Si-doped layer based on the Raman shift of the E2 phonon was 0.81 GPa
and based on x-ray measurements 0.77 GPa.

Table 1. TEM, x-ray and Raman data

Samples "A"7 Samples "B
undoped Si-doped Si-doped

Ns(cm-3) ---- 3x10 18  9x10 16  3x10 18  lx10 19

t (m) 3.5 5 1.8 1.9 1.8

PD(cm"2) 5x10 9  7x108  lx10 10  6x10 9  3x10 9

FWHMo 8.0 4.2 12 10 10

c (A) 5.1914 5.1900 5.1852 5.1857 5.1869

Ac/c (%) 0.123 0.96 0.02 0.07 0.19

Ao) (cm-1) 3.0 2.5 0.15 0.50 0.90

8OA)(GPa) 0.97 0.81 0.05 0.16 0.29

8e(GPa) 0.99 0.77 0.04 0.11 0.2

The c parameter of strain-free GaN is c=5.1850 A [5].
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Fig.4. (a) Strain distribution in "A" samples measured by Raman shift; (b) High-resolution
image of the substrate/buffer layer interface of "B" sample with Si concentration of 3x10 18 cm.-3

Note formation of a differently oriented grain at the interface with the substrate.

Doped GaN "B" samples grown on (0001) sapphire with the GaN buffer layer also

showed threading dislocations mostly arranged in subgrain boundaries, similarly to undoped

samples "A." However, for the highest doping (lxl019cm"3) a random dislocation arrangement
could be observed with an average separation distance of a few hundred nm, much smaller than
the grain diameter in the lower doped samples (Fig. 5a). The dislocation density in this highest

doped sample was about 3xl09cm-2 which is much higher than the average dislocation density
in doped "A" samples. Since the grain diameter increases with doping to some extent, and for
higher doping a more random dislocation distribution is observed, the movement of misfit

dislocations appears to be larger in the samples with lower doping, since they move across the
grain diameter. In the samples with the highest doping the misfit dislocations are almost
immobile, so they quickly produce a high density of threading dislocations. This explains their
random distribution in the layer.

In addition to threading dislocations small pinholes (6 nm in diameter) were observed in all
three "B" samples. In plan-view these pin-holes appear as faceted slightly elongated hexagons.
High resolution images from these pin-holes show that they are formed within the GaN layer
since lattice images of ( 1 TOO) planes could be seen inside the hole. Some small particles about
1 nm in diameter (see Fig.5b) were always visible in all high resolution images of these pin-
holes. No dislocation Burgers vector can be detected around such particles. Studying the contrast
changes with defocus suggests that these small particles are probably foreign atoms, most
probably small dopant clusters. The reason for the formation of these pinholes is not clear. They
might be formed around a screw dislocation as suggested earlier [6], or around dopant inclusions
since the density of these pinholes increases with dopant concentration. Association of a screw
dislocation with such pinholes is unlikely, since no contrast typical for screw dislocations could
be detected on any of the observed images of the pinholes.

The GaN buffer layer in "B" samples looks completely different in comparison with the
AIN buffer layer in "A' samples. Dislocation loops parallel to the interface were not formed.
Occasionally differently oriented GaN grains were formed at the interface (Fig. 4b). Half-loops
were formed at the buffer/layer interface. Starting from this interface a steady decrease of
dislocation density was visible due to the formation of parallel defects as was observed in
samples "A."
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Fig.5. (a) Plan-view of the "B" sample with Si concentration of lxl019 cm.-3 Note randomly
distributed dislocations and a pinhole in the center of the micrograph; (b) High resolution
micrograph from a pinhole. Note black contrast of the defect (dopant cluster) within the pinhole.

The Raman shift observed in "B" samples indicated a much lower strain in these samples
compared to "A" samples grown with the AIN buffer layer. The stress in the low-doped samples
(9x10 16 cm-2), is very small, close to that observed in homoepitaxial layers. Surprisingly, the
stress increases with doping level in "B" samples, (whereas in "A" samples doping caused a
stress decrease). However, on average the samples with the highest dopant concentration have
only a small fraction (1/3) of the stress compared to the undoped "A" samples (Table I). This
would suggest that the role of Si doping in strain relaxation can be rather small. The buffer layer
appears to determine strain level in these samples.

CONCLUSIONS

Si doping of GaN layers grown by MOCVD improves the structural quality of the layer:
the top suace is smoother and the density of threading dislocations is smallest. This is in
agreement with the observation of a decrease of dislocation density with increase of dopant
concentration (S, Te, and Zn) in GaAs and (InP) [7].

It was evident that strain relaxation was related to dislocation density and therefore, was
directly influenced by the buffer layers. If one compares two samples with the same
concentration of dopant (3xl018cm-3) it appears clear that the density of dislocations is much
smaller in "A" samples. Based on early work of Amano et al [3] one can almost neglect the fact
that samples "A" were grown on a-planes of sapphire and samples" B were grown on c-planes.
Therefore, the AIN buffer layer causes a reduction of the threading dislocation density in the
layer. However, their smaller density causes an increase of strain. At this point it is clear that the
buffer layer plays a much more important role in strain relaxation than does the Si doping.

Comparing both sets of samples one can see that the FWHM of x-ray rocking curves is
much larger in the samples where dislocations are arranged on subgrain boundaries (see Table I).
These dislocations do not interact with the parallel defects as effectively as do the randomly
distributed dislocations. This finding confirms Raman studies that stress distribution in the
samples with dislocations arranged on grain boundaries is equally distributed through the layer
thickness, whereas a gradient in strain (smaller toward the sample surface) was found in the
samples with random dislocation arrangement.
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Different types of micro-tubes (pinholes or voids) were found in the two sets of samples.
Samples "A" grown on the a--plane of sapphire with an AIN buffer had a high density of these
defects always connected with a threading dislocation with an edge component, whereas the
defects found in "B" samples were not associated with a dislocation Burgers vector. Based on
the study of contrast around these defects it is also unlikely that screw dislocations could be
associated with them. Therefore, it appears that formation of these pinholes in "B" samples is
rather related to the dopant clusters, since the density of pinholes increases with dopant
concentration. It is not clear at this point if the large diameter micro-tubes seen by AFM are of the
same nature as the pinholes with small diameter diameter seen by TEM in these plan-view
samples.
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ABSTRACT

CVD diamond films with nitrogen content varying from 10 ppm to 132 ppm have been studied
by electron spin resonance (ESR), light-induced ESR (LESR) as well as spin-dependent
conductivity (SDC). Two characteristic signals have been observed. A carbon-related defect line
with g = 2.0029 ± 0.0002 and width 4 ± 1 G, is observed in ESR, LESR and SDC. The intensity
of this line measured by ESR increases linearly with nitrogen content. For low-defect-density
samples, or after illuminating the high-defect-density samples with UV light, a second signal is
observed both in ESR and LESR, but not in SDC, with a central line at g = 2.0024 _+ 0.00 1 and
width 0.2 ± 0.1 G and related hyperfine satellites =30 G away from the central line. This line is
assigned to isolated substitutional nitrogen, the so-called P1 center. The density of N-relatedl
paramagnetic states is strongly affected by illumination and heat treatments. Spin-dependent
conductivity measurements show that the dark conductivity at room temperature in CVD-diamond
is dominated by hopping at the g = 2.0029 defects.

INTRODUCTION

The unique properties of diamond have attracted considerable interest, especially after the
discovery that low cost and large area diamond films can be grown by the chemical vapor
deposition (CVD) technique [1]. The structural properties of diamond grown by CVD have
significantly improved in recent years. High quality polycrystalline films can be grown up to
several hundreds of micrometers in thickness. The addition of small amounts of nitrogen to the
process gas gives rise to faceted growth with (100) columnar texture, making this material a
promising candidate for active electronic devices [1]. Successful applications require, however, the
optimization of material properties with respect to carrier mobility, doping, and defect densities.

From studies on natural and synthetic diamond, it is known that nitrogen is the dominant
impurity, with many possible configurations from isolated substitutional to aggregate [1,2]. The
substitutional dispersed form is a deep donor with a level 1.7 eV below the bottom of the
conduction bands [3], giving rise to a well-established electron spin resonance (ESR) signal,
known as the P1 center. On the other hand, very little is known about nitrogen in CVD-diamond
films and the data available in the literature are not consistent. For example, despite the fact that
nitrogen is a deep donor, it has been argued that ,,intrinsic'' diamond, which contains typically 10
to 80 ppm nitrogen, is p-type [4].

Here we report on electron spin resonance (ESR), light-induced (LESR) and spin-dependent
conductivity (SDC) experiments on CVD-diamond films with nitrogen content varying from 10 to
132 ppm, with the aim of better understanding the effects of nitrogen on the film properties.

EXPERIMENT

The diamond films investigated in the present experiments have been grown by a standard
microwave plasma-assisted CVD) described in ref. [5], using methane and hydrogen as the main
gas sources. Two series of samples have been investigated. In the first series, the nitrogen content
in the gas phase has been varied from 0 to 4%, while other deposition parameters were kept
constant. In the second series, an optimization of the deposition parameters was performed
(substrate temperature and substrate bias voltage, while the N content was kept at around 10 ppm).
The substrate was silicon. The absolute nitrogen content has been determined by elastic recoil
detection [6]. During growth, the substrate temperature for the first series was fixed at 750 °C, and
in the second series was varied between 800 and 900 °C.
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For the ESR and LESR experiments, free-standing samples were placed in the TE102 cavity of
a standard X-band ESR spectrometer. All experiments have been performed at room temperature
using 0.07-100 kHz magnetic field modulation, with phase sensitive detection. Samples were
illuminated with a Hg/Xe arc lamp for the LESR experiments. Low-pass cut-off optical filters
were used to control the photon energy in the LESR experiments. Thermal annealing from 200 to
300 °C was performed with typical heating and cooling times of 60 s in a thermally stabilized oven
under air. For the SDC measurements, samples with coplanar contacts were used. The spin-
dependent change of the conductivity was also measured by modulating the magnetic field.

RESULTS

CVD-Diamond

9.3542 GHz Fig.1: Typical ESR
and LESR spectra
for two different
types of CVD-
diamond films:
highly oriented

textured (100) textured
,,H//(l00) (ESR), and non

textured (LESR).
a Note that for the

former, the
anisotropy in the
hyperfine constants
are clearly observed.

Uii
textured
H//(l10 )

3300 3320 3340 3360 3380

Magnetic Field (G)

In Fig. 1, typical ESR and LESR spectra are shown for two types of CVD-diamond films:
highly oriented, (100) textured, and non textured (35 ppm N content). The signal consists of two
(narrow and broad) central lines and satellite peaks. The broader line has a g-factor of 2.0029 _.
0.0002 and a peak-to-peak width AH,, of 4 * I G. The narrow line is a triplet composed of a
central line with g = 2.0024 ±t 0.0001 and AHPP = 0.2 * 0. 1 G, and satellite peaks coming from the
hyperfine interaction of the electron spin with the "N nuclei.

The broader (g=2.0029) line is present in all samples, independent of nitrogen content, both in
the dark (ESR) and under illumination (LESR). Note that this signal consists of a single central
line with unresolved shoulders, attributed recently to carbon dangling bonds, hyperfine-coupled to
nearby hydrogen nuclei [7,81.
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In Fig. 2 the density of the g=2.0029 defects is plotted against the N content, for textured and

non textured samples. As can be seen, optimized deposition conditions that lead to highly oriented,
(100) textured samples are related to a decrease by a factor of 10 in the C-related defect density.
Note that the density of C-related defects is to a first approximation equal to the density of N in the
film (dashed line). This would indicate that N incorporation induces the creation of C-related deep
defects, and thus to achieve a material with low defect density, the incorporated N content must lie
below 10 ppm.

The detrimental effects of the C-related defects are clearly observed from the spin-dependent
conductivity results presented in Fig. 3. The dark conductivity of the present samples, at room
temperature, is dominated by a hopping process, most probably through states in the grain
boundaries [11]. Typical dark conductivity activation energies at room temperature are very small,
of the order of 100 meV. As can be seen in Fig. 3, the SDC signal is very similar to the g=2.0029
line measured with ESR.

The narrower (g=2.0024) line, attributed to paramagnetic nitrogen, is found to be strongly
influenced by deposition conditions, thermal, and illumination treatments. In Fig. 1, the sample
identified as non textured corresponds to a sample grown under non optimized conditions, with 35
ppm incorporated N. For this sample, the g=2.0024 line can only be detected after illumination
with photon energies hv greater than 4 eV. An isotropic set of two satellite peaks is found at ± 29.2
G relative to the central line. In the case of the highly oriented, (100) textured samples, the
anisotropy of the hyperfine splitting is clearly observed. From the curves, the anisotropic
hyperfine coupling parameters are easily obtained, A, = 114.0 and A. = 81.3 MHz, in perfect
agreement with the well known P1 center in natural diamond [2]. In fact the non-textured line
shape corresponds to the powder, or randomly oriented spectrum using these hyperfine parameters
[9]. Note that the distortions in the satellite line shapes for the textured samples are due to
imperfect orientation of the crystallites. In fact, from the line shape it is possible to quantify the
degree of disorientation of these films. With a simple geometrical model that takes into account the
presence of a distribution of crystallite orientations, it is possible to simulate the observed ESR
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spectra. Using such a procedure, it is that for these highly oriented (100) textured samples,
deviations in the crystallite orientation are of the order of 100, in good quantitative agreement with
results obtained from X-ray diffraction in the same samples.

I I I I I I

CVD-Diamond •Fig. 3: Typical SDC
9.3523 GHz and ESR spectra for

ST=295K CVD-diamond"-16 films. The line
"shape and g-factor

t-. .for SDC and ESR
"o dspectra are

practically identical.
(I)

uAJ

SDC
-- ESR

I I I I I I

3300 3310 3320 3330 3340 3350 3360 3370

Magnetic Field (G)

1 + . .I---- - Fig. 4: Normalized
.•N-related signal in-
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decay as a function

CVD-Diamond of time after UV
g=2.0024 illumination, plotted0 for typical thermal

Z and illumination
S.treatments. The illu-

- -- 293K mination treatment
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nating the sample
"'. with low band pass

filter cutting at 695
0.1 i i i i nm. The dashed

0 10000 20000 30000 40000 50000 lines are just guides

Time (s) to the eye.

In the textured samples, the N-related signal is detected in the as-grown state, but can be
enhanced by a factor of 3 by light exposure with photons of hv > 4 eV. In both textured and non
textured samples, the increase in the N-related defect is accompanied by the same increase of the
C-related defect spin density. Note however, that the density of C-related defects is at least a factor
20 higher than the N-related P1 center. The light-induced changes in the occupation of the P1
center is weakly dependent on light intensity, varied between 1 and 100 mW/cm2, and stable when
the sample is left in the dark at room temperature.
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Accelerated quenching of the light-enhanced signal can be achieved by applying higher
temperatures or by illuminating the sample at room temperature with photon energies smaller than
3 eV. Typical results are plotted in Fig. 4 for the normalized signal intensity (N(t)/N(0)) as a
function of time, for different experimental conditions. The activation energy of the characteristic
decay time u, measured from the dynamics of the process at different temperatures, or using
different monochromatic light sources, is found to be around 1.5 eV.

The results presented above are in good agreement with photoconductivity experiments on
synthetic diamonds [10] and with theoretical calculations of the electronic structure [3] of
crystalline diamond, where isolated N is found to be a deep donor with a level of about 1.7 eV
below the top of the conduction band. The energetic position of the C-related defect is not known,
but must lie well bellow the conduction band. The density of P1 centers after illumination is found
to be about 5% of the incorporated N (or the C-related defect). Thus N can be either incorporated
substitutionaly (paramagnetic), or in other forms. 95 % of the incorporated N is not paramagnetic,
and apparently responsible for the creation of a C-related defect (g=2.0029), which then acts as an
efficient compensation center.

For the SDC, the g=2.0024 line was not observed, even after illumination with UV light. This
result is expected since the SDC is selectively sensitive only to states that leads to the transport of
charge, in this case dominated by hopping in C-related defects near the Fermi level.

(a) as grown (b) after UV illumination

Conduction band Conduction band

- N-related -*_ _

C- related
deep defects
at grain
boundaries

Valence band Valence band

Fig. 5: Schematic diagram showing the changes in occupation of the N-related defects, and
C-related deep defects, before (a) and after UV-illumination (b).

A simple model to explain such effects is presented schematically in Fig. 5. Note that it is
still not clear whether the C-related defects are mainly in the grain boundaries, or in the bulk of
the crystal, and the same is true in the assignment of their energetic position in the band gap. In
the as-grown condition, the N-donor states are practically empty due to the presence of the C-
related defects with a density at least a factor 20 higher than the former. The C-related defects
must lie deep in the band gap (at least deeper than the N-donor state), either in the bulk or at the
interface (grain boundaries), and are predominantly diamagnetic. With UV illumination, part of
the electrons in the C-related states are transferred to the N-donor states, increasing the density of
both paramagnetic N-donor states (P1 center), and C-related defects.
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CONCLUSIONS

In CVD-diamond, two lines can be observed with ESR, LESR, and SDC. One with a
g=2.0029, related to a C defect, and the second with g=2.0024, attributed to dispersed
substitutional N. Both lines are strongly dependent on growth conditions, and their intensity can
be manipulated with illumination and heat treatments. Our results indicate that N has a donor level
at about 1.5 eV below the conduction band, but is also responsible for the creation of deep defects
in a relation of roughly 20 defects for each donor state. Thus N will hardly be useful as a dopant,
and it is important to keep N-concentration levels in the film below 10 ppm in order to achieve
materials with low deep defect densities. SDC indicates that hopping through deep defects, most
probably in the grain boundaries, is the dominant conductivity path at room temperature in our
films.
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ABSTRACT

Diamond thin films have been deposited on silicon substrates by hot-filament chemical vapor

deposition (HF-CVD). Substrate temperature and methane concentration have been varied and the

resulting structural properties of the deposited films studied. Raman spectroscopy, scanning elec-

tron microscopy and electron paramagnetic resonance (EPR) measurements were performed. The

EPR measurements showed a single spectrum at g = 2.0027(2). The bulk concentration of the para-

magnetic species, as determined from the total EPR absorption were found to vary in the range

1017 to 1019 cm-3 . Low paramagnetic defect concentrations were found for samples exhibiting a

low non-diamond carbon contribution to the Raman spectrum. These samples were those grown

with a methane concentration of 1 % or less.

INTRODUCTION

The growth of diamond at low temperatures and pressures by chemical vapor deposition has

now developed so that films of high quality, as characterized by Raman spectroscopy, can be rou-

tinely fabricated. Extensive studies have been made on diamond films using various characteriza-

tion techniques. The technological important thermal[1,2] and electrical properties[3,4] of these

films are dependent on the incorporation of point and extended defects and non-diamond phases.

An approximate relation has been shown between the Raman full width at half maximum

(FWHM) and the electrical properties, and has been attributed to differences in the defect densi-

ty[3]. Electron paramagnetic resonance (EPR) spectroscopy has high sensitivity to paramagnetic

charge states of point defects in carbon phases. A number of EPR studies on diamond films have

been reported[5-10], but a complete understanding of the origin of the paramagnetic defects ob-

served has yet to be achieved.
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Previous studies[5-10] have reported the observation of an intense EPR spectrum from as-

grown diamond films. The reported g-values range from 2.0021 to 2.0028. Variations in lineshape

and linewidth have also been observed. Typically the spectrum exhibits partially resolved struc-

ture. Jia et. al.[8] have studied the EPR spectra from diamond thin films grown with gas mixtures

H2/CH 4, D2/CH 4 and H2/
13CH4 from which they were able to conclude that the dominant contri-

bution to the spectrum involved a paramagnetic center localized on a carbon site. The satellite

lines were assigned to an interaction with hydrogen nuclei. In a 9.5 and 35 GHz EPR study of di-

amond films Holder et.al. [7] observed that the satellite lines were at - ±gNI3 NBO with respect to

the central line showing that they could not be due to hyperfine interaction but likely resulted from

weak magnetic dipole coupling between the electronic spin and neighboring hydrogen nuclei[ 11]

and were so called 'spin-flip' satellites. Earlier cross-polarization (CP) combined dynamic nuclear

polarization (DNP) magic angle spinning (MAS) experiments[12] on diamond films had detected

proton polarization transferred to the 13C spin-system of a paramagnetic center. Only 13C atoms

associated with a paramagnetic center and with protons in the immediate vicinity can contribute

to such a signal. However, in a recent multi-frequency EPR study[10] the splitting of the satellite

lines was studied and found to deviate from theory. The satellite lines were attributed to a biradical

center. The overall EPR lineshape was fitted using two lorentzian lines in combination with the

doublet spectrum for the biradical center[ 10].
There is a similarity between the diamond thin film spectrum and that observed from amor-

phous carbon [13] (a-C) thin films. It has been suggested that the diamond thin film spectrum is

due to dangling bond defects present in non-diamond carbon phases[ 14]. An alternative interpre-

tation has been given by Fanciulli and Moustakas[5] who have noted the similarity with the spec-

trum assigned to the negative charge state of the carbon vacancy in single crystal diamond.
A limited number of studies on the influence of growth conditions on the EPR spectrum have

been made. Watanabe and Sugata[9] studied films synthesized at different pressures and also at

various concentrations of different hydrocarbon gases. Fanciulli and Moustakas[5] used the vari-

ation of substrate temperature and, in particular, system pressure to study the defects in the dia-

mond thin films. In this study, we report EPR measurements on diamond films fabricated with the

variation of methane concentration and substrate temperature. The results from EPR are compared

to the results from Raman Spectroscopy.

EXPERIMENTAL DETAILS

The diamond films in this study were grown by hot-filament chemical vapor deposition

(HFCVD), from a gas mixture of CH 4 and H2. The samples were held on a molybdenum substrate

holder heated by tungsten filaments. Growths were performed using tungsten filaments at 1900-

2100 'C with a mixture of high purity methane and hydrogen giving a total flow rate of 200 sccm
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at a pressure of 40 Torr. Growths were typical of 8 hrs duration but several longer 12-16 hrs

growths were also made. The films were deposited on a p-type (100) silicon (>100 Qcm)

scratched with diamond paste and ultrasonically cleaned in distilled water and acetone. A series

of films were grown with the substrate temperature (Ts) varied between 825 -950 'C with a CH4/

H2 of 1%. Films were also grown using T, = 850 'C but with different CH4/H2 ratios in the range

0.25 to 5%. The data from twenty nine growths are presented here, at least three growths for each

methane concentration were performed.

The films were characterized by Raman spectroscopy and Scanning Electron Microscopy

(SEM). Raman spectroscopy was carried out using a ISA JOBIN-YVON U1000 spectrometer

with the 514.5nm line from an argon ion laser. A JOEL JSM-35 scanning electron microscope was

used to observe the morphology and measure grain size and film thickness. EPR measurements

were carried out on a Varian E109 X-band spectrometer at room temperature with 100-kHz field

modulation. Spectra were recorded using modulation amplitude of 0.05 mT and with a microwave

power of 12 mW. Power saturation studies were carried on a selection of the samples. The NO

spectrum from a synthetic diamond lb crystal was used as a reference to calculate the g-value.

However, measurements were also performed on a Bruker ESP300 X-band spectrometer where

the magnetic field was calibrated using a NMR magnetometer and the microwave frequency was

measured using a frequency counter. The area under the absorption was determined from a cali-

bration using a series of cx, a'-diphenyl-p3-picarylhydrazyl (DPPH) samples of known weight.

RESULTS AND DISCUSSION

Typical Raman spectra for samples fabricated with the variation of substrate temperature and

methane concentration are shown in figures la and lb, respectively. It can be seen from figure la

that all the films exhibit the characteristic first order Raman peak centered at 1332 cm-1. The sig-

nal from the non-diamond phases (in the region around 1550 cm-1) are negligibly small except for

the samples grown at substrate temperatures of 825 and 950 TC. As expected, the increase in meth-

ane concentration did produce films with significantly increasing amount of non-diamond carbon

content as shown in figure lb. The surface morphology indicated a polycrystalline film with a

mixture of (100) and (111) facets for all the samples grown with a methane concentration less than

3.5 % (see figure 2a). The samples grown with a methane concentration of 3.5 % and 5 % indicat-

ed a ball-like structure (see figure 2b) characteristic of diamond/non-diamond codeposition. The

grain size was found to vary between 2-9 ltm and the film thickness ranged between 2-15 gm.
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Figure la - Raman spectra of diamond Figure lb - Raman spectra of diamond films
films fabricated with the variation of fabricated with the variation of methane
substrate temperature. concentration.

711

Figure 2a - SEM picture of a typical poly- Figure 2b - SEM picture indicating the ball-
crystalline film with a mixture of (100) and like morphology.
(111) facets.

All samples studied exhibited an EPR spectrum at g = 2.0027(2) with an intensity greater than
that observed for the silicon damage signal from the scratched substrate. The variation of spin con-
centration with respect to substrate temperature and methane concentration are shown in figures
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3a and 3b, respectively. As seen from figure 3a, EPR spin concentration does not change signifi-

cantly for the samples grown with various substrate temperatures except for the sample grown at

a substrate temperature of 950 TC. A substantial change in the EPR spin concentration is observed

for samples grown with varying methane concentration. It can be seen from figure 3b that EPR

spin concentration increases with increasing CH 4/H 2 ratio and is minimum for sample grown with

a methane concentration of 0.5%. A comparison of figures lb and 3b suggest an increase in EPR

spin concentration with the increase in amorphous carbon content of the films. The amorphous

carbon content could not be evaluated quantitatively because of the different Raman scattering ef-

ficiencies of diamond and non-diamond carbon phases.

4 0 . . .. . . . .. . . .
35.•-" 120
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S 25 • 80

S60

~15QI • 40
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Figure 3a - Substrate temperature vs. Figure 3b - Methane concentration vs. EPR
EPR spin concentration, spin concentration.

CONCLUDING REMARKS

Optimal growth conditions for diamond thin films were found to be in the range 0.25-1 %

methane with a substrate temperature of 850 TC. Increasing methane concentration results in an

increase in the amount of non-diamond phases. Electron paramagnetic resonance studies show

that the concentration of paramagnetic defects increases systematically with increasing methane

concentration. These results are consistent with a model that includes a non-diamond phase para-

magnetic center contribution to the observed EPR spectrum.
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Abstract

Hall effect, deep level transient spectroscopy, optical absorption, and optical admittance
spectroscopy were employed to determine the position of the vanadium acceptor and vanadium-
nitrogen complex in vanadium- and nitrogen-doped 4H and 6H SiC. Hall effect results indicate that
the acceptor position in 4H(6H) SiC is 0.80(0.66) eV beneath the conduction band edge. The
DLTS signature of the defect in the 4H polytype showed an ionization energy of 806 meV and a
capture cross section of 1.8x10-16 cm2 The optical absorption measurements proved that the
acceptor level investigated is related to isolated vanadium, and therefore the vanadium acceptor
level. Based upon DLTS and SIMS measurements, the maximum solubility of vanadium in SiC was
determined to the 3x10 11 crm3 . An examination of polarized light experiments indicates that
vanadium also complexes with another element to form electronic(at 5000 cm 1) and vibrational
absorption(at 683 cm-1) bands. While the other constituent cannot be identified, evidence suggests
that nitrogen is a likely candidate. This complex introduces a deep level at EC-0.78 eV as
determined using optical admittance spectroscopy.

I. Introduction

Due to its wide band gap and inherent properties, silicon carbide has been sought out as a material
which can be employed in unique conditions, where other semiconductors would fail. Silicon
carbide is specifically well suited to both high temperature and high power applications. However,
due to the extreme conditions associated with the production of suitable wafer-sized boules of this
material, the incorporation of impurities is required to facilitate its utility. Deep levels are required
to elucidate the desired properties which would otherwise be present in pure silicon carbide. One
element which has been identified as having the potential of producing such a level is vanadium.
It has been studied with electron paramagnetic resonance (EPR)', photo-EPR•, and infrared
absorption1 . From these measurements, vanadium has been found to occupy silicon substitutional
sites in the three following charge states: positive (3d'), neutral (3d), and negative (3d ), and
therefore produces two levels in the SiC bandgap. The donor level (01+) has been shown3 to reside
near the middle of the band gap (at E.-1.35 eV).

In the absence of all other considerations, vanadium appears to be the most promising element for
the production of high resistivity silicon carbide. However, one must not only look at isolated
defects which are created when an element is incorporated, but also the different complexes
formed as well as the viability for their formation when examining a potential deep dopant. We
report on the discernment of a complex which can be attributed to the pairing of vanadium and
nitrogen. Prior to this examination of this vanadium complex, an discussion of the vanadium
acceptor level is undertaken.
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II. Sample Preparation/Experimental Setup

For this study, SiC samples were sectioned from a vanadium-doped SiC c-axis oriented boule
grown using a physical vapor transport technique which has been previously described.4'I The
boules were first sliced into 40 mm diameter wafers which were then cut into 1.0 cm x 1.0 cm x
0.5 mm samples for optical absorption studies and 0.5 cm x 0.5 cm x 0.5 mm for hall effect
experiments. The sample surfaces were prepared by lapping and subsequent poflishing with
progressively finer diamond pastes. The absorption samples were employed without further
preparation, but the Hall effect samples required contact deposition.

5000 A layers of tungsten were sputtered onto SiC samples in a van der Pauw configuration.6 The
samples were then annealed for 60 seconds at 550°C in a reducing ambient consisting of 90%-N2
and 10%-H 2. Hall effect experiments were performed from 20 to 500°C.

Ill. Results/Discussion: A. Vanadium Acceptor Level

The very first examination of vanadium in SiC yielded the existence of the acceptor level at a
position above the donor level.' In the past 2 years two articles have sought to establish the
activation energy of this level at -0.627 and <0.25 eV8. Both estimates relied upon inference, and
neither provided any direct experimental evidence. As will be evinced in this section, these values
are too low.

Shown in figure 1 are two absorption spectra observed at 13K from a vanadium-doped 4H sample.
Clearly visible are the characteristic 2E_ 2T2 intracenter transition absorption bands from the
vanadium 3d1 center in the 4H polytype at 0.929 and 0.970 eV. The solid line represents the
spectrum taken under normal operating conditions, while the dashed spectrum was taken
immediately following a 10 minute illumination with a trans-band gap halogen source. The initial
spectrum is assumed to be in equilibrium, and therefore the Fermi level in the sample is pinned to
either the donor or the acceptor level.

Plotted in figure 2 is the resistivity of two vanadium-doped samples as a function of inverse
temperature. The circular symbols represent the resistivity of a 6H sample , while the squares
represent that of a 4H sample. The lines in the graph are a least squares fit of the Ahhrenius

33 - to,

32. z ,o, 4K V-doped

S31-

.- 10 61R V-doped
Ea=0.66 eV~30-tI

29 •
0.92 0.94 0.96 0.98 1021.2 1.4 1.6 118 2:0 2.2 2.

Photon Energy (eV) 1000/T(l/K)

Figure 1-NIR absorption spectrum of a 4H V-doped Figure 2-Temperature dependent resistivity
SiC sample both before (solid line) and after measurements on both V-doped 4H (square) and
(dashed line) white light illumination. VH (round symbols) SiC.
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relationship between temperature and
resistivity (modified for the conduction band
density of states). The fitting parameter in
each case is the activation energy of the
defect. The ionization energy of the 4H
sample was found to be 0.80 eV, or the same E 806 rreV
value as was found using DLTS. The position '
of the acceptor level in the 6H material was
found to reside 0.66 eV beneath the
conduction band edge.

In order to determine the activation energy of
the defect responsible for the DLTS signal, a 10_ _

plot of eFF2 versus reciprocal temperature was 22 23 24 25 26

created, and is shown in figure 3. The 1000T(K1)
activation energy was extracted from this plot
using the following equation:

Figure 3-DLTS activation energy plot of a V-doped

en=.YNýV1 exp ((Ec-Ea)/kT) (1) H sample. The capture cross section was found to
be 1.79x10re cm 2 .

where a is the capture cross section, N, is the
conduction band density of states, Vt, is the thermal velocity of electrons, Eo-Ea is the depth of the
level from the conduction band (in the case of electrons), k is the Boltzmann constant, and T is the

temperature. The activation energy of the defect was calculated to be 806(20) meV. The thermal
velocity of electrons in this sample was calculated using a method devised by Green.9 With this
information, the temperature independent capture cross section was determined by examining a
single point from figure 3 and was found to be 1.8x10-1 cm 2. No other levels were detected in
these samples throughout the temperature range examined (90 to 450K). This fact coupled with
the knowledge that these samples were intentionally doped with vanadium, indicate that this may

be the vanadium acceptor level. The maximum trap concentration of vanadium acceptors was
found to be 3x10 1 7 cm-3 . Since the boules were doped with vanadium and since SIMS results
indicated a higher total concentration of vanadium, this is believed to be the maximum
concentration of isolated, substitutional vanadium in SiC.

B. The Vanadium-Nitrogen Complex

With the amounts of unintentional impurities present in the PVT-grown SiC, there is a real likelihood

that the vanadium will form complexes with these elements. A priori, there is no way of determining
the effect of such a complex on the properties structure of silicon carbide. During the course of this
investigation, a vanadium complex was found. The fact that vanadium is present in this complex
has been established, but the second component cannot be ascertained unequivocally, but
nitrogen is forwarded as the most likely candidate.

The discovery of this vanadium complex stemmed from an examination of an electronic transition
observed in the near infrared spectrum of silicon carbide samples. Shown in figure 4 is this
electronic transition observed in a typical 6H sample. The fine structure is defined by two no-
phonon doublets at 5000 cm 1 and 4850 cml. These bands are ubiquitous in n-type silicon carbide,
and therefore most likely related to a common contaminant.

In 1995, Kunzer et. al. 8 discussed the magnetic circular dichroism of the absorption (MCDA)-
detected ESR of the absorption band at 5000 cm 1 . From this, they determined that the element
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Figure 4 - Electronic transition of the V-N complex Figure 5-Absorption of the 5000 cm 1 band with the
light polarized both: a) perpendicular and b)parallel
o the c-axis.

responsible for the absorption band was
vanadium. The only element lacking from the report of Kunzer et al.7 was that they did not perform
angular dependent measurements, which would prove whether or not this was a isolated or a
complex defect.10

A polarization study of the 5000 cm 1 band is the first indication that the defect responsible is a
complex(figure 5). Shown are the experimental spectrum of light polarized both
perpendicular(figure 5a) and parallel(figure 5b) to the c-axis. In the latter condition, either no
absorption is observed, or the absorption is within the S/N ratio of the experiment. For defects
possessing cubic symmetry, the selection rules necessitate that light absorption experiments excite
defects identically whether the light is polarized along the x, y or z (or any combination of x, y, or
z). This statement stems from the fact that the polarization vector is triply degenerate under cubic

symmetry, and therefore the triple product of
the initial symmetry, the polarization vector,

28- and the final symmetry is identical for each
polarization. From this significant change of

26- the absorption in the different polarizing
conditions, some anisotropy of the defect must
be present. The first likely symmetry is C,

E 24, This symmetry would imply a complex whose
adjacent constituent species resides on a

2- 22 substitutional lattice site.

Shown in figure 6 is a middle infrared
20 . absorption band structure observed in nearly

all SiC spectra. These bands are intricate, and

18. cannot, as yet, be interpreted. They were
670 690 690 760 correlated to the 5000cm' absorption band

Wavenumber (cm"
1
) (figure 7).

Figure 6-MIR absorption bands attributable to the This correlation, coupled with the presence of

vibrational modes of the V-N complex a phonon replica (at 683 cm-1) observed near
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the electronic transition, indicates that the bands at 683 cm-' are related to the vanadium complex.
The cause of this absorption band must be the other constituent of the complex. The structure of
the vibrational absorption band is not yet understood, but may be related to the presence of the
three inequivalent lattice sites in the 6H polytype, coupled with the low symmetry of the complex.

With the assumption that this complex forms a center with C3, symmetry, the ground state of the
complex is the 3A2 state, while the first excited state is the 3E. From this, the transition involved in
the observed absorption band is the 3A2 _

3E. In order to gauge whether the transition is orbitally
allowed, the cross product of the initial symmetry, the electric dipole, and the final symmetry must
contain the totally symmetric representation, A,. This is illustrated by the following relationship:12

x, y direction (E ) (A,+A 2+E (contains A,)
A2 x x E= (2)

z direction XA,, x E (does not contain A,)

From this, the cross product of symmetries for light polarized along the x and y directions contain
the totally symmetric representation (A,), and therefore, the transition is orbitally allowed. The
same is not true for light polarized along the z direction. These arguments suggest that the C3v
symmetry is most likely a correct descriptor of the defect.

The other possible transitions that this symmetry would allow include: 3A2-'3A2, 3 A'-.3 A,, and
3A2 Q3E(2). The first two are orbitally forbidden. A subsequent correlation (figure 8) will be used to
show that the bottom-most 3A2 state is 0.78 eV beneath the conduction band edge. The energy
of the transition to the first 3E state is 0.625 eV, and therefore, the upper state of the third transition
(3E(2)) is most likely degenerate with the conduction band. This degeneracy would significantly
shorten the time the defect would be allowed to exist in this 2E configuration, which would broaden
the transition so that it would not be observed.

At this juncture, speculation as to the chemical nature of the second element is in order. In order
to isolate the species, the two primary restrictions are employed: that the total defect possesses
two electrons and the second element is ubiquitous in silicon carbide. The first consideration is a

result of research that Kunzer et. al. 7

performed which found that in n-type material,

3.0 the complex contains two electrons.

25 The vanadium atom substitutes for silicon, and,
therefore, the other element must substitute on

20 the carbon sub-lattice. Since the band lies
5close to the optic phonon branch, and

1.5- neglecting the significant modification of the

1.0 , force between the impurity and the matrix, the
impurity examined must be slightly heavier

0.54/than the carbon atom it replaces. Additionally,
0.5 the number of electrons in a vanadium-

0.0 nitrogen complex (2, 1 from V and 1 from N) is
L' / exactly the same as was observed in the
0 5 10 1'5 • ý5 30 35 MCDA-ESR study of the 5000 cm-1 band.

Integrated absapton of 683 cnl• band

As a result of these arguments, the most likely

Figure 7-Correlation between the absorption candidate is nitrogen. Another issue which
ntensities of the 683 cm-1 and the 5000 cm-' bands must be addressed is the preferential
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orientation of the complex along the c-axis. 10
This is not difficult to rationalize because such
a phenomenon is observed in another
transition element complex (Ti-N), which - 8

preferentially orients perpendicular to the c-
axis.12 The reason behind this is not well 67
understood, but if the Ti-N complex has a
preferred orientation, not much rationalization
is required to substantiate the preferred 15
orientation of the vanadium-nitrogen complex. 6
As was previously mentioned, one reason 2-

behind the study of this complex was to
determine whether it would detract from the
high-resistivity nature of vanadium doped 060 2 '0 12 1

silicon carbide boules. This is partly 0 .2 4V 6 8r 10 12 14

established through the determination of the 0.78eVCASPealrtenst(rrp

depth of the complex's level in band gap.
Optical admittance spectroscopic (OAS) Figure 8-Correlation between the 683 cm-1 band and
measurements were employed to correlate the he intensity of an OAS peak at Ec-0.78 eV.
683 cm-' absorption band to a deep level(at E.-
0.78 eV) observed in the OAS spectrum(figure
8). This figure was constructed from five samples (including two at the origin). An examination of
this correlation shows that the vanadium-nitrogen complex creates a deep level 0.78 eV from the
conduction band edge.

IV. Conclusions

Using Hall effect, DLTS, optical absorption spectroscopy, and OAS, the activation energies of the
vanadium acceptor and vanadium nitrogen complex were established. For the acceptor level, the
activation energy was determined to be 0.80 (0.66) eV for the 4H (6H) SiC modification. Using
DLTS, the concentration of isolated vanadium centers was found to be 3x`1017 cm-3 . The complex
introduced a level slightly deeper at E.-0.78 eV for the 6H polytype. Optical absorption
spectroscopy was used to characterize the structure of the vanadium complex as C3V The
vanadium complex is responsible for absorption bands in the MIR(683 cm-1 , vibrational transition)
and NIR(5000 cm-1 , electrical transition).
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ABSTRACT

We have calculated the electron mobilities in GaN and InN taking into consideration
scattering by short range potentials, in addition to all standard scattering mechanisms. These
potentials are produced by the native defects which are responsible for the high electron
concentrations in nominally undoped nitrides. Comparison of the calculated mobilities with
experimental data shows that scattering by short range potentials is the dominant mechanism
limiting the electron mobilities in unintentionally doped nitrides with large electron
concentrations. In the case of AlxGalixN alloys, the reduction in the electron concentration due
to the upward shift of the conduction band relative to the native defect level can account for the
experimentally measured mobilities. Resonant scattering is shown to be important when the
defect and Fermi levels are close in energy.

INTRODUCTION

Much research currently focuses on the growth of high quality epitaxial films of III-V
nitrdes. Because of their wide direct bandgap, these materials are considered prime candidates
for the manufacture of visible to ultraviolet optoelectronic devices [1] and the HI-V compatible
dielectrics [2]. In recent years there have been several reports on calculations of electron
mobilities in III-V nitrides [3-5]. Those calculations were aimed at an assessment of the relative
contributions of the standard scattering mechanisms and the establishment of the phonon
mobility limits in these materials. Comparison of the calculations with experimental results was
rather difficult as undoped GaN and InN very often exhibit large electron concentrations.

It has been argued before and there is an increasingly convincing body of evidence that the
electrons found in nominally undoped nitrides originate from nitrogen vacancies with the first
ionization level resonant with the conduction band [6,7]. It has been found that by controlling
the crystal stoichiometry one can change the electron concentrations by many orders of
magnitude with the highest concentrations exceeding 1020 cm- 3. The highly localized nature of
the native donors raises the question on how the short range potential associated with the donors
affects the electron mobilities and whether there is any difference in the electron mobilities in
intentionally and unintentionally doped materials.

MOBILITIES IN BINARY III-V NITRIDES

Our calculations of the electron mobilities are based on a variational approach used
previously to calculate mobilities in other III-V compounds [8]. We incorporate all standard
scattering mechanisms; optical phonon, acoustic deformation potential, acoustic phonon
piezoelectric and Coulombic ionized-impurity scattering. We also include the scattering arising
from the short range potential of the native defects. This type of scattering has been previously
considered in narrow gap semiconductors [9].

The total potential of an ionized and highly localized defect can be separated into two parts,

V(r) = Vcoul(r) + Vsr(r) (1)

where Vcoul is the long range screened Coulomb potential and Vsr is the short range potential.
Both potentials are localized on the same center. The electron scattering rate is proportional to
the square matrix element of the potential (1) and consists of three terms; the standard Coulomb
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term, a short range term proportional to the square of the matrix element <SIVsrlS> and an
interference term proportional to <SIV,,[S> <SIVcIS>, where IS> is the conduction band Bloch
amplitude. Therefore, incorporation of the short range potential results in two additional terms
in the total scattering rate,

tlsr=-
N m* k A2  (2)

and

N e2 m* A Fint (3)

where A is the matrix element of the short range potential, N is the concentration of native
defects, k is the electron wavevector, m* is the effective mass in units of the free electron mass,
and Fo is the dielectric constant.

The screening factor is

Fint I 4 - I ln(l + toj (4)

where to = (2kX) 2 and the screening length X is [81

X =- 1.7/2 x 10 -14 E0 1_L _ (5)

(m*/Mo)3 /2 TI/ 2 F-l/ 2(x)

where F-1/2(x) is the Fermi integral of -1/2 order. It is important to note the different
dependence of the scattering rates on electron energy. For a highly degenerate electron gas with
concentration n, k - n1/ 3 , X - n-1/6 and to a good approximation Fint = 4. Assuming that in the
unintentionally doped samples the electron concentration is proportional to the defect
concentration, one finds from Eqs. (2) and (3), that i/'Csr - n4/3 and 1/tint - n2/3. It can also be

shown for scattering by the coulomb centers that 1/tcouil - n1/3. Hence, the short range
scattering is expected to play a more important role in samples with a high free carrier
concentration. The results of our calculations for unintentionally doped GaN along with the best
experimental data found in the literature [10-13] can be seen in Fig. 1. Here we assume that the
concentration of electrons is equal to the concentration of the native defects. Shown are the
calculated mobilities assuming that the sources of the electrons are all extrinsic Coulombic
impurities (dotted line) or are native defects with a short range potential (solid line). Also
plotted are the individual contributions to the solid line mobility from the short range and
interference terms. As one can see, the experimental mobilities at very high carrier
concentrations show a sudden drop far below the dotted line values, which can be understood by
the incorporation of scattering by short range potentials associated with highly localized native
defects. Although the dotted line mobilities were calculated assuming zero compensation, it is
easily demonstrated that even with compensating acceptors, the mobility at large carrier
concentrations would not show the sudden drop present in the experimental data, as Coulomb
scattering has a relatively weak dependence on the carrier concentration. Although not shown,
experimental data for mobilities in GaN intentionally doped with Si or Ge show only the
expected weak dependence on electron concentration [14-17], even at very high carrier
concentrations. The material parameters used in the calculations are listed in Table 1. We find
that a value of A = 3.7x10-34 erg cm 3 for the short range scattering strength is required to
account for the experimental data. Assuming that the short range potential is restricted to a
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Table I

GaN InN

density (g/cm 3) 6.1 6.81
Co 9.5 15.3
Z- 5.35 8.4
LO phonon energy (meV) 90.5 76
m*/mo (at band minimum) 0.2 0.11
lattice parameter ao (A) 4.52 4.98
acoustic phonon vel. (cn/s) 6.6 x 105 5.07 x 105
piezoelectric constant (V2/dyn) 1326a 1326a
deformation potential (eV) 9.6 2.5
<SIVsrlS> 3.7x10-34  2.5x10-34

aEstimated from ref. 22. It is assumed that the value is similar for the two
nitrides. Piezoelectric scattering is not an important mechanism in any
concentration range.

single unit cell this value corresponds to a potential well with a depth of about 10 eV. As there
are no discussions of the magnitude of this parameter in the literature, the experimental
mobilities were our only guide to estimating a value.

Another Ill-V compound that exhibits large concentrations of free electrons is InN. In as
grown, undoped InN, electron concentrations are as high as 1021 cm-3. It is generally accepted
that in this case, the electrons also originate from highly localized native defects which have an
energy level located well above the conduction band edge. One can therefore expect that
scattering by short range potentials should play a significant role in this material as well.

103S

S~1000

= ~100 -
GaN InN A
undoped u
T=300 K T=300K .101 - ,E......).....

16 17 18 19.0-1
10 10 10l s 10 10 1621 10 16 107 10 I8 1o'1 102o 1021

Carrier Concentration (cm3 ) Carrier Concentration (cms )

Figures 1 and 2. Experimental (dots) and calculated (lines) mobilities in GaN and InN.
The theoretical curves are calculated with (solid) and without (dashed) the short range
potential. INT and SR show the contributions from the interference and short range
terms, respectively.
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Calculated room temperature electron mobilities in unintentionally doped InN are shown in
Fig. 2 along with the best available experimental data [17-21]. Because of the relatively small
energy gap of Er, =1.9 eV, at large carrier concentrations (>1019 cm-3) the Fermi energy
becomes comparable to the energy gap. In such cases it is necessary to incorporate the effects of
nonparabolicity on the density of states effective mass. In a simple approximation, the energy
dependent effective mass is given by,

m* n1 (+2 E (6)

where mo* is the conduction band edge effective mass and E is the electron energy.
The results in Fig. 2 show that, as in GaN, the mobility is entirely determined by the short

range and interference scattering at very high carrier concentrations. Although there is only a
very limited amount of experimental data on electron mobilities in InN, it is quite clear that the
strong concentration dependence observed at very high electron densities cannot be explained
by Coulomb scattering. The rapid decrease of the mobility for n larger than 1020 cm-3 can be
explained by scattering by native defects with the parameter A = 2.5x10- 34 erg cm3, which is
close to it's value in GaN.

Unfortunately, there is no data available on InN which has been doped to such a high level.
From the calculations presented in Fig. 2 one finds that at high electron concentrations the
mobility in InN doped with hydrogenic donors should be at least one order of magnitude higher
than in the unintentionally doped material. Therefore it is expected that doping with shallow
hydrogenic donors should greatly improve the electrical characteristics of InN.

MOBILITIES IN THE ALLOYS OF Ill-V NITRIDES

In addition to the binary III-Nitrides, we have also examined mobilities in AlxGal-xN. One
noteworthy feature of the experimental mobility data in this material is that the electron
mobilities remain relatively constant as a function of alloy composition [23,24]. In order to try
to reproduce this trend, we introduce two more terms in our mobility calculations, alloy disorder
[25], which is a well established scattering mechanism, and resonant scattering [26].

Figures 3A and 3B show the energies of various levels in AlxGalpxN as a function of Al
content for two different defect concentrations. As the bandgap of AIN is greater than GaN, the
conduction band minimum shifts upward with increasing Al fraction. The energy of the defect
level remains relatively constant as it is localized. This decrease in energy of the defect level
with respect to the conduction band leads to a "freeze out" of carriers originating from these
defects. The calculations presented in Figs 3A and 3B include a downward shift of the
conduction band edge resulting from electron-electron and electron-ion interaction [27]. As the
electrons freeze out, the effect becomes smaller, leading to a superlinear dependence of the total
shift on the alloy composition.Another effect we have considered is the influence of the carriers
on the conduction band.

Resonant scattering becomes possible as the defect and Fermi levels move close to each
other. At this point, conduction electrons may be scattered into temporarily bound states of the
defect and vice versa. The overall effect of this process is to decrease the electron mobility
[281. This effect is particularly pronounced where the Fermi level and defect level coincide.

In order to take this effect into account, we introduce another scattering term into our
calculations, making the assumption that the density of states of the defect level is not a delta
function, but is broadened with a Lorentzian shape. In this case, the characteristic relaxation
time for this process can be written as

• = n E + (7)
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where E is the electron energy and r is the broadening of the defect level [29]. A value of 25

meV was adopted for r in these calculations.
The results of our calculations for alloys are shown in Figures 4A and 4B along with the

corresponding experimental data. The general agreement between the two sets of data is quite
good. The sudden decrease in the calculated mobility occurs where the Fermi and defect levels
cross, suggesting that the experimentally measured dips are not due to experimental error or
poor growth, but are in fact signatures of resonant scattering. We expect that this effect could
also be seen if hydrostatic pressure were used to bring the defect level down in energy with
respect to the conduction band. Such a measurement could be used to determine the pressure
coefficients of the conduction band and defect level more accurately.
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Figure 3A/B. Plot of energy levels v. Al content in Al Ga lXxN for two defect
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CONCLUSIONS

We have presented the results of theoretical calculations of the electron mobility in GaN and
InN. We have shown that scattering by the short range potential of highly localized native
defects is responsible for the mobility drop observed at high electron concentrations in
unintentionally doped materials and that resonant scattering can be seen by measuring mobilities
in the case where the defect and Fermi levels are close in energy. The matrix element of the
short range potential has been determined by comparison of the theoretical calculations with the
experimental mobilities in unintentionally doped materials with high electron concentrations.
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Abstract

Electrically active defects in both 4H and 6H polytypes of SiC have been observed
through the use of deep level transient spectroscopy (DLTS). Schottky contacts were
grown by vapor phase epitaxy (VPE) with doping concentrations, the epitaxial layer
having a doping concentration in the range of 1014 cm-3 to 1017 cm-3. Numerous levels
have been found in the as-grown n-type 6H-SiC samples and secondary ion mass
spectrometry (SIMS) and MeV electron irradiation have been employed to corrrelate the
defect levels to impurities or structural defects. In contrast, only a single level is
observed in the as-grown 4H-SiC samples.

Introduction

The use of silicon carbide as a high temperature, power, and frequency semiconducting
material has been recognized for quite some time, but advances in the fabrication of
devices have been limited by the quality of both substrates and epitaxially grown
layers 1. Rapid advancements in both have resulted in the current production of high
quality material. In order to fully exploit the material, a knowledge of the electrically
active deep levels is required as their effects as efficient recombination centers or traps
may limit the minority carrier lifetime, or, conversely, result in a method for the
fabrication of semi-insulating substrates. The electrically active deep levels may be the
result of impurity atoms 2-6 or structural defects such as vacancies or interstitials. The
most common technique that has been employed for the identification of the deep levels
has been deep level transient spectroscopy (DLTS). To date, there are numerous reports
in the literature describing deep levels in the 6H polytype , although in most cases, defect
levels are found to be the result of electron, ion, or neutron irradiation 1,7,8. There are
few reports of defects in as-grown epitaxial films 9.

Experimental

The epitaxial layers were grown by vapor phase epitaxy (VPE) in a horizontal reactor
reported elsewhere 10. The epitaxial layers were grown at about 1600 °C with SiH 4
and C3H8 used as the precursor gases while nitrogen is used the n-type dopant. The
samples were de-greased with organic solvents (trichloroethylene, acetone, and ethanol)
and dipped into a 10% HF solution prior to loading into an electron beam evaporation
system which was pumped to a pressure below lxl0-7 Torr. Schottky contacts were
then formed by depositing either copper, titanium, or nickel films of 200 nm thickness
through a metal mask with a diameter of 1 mm. Deep level transient spectroscopy was
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typically performed using six to eight rate windows ranging from (20 ms)-1 to (3.2 s)-l.
Secondary ion mass spectrometry (SIMS) was performed using a Cameca IMS 4f
microanalyzer utilizing either a cesium or oxygen ion beam. Electron irradiations were
conducted at 2 MeV with the dose varying from lx 1015 e-/cm 2 up to lx 1017 e-/cm 2. The
dose being selected according to the doping concentration of the samples.

Results

Figure 1 shows a DLTS spectrum for an as-grown n-type SiC-6H sample which displays
a number of deep levels which are more clearly observed after electron irradiation as
shown in figure 2. In the as-grown case we observe a strong peak at a position 0.41 eV
below the conduction band edge (Ec) with evidence of another closely spaced deep level
indicated by the slight shoulder on the low temperature side of the peak.

0.016

As-Deposited

0.012 -0.41 eV Figure 1. DLTS spectra
R Wd of an as-grown layer of
,Rate Window: (3.2 n-type VPE grown SiC-

0.008 Bias Voltage: -15 V 6H doped with nitrogen
0Pulse Voltage: 15 VPu Va 1to a level of lx10 15 cm-3 .

A nickel Schottky contact
H 0.004 a-1.2 eV s used for the

E e-0.5 6eV V /\ measurement.
E,-0.62/0.64 eV

0
100 150 200 250 300 350 400 450 500

Temperature (K)

Rate Window: (2.56 s)-1

0.06 E,-0.34/0.41 eV 10 micron epilayer

Figure 2. Results from Electron Irradiated
electron irradiation of a E" Ec-0.51 eV

portion of the sample -E ' ,
shown in figure 1. A - 0.04 I -

dose oflxl015 e-/cm2 at '
an energy of 2 MeV. The Ec-1.2 eV
Ec-0. 5 1 eV level is found Ec0 . 62 /0 . 64 eV c

to have a concentration of 0 0.02 ' ,
1x10 13 cm-3 . -,

0

100 200 300 400 500 60C

Temperature (K)

Additionally, we observe evidence for the Zl/Z 2 center (Ec-0.62/0.64 eV) in the as-
grown state which has previously been observed in Lely grown crystals or after electron
irradiation of epitaxial films 1,8. With the aid of the electron irradiated sample we have
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also been able to assign positions to levels corresponding to Ec-l.2 eV and Ec-0.51 eV.
Additionally, the shoulder observed in the case of the Ec-0.41 eV peak can be ascribed to
the Ec-0.34 eV level.
In order to assess the nature of the defect level via electron irradiation, a sample doped to
a level of ix10 17 cm-3 was electron irradiated to a dose of lxl0 17 e- /cm 2 with the
resulting DLTS spectra shown in figure 3.

Electron Irradiated Figure 3. N-type SiC-6H

sample doped to a level of
10 micron epi-layer X10 1 7 cm-3 a n d

irradiated with 2 MeV
SEc-0.S1 eV electrons with a dose of

"3 Ec-e.34 eV dose of lx10 17 e- /cm 2 .
The concentration of the
Ec-0.34 and Ec-0.51 eV

S 2 levels is found to
approach 1016 cm- 3 .

The rate window is
1 Rshorter than in figures 1

Bias Voltage: -is V and 2 in order to avoid
P athe freezeout of the

160 180 200 220 240 260 280 300 320 carriers ar lower

Temperature (K) temperatures.

Note that the rate window chosen was three orders of magnitude shorter than the
previously discussed samples in order to avoid carrier freezeout at lower temperatures
which has been observed after high dose electron irradiation. We find that the Ec-0.51
eV peak continues to increase indicative of either an intrinsic defect or the interaction of a
radiation induced defect with an intrinsic impurity whose concentration is at least
1016 cm-3, which corresponds to the concentration of the observed defect level.
Analysis of the lower temperature peak indicates a position at Ec-0.34 eV peak, although
the presence of the Ec-0.4 1 eV peak cannot be ruled out due to the overlapping signals.

0.04
Rate W indow: (3.2 s) "1

-As-Deposited Bias Voltage: -5 V
10 micron epi-layer Pulse Voltage: 5 V

0.03

Ec070e

0.02 c-0.70 eV Figure 4. N-type SiC-4H
o.02 as-grown with a nitrogen

doping level of IxI0 15

cm3.The concentration of
0.01 the deep level observed

at Ec-0.70 eV is found to
be 1x10 13 cm-3.

0 .

100 150 200 250 300 350 400

Temperature (K)

DLTS spectra for 4H polytypes of n-type SiC, both as-grown and after electron
irradiation, are shown in figures 4 and 5, respectively. In contrast to the shoulder
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observed on the Ec-0.41 eV peak in the 6H polytype, only a single symmetrical peak at
Ec-0.70 eVwas observed in the as-

0.1
Electron Irradiated

2 MeV, lx10
1 5 

e- /cm
2

0.08 10 micron epi-layer

.Ec-0.62 eV

0.06 Rate Window: (2.56 s) Ec-0.68 eV Figure 5. A portion of
Bias Voltage: -15 V the sample in figure 4
Pulse Va: after rradiation with a

0.041x0 7 e a
F_ 0"" "dose of ixl017e-/cm 2 at
0 2 MeV.

0.02

0

100 150 200 250 300 350
Temperature (K)

deposited case. After electron irradiation, we observe that a double peak has formed with
energy levels assigned at Ec-0.62 eV and Ec-0.68 eV, respectively.

Metal impurities were assessed using SIMS analysis. Among the most widely
discussed intrinsic impurities in silicon carbide, titanium has attracted the most attention
since the identification of the species in SiC by Choyke and Patrick 4,5. As shown in
figure 6, a uniform titanium concentration of lx1015 cm-3 is found in the substrate;
however, the concentration of Ti in the epitaxial layer is found to be inhomogeneously
distributed in depth with higher concentrations near the front surface as well as the
interface with the substrate. In the bulk of the epitaxial film, the Ti concentration is
below the limit of detectability. Lateral variations in the Ti concentration across the
sample have also been observed. The limit of detectability for titanium via SIMS is on
the order of lx10 13 cm- 3 or below. In figure 7, a thicker epi-layer of SiC-6H is also
found to display a higher concentration of Ti near the front surface.

1017 ' 011
SSIC'6H ntype SiC-6H -y

2 micron epttaxlal layer to micron cpl-layer
lo', -, is

6

0 0 1.'2 102'

o s

P 11 0 1(13

o 0.5 t 1.5 2 2.5 t '
Depth (microns) o 0.5 1 1.5 2

Depth (microns)

Figure 6. Ti concentration of a SiC-6H via Figure 7 Ti concentration of a SiC-6H
SIMS profiling. A portion of the substrate is epitaxial layer via SIMS profiling.
also shown.
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Discussion

It is clear from these results that in as-grown epitaxial layers of the 6H polytype,
electrically active deep levels are present. When compared to previous studies 1,2, the
low doping levels used in this work allow for the observation of low concentrations of
deep levels. Numerous levels are observed, with the Ec-0.41 eV level displaying the
highest concentration on the order of 5x10 12 cm-3  After electron irradiation, we
observe the growth of all levels observed in the as-grown case. It should be noted that
after the irradiation with a 1x10 15 e-/cm 2 dose, the concentration of the peaks does not
exceed approximately 2x10 13 cm-3 . Thus we cannot rule out the interaction of defects
with metallic impurities, such as titanium, which has been observed with concentrations
in some areas of the epitaxial layers above this amount.

Under higher electron doses, the growth of the single peak at Ec-0.51 eV suggests that
the level at this energy position is due to a purely intrinsic defect (i.e. a vacancy or
interstitial type of defect). On the other hand, it is possible that a defect-impurity complex
has formed. With a concentration measured at approximately lx10 16 cm-3 , the impurity
would be of relatively high concentration as compared to the doping concentration. One
potential candidate for this would interstitial carbon but this remains speculative at this
point. Additionally, the increase in the Ec-0.34 eV level, but not the corresponding Ec-
0.41 eV level that was observed in both the as-grown case (as a low temperatrure
shoulder) and after lower dose irradiation (as shown in figures 1 and 2, respectively) is
not seen. De-convolution of the peak is presently inconclusive, which makes it difficult
to determine whether or not the Ec-0.41 eV peak has saturated or has continued to
increase.

In contrast, the 4H polytype only displays a single peak at Ec-0.70 eV. The symmetry of
the peak and the lack of any other peaks in the spectra of figure 4, indicates that either a
defect or an impurity resides preferentially on a single site. This is supported by the
electron irradiated spectra of figure 5 where two peaks are observed, which is consistent
with the picture of a defect residing on two inequivalent sites as is expected due to the
nature of the SiC lattice structure 1. The low concentration of the level in figure 4, at
lx 1013 cm-3 makes the determination of the presence of metallic species, such as
titanium, by SIMS profiling, inconclusive at the present time.

Conclusion

Electrically active deep levels are found to occur in both 6H and 4H as-grown low doped
epitaxial films. A similarity in the levels obtained after electron irradiation is observed in
the case of the 6H polytype, but not in the 4H. The concentration of the levels in the 6H
are found to increase with electron irradiation. In particular the
Ec-0.34 eV and the Ec-0.51 eV levels are found to increase in concentration approaching
levels of lx10 16 cm-3 after electron irradiation of lx10 17 e- /cm 2 . In the case of the 4H
polytype, the single level observed in the as-grown state suggests that the presence of an
impurity or defect that occupies, preferentially, a single site.
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DEEP LEVEL DEFECTS IN Mg-DOPED GaN
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ABSTRACT

Deep level defects in Mg compensated GaN grown by metal-organic vapor phase epitaxy
were investigated using photocapacitance spectroscopy measurements on Schottky barrier diodes.
Addition of magnesium resulted in the formation of a series of deep centers with optical threshold
energies of 1.0, 1.2, 1.8, and 3.1 eV. Upon annealing the epitaxial GaN in nitrogen at 850'C the
mid-gap levels disappeared and only the trapping level at 3.1 eV remained. The mid-gap levels
are ascribed to Mg dopant complexes which may in part be responsible for low doping efficiency
of Mg in the as-grown, doped GaN. The deep level at 3.1 eV commonly observed from all Mg-
doped GaN most likely involves the Mg acceptor. The photo-excited state of the 3.1 eV level
had relaxation times of the order of 103 sec at 295 K.

INTRODUCTION

As-grown, epitaxial Mg-doped GaN is usually highly resistive [1,2]. However, after post-
deposition nitrogen-ambient thermal annealing the p-type conductivity is improved [2]. The
nature of the defect centers responsible for compensating the p-type material is not well
understood [3-6]. Recently photoconductivity spectroscopy of Mg-doped GaN has been studied
and deep tail states have been observed [7]. We have recently used photocapacitance
spectroscopy to study deep level defects in Mg-doped GaN, a technique that is especially
applicable for the study of deep levels in wide band-gap semiconductors [8,9]. In this study, both
steady state and transient photocapacitance measurements were carried out on deliberately Mg
doped GaN prepared by metalorganic vapor phase epitaxy to determine the deep level defects.
The properties of the Mg related level at E,-3.1 eV were of special interest.

EXPERIMENT

The layers were prepared by atmospheric pressure metal-organic vapor phase epitaxy [10,11].
The films compensated by the addition of Mg during growth were all n-type as determined by
Hall effect measurements. Schottky barrier diodes were used for photocapacitance measurements
on both undoped and Mg-doped epitaxial GaN layers. They were fabricated by evaporating either
gold or aluminum thin films on the GaN films through a shadow mask. The typical thickness
of the thin metal film is of the order of 500 A. The diode area was 0.6-1.0 mm2 . Good
rectifying current-voltage (I-V) characteristics were observed for the diodes. Carrier
concentrations were lx10'7 -2x10' 8 cm-3 in the autodoped, n-type GaN and 5xlO10- 2 x10 7 cm"3

in the Mg-doped GaN as determined by capacitance-voltage measurements.
Steady state photocapacitance measurements were performed over the spectral range of

0.5-3.4 eV at room temperature. Photocapacitance spectra were measured by illuminating from
low energy to high energy with monochromatic light from a Zeiss MM12 double prism
monochromator equipped with a 250 W quartz-halogen lamp [12]. Transient photocapacitance
was measured by illuminating with light at a fixed energy. The energy resolution was better than
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0.04 eV in all experiments. The photocapacitance signal was measured using a Boonton 72B
capacitance meter and recorded via an analog-to-digital converter and a personal computer. With
this system capacitance changes of the order of 0.01 pF could be measured. The typical
capacitance of a junction was in the range of 10 to 400 pF. An applied reverse bias voltage of
-2 V was used. The barrier layer capacitance was not influenced by the internal photoemission
from the metal.

RESULTS

The photocapacitance spectrum of a Mg-doped, n-type GaN Schottky barrier diode at 295
K is shown in Fig. 1 (dotted line). For comparison the spectrum of an undoped layer is also
included. The photocapacitance spectrum of the autodoped GaN (with a carrier concentration of
1.6x1017 cm"') exhibited defect levels with optical threshold energies of 1.0, 1.4, and 3.25 eV.
The thresholds at 1.0 and 1.4 eV are due to the electron emission from the deep centers to the
conduction band. As for the deep traps in as-grown Mg-doped GaN (grown using a cp2Mg flow
rate of 0.2 imol/min), the photocapacitance spectrum is shown in Fig. 1 (dotted line). The
addition of Mg resulted in the elimination of the deep level at 1.4 eV and the formation of a
series of trapping levels at 1.0, 1.2, and 3.1 eV. For a net donor concentration of Nn=I.2xl017

cm', the concentrations of the
traps at 1.0 and 1.2 eV are
4.6x 10' cm-3 and 2.8x 1014 cm 3

,

respectively. The concentration 1.6
of the deep level at 3.1 eV is
greater than 1.2x10'5 cm-'. The
observed trap energies are Autodoped GaN
summarized in Table I. 1 1.2 Mg-doped GaN

Upon annealing the epitaxial E
Mg-doped GaN in nitrogen at 0

850'C for 10 min, the mid-gap o
levels at 1.0 and 1.2 eV • 0.8

disappeared and only the O 3.1
trapping level at 3.1 eV 0."
remained (Fig. 2(a)). Moreover <.

Z 0.4 .the measured carrier concen- CV..
tration decreased to 1.0x1016 ...............

cm-3 . For the Mg-doped GaN 1.0 1.2 .

grown using the higher cp 2Mg 0.03.

flow rate of 1.0 ptmol/min, the 0.5 1.0 1.5 20 25 3.0 3.5
photocapacitance spectra of the Energy (eV)
as-grown (dotted line) and the
post thermal annealed (solid line)poshedGal an led (shol line Fig. 1. Photocapacitance spectra of autodoped GaN
Mg-doped GaN are shown in (solid line) and intentionally Mg-doped GaN (dotted
resulted F a higher concentration line). The photocapacitance spectrum of the autodoped

of traps at 3.1 eV and the GaN shows the deep traps at the optical threshold
formation of a new deep center energies of 1.0, 1.4, and 3.25 eV. Addition of

at 1.8 eV whose concentration is magnesium resulted in the formation of a series of deep

l.8>i0'" cn-'. Upon annealing centers at 1.0, 1.2, and 3.1 eV.
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Table 1. Summary of the optical threshold energies of defects observed in epitaxial GaN films.

Sample cp2Mg flow rate Post- Carrier concentration Observed defect
number (gmol/min) annealing (1016 cm-a) levels (eV)

Y209 0.0 No 16 1.0, 1.4, 3.25

Y174 0.2 No 12 1.0, 1.2, 3.1

Y177 0.2 Yes 1.0 3.1

Y172 1.0 No 1.2 1.8, 3.1

Y191 1.0 Yes 0.8 2.2, 3.1

in nitrogen at 850'C for 10 min, the mid-gap level at 1.8 eV disappeared and another trapping
level is observed at 2.2 eV. Moreover the carrier concentration also decreased from 1.2x 1016 to
0.8x1016 cm-'. The traps at 1.8 eV and 2.2 eV in highly Mg-doped GaN might be the origin of
the deep tail states observed in the photoconductivity spectra of the Mg-doped GaN [7].

The levels at 1.0 and 1.2 eV are unidentified, but the level at 3.1 eV most likely results from
the Mg acceptor. In order to determine the spectral dependence of a photoionization cross section
of Mg acceptor level at 3.1 eV, the transient photocapacitance was measured at photon energies
(hv) between 2.75 and 3.3 eV. Fig. 3 shows transient photocapacitance measured at the photon

(a) 1.6 (b) 5

............. As-grown 4 .. As-grown
E Post amealed E Post-annealed

S0.8 : , 3.1:
o 00.

3.1

Cz0.4 - . 1-83.

1.0 3V, 1,W220.0 o ~ ,L ...... . -
0.5 1.0 1.5 2.0 2.5 3.0 3.5 0.5 1.0 1.5 2.0 2.5 3.0 3.5

Energy (eV) Energy (eV)

Fig. 2. (a) Photocapacitance spectra of the as-grown (dotted line) and the post thermal
annealed (solid line) Mg-doped GaN grown using the cp 2Mg flow rate of 0.2 lgmol/min. Upon
annealing the Mg-doped GaN in nitrogen at 850'C the mid-gap levels disappeared and only
the trapping level at 3.1 eV remained. (b) Photocapacitance spectra of the as-grown (dotted
line) and the post thermal annealed (solid line) Mg-doped GaN grown using the cp2 Mg flow
rate of 1.0 Vtmol/min. Heavy Mg doping resulted in the formation of a center at 1.8 eV and
an increase in the concentration of the trap at 3.1 eV. Annealing in nitrogen resulted in the
removal of the deep level at 1.8 eV and the formation of the deep level at 2.2 eV.
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energies of 3.1 eV and 3.35 eV. After commencement of the light, the photocapacitance signal
AC increases according to the relationship given by [13]:

AC(t) = Co[1-exp(-t/'rR)] (1)

where C. is the steady-state capacitance and "tR is the rise time constant. The rise time constant
is approximately the inverse of optical emission rate. The time constant in this case is 160 and
0.3 seconds for 3.1 and 3.35 eV illumination, respectively.

Rise time constants at each photon energy were obtained from the transient photocapacitances
measurements. The photoionization cross section is inversely proportional to the time constant
for a negligible thermal emission rate. The spectral dependence of the photoionization cross
section was obtained (Fig. 4) and fitted using the Lucovsky expression [14]:

a(hv) oc v 3E' 0 (hv-Ei)30  (2)

with E = 3.15 eV which is the ionization energy of the defect level. From E = 3.15 eV and
energy band gap of GaN at room temperature (E, = 3.43 eV), the photoionization energy of the
Mg acceptor is estimated to be 280 meV. This is in contrast to a value of 160 meV for thermal
ionization energy measured by Hall effect on p-type GaN [15]. The large difference between the
thermal and optical ionization energies indicates that the Mg acceptor undergoes lattice relaxation.

To examine the thermal emission processes, the thermal decay of the photocapacitance was
measured. After cessation of the optical pulse the photocapacitance decays by thermal emission
of the trapped carriers. The photocapacitance decays exponentially with time according to the
relationship:

AC(t) = Coexp(-t/TD) (3)

where in this case the decay constant is given by r1D the decay time. For the case of levels near
the valence band the thermal emission involves holes. The decay constant is inversely
proportional to the thermal emission rate constant for holes. As shown in Fig. 3, the observed

(a) 0.8 (b) 8 .. . . . . . . . ..
"Trnm on Turn off

Turn offT

Turnof LL 6 Tuno
S0.6 Turn on

C 0 hv 3.35 eV9 04 "
"" hv=3.1eV \

0.21

0~0 00 . . I . . . . . . I ' I .. . . . . .... . . . . . . . ..
0 1000 2000 3000 40 5000 6000 -5 0 5 10 15 20 25 30 35 40 45

Time (sec) Time (sec)

Fig. 3. Transient photocapacitance (a) at the incident light wavelength of 0.4 pm (hv =3.1
eV) and (b) at the incident light wavelength of 0.37 [tm (hv =3.35 eV)
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time constant is long ranging from 10-
1000 seconds. This suggests that there
is a barrier to emission and that lattice 10

relaxation is occurring. This
phenomenon is the subject of further Lucovsky Fit
study.

These results indicate that Mg is -
not a well-behaved shallow acceptor. .

Doping with Mg introduces mid-gap a 0.1
levels into the GaN in addition to the
Mg related acceptor level. These 2
midgap levels are thermally unstable - 0.01
since nitrogen-ambient thermal post- •°
annealing decreases their concentra- C6••ET3.15 e\J
tions. This result suggests that the Mg 0.001 f " ' - - -' ' - . . I
may form complexes (Mg-X) that are 2.7 2.8 2.9 3.0 3.1 3.2 3.3 3.4
electrically active and are deep. hv (eV)
Formation of these complexes would
result in a lowered doping efficiency Fig. 4. Transient photocapacitance time constantsfor the Mg acceptors. Moreover they Fi.4Trnitphocaeaeeimcnsns
could serve to pin the Fermi level near vs photon energy hv at room temperature. From

to theig l the Lucovsky fitting curve (solid line), the defect
midgap leading to high resistivity level is shown to be 3.15 eV.
material. Presumably upon heating, the
complexes disassociate to form Mg
acceptors. In the case of n-type material a lower electron concentration would result upon
heating as observed in this study. For p-type material, disassociation would lead to a higher hole
concentration upon thermally treating.

The Mg center itself may undergo lattice relaxation as suggested by the anomalously long
time constant associated with thermal relaxation of the associated photocapacitance.

CONCLUSIONS

In summary, deep level defects in Mg-doped GaN grown using MOVPE were observed using
photocapacitance spectroscopy on Schottky barrier diodes. Addition of magnesium resulted in
the formation of deep centers at 1.0, 1.2, 1.8, and 3.1 eV. Upon annealing the epitaxial GaN in
nitrogen at 850'C the mid-gap levels disappeared and only the trapping level at 3.1 eV remained
with another trapping level at 2.2 eV for highly Mg-doped GaN. Mg complex formation may
be responsible for the observed low doping efficiency of Mg in the as-grown, doped GaN as well
as its semi-insulating behavior. The deep level at 3.1 eV commonly observed in the
photocapacitance spectra of Mg-doped GaN most likely involves the Mg acceptor. The large
difference between thermal and optical ionization energies as well as the anomalously long
thermal emission time indicates that the Mg acceptor undergoes lattice relaxation.
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D. HAASE, M. SCHMID, A. DORNEN, V. HARLE, H. BOLAY, F. SCHOLZ, M. BURKARD,
and H. SCHWEIZER
4. Physikalisches Institut, Universitit Stuttgart, 70550 Stuttgart
Federal Republic of Germany
e-mail: dh4@pi4wap0.physik.uni-stuttgart.de

ABSTRACT

We studied by deep level transient spectroscopy (DLTS) and capacitance-voltage (CV)
measurements the effects of doping (Zn, S), nitrogen implantation and annealing of n-type
GaN grown on sapphire by MOVPE. The DLTS spectra of the as grown samples show
two defect levels which are assumed to be identical with recently reported levels [10, 11].
In N-implanted GaN a third level is introduced which is not detectable in our as grown
samples. This levels concentration follows the increasing N-implantation density. The
depth profiles of its concentration correlate with the distribution of implantation defects
expected from Monte-Carlo simulation. After annealing at 900'C for 60s the additional
defect level vanishes. The DLTS spectrum then resembles those of annealed as grown
samples. The n-type carrier concentration (CV measurements) increases in samples with
low N-implantation dose. This implantation effect can be removed also with the RTA step.
The increasing carrier concentration provides evidence that the N vacancy is a donor in
GaN. For Zn and S doped GaN deep defect levels has been found, which are reported here.

INTRODUCTION

Gallium nitride has recovered great interest in research and development of opto-
electronic devices and materials since Akasaki et al. [1] showed that p-type doping is achiev-
able by low-energy-electron-beam irradiation. The direct bandgap energy of E = 3.4 eV
at room temperature allows the realization of blue-light-emitting devices. Nakamura et al.
have realized LED and laser diode technology [3, 4]. To optimize devices based on GaN it
is necessary to understand the doping mechanisms of this material.

In recent studies Binari et al. [7] and Pearton et al. [6] have shown that implantation
damage, which produces vacancies in large concentration, leads to a highly resistive mate-
rial. On the other hand the nitrogen vacancy (VN) has been discussed for a long time to
be responsible for the intrinsic n-type doping of CaN [8]. To achieve high n-type carrier
concentration intentionally doping is necessary. As a group-V element sulfur is a candidate
for this purpose. For this reason we investigated the effect of S doping. The doping with
Zn is of interest due to the blue luminescence center [2] and the acceptor states which are
assigned to Zn [5].

EXPERIMENT

The analysis of shallow donor concentration was done by using the conventional ca-
pacitance voltage (CV) technique which uses the fundamental relationship between the
dynamic capacity of the space-charge region of a Schottky contact and the net carrier
concentration. The measurement of the capacitance was done with a BOONTON 72B ca-
pacitance meter. The test signal frequency was 1MHz and held at a level of l00mV. Deep
level transient spectroscopy (DLTS) was used to investigate ionization energies and con-
centrations of deep levels between EC - 100meV and EC - 900meV. DLTS was performed
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with a commercial POLARON DL 4600 equipment. All DLTS measurements shown in
this paper are measured with a rate window of 200 s-' and a pulse width of 1 ms.

The samples were grown by metal-organic vapor-phase epitaxy (MOVPE) on sapphire
substrate oriented along the [0001] direction using an AIN buffer. The growth parameters
were TG = 1000'C and PG = 100 mbar. The as-grown samples were characterized by X-
ray diffraction and photoluminescence (PL) measurements. Both indicate a good crystal
quality. Full width at half maximum (FWHM) of X-ray diffraction was 60 arcsec. The
intense PL signal of the dominant excitonic luminescence at room temperature showed a
FWHM of 3.6 meV.

Doping of GaN with Zn and S was performed during MOVPE growth with diethylzinc
and H2S respectively. Schottky and ohmic contacts were fabricated as published by Hacke
et al. [10]. To ensure a reliable contact to the measurement equipment all samples were
fixed on a submount and the contacts were bonded with Au wires. The performance of the
Schottky contacts (max. reverse bias UR = -30 V, reverse current density jR = 7 • 10'
A/cm2, threshold voltage Uth = +0.5 V) was almost identical for all samples.

NITROGEN IMPLANTATION

To investigate the doping effect of the VN in n-type GaN we studied N-ion implantation
at low doses. Implantation of N2+ ions with 270 keV was performed with ion doses between
I = 1.1010 cm- 2 to 1. 101i cm-2. The beam direction was tilted 7' off the [0001] direction to
avoid channeling. To study the annealing behavior of the centers rapid-thermal annealing
(RTA) was performed at a temperature of T = 900'C for 60 s. During RTA the samples
were covered by a silicon wafer to form proximity caps. The Monte Carlo simulation [15]
of the implantation defects is shown in Fig. 1. The depth profile of the point defects for
the implantation parameters listed above shows for the N and Ga vacancy an almost equal
concentration. The Ga and N interstitial defect is estimated to be in the same order of
magnitude as the vacancies. A raw estimation for the antisite defect of N, NG0, extracted
from the replacement calculation of the simulation gives a ratio between the VN and NG0
of 6 to 1.

2.0xl 01'
-Go - Vacancy

E -- N- Vacancy
1.5

Io/
00 1.0

-4- ,I , / , , , I , I I f
00.55

4-

o 0.0 F

0 200 400 600 800 1000
Depth [nm]

Figure 1: Monte-Carlo simulation [15] of N2+ -implantation defects for Eimpj. 270k-eV and
a dose 1=1 - 1010 cm-'. Shown is the concentration depth profile of N and Ga vacancies.
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CAPACITANCE VOLTAGE MEASUREMENTS

The CV measurements of the as-grown sample as shown in [Fig. 2(a)] has a flat
electron concentration profile with n = 2 . 1016 cm-3 . The results for the low implantation
doses Io = 1 . 10' cm-' and 1 =1 = 10" cm- 2 are depicted in Fig. 2(b) and 2(c). After
implantation of Io the electron concentration shows a profile with a maximum of n = 6. 1016
cm-'. This maximum increases up to a value of n = 5. 10"7 cm-3 with increasing the N2+-
implantation dose to I,. After the annealing step at T = 900'C for 60s for both of the
implanted samples the results are shown in Fig. 2(d): the n-type-carrier concentration has
decreased and shows a flat profile with n = 5 - 1016 cm- 3, which is close to the conditions
measured for the as-grown sample. Figure 2(e) shows the development of the maximum
electron concentration corresponding to the sample treatment. For the implantation dose
/1 the value is averaged in the region of the maximum due to the apparent noise of the
measurement.

DLTS MEASUREMENTS

The DLTS spectra for the as-grown, low-dose implanted, and annealed samples are
shown in Fig. 3. The measurements were done with the identical samples which were used
for the CV-measurements.

Figure 3(a) shows the spectrum of the as-grown sample. Two defect levels labeled D1
and D2 were found with ionization energies of ED, = 270 ± 20 meV and ED2 = 598 ± 20
meV respectively. They correspond within the meaturement uncertainty to the defect
levels El and E2 found by Hacke et al. [10].

11 (a) ý 1018

E 1016 ES 1017

o o
S 16 0

10 -, 10 1 7
4 1 18 10

100

o 0C) 106 c

S 10 17o
'£ (d) "

0 i 16  I IuC) C.) 101 ]

10 16 a .s grown N impl N impl N impl.
0 5 10 15 20 Dose 10 Dose 11 +RTA

Reverse Voltage [V]
Figure 2: Results of capacitance-voltage measurements of GaN samples. On the left the
free electron concentration versus applied reverse bias @ T = 300 K is shown: (a) as grown,
(b) after N implantation with lo = 1 . 10'0 cm-' @ 270 keV, (c) after N implantation with
11 = 10- lo, (d) sample with same treatment as (c) after RTA 60 s @ 900'C. On the right:
the relationship between carrier concentration and sample treatment for the maxima of
the measurements (a) to (d).
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Implantation of N'+ with 270 keV and an the ion dose Io = 1 . 1010 cm-2 introduces
another deep level, labeled D3 in Fig. 3(b) . This level has an ionization energy of
ED3 = 670 ± 20 meV and is therefore comparable to the defect E3 found in GaN grown
by hydride-vapor-phase epitaxy published in [10]. After increasing the implantation dose
to I, = 1 . 10"l cm-2 the DLTS spectrum in Fig. 3(c) is recorded. In this spectrum the
defect D3 is dominant. The effect of the annealing step is shown in Fig. 3(d). After RTA
at T = 900'C for 60 s the level D3 has decreased whereas the level D2 shows a much
smaller change in concentration. This result is shown more clearly in Fig. 3(e), where the
concentrations of the defect levels D2 and D3 corresponding to the sample treatment is
depicted.

D02 0:31
(a) 10

I 0 Defect D3

E 16 + Defect D2

(b() 01
15 .--10

IC

co- 1013

(1) 0

_ _as grown N impl N impl N impi.

... Dose I0 Dose 11 +RTA
280 350 420

Temperature [K]
Figure 3: DLTS signal of the samples of Fig. 2, measured with a rate window of 200 s-',
1 ms pulse width: (a) as grown, (b) after N implantation with 1o = 1 • 10"0 cm-" @ 270
keV, (c) after N implantation with I, = 10. Io, (d) sample with same treatment as (c)
after RTA 60 s @ 9000C. On the right: concentration of levels D2 and D3 in dependence
of sample treatment.

To investigate the effect of a higher dose N implantation was done with I2 = 1_10"3 cM-.

For this sample a reliable determination of the carrier concentration with CV measurements
was not possible. Although CV measurements of this sample are questionable, a DLTS
spectrum given in Fig. 4 gives insight in a change of implantation effect. Defect level D3
has for this sample a lower FWHM than the minimum FWHM (fit in Fig. 4:AE = 0, the
fit for D3 after IO:AE = 20meV, not shown) which the theory for the usual DLTS line
shape based on the assumption that NT < n [9] allows. The extreme sharp DLTS line
shape might indicate that this assumption is no more valid.

534



-measurement, rw=200/s

-- simulation AE=OmeV

.• . . . . ." . \

O /1

o /

03/' \
I ¼
-in /'\\

320 340 360 380 400
Temperature [K]

Figure 4: DLTS spectrum (rate window=200 s-', I ms pulse width) of a GaN sample after
N implantation with 12 = 1 . 1013 cm- 2 @ 270 keV.-The fact that the simulation with
AET = 0 is the broader line might indicate that the assumption NT < n, which is basic
for the usual model [9] is not valid for this spectrum.

DISCUSSION

Comparing our results referring to the increasing carrier concentration after N implan-
tation at low doses with published data concerning N implantation in CaN the increasing
free electron concentration after N implantation seems to contravene the results report-
ed by Binari et al. [7] who observed an increasing sheet resistance after N implantation.
They concluded on a lower n-type-carrier concentration due to implantation-induced high-
er deep-level concentration. We observed the generation of a deep level, too, but we assume
that its effect on the free carrier concentration is overcompensated for low implantation
doses by additionally generated shallow donors. For higher implantation doses the deep
level concentration is not necessarily much lower than the carrier concentration, as the
results above suggest (Fig. 4). These might be a hint that the deep level generation over-
takes the generation of shallow donors with high implantation doses which would explain
the results of [7] and [6] under the light of deep level concentration.

The results of tight binding calculations by Dow and Jenkins [12], [13] predict the
ground state of the VN close to the conduction band. Neugebauer and Van de Walle
used first-principles total-energy calculations to analyze native defects [14]. Their results
showed that the donor level of the VN should lay in the conduction band, but the formation
energy is too high to stabilize the VN under n-type conditions. They mentioned that this
does not exclude clusters out of them to form stable donors. Our results show that the
N implantation causes doping levels which result from forming N vacancies or clusters out
of them. No other point defect of intrinsic nature is, up to our knowledge, predicted by
theoretical means to have a donor level close enough to the conduction band.

To interpret the presented data referring to defect level D3, which obviously shows
strong dependence on N implantation, we have to consider the possible implantation de-
fects. Nitrogen implantation produces the intrinsic point defects as vacancies and intersti-
tials in a first step. The Monte-Carlo simulation [15] of the distribution of implantation
induced defects results in a comparable concentration for both, N and Ga vacancies as
shown in Fig. 1 . For the gallium vacancies Neugebauer and Van de Walle [14] predicted
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a level close to the valence band, so we consider this defect not as a probable explanation
for defect level D3.

It is tempting to identify level D3 with the N interstitial. First, level D3 is generated
in a high concentration by N implantation and anneals out as expected for interstitials,
second level D3 lies in the upper part of the band gap which may correspond to the mid-gap
level predicted in [14] for the N interstitial. The DLTS-spectrum of the as-grown sample
shows level D2 which is common to all presented DLTS-spectra. As mentioned above D2
is comparable to level E2 published in [10]. The concentration of D2 changes little with N
implantation and annealing. For that reason an intrinsic point dcfect, which is not mainly
affected by implantation, could be identified with defect D2. Hacke et al. [10] identified
level E2 with the N antisite. From the weak reaction to N implantation and annealing we
follow also this identification.

Zn AND S DOPED GaN

The intention for Zn doping was to investigate the recombination center responsible for
the blue luminescence in LEDs [2]. The DLTS spectra depicted in Fig. 5 is completely
different to that one of the nominally undoped, as grown sample shown in Fig. 2. We
obtain a defect level concentration of 1 • 1015 cm- 3 (n = 1 • 10" cm-3 ) and a ionization
energy of Ez,, = 350meV . This value is clearly different from the deep acceptor levels of
Zn obtained from D-A transitions in photoluminescence spectroscopy [5].

Doping with sulfur was done with the intention of increasing n-type carrier concentra-
tion. In fact the carrier concentration determined by CV measurements was n = 2 1017

cm-'. The DLTS spectra shows one defect level depicted in Fig. 5 . This level has com-
parable parameters as level D2 in Fig. 3. The defect level concentration for the doped
sample is with NT 6. 10 i4 almost two orders of magnitude smaller than in the undoped
sample.

10

9
"8

T 6 ET(Zn)=353.3 me\-J

5 Er(S)=491.9 meV

200 250 300 350 300 350 40o 3.0 3.5 4.0 4.5
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Figure 5: DLTS spectra for zinc (left) and sulfur (middle) doped GaN. The Arrhenius plot
(right) indicates the levels parameters.

536



ACKNOWLEDGEMENTS

We thank M. H. Pilkuhn for his steady interest in our work.

REFERENCES

1. H. Amano, M. Kito, K. Hiramatsu, I. Akasaki, Jpn. J. Appl. Phys. 28 L2112-14 (1989)
2. I. Akasaki, K. Hiramatsu, H. Amano, Memories of the Faculty of Engineering, Nagoya

University, Vol. 43, No. 2. March 1992, Nagoya, Japan
3. S. Nakamura, M. Senoh, T. Mukai, Jpn. J. Appl. Phys. 32 L8-L11 (1993)
4. S. Nakamura, M. Senoh, S. Nagarama, N. Iwasa, T. Yamada, T. Matsushita, H.

Kiyoku, Y. Sugimoto, Jpn. J. Appl. Phys. 35 L74 (1996)
5. B. Monemar, 0. Lagerstedt, H. P. Gislason, J. Appl. Phys. 51, 625 (1980)
6. S. J. Pearton, C. B. Vartuli, J. C. Zolper, C. Yuan, R. A. Stall, Appl. Phys. Lett. 67,

1435 (1995)
7. S. C. Binari, H. B. Dietrich, G. Kelner, L. B. Rowlana, K. Doverspike, D. K. Wick-

enden, J. Appl. Phys. 78, 3008 (1995)

8. H. P. Maruska and J. J. Tietjen, Appl. Phys. Lett. 15, 327 (1969)
9. G. Pensl in Landolt Bdrnstein: Data Tables on Impurity and Defects, Series III, Vol

22, Part b, edited by 0. Madelung and M. Schulz (Springer, Berlin/Heidelberg, 1989),
Chap. 3.

10. P. Hacke, T. Detchprohm, K. Hiramatsu, N. Sawaki, J. Appl. Phys. 76, 304 (1994)
11. W. Gdtz, N. M. Johnson, H. Amano, I. Akasaki, Appl. Phys. Lett. 65, 463 (1994)
12. D. W. Jenkins and J. D. Dow, Phys. Rev. B 39, 3317 (1989)

13. D. W. Jenkins, J. D. Dow, M. H. Tsai, J. Appl. Phys. 72, 4130 (1992)
14. J. Neugebauer, C. G. Van de Walle, Phys. Rev. B 50, 8067 (1994)

15. We used the software TRIM for this calculations

537



THE RELATIONSHIP BETWEEN MICROPIPES AND SCREW DISLOCATIONS IN
PVT GROWN 6H-SiC

JENNIFER GIOCONDI, GREGORY S. ROHRER, MAREK SKOWRONSKI
Carnegie Mellon University, Department of Materials Science and Engineering
Pittsburgh PA 15213, USA

V. BALAKRISHNA, G. AUGUSTINE, H.M. HOBGOOD, AND R.H. HOPKINS
Northrop Grumman Science and Technology Center
Pittsburgh, PA 15235, USA

ABSTRACT

The growth surface of a 6H-SiC boule, grown by physical vapor transport, was examined using
scanning force microscopy. The dimensions of surface/micropipe intersections and screw
dislocation Burgers vectors have been determined from topographic data. All micropipes are
positioned along the lines of super screw dislocations with a Burgers vectors of at least 4 times
the c-axis repeat distance (15.2 A). Perfect c-axis screw dislocations with Burgers vectors of
only 15.2 A are stable and do not have open cores. Measurements show that micropipe core
radii, determined indirectly from the width of the craters formed at the surface/micropipe
intersections, increase with the square of the dislocation Burgers vector.

INTRODUCTION

Micropipes are cylindrical voids with diameters in the 1-10 gim range that are found
oriented along the c-axis of SiC crystals grown from the vapor phase. For example, in crystals
grown by the physical vapor transport (PVT) process, these defects occur with a density of 50-
103 cm-2 and extend throughout most of the boule volume [1,2]. Because micropipes limit the
operating range of high voltage SiC devices, their elimination has important practical
implications [3]. The objective of this paper is to specify the nature of this extended defect.

A possible mechanism for the stabilization of such a long, narrow cylindrical void was
proposed by Frank in 1951 [4]. If a dislocation with a sufficiently large Burgers vector threads
the length of the crystal, it can be energetically favorable to replace the most highly strained
part of the crystal in the vicinity of the dislocation line with an empty cylinder. Frank
demonstrated that a state of local equilibrium can be achieved by balancing the elastic energy
of the dislocation against the surface energy of facets bounding a narrow cylinder. One of the
central predictions of Frank's theory is that the pipe radius (ro) should be proportional to the
square of the Burgers vector (b); the relevant physical parameters that determine the
proportionality are the surface energy (y) and the shear modulus (G):

b' 82b 2 -8i2y (1)

r0  G

There are several pieces of evidence supporting the idea that micropipes are, indeed,
empty core screw dislocations. First, Verma [5] noted that micropipes intersect the growth
surface at the origins of optically visible spiral steps. Also, measurements based on optical
micrographs of the growth surface have been used to show that the core radius increases with
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the height of the spiral step [6]. More recently, white beam synchrotron topography was used
to show that micropipes in PVT grown 6H-SiC crystals were empty core screw dislocations
with Burgers vectors 3 to 7 times the c lattice constant (15.2 A) [7]. In the present paper, we
present quantitative scanning force microscopy (SFM) measurements of the dislocation
Burgers vectors and micropipe radii based on topographic images of the growth surface of a 6H
SiC crystal produced by the PVT method. Our results show that single, perfect c-axis oriented
screw dislocations with Burgers vectors of 15.2 A = b0 are stable and do not have open cores.
On the other hand, all micropipes are found to lie along the lines of super-dislocations with
Burgers vectors of nb 0, where n is an integer greater than or equal to 4.

EXPERIMENTAL

All measurements described in this paper were conducted on the same 6H-SiC growth
surface. A wafer containing the growth surface was removed from the top of a large single
crystal boule grown by the PVT process and imaged without further treatment [1]. SFM
analysis was carried out using a Park Scientific Instruments (PSI) scanning probe microscope.
Because the scanner field of view was 5 microns, only surface/micropipe intersections smaller
than this size were measured. An optical microscope was used to identify the points where the
micropipes emerged on the surface and to position the scanning probe. While measurements of
more than 25 spirals were made in the course of this study, we compare only a subset of these
in the current paper. This subset of measurements was made using exactly the same probe tip
(a high aspect ratio PSI ultralever) and instrumental parameters (stage tilt, scan rate, and
feedback parameters). While the remaining measurements are consistent with those presented
here, limiting our analysis to only this subset allows us to conclude that scatter in the results is
not due to differences in the details of the probe shape or the feedback response.

When a dislocation line intersects a surface, the component of the Burgers vector
normal to the surface is equal to the height of the step created by the intersection. In this case,
we take the screw component of the dislocation's Burgers vector to be equal to the height of the
step that emerges from the micropipe. Note that only the component of the Burgers vector
normal to (0001) is determined; topographic measurements can not be used to distinguish pure
screw dislocations from those of mixed character. Figure la shows a typical topographic
profile from which a step height was determined. This is a single scan line taken from the
image in Fig. 2b, along the fast-scan direction. In order for rotating spiral steps to produce the
6H polytype, they must occur in integer multiples of the c-axis repeat distance, which is the
length one perfect screw dislocation along [0001], b0=15.2 A. In fact, measured step heights
seldom deviated from these intervals by more than a few angstroms (a few percent of the total
height). For the final analysis, step heights were assigned to the closest integer multiple of b0 .
For example, the height of the step shown in Fig. I a (136 A) is very near 9b 0 .

One difficulty associated with determining the core radius from any microscopic
examination of the growth surface is that the micropipe radius at the surface is much larger
than the radius in the bulk. Because of capillarity, the surface/micropipe intersection forms a
sloping crater which is widest at the surface and slowly tapers to the stable radius in the bulk,
ro. A typical SFM line profile extracted from an image of a surface/micropipe intersection is
shown in Fig. lb. The flat part in the center of the depression is where the probe has extended
as far as possible into the void (the maximum vertical depth of field is limited by the
piezoelectric scanner design and the high voltage amplifiers used in the microscope). Clearly,
it is not possible to directly observe ro using surface images. However, in Frank's original
theoretical description of the empty-core dislocation, he predicted this effect and determined
the relationship between the initial slope of the crater, which is determined accurately by SFM,
and the ultimate radius [4]. For example, at the point where the slope of the crater wall (dz/dr)
is equal to 1/4, the crater radius is 10.5 times ro. In each case, the crater diameter (dc) was
determined using the points where the slope equaled 1/4 and this value was used to calculate ro,
as illustrated in Fig. lb.
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Figure 1. Topographic profiles used to measure the sizes of (a) the Burgers vectors associated
with micropipes, b, and (b) the micropipe core radius, ro.

(a) (h)

Figure 2. (a) An optical micrograph of a typical growth spiral observed using Nomarski
contrast. The small black spot at the end of the spiral step is a surface/micropipe intersection.
(b) A SFM image of a different surface/micropipe intersection. The micropipe is the circular
black spot in the center, labeled M. Due to the small field of view, only a small portion of the
spiral step (labeled S) is shown. A profile taken over this step is shown in Fig. la.
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RESULTS

The SiC (0001) growth surface was comprised of flat terraces, separated by large,
circular growth steps. The flat terraces were decorated with growth spirals such as the one
shown in Fig. 2a. A typical SFM image, recorded in the center of a similar spiral, is shown in
Fig. 2b. This topographic image is shaded so that the lowest regions appear dark and the
highest ones are light. Thus, the roughly circular black spot in the center of the micrograph
(labeled M) is the intersection of the micropipe with the surface and the abrupt change in
contrast in the upper right hand corner of the image is a step (labeled S) emerging from the
pipe. The regions of roughly constant contrast are atomically flat terraces and the white spots
are small, ubiquitous, island-like inhomogeneities. A Burger circuit taken around the pipe
shows that the height of this step must equal the Burgers vector of a dislocation whose line
emerges from the crystal at this point. In this case, the step height (see the profile in Fig. la) is
136 A, so the Burgers vector of this super screw dislocation has a magnitude 9 times that of a
single perfect dislocation. In other cases, multiple spiral steps emerged from the same pipe and
the sum of the heights was used to determine the total Burgers vector. When the steps are less
than 45 A, or equal to only one or two times b0, they are not optically visible. In some cases,
micropipes were located in the optical microscope without visible spiral steps. However, upon
closer examination in the SFM, multiple spiral steps, all with heights of approximately 15 A,
were found to emerge from the defect. Every micropipe examined as part of this study
occurred at the point where a super-dislocation emerged from the crystal.

0.5 vjtm

Figure 3. SFM image of a 15 A step (labeled S) that ends abruptly on a flat terrace without a
depression or micropipe.

In some cases, 15 A spiral steps were observed that terminated on a terrace without a
micropipe. One such example is shown in Fig. 3, where a step (labeled S) terminates near the
center of the micrograph without an observable depression. Based on studies of
surface/dislocation intersections on the surfaces of GaN films using the same instrumentation,
we know that it is possible to detect depressions as small as 200 A in diameter (this is similar
to the probe diameter) [8-9]. If there is an even smaller, undetected crater at the end of the step
in Fig. 3, the pipe radius associated with such a crater would be less than 10 A, a physically
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unrealistic value. Therefore, we conclude that single perfect dislocations with Burgers vectors
of 15 A do not form micropipes.

Based on eqn 1, the micropipe radius should increase with the square of the Burgers
vector. Figure 4 shows a plot of b 2 v. ro for 9 carefully measured micropipes. Assuming that
the shear modulus of SiC is 200 GPa [10] and the surface energy is 4 J/m 2 [11], the slope of
this line should be equal to approximately 16 A; the dashed line on the graph shows this "ideal"
slope. Although there is a considerable amount of scatter, the results are consistent with the
predicted slope.

30000

• 250000 . ...................... ........................ +.......... ... ............. -..................

S20000 .(....... .............

0 15000

1 5 0 ................ .... ........................ .... ..... .......... ........................ ........................

S500W0

0 400 800 1200 1600 2000

core radius, A
Figure 4. The core radius v. the square of the Burgers vector for 9 carefully measured
micropipes. The size of the circle is used to indicate the maximum estimated uncertainties in
the determination of b and ro. The dashed line has a slope of 16 A.

DISCUSSION

Based on our observations, Frank's theory for the open core screw dislocation seems to
provide an appropriate description of the micropipe defect in SiC. The smallest possible
perfect dislocations, with Burgers vectors of only 15.2 A, have stable cores and do not form
micropipes. The larger super-dislocations, however, which have more elastic strain, do form
the cylindrical voids and the radii of these defects are correlated to the square of the dislocation
Burgers vector.

It is, however, important to note that the observed deviations from the predicted
behavior are larger than the estimated uncertainties involved in the measurement. We can
identify two possible sources for this error. First, Frank's analysis predicts the dimensions of
equilibrium defects [4]. The structures described here were formed on a growing crystal. In
this case, the core radii should be influenced by the supersaturation of the vapor above the
growing crystal surface. In particular, the kinetic radii should be systematically smaller than
the predicted equilibrium radii and this contraction can be computed with knowledge of the
critical radius for two dimensional nucleation, rc [12]. We can use the observed spiral terrace
width to estimate that rc is on the order of 1000 A [13] and, based on this estimate, use the
results in ref. 12 to find that the kinetic core radius is about 10% less than the equilibrium core
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radius. Since this is comparable to other experimental uncertainties, we conclude that kinetic
effects can not account for the observed deviations.

A second possible cause for the deviations is that the shapes of the craters are
influenced by second phase inhomogeneities that are frequently found on the growth surface
and always found on the inner wall of the surface crater at the micropipe. For example, in Fig.
2b, a white elongated feature is seen near the top of the micropipe. Similar features are found
near all micropipes and because some of them have influenced the shape of growing steps, we
can be certain that they were present on the surface during growth. Such inhomogeneities
might pin the walls of the craters and make them artificially large, an effect that would account
for deviations below the ideal line on Fig. 4. The role that these inhomogeneities play in
micropipe nucleation will be described in a forthcoming paper.

CONCLUSION

Scanning force microscopy measurements have been used to demonstrate that micropipes form
in SiC to relieve strain at the cores of dislocations with large screw dislocation components.
Single complete screw dislocations are stable and micropipes have been observed to occur only
when the dislocation Burgers vector is at least 4 times that of the single dislocation. Preventing
the formation of these super-dislocations should suppress micropipe formation in SiC.
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ABSTRACT

Defect structures in (111) 3C-SiC single crystals, grown using the Baikov technique, have
been studied using Synchrotron White Beam X-ray Topography (SWBXT). The major types of
defects include complex growth sector boundary structures, double positioning twins, stacking
faults on {111 } planes, inclusions and dislocations (including growth dislocations and partial
dislocations bounding stacking faults). Detailed stacking fault and double positioning twin
configurations are determined using a combination of Nomarski interference microscopy, SEM
and white beam x-ray topography in both transmission and reflection geometries. Possible defect
generation phenomena are discussed.

INTRODUCTION

SiC has attracted intensive attention due to its potential as a material for the manufacture of
electronic devices[I-l 1]. Because of its unique features of wide bandgap, high chemical stability
and high resistance to radiation damage, etc., SiC is expected to have broad applicability in high-
temperature, high power and high frequency devices. Among all its polytypes including 6H, 4H,
15R, etc., the 3C-SiC shows the highest electron mobility. Its intrinsic carrier concentration is
five orders of magnitude larger than that of 6H- or 4H-SiC and it offers a better chance to
support electron impact ionization with minimum anisotropy [1-3]. Therefore 3C-SiC is one of
the most promising of the polytypes for application to active devices.

Some efforts have been made to demonstrate the feasibility of fabricating inversion-type
MOSFETs, Schottky-barrier FETs and PN junction diodes using cubic-SiC [4-7]. However,
because of the lack of large, high quality 3C-SiC substrates, all these devices are fabricated by
growing 3C-SiC epitaxial layers on Si or 6H-SiC substrates. The lattice mismatch between 3C-
SiC and Si is 20% and highly strained epitaxy is unavoidable. Even when lattice mismatch is not
significant, for instance 3C- on 6H-SiC, the 3C-SiC epilayers can still have poor structural
quality [8].

Obviously, if large, high quality 3C-SiC crystals were available for use as substrates for 3C-
SiC epitaxy, the expected improvement in epilayer quality should lead to improved device
performance. Unfortunately, the growth of large, high quality 3C-SiC substrates has remained
elusive. Since the 1960's, various techniques have been tried including solution growth,
sublimation, and the Van Arkel method [7, 9, 10]. However, reports of crystals grown by these
techniques indicate very poor quality. Recently, the Baikov method has been used to grow
relatively large size 3C-SiC crystals. In order to examine the crystal quality, Synchrotron White
Beam X-ray Topography (SWBXT) is employed to provide detailed characterization of defect
content in these crystals. Due to its unique capabilities, SWBXT can reveal the overall
uniformity of crystal structure as well as local defect configurations. Since the electrical
properties of a device are inextricably related to the nature of defects and their distribution
within the active region of the device, the information obtained from SWBXT is valuable from
both the crystal growth and device fabrication points of view.
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EXPERIMENTAL

The crystals analyzed in this work were supplied by the U.S. Army Research Laboratory.
They are as-grown, (11l) 3C-SiC platelets with sizes of around 3-5 mm across and 1 mm thick.
These crystals are transparent and light yellow in color. This color indicates that the crystal is
either lightly doped or undoped, since the presence of any metallic impurities or nitrogen
introduces a green cast. As the impurity concentration increases the coloration will rapidly
approach black [1]. Optical microscopy, in both transmission and reflection modes, shows that
these crystals are generally quite uniform, except for occasional inclusions. Scanning Electron
Microscope (SEM) observation revealed faceted surfaces, as shown in figure 1.

Synchrotron white beam X-ray topography experiments were carried out at the Stony Brook
Synchrotron Topography Facility, Beamline X-19C, at the National Synchrotron Light Source
(NSLS), Brookhaven National Laboratory. The transmission, or Laue geometry, was employed,
with the detector (Kodak SR-5 film) oriented perpendicular to the direction of the area-filling
incident beam. Using the synchrotron white beam a single exposure can provide several useful
topographic images with linear resolution better than 5 ttm. In addition, a new experimental
arrangement, involving the use of a narrow beam in reflection geometry, is applied to identify
crystal layer structures. As shown schematically in figure 2, the crystal is set parallel to the
incident beam and the beam height is adjusted to be smaller than the crystal thickness. The
incident beam is controlled to hit only part of the crystal. This way, the diffracted image only
shows the structure of the material covered by incident and diffracted beams. Through the
precise control of the beam position, a sequence of topographs can be recorded by moving the
beam from top to bottom of the crystal. Comparison of these topographs enables one to locate
the structural configuration and defect distribution with the crystal. In this study, the beam height
is typically 0.2 mm.

diffracted beam

crystal thickness imaged region

incident beam

crystalbeamn heightA

1.0 Dm-
diffracted plane

Figure. 1 SEM micrograph of Figure 2. Schematic diagram showing the
3C-SiC platelet narrow beam reflection geometry.

RESULTS AND DISCUSSION

About a dozen crystals were examined. Results from three of them are presented below.
Figure 3 shows an X-ray transmission topograph recorded from crystal 1, showing the overall
defect distribution. The presence of Pendellosung fringes, labeled F, at the top left edge of the
crystal indicates the high quality of this crystal. Stacking faults are found in the middle of the
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crystal, as indicated by S. Dislocations, indicated by D, are also observed. Partial dislocations
bounding the stacking faults are indicated by P and inclusions by I. Some evidence for the
existence of growth sector boundaries, G, is also visible. Comparing with figure 1, it is clear that
the lines labeled by L in figure 3 are related to the surface step morphology. Since the bottom of
the crystal is attached to a carbon rod during the growth process, this region is covered by carbon
and does not show a clear facet feature [11]. Also, the lines indicated by B correspond to the
lines of intersection between facets. It is found that inclusion density is higher on these edges
than elsewhere.

Figure 3. SWBXT transmission topograph (g=202, X=0.690A•) recorded from crystal 1.

A transmission topograph recorded from crystal 2, shown in figure 4(a) displays a similardefect configuration to that in figure 3. Again the Pendellosung fringes (F), show the high crystalquality. Stacking faults (5), dislocations (D), growth sector boundaries (G), and inclusions (I)are the major defects in this crystal. The dislocation density in the crystal is determined to be lessthan 10-102 cmn/cm 3. Most of these dislocations are partial dislocations bounding stacking faults.The others are growth dislocations since they originate from the left part, where the crystalstarted to grow, and follow the crystal growth directions propagating towards the crystal facets.Some of them have been forced to glide or climb during cooling after growth forming
complicated dislocation configuration.More details of the stacking fault configuration in this crystal are shown in the (111) imageshown in figure 4(b). It is found that these stacking faults are similar to those previouslyobserved by TEM (Transmission Electron Microscopy) in 3C-SiC epitaxial layers grown byCVD (Chemical Vapor Deposition) method [12]. By applying the g~u=0 contrast extinctioncriterion of stacking faults, in which g is the diffraction vector and u is the fault vector of thestacking faults, the stacking faults observed are determined to be of { 111 } type with fault vectorsof 1/3<111> or 1/6<112>. Stacking faults appear as equally spaced parallel fringes on topograph4(b) due to the fact that their fault planes, (11l1), (111) and (1l11), are inclined to the crystalsurface. Stacking faults with fault vector 1/3[1i1] vanish in (202) and (202) images but appear in
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(111) and (202) images. Similarly, stacking faults with fault vector 1/6[112] are not observed in
(220) and (220) images but are visible in (111) and (202) images. As an example, a stacking
fault with fault vector 1/3[lil], as indicated by Si in figure 4(b), vanishes in figure 4(a). Since
the stacking of the Si-C elementary layer along <111> is random and the stacking fault energy
on { 11 } is low, the probability of occurrence of stacking fault is enhanced [14]. Thus {111
type stacking faults are the dominant defects in these crystals as expected.

(a) (b) 0.5 mm
Figure 4. Transmission topographs recorded from crystal 2. (a) g=202, X=0.400A. (b) g=l1l, X=0.558A

Double positioning twins are found in most of the crystals examined here. The stacking
sequences of ABCABC and ACBACB are related by a 1800 twinning operation, which is often
referred to as double positioning twinning [15]. This kind of twin structure is frequently
observed in 3C-SiC epilayers [4, 8, 12] and can be easily identified by SWBXT [8]. In this
paper, the two twin related configurations are referred to as 3C(I) and 3C(II), respectively. When
both 3C(I) and 3C(II) co-exist, the corresponding diffraction patterns superimpose as shown
later. A typical twin structure is shown in figures 5(a) and (b), which were recorded from crystal
3. Both are (113) images of two related regions 3C(I) and 3C(II), respectively. The quality of the
3C(II) structure, as shown in figure 5(b) is similar to that in the 3C-SiC crystals grown by the
Van Arkel method[14]. Growth sector boundaries, indicated by G, and a high density of
inclusions, indicated by I, are clearly visible. This kind of growth sector boundary structure is
usually associated with doping or impurity segregation [16, 17]. Since these crystals are either
low doped or undoped, the growth sector boundary structure may be formed due to carbon
segregation. The quality of the 3C(II) region, as shown in figure 5(b), is not as good as that in
3C(I) region, as shown in figure 5(a), due to the large strains induced by impurity. Growth sector
boundaries become visible due to the strain between growth sectors, which originates in
differences in the rates of impurity segregation in the different growth directions [18]. Thus the
presence of growth sector boundaries is likely to be indicative of difference in impurity
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segregation rates between adjacent growth sectors. Such differences may have a detrimental
influence on device performance.

9 9

-;G~

(a) (b) 0.5 mm

Figure 5. Transmission topographs recorded from crystal 3 show double positioning twins.
(a) 3C(I) gA 13, X=0.459A. (b) 3C(II) g=l 13, ),=0.459A

By using a narrow incident beam, the 3C(II) region is determined to be at the bottom of the
crystal. Figure 6(a) is the diffraction pattern produced when the incident beam is 0.2 mm above
the crystal bottom whereas figure 6(b) is the one when the incident beam hits the very bottom of
the crystal. Diffraction from 3C(II) appears only in figure 6(b). This proves that 3C(II) structure
exists within a layer thinner than 0.2 mm at the bottom of the crystal. There is experimental
evidence that the growth rate of the (111) face in the platelet is infinitesimally small compared
with the growth rates of other faces, including the face parallel to it (Ill face) [11]. Therefore
the (111) faces are always covered with a thin film of carbon formed by the decomposition of

3C(I) 3C(I)

3C(II)

AM 3C(I) -"X3 (I)

(a) (b)
Figure 6. Diffraction patterns recorded from crystal 3 using the narrow beam reflection geometry.
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CH 4 which is the reaction product of hydrogen with the graphite substrate. The further growth on
(111) faces is expected bring about a twin structure. The difference between growth rates on
(111) and (111) faces determines that the thickness of 3C(II) is much smaller than that of 3C(I).
Apparently this kind of structural preference eliminates the influence of double positioning
boundaries, which benefits device fabrication.

CONCLUSIONS

Synchrotron white beam X-ray topography has been used to reveal the defect structures in
(111) 3C-SiC single crystals grown by the Baikov method. The major types of defects include
complex growth sector boundary structures, double positioning twins, and stacking faults on

111} planes, inclusions and dislocations (including growth dislocations and partial dislocations
bounding stacking faults). The dislocation density in these crystals is determined to be less than
10_102 cm/cm3 . Layer structures of double positioning twins, 3C(I) and 3C(II), are determined
by using a narrow beam in reflection geometry. A thin layer of 3C(II) is located at the bottom of
the crystal and its quality is relatively poor compared with that of the 3C(I) region. The presence
of growth sector boundaries may have a detrimental influence on device performance.
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ABSTRACT

Steps at the AIN/SiC interface have been investigated by HREM. Some of them do not
introduce any defects. Others steps present a dislocation character which can contribute to
relieve the strain due to the lattice mismatch. A third kind of steps gives rise to a prismatic
planar fault for which a model is given. A reaction between prismatic and basal stacking faults
is analyzed.

INTRODUCTION

Due to their large direct band gap, III-nitride materials are very interesting materials for
optoelectronic applications such as light emitting diodes and lasers in the deep ultraviolet
region [1]. Since bulk crystals or wafers are not available, AIN and GaN have to be epitaxially
grown on a large variety of substrates. Device quality films have been obtained on sapphire and
SiC substrates. However, SiC is still the most promising one as it has good lattice and thermal
match with AIN and GaN [2]. Previous results have shown that growth of an AIN buffer layer
strongly enhances the crystallinity, so improving the optical and electrical properties of the
deposited films [3]. The buffer layer thickness and the growth conditions were reported to be
critical parameters. Unfortunately, the epitaxial layers still contain high density of defects [4].
Three kinds of defects are mainly reported. Dislocation half loops and threading dislocations
with a density of 10"' cm-2 have been observed, showing a and a+c Burgers vectors [4].
Numerous Stacking Faults (SFs) close to the substrate surface are also observed. Their density
decreases with the distance from the substrate[5]. Planar defects identified as Double
Positioning Boundaries (DPB) have been reported by Tanaka et. al [6] in AIN films grown on
SiC. Similar defects were called Stacking Mismatch Boundaries (SMB) in GaN grown on SiC,
by Sverdlov et al.[7]. In the two cases, the defects limit domains in which the stacking
sequences are different. However, the structure of such defects and their configuration are still
unclear. In the present work, the structure of the A1N/SiC interface has been studied by High
Resolution Electron Microscopy, and the structure of prismatic faults was determined.

EXPERIMENT

SiC-6H substrates were cut 3.5 off the basal plane toward <11-20>. The (0001)Si
surface is cleaned using the classical way followed by a hydrogen plasma step in order to
reduce the amount of oxygen-carbon bonding down to below the X-ray photoemission
detection limit. The details of this procedure were reported by Lin et al. [8]. Depositions started
by an AMN buffer layer which has intermediate lattice parameters between GaN and SiC. The
thickness of the buffer layer was 50 nm. Growth was performed by an Electron Cyclotron
Resonance plasma enhanced Molecular Beam Epitaxy at a rate 40 nm/h with a substrate
temperature between 600 and 650 °C.
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TEM cross section samples were thinned down to 100 pm by mechanical grinding and

dimpled down to 10 stm. Electron transparency was achieved by ion milling with a LN2 cold
stage at 5 kV. A final step at 3 kV was used to remove possible ion damage. HREM
observations were made along the <11 20> direction on a Topcon 002B electron microscope
operating at 200 kV with a point to point resolution of 0.18 nm (Cs=0.4 mm). Image
simulations were carried out using the multislice package of the EMS software [9].

RESULTS

The deposited AIN film and the SiC substrates present hexagonal symmetry structures
with different stacking sequences. AIN exhibits the wurtzite structure, or 2H polytype in the
Ramsdel notation, with a .. AaBbAaBb... stacking sequence, whereas SiC has the 6H polytype
with the .. AaBbCcAaCcBbAa... sequence. Although the two materials have tetrahedrally
coordinated structures with a good lattice match in the basal plane, their stacking is very
different along the c direction.

Due to the misoriention of the substrates, numerous steps are present at the interface.
The displacement vector relating two terraces of the substrate separated by an interface step
does not always correspond to a translation operation of the wurtzite structure. Therefore, the
two crystals which grow on the two different terraces can present two different stacking
sequences e.g.: ..AaBb.. and ..AaCc.. A simple procedure [10] has been devised in order to
characterize all the possible interface steps, and at the AlN/SiC interface, only three types of
steps were shown to exist.

Firstly, there are steps for which the displacement vector corresponds to a translation
operation of the wurtzite structure. An example is shown fig. 1. In this case, the step height is
of 6 atomic bilayers (atoms are black on the micrograph).

42H- IN ',- -. .-,,,2=8 nm defocusl

inerf ace 7

6HSi

S[1100] .5 f 7-L

Fig. 1 HREM image of a 6 atomic bilayers step height. The Burgers circuit drawn on the
micrograph shows that such a step does not present any dislocation character.
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The displacement vector introduced by the step is then 1 c translation of the SiC and
corresponds to 3 c translations of the AIN structure, regardless the small lattice mismatch (
-1%). The Burgers circuit drawn on the micrograph does not point out any dislocation
character for the step. A close examination of the step shows that it can be divided into two
parts. The leftern part corresponds to the core (arrow fig. 1), the step face is vertical and
extends along 4 atomic bilayers. Then, along a distance of 4.5 nm (dashed lines fig. 1), the step
is lifted up another 2 bilayers, along the stacking misfit appears to be compensated. At this
place, the coherency of the interface seems to be loss.

The second kind of interface step is illustrated on figure 2. The step is 2 atomic bilayers
high. The displacement vector d = CAIN + 1/3<1010> introduced by the step was illustrated by
the closure failure of the Burgers circuit drawn on the micrograph. The 1/3<1010>
component corresponds to the fault vector of the 12 type SF of the wurtzite structure [I t]. In
the core of this step the 6H stacking which can be considered as a 2H faulted sequence, is
equivalent to a 12 type SF bounded by a Shockley partial dislocation.

28 nm defocus

interface d

[1100] 0.251 nm

Fig. 2 HREM image of a 2 atomic bilayer height step. The closure failure of the Burgers
circuit underlines the displacement vector d= 1/3<1010> + C•AU of the step.

A typical example of the third type of interface step is shown on figure 3. In contrast to
the 12 type step, this one gives rise to a defect which extends in the AIN layer and links the step
to a SF arrowed on the micrograph. This limits domains with different stacking sequences.
The tetrahedra drawn on the micrograph shows evidence of a 1/2 c translation vector between
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the two crystals. It has been extensively studied in a previous work [10] and was identified as

due to prismatic SFs already observed by Conventional TEM by Drum [12].

Stacking fault-->

28 nm defocus'

2H -AIN

-4

Fig. 3 HREM image of a defect which links a one atomic bilayer high interface step to a I•
type SF at 8 nm inside the AIN film. A simulated image inset in the micrograph has
been obtained with a model shown in fig. 4. The specimen thickness is 6 nm.

Drum'sModel
[1120] /

00 0 00 0 4-,. 00 0o 00.
[0001] [1100] (1210)

Fig. 4 [0001] projection of Drum's model of the prismatic defect.
Black atoms lie above the plane of the white atoms.

554



The proposed model suggests a fault contained in the (1120) plane as well as its 1/2
[10 11] fault vector. A projection of such a defect along the [0001] direction is shown figure 4,
it results in 4 and 8 atoms cycles. Such a defect, observed along the [11 20] direction is not
seen edge on, it is at 300 of the electron beam direction. The contrast observed on the
micrograph is then a projection of the defect. A HREM image simulation obtained with
Drum's model (inset fig. 3) is in good agreement with the experiment. Such defects are known
to be growth defects and to link 1/6<2023> SFs named I1 type by Hirth and Lothe [11], in
hexagonal closed packed materials. This type of interface step has the same displacement
vector than a I1 type SF and then will named I1 type interface step.

Figure 5 shows a configuration of such defects. Two adjacent I1 type interface steps
which have generated prismatic faults are indicated by vertical arrows. The two faults are
joined by a Ii type SF indicated by the horizontal arrows. This results in a closed domain with a
different stacking sequence than the surrounding crystal. The closure failure of the Burgers
circuit drawn on the micrograph is d=1/3 [2203], which corresponds to the sum of the
displacement vectors of the two I1 type steps (1/6 [2203]).

Fig. 5 Two prismatic defects generated by two interface steps (vertical arrows) and joined by
a I1 type SF (horizontal arrows).

The result is equivalent to a 12 type step with the dislocation character of a Shockley
partial, meaning that the SF corresponds to one of the two prismatic faults which have fold
from the prismatic to the basal plane and reacted with the other. As the fault vector 1/2 [1011]
of the prismatic defect and that of the SF 1/6 [2023] are different; stair rod dislocations with
1/6[100] Burgers vectors are expected at the intersection lines.
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DISCUSSION AND CONCLUSION

This study of the AIN/SiC interface has shown that although some interface steps do
not present a dislocation character, a number of them introduce defects in the deposited film.
Two kinds of steps are observed to generate defects. The first one only gives rises to a
dislocation equivalent to a Shockley partial. Such steps are convenient as they can contribute
to the relief of the strain due to the lattice mismatch.

The second kind of interface steps generates prismatic defects. They may cross the
epitaxial layer and are observed to end close to the interface in two ways:

- bounded by a Frank partial dislocation [10],
- react with an other prismatic fault which have fold from the prismatic to the
basal plane.

These defects may be related to DPBs and SMBs which seem to originate also at
interface steps. However, in our case, the prismatic faults are contained in a (1120) plane seen
at 300 from the observation direction, and not edge on.
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ABSTRACT

In some materials, Van der Merwe's equilibrium theory of strain relief is believed to
explain the sudden transition from pseudomorphic growth of a thin film to a progressively relaxed
state. We show, for the first time for GaN, how an accurate estimate of the critical thickness of a
thin film can be extrapolated from suitable measurements of lattice constants as a function of film
thickness using synchrotron X-ray. We do this both for an elementary elastic energy function, in
which the interactions between the dislocations are ignored, and for a more realistic energy
estimate due to Kasper. The method is found to work quantitatively for thin films of GaN on AIN.
The critical thickness is determined to be 29 ± 4 A.

INTRODUCTION

Ever since molecular beam epitaxy has been used to grow materials, many attempts have
been made to grow pseudomorphic epitaxial films on substrates with different lattice constants for
many different combinations. However, due to the lattice mismatch it is not possible to grow
pseudomorphic films with arbitrary thickness. In the initial stage of growth, the misfit can be
accommodated by the strained film alone, but above a certain thickness, the so-called critical
thickness, a spontaneous emergence of misfit dislocations cannot be avoided. Equilibrium theory
generally predicts extremely small values for the critical thickness, which are sometimes almost
impossible to measure directly. So we demonstrate here a method which allows us to extrapolate
the critical thickness from a series of lattice constant measurements.

In thermodynamic equilibrium, misfit dislocations appear at the interface of strained layer
heterostructures when the strained layer is thick enough that it is energetically favorable for the
mismatch to be accommodated by a combination of elastic strain and interfacial misfit
dislocations, rather than by elastic strain alone.' The equilibrium assumption does not always
apply: in some well-studied systems, such as GexSil.x, kinetic effects are more important.2 In this
work we show that the equilibrium theory is appropriate for thin GaN films on AIN buffer layer
on sapphire (0001). Therefore, in the initial stage of growth, when the film is below the critical
thickness, GaN is expected to grow pseudomorphically on AIN. Above the critical thickness, the
strain begins to relax by spontaneous creation of dislocations at the GaN/AIN interface.
Subsequently the lattice constant begins to approach the bulk value as the thickness of GaN
increases further.
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Fig. 1 Unit cells of sapphire (0001) and AIN on top of it. Solid line is for sapphire and dashed

line for AIN. Open circles and hatched ones represent 0 in sapphire and Al in AIN, respectively.

EXPERIMENT

To test those ideas which will be explained in the next section we examined

measurements of lattice constants of GaN thin film grown on AIN buffer layers on sapphire

(0001).3 The AIN buffer layer between the sapphire and the GaN was used because its in-plane
lattice constant is intermediate, as used previously4 , which redistributes the substantial mismatch

between two interfaces. GaN samples with thicknesses in the range from 50 A to 1 Pm were

grown by MBE (Molecular Beam Epitaxy) on sapphire (0001) using a 32 A AIN buffer layer. In

order to have a workable signal from the thinnest films, X-ray beamline XI6C at the National

Synchrotron Light Source (NSLS) was employed to determine the lattice constant a of the GaN

films using a least-squares fit method.3 Fig. I shows the known epitaxial arrangement of AIN on

sapphire (0001)5,6 and table 1
7 lists the known bulk hexagonal lattice constants of the relevant

materials. If there were no lattice mismatch, the in-plane lattice constant of AIN would be

expected to be 4.758/1'3 = 2.747 A, considerably less than the bulk value of 3.112 A. Instead, we

found a = 3.084 A indicating a partial compression of the buffer layer.

THEORY

First we consider the relationship between the film thickness and the lattice constant a

using Van der Merwe's energy minimization theory. 8 From elementary elasticity theory the strain

energy per unit area is proportional to h(ao- a) 2, where h is a film thickness, a. is the lattice

constant of the (completely relaxed) material of the film and a is the actual lattice constant of the

film. Assuming that the effective range of the dislocation field is constant, the energy due to

Table I Physical parameters of GaN, AIN and Sapphire
a (A) c (A)

GaN 3.189 5.185

AIN 3.112 4.982

Sapphire 4.758 12.991
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dislocations depend on their density alone, which is proportional to (a - as). Then, the total
energy of the strained film is given by

E = oxh(a - a.) 2 + [(a-as) (1)

where a and P3 are constants. For the system to be in equilibrium, this energy should be a
minimum: aE/aa=O. Then, to obtain the value of he, the critical thickness, we simply need to
consider a = as. Setting aE/aa=O also gives a relation between h and a so long as a > as At a =
as, h is equal to h, below which the film is pseudomorphic and a will have the same lattice
constant as the substrate, as. The derived relation between a and h from Eq.(l) is

a =a + L(a. -a.) (2)
h

The method we have used to determine h, experimentally is to fit lattice constant data for thicker
films, and use Eq.(2) as an extrapolation formula.

Now we consider the total energy more rigorously. The elastic strain F depends on the
mismatch between a film and its substrate, m, as well as the average number of dislocations
present at the interface.9 The relationship is given by

m = IF-+- (3)
p

where m=(a-a 0)/ a, , Fe = (ao-a)/ a, a, is the lattice constant of the substrate, b' is the active
component of the Burgers vector and p is the average distance between dislocations. Assuming
ideal misfit dislocations we obtain the following expression.

b (a-a)=- M- - F I. = --WWý (4)
p a.

Using the expressions from Kasper2'9, a better estimate of the energy of the dislocations per unit
length is given by

E, Rb 4 [I +lnýjj] (5)

where q is the inner cut-off radius, given by2 q= 7tb/( 2-2 (1- v)), p. is the shear modulus, v is the
Poisson's ratio, b is a Burgers vector. Q is the effective range of the misfit dislocation field, and
has two limiting values that depend on the density of dislocations, p

Q=p/2 when h >> p/2 (6)

p(4 hp) - 2 h when h << p/2 (7)
-2(p2 +4h52)
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We will use another approximation, Q = hp/(2h + p/2), to interpolate smoothly between the two
limits of Kasper. This then applies over the entire domain of h. With this approximation, the
total energy of a film with thickness h is given by

E =o(a-ao)2h+t3(a-a,) l+ln( 2hp )(8)t. q~p + 4h))

Following the same calculation we used to obtain Eq.(2), we find,
(aa~=ll( 2hp_ ) I I ][ (a, -ao,)h,_

kq(p +4h)) p-p(p +4h) l+In(2h / q)] 9

where p=baJ(a-as) as before. Since Eq.(9) is an implicit function, we must solve it numerically to
obtain a as a function of h.

RESULTS

Our results for the lattice constant a of the GaN films are plotted in Fig. 2 as a function of
their thickness. They show a progressive trend away from the bulk GaN lattice constant for
thinner films. The in-plane lattice constants are found to lie between those of bulk GaN and the
AIN buffer layer. It is clear that if the trend towards thinner films were extrapolated slightly, the
GaN lattice constant would cross that of the AIN buffer layer. This is the situation that occurs at

3.22-

3.20

3.18"

°" 3.16 -.... Eq. (2)

3.4 From Eq. (8)3.16

S3.14-

C
0
S3.12
¢0

=29±+4A
S3.10

3.08-

3.06. . . . . . . . . . . .

101 102 10
3  104

GaN thickness (A)

Fig. 2 Fit of lattice constant a as a function of GaN layer thickness
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the critical thickness, h, of GaN; thinner films would simply have a pseudomorphic epitaxial
relationship with the AIN substrate. In order to establish a quantitative estimate of he, it is
necessary to make a theoretical fit to the data for the trend of lattice constant with thickness,
which we explained above. We fitted our data to our extrapolation formula, Eq.(2) and obtained
the best fit over the entire region of film thickness with h, = 28 ± 4 A.

With this initial knowledge of the relevant parameters we find that the thickness
crossover between the two limits of Kasper (Eqs.(6) and (7)), h=p/2, falls at h= 72A, right in the
middle of the range of our data. We are therefore justified in using the more accurate treatment
of Eq. (9). We therefore fit the data again using Eq.(9) with q = 5.525 A, obtained from v = 0.38.
This gave the second curve in Fig.2 and hc = 29 ± 4 A.

SUMMARY AND CONCLUSIONS

We extrapolated the lattice constants of GaN film and obtained the critical thickness of
GaN on AIN buffer layer with a sapphire substrate. The lattice constant a was observed in the
region between 3.133 A and 3.196 A. The critical thickness of GaN was determined to be 29 ± 4
A. This value agrees extremely well with the value of hc predicted by the theory of Fischer et
al,3'10 31.5 A Since this theory is also based on energetic equilibrium arguments, it appears to
support the conclusion that the behavior of GaN thin films, unlike GeSij.x films for example,
can indeed be described by equilibrium models.

Our second conclusion is a practical one. The logarithmic correction for the interaction
between dislocations, which was used to obtain the more accurate interpolation formula, Eq.(9),
is apparently not very important for the determination of h,. This can be seen by comparing the
two fit curves in Fig.2, which are almost identical. The simple analytic form of Eq.(2) is
apparently sufficient to describe the thickness trend of the lattice constant and thereby allow the
accurate determination of the critical thickness from its fit.
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ABSTRACT

Comparisons between the wetting characteristics of (0001)si 6H-SiC and (111) Si surfaces in
various acids and bases were made. It was found that 10:1 HF dipped Si (111) surfaces were
hydrophobic where as the (0001)s 6H-SiC surfaces were hydrophilic. (0001)s, 6H-SiC surfaces
capped with a 20A Si layer, however, were hydrophobic after HF dipping and exhibited
outgassing levels on annealing which were several orders of magnitude lower than SiC wafers
dipped in HF without the capping layer. Annealing the Si capped (0001)s, 6H-I-SiC surfaces in
UHV at 1 100"C for 5 min. was found to be sufficient to thermally desorb the Si capping layer and
produce a (3x3) Si rich, oxygen free (0001), 6H-SiC surface.

INTRODUCTION

For SiC to succeed as the substrate/serniconductor of choice for high frequency/high
temperature, high power devices and III-N heteroepitaxy, a considerable reduction in defects (line,
planar, point, etc.) must be achieved. Following Si technology, where surface cleaning and
preparation are critical first step in all processes [11, a continued reduction in defects in SiC should
be expected as a result of improved SiC wafer surface cleaning techniques. In Si technology for
example, improper removal of surface contamination and oxides prior to Si homoepitaxy has been
shown to result in an increase in the density of line and planar defects in epitaxial films from <
104/cm 2 to > 10/cm2 [2-5] and an associated drop in device yield [2].
Typically SiC ex situ cleaning consists of solvent degreasing and RCA cleaning with the last step

usually a 5-10 min. dip in an HF solution (composition ranging from 0.1-50%) [6-8]. The HF dip
is intended to remove any native or intentionally grown (dry or thermal) oxides formed on the SiC
surface. For silicon, the HF etch has been found to be beneficial in that it not only removes oxides
(SiO 2 or SiO.) from the surface but also passivates the surface by terminating all the dangling
bonds with hydrogen [9-11]. The hydrogen termination inhibits re-oxidation of the silicon surface
on removal from the HF solution and produces a hydrophobic surface [11]. For (0001)si 6H-SiC
this has not been found to be the case. Surface analysis by the authors and others (see Figure la)
has revealed that the SiC surface is still terminated with an = 10 A layer of carbonaceous material
(consisting or C-C, C-O, C=O, and C-H bonding) after HF dipping [7-9]. Thermal desorption of
this non-carbidic carbon can be easily achieved by annealing at temperatures as low as 500-700"C.
However, unlike Si, approximately 1/2 to 3/4 monolayer of oxide remains at the surface (see
Figure 2a-b), and thermal desorption of this oxide in UHV requires temperatures in excess of
1000*C [12]. As shown in Figure 1c, removal of the oxide by this method can result in the
formation of some non-carbidic/graphitic carbon at the SiC surface. To combat this, others have
followed the pioneering work of Kaplan [13] and employed in situ techniques in which the SiC
surface is annealed in a flux of Si (solid or gas source) which allows thermal desorption of the
oxide at lower temperatures (< 900°C) while maintaining a Si rich surface [12,14]. In this paper,
we report on our efforts to use a Si capping layer to provide both a hydrophobic surface during ex
situ processing and a Si rich surface during in situ processing.

EXPERIMENTAL

The vicinal n-type (typically Nd = 10 1/cm 3) (0001)si 6H-SiC wafers used in these experiments
contained an n type epilayer (typically Nd = 1017/cm 3) and 500-1000A of thermally grown oxide.
They were supplied by Cree Research, Inc. The thermal oxide was removed using a 5-10 min. dip
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Figure 1. XPS of C is from (0001)Si 6H-SiC surface after: (a) 5 min. 10:1 1-F dip, (b) after
thermal annealing at 800°C, and (c) after annealing at 1200°C in UJHV.[8]

in a 10:1 HF dip (CMOS grade, J.T. Baker). Further cleaning of this surface was then
investigated by immersion in other acid/base solutions or by reoxidizing the SiC surface using a
UV/O3 treatment followed by a wet chemical treatment. The UV/Os treatments described in this
study employed a box in which was positioned a high intensity Hg lamp in close proximity to the
SiC wafer. The details of this process have been described previously 115]. The wet chemistries
examined included 10:1 HF, 10:1 buffered H-F (7:1 NH4F:HF), 40% NH4F, HCI:HF, and
NH 3OH:HF solutions, HNO3, H2SO4, acetic, and lactic acid. Except where noted, after all wet
chemical cleans the samples were rinsed in DI water (18 Mf?) and blown dry with N2 (UHP). All
wet chemicals were of CMOS grade purity (J.T. Baker).
The in situ cleaning and the surface analyses of the samples subjected to ex situ and in situ

cleaning were conducted in a unique ultra-high vacuum (UJHV) system consisting of a 36 ft. long
UHV transfer line to which were connected several surface analysis and thin film deposition units.
The details of each and the transfer line have been described elsewhere [15]. Surfaces prepared in
the above manner were then subsequently mounted to a molybdenum sample holder and loaded
into the loadlock for subsequent analysis by AES, XPS, EELS, and LEED. XPS analysis was
performed using the Al anode (h1w = 1486.6 eV) at 20 mA and 10kV. AES spectra were obtained
using a beam voltage of 3 keV and an emission current of 1 mA. LEED was performed using rear
view optics, a beam voltage of approximately 100 eV, and an emission current of 1 mA.
Calibration of the XPS binding energy scale was performed by measuring the position of the Au
4f7a2 and shifting the spectra such that the peak position occurred at 83.98 eV. All sample
temperatures quoted here were measured using an optical pyrometer and an emissivity of 0.5.
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Figure 2. XPS of 0 Is from (a) (OOOI)Si 6H-SiC and (b) Si (111) wafers after dipping in 10:1 BF
for 5 min.[12]

RESULTS

Si and SiC wetting experiments. As previously mentioned, oxide removal from (0001) 6H-SiC
surfaces using HF leaves a hydrophilic surface containing significant amounts of oxide surface
(see Fig. 3a). To determine a wet chemistry which produces a more hydrophobic SiC surface,
several (0001)si 611-SiC wafers were dipped in HF, NH4F, NH3OH, HC1, HNO3, H202, H2SO 4,
acetic acid, and lactic acid and the wetting characteristics of these surfaces in these acids and bases
and de-ionized water monitored visually. For comparison purposes, Si (111) and Si (100) wafers
were also dipped simultaneously in each acid with the SiC wafer. All wafers (Si or SiC) were
initially dipped in 10% HF to remove any native oxides from the surfaces before dipping in the
acids and bases of interest. For Si, the surfaces remained hydrophobic when dipped in NH3OH,
HCl, or H202. Dipping the Si wafers in HNO3 or H2SO4 removed the hydrophobic nature of the
surface. Dipping Si in the organic acids resulted in a strongly adhering thin film of the acid to the
silicon surface which could be removed in DI 1120 leaving a hydrophobic surface. For SiC, all
acids and bases wetted the surface and none were found to produce a hydrophobic SiC surface.
10% HF solutions with pH's adjusted from strongly acidic, neutral, and to strongly basic using
HCl, NH4 F, and NH3OH, respectively, were also examined as they have been reported to produce
better hydrogen termination of Si (111) surfaces [17,18]. In these experiments, the dipping times
were held constant at 10 min. No changes in the wetting characteristics of the (0001)si SiC surface
in HF solutions with the different pH's were found. In an additional experiment, the dipping time
was varied from 5 min. to 1 hr.; however, no difference was found. Additionally, neither XPS
nor AES indicated a significant change (within AES and XPS experimental accuracy) in the amount
of surface oxygen on (0001)si SiC wafers after dipping in HF solutions of various pH. No
differences were observed between on axis and vicinal surfaces, as well.
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Figure 3. (a) AES of (0001)Si 6H-SiC surface after dipping in 10:1 HF for 5 min., (b) (0001)s,
6H-SiC with a 20A Si capping layer after dipping in 10:1 HF, 5min., (c) (0001)sj 6H-SiC after
hermal desorption of the Si capping layer at 1 100°C for 5 min.

Si capping layer. A new technique for in situ oxide removal rapidly gaining acceptance consists of
annealing SiC in a flux of silicon at temperatures > 900°C [13,14]. Since wet chemical cleaning of
Si was found to more readily produce hydrophobic and cleaner surfaces, the use of a 20A Si
capping layer on (0001)si 6H-SiC was investigated. The following procedure was used to prepare
the Si capping layer. Firstly, the (0001) 6H-SiC wafer was given a 5 min. dip in 10:1 HF, DI
rinsed, N2 blow dried and loaded into vacuum. The 6H-SiC was then degassed and annealed in a
SiH4 flux (10-6 Torr) at 950°C for 20 min. in the GSMBE. This produced an oxygen free Si rich
(lxl) SiC surface. Next, a Si-Ge electron beam MBE was used to deposit 200A of Si on the SiC
at room temperature in situ. The Si/SiC sample was then given two UV/0 3 treatments followed by
dips in 10:1 HF to thin the Si capping layer down to 20A. After each HF dip, the polished face of
the Si/SiC wafer was found to be hydrophobic as with Si wafers. AES of this surface after HF
dipping showed only small amounts of oxygen and carbon contamination (see Figure 3b). XPS of
this surface after HF exposure showed a Si 2p peak at 99.5 eV with a shoulder at 101.5 eV
indicating that the surface consisted of an = 20 A Si film on top of the SiC. On annealing this
surface to desorb the Si capping layer, it was observed that the outgassing from the wafer was
several orders of magnitude lower than that typical for other HF dipped SiC wafers (10-7 Torr ax
vs. 10.5 Torr typical). In fact, the outgassing levels were typical for those observed from Si (111)
wafers. The reason's for these higher and lower outgassing rates will be discussed later.
Following annealing of the Si/SiC wafer at 1 100°C for 5 min., LEED showed a sharp (3x3)

reconstructed surface commonly observed for surfaces prepared via annealing in Si fluxes [12].
XPS of this surface, now shows a Si 2p peak located at 101.5 eV with a shoulder at 99.5 eV
indicating that the 3x3 surface is due to the presence of a Si bilayer. Continued annealing at
1 100°C resulted in further desorption of Si which resulted in first a (lxl) and then a ('l3x'43)R30°
LEED pattern. AES of the (3x3) surface showed no oxygen within the detection limits of AES and
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Figure 4. XPS of Si 2p from a (0001)si 6H-SiC with a 20A Si capping layer after: (a) 5 min. dip
in 10:1 HF, and (b) after thermal desorption of the Si capping layer at 1 100°C for 5 min.

a Si/C ratio of 3/1. It should be pointed out that (3x3) surfaces have been previously prepared,
removed from vacuum, dipped in HF, and the wetting characteristics observed. In this case, the
surfaces were hydrophilic indicating that the Si bilayer is readily removed by the combination of air
exposure and HF dipping. As such, 15-20 A probably represents the optimum thickness for the Si
capping layer.

DISCUSSION

One frequently noted problem with (0001) 6H-SiC wafers is the existence of internal micro-
pipes. Aside from being potential device killers, the authors have frequently experienced other
problems during processing of SiC wafers which can be attributed to the micro-pipes as well. The
authors have frequently observed that these entities can harbor HF and H20 after HF dipping and
N2 drying. Presumably, this is due to capillary action. This conclusion is based primarily on the
observation that during annealing/thermal desorption in UHV of HF dipped SiC wafers
phenomenally high outgassing rates have been observed (i.e. 10-5 Torr). RGA analysis of the
background vacuum during thermal annealing of the SiC wafer reveals that HF and H20 are the
two main constituents outgassing from the wafers. As outgassing rates for Si wafers which have
experienced an HF dip & N2 dry are several orders of magnitude lower (108 to 107 Torr), we
suggest that HF/H20 trapped in the micro-pipes due to capillary action are the source of the
extremely high outgassing. The importance of this observation is that the high outgassing can lead
to difficulties in completely removing the oxide from the SiC surface as well as creating a large
background of H20 and HF in the growth system. The H20/HF levels can subsequently result in
an increase of background oxygen or fluorine in epitaxial films. Owing to the observed change
from a hydrophilic to a hydrophobic surface with the addition of the Si capping layer, it is not
surprising that lower outgassing rates were observed for the SiC surface with the Si capping layer.
In addition to the oxide removal and the lower outgassing rates, another advantage of the use of

the Si capping layer is the potential for its incorporation into already existing processing routes.
Potentially, the Si capping layer could be deposited during cooling from SiC thin film CVD

567



epitaxy. Currently, the SiC wafer/film assemblies are cooled in H2 which produces a carbon rich
layer which must be removed by a second processing step of thermal oxidation [9,18].
Unfortunately, high quality SiC CVD epitaxial deposition typically occurs at temperatures higher
than the Si melting point (1440"C) and hence results in the deposition of Si droplets instead of a
continuous film of Si [19]. However, the authors have initially found that this approach can still
eliminate the need for oxidation as the Si droplets can be etched away (15 HNO3: 2 HF: 5
CH3COOH) leaving a surface concentration equal (by XPS and AES) to that produced by thermal
oxidation and oxide removal by HF. Perhaps, the Si capping layer can best be utilized with 3C-
SiC surfaces where epitaxy can occur at lower temperatures.

CONCLUSIONS

The wetting characteristics of (0001) 6H-SiC surfaces in HF and other acids were found to be
hydrophilic. Hydrophobic surfaces could be achieved by use of a thin 20 A Si capping layer. The
use of the capping layer also resulted in lower outgassing rates during thermal annealing during in
situ processing. Annealing the Si capping layer/SiC wafer at 1 100°C for 5 min. resulted in the
desorbtion of the excess silicon and a (3x3) reconstructed SiC surface.
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HIGH TEMPERATURE SURFACE DEGRADATION OF III-V NITRIDES
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ABSRACT

The surface stoichiometry, surface morphology and electrical conductivity of
AIN, GaN, InN, InGaN and InAIN was examined at rapid thermal annealing temperatures
up to 1150 'C. The sheet resistance of the AIN dropped steadily with annealing, but the
surface showed signs of roughening only above 1000 'C. Auger Electron Spectroscopy
(AES) analysis showed little change in the surface stoichiometry even at 1150 'C. GaN
root mean square (RMS) surface roughness showed an overall improvement with
annealing, but the surface became pitted at 1000 'C, at which point the sheet resistance
also dropped by several orders of magnitude, and AES confirmed a loss of N from the
surface. The InN surface had roughened considerably even at 650 'C, and scanning
electron microscopy (SEM) showed significant degradation. In contrast to the binary
nitrides the sheet resistance of InA1N was found to increase by - 10 from the as grown
value after annealing at 800 'C and then remain constant up to 1000 'C, while that of
InGaN increased rapidly above 700 'C. The RMS roughness increased above 800 'C and
700 'C respectively for InAIN and InGaN samples. In droplets began to form on the
surface at 900 'C for InAIN and at 800 "C for InGaN, and then evaporate at 1000 "C
leaving pits. AES analysis showed a decrease in the N concentration in the top 500 A of
the sample for annealing Ž-800 "C in both materials.

INTRODUCTION

Much progress has recently been made in the areas of growth, dry etching and
implant isolation and doping of the III-V nitrides and their ternary alloys. This has
resulted in nitride-based blue/UV light emitting and electronic devices. 131. High
temperature annealing is necessary in many of the processing steps for these devices,
including activation of implanted ions, [41 maximization of implant isolated regions [ or
high temperature alloying of metal contacts.[7 ] A key issue is the question of surface
degradation of the III-V nitrides during these high temperature anneals.[81

In all of this previous work the equilibrium N2 pressures above the solid (or solid
plus liquid) have been the focus. In many process steps rapid thermal annealing (RTA)
using the proximity geometry is employed, and this is a non-equilibrium situation. Zolper
et. al.[91 observed that the luminescence and surface morphologies of GaN annealed in
flowing N2 actually improved for RTA temperatures up to 1100 *C. Similar results were
obtained at lower temperatures by Lin et. al.[1°1

In this paper we report on an investigation of the thermal stability of AIN, GaN,
InN, InAIN and InGaN during rapid thermal annealing, the electrical conductivity,
surface morphology and surface stoichiometry have all been measured as a function of
annealing temperature. The In-containing materials are found to be substantially less
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thermally stable than either GaN or AIN, and loss of nitrogen creates a thin n-type surface
layer in all three binary nitrides.

EXPERIMENTAL

The GaN, AIN, InN, InGaN and MnAIN samples were grown using Metal Organic
Molecular Beam Epitaxy (MO-MBE) on semi-insulating, (100) GaAs substrates or A12O3
c-plane substrates in an Intevac Gen II system as described previously.[11] The group-III
sources were triethylgallium, trimethylamine alane and trimethylindium, respectively,
and the atomic nitrogen was derived from an ECR Wavemat source operating at 200 W
forward power. The layers were single crystal with a high density (1011 - 10l1 cmz) of
stacking faults and microtwins. The GaN and AIN were resistive as-grown, and the InN
was highly autodoped n-type (>1020 cm"3) due to the presence of native defects. MAIN
and InGaN were found to contain both hexagonal and cubic forms. The Ino.75A10.25N and
In0.5Ga0.5N were conducting n-type as grown (- 1019 cm 3 ) due to residual autodoping by
native defects. The samples were annealed in a rapid thermal anneal (RTA) system (AG
410T) face down on a GaAs substrate for 10 s at temperatures between 650 - 1150 'C in a
N2 atmosphere.

RESULTS AND DISCUSSION

The sheet resistance normalized to the as grown value for all of the nitride
samples is shown in Fig. 1 as a function of annealing temperature. The values for the
GaN, AIN and InN are found to drop by approximately three orders of magnitude with
annealing, up to 900 'C. The material becomes strongly n-type in all cases, even in the
GaN and AIN which were resistive as grown. The sheet resistance for AIN continues drop
steadily with anneal temperature until 1100 'C. AIN shows only a small loss of N from
the surface as determined by AES. However the electrical measurements are more
sensitive to small changes in the composition than the Auger. Here we believe the N
vacancies created by the loss of N from the surface are creating shallow donors. This
agrees with the theoretical prediction of Maruska and Tietjen. The actual values of
sheet resistance for AIN are much higher than the GaN up to 900 'C, and significantly
higher than InN at all temperatures. The data in Figure 1 is in agreement with the melting
point and vapor pressure curves for these materials. AIN is predicted to be stable under
N2 gas up to -2500 'C,[81 and to melt at - 3700 'C at atmospheric pressurelsJ. GaN is
predicted to melt at -3000 'C and InN at only -2400 'C181 and to degrade at 600 C' AES
has confirmed loss of N from the annealed GaN sample which would suggest that N
vacancies are contributing to the conductivity. At 1150 'C the sheet resistance for the
GaN drops sharply indicating that N is being lost at a much greater rate than the Ga. Groh

[131et. al. showed loss of nitrogen beginning at 710 'C in vacuum annealed GaN, with
significant loss at > 980 'C. The sheet resistance for the InN drops steadily over the
temperature range, which correlates to the problems of nonstochiometry in InN. The large
size difference between the N and In make the material less stable.

The sheet resistance for InGaN and InAIN on the other hand, increases with
annealing. The InAIN sheet resistance increases by 10 from the value for the as grown
material when annealed at 800 'C. Its resistance then remains constant to 900 'C, and
then decreases slightly at 1000 *C. For InGaN the sheet resistance remains constant up to
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700 'C and then increases rapidly with increasing temperature. This suggests that simple

N vacancies are not the cause of the residual n-type conductivity in these samples since at

the highest temperatures we are losing N from the surface, as described below. However

these samples become less conducting, suggesting creation of compensating acceptors or

annealing of the native donors is occurring.
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Figure 1. Sheet resistance normalized to the as grown value for AIN, GaN, InN, InA1N
and InGaN as a function of annealing temperature.

The RMS data normalized to the as grown roughness as a function of anneal

temperature is shown in Fig. 2 for AIN, GaN and InN. The AIN is still smooth at 900 'C,
but becomes quite rough at 10000C. Further surface reconstruction continues at higher
annealing temperatures. At 1150 'C the sample becomes smooth again- in fact slightly
smoother than the as grown sample. GaN shows no roughening, becoming smoother with
annealing due to defect annealing and surface reconstruction. InN on the other hand is a
factor of two rougher than for as grown samples at 650 'C, indicating the weaker bond
strength of this material.

3

2- GaNI
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Figure 2. The RMS data normalized to the as grown roughness as a function of anneal
temperature for AIN, GaN and InN.
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In Fig. 3 the RMS roughness for MAIN and InGaN are shown as a function of
rapid thermal anneal temperature. We see that the MAIN remained smooth until 800 'C,
and at 900 'C has increased an order of magnitude in roughness. At 1000 'C the RMS
roughness returns to a value close to that of the value for the as grown material. We found
this to be a result of In droplets forming on the surface above 800 °C and then
evaporating above 900 'C. The InGaN surface was unchanged at 700 'C, with the
roughness increasing above that temperature. In Fig. 4 the individual AFM scans are
shown for the ternaries. We see the surface of the samples becoming coarser above 800
'C, with large droplets forming. In the case of InAIN these droplets are removed by
annealing at 1000 'C, where the surface evaporation is more congruent.

30

25 - -- nAIN
-U lGaN

2 20

10 10

05

0 200 400 600 800 1o00 1200

Anneal Temperature (C)

Figure 3. The RMS data normalized to the as grown roughness as a function of anneal
temperature for MAIN and InGaN.

For GaN, the Ga/N ratio measured by raw AES counts increased from 1.73 on the
as-grown samples to 2.34 after 1150 'C annealing, indicating that nitrogen was indeed
lost from the surface. Similar results were obtained for for InAIN and InGaN (Fig.5) as
grown and annealed at 1000 'C and 800 'C respectively. Both materials showed a
definite decrease in the amount of N at the surface of the samples after anneal. In the case
of InGaN there was also a reduction in In, which could be related to the changes in the
electrical properties. The surfaces of all the samples show a loss of N, consistent with the
SEM, AFM and EDAX results.

CONCLUSION

The III-V nitrides are thermally stable to relatively high temperatures. AIN and
GaN remain smooth and stochiometric at 1000 'C, InAIN and InGaN up to 800 °C, and
InN up to 600 *C. Above these temperature capping is necessary to prevent the loss of N
and, sometimes, m. Consistent with the predicted melting temperatures and thermal
stabilities of the nitrides, we found AIN to be somewhat more stable than GaN, and much
more stable than InN. InAIN was found to be more stable than InGaN, as expected from a
consideration of the binary component N2 vapor pressures. AIN may prove to be a good
capping material for the other nitrides, because of its high stability and the fact that it can
be selectively removed by wet etching in KOH based solutions.
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Abstract

Crystals of cubic silicon carbide (3C-SiC) were grown in an RF-induction furnace on
graphite substrates by atmospheric pressure chemical vapor deposition (APCVD) from a single
precursor, methyltrichlorosilane (MTS) in hydrogen. The deposits were characterized by
micro-Raman spectroscopy, x-ray diffraction, and atomic force and scanning electron
microscopies. Above -1600'C preferential <110> growth directions were identified for the
majority of the crystals. At intermediate deposition temperatures (1600-1700'C) the dominant

morphology consisted of yellow prismatic crystals heavily twinned along { 1111 and (111 }.
At substrate temperatures exceeding -1750'C hexagonally-shaped ( 1111 oriented 3C-SiC
platelets were formed with alternating (001}/{ 101) edges. The dependence of nucleation
density, film morphology and film orientation on deposition conditions will be discussed with
emphasis on the growth of high quality single crystals of 3C-SiC.

Introduction

In addition to its superior mechanical properties, the wide band gap (2.3 eV), high
breakdown field (-5x10 6 Vcm-1), and high saturated electron velocity (_1000 Vcm-2s-1 ) of
cubic silicon carbide (3C-SiC) make it an attractive candidate for elevated-temperature, high-
frequency, and high-power electronic devices [1]. Chemical vapor deposition has been
demonstrated to yield dense, high purity 3C-SiC which has found applications as wear and
corrosion-resistant coatings and as a semiconductor device material particularly in aggressive
environments [2].

Previous work at the A.A. Baikov Institute in Moscow demonstrated that high-quality,
high-purity 3C-SiC single crystals (-3 mm) could be grown on resistively heated graphite rods
by APCVD using MTS in H2 [3]. Earlier results from NRL have also demonstrated that high
quality 3C-SiC was deposited at -1650'C under conditions of low MTS concentration in H2
[4]. An important objective of this study was to examine the effect of deposition parameters on
the microstructure of the deposited layers. Deposition conditions which favored platelet
growth were of particular interest.

Experimental Procedure

The growth of 3C-SiC was carried out at atmospheric pressure by the thermal
decomposition of methyltrichlorosilane (MTS) in excess hydrogen in a vertical, cold-walled
quartz reaction chamber (2.54 cm ID x 30.5 cm). A 5 kW RF induction power supply was
used to heat a cylindrical graphite substrate (1.83 cm 0 x 2.54 cm) which was supported in the
quartz tube by a molybdenum rod. Prior to each deposition run the reaction chamber was
evacuated to 0.1 tort and then purged with hydrogen. The substrate was preheated for 30
minutes in flowing hydrogen at the deposition temperature prior to initiating the MTS flow.

The hydrogen flow rate was controlled with a mass flow controller. The MTS
precursor was maintained in a constant temperature bath to control its vapor pressure. The
vapor pressure of MTS is - 170 tort at room temperature and decreases to -89 torr and -54 torn
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at 10*C and 0 'C, respectively [5]. The H2/MTS [1/mol] ratio to the reactor was controlled by
adjusting the MTS bath temperature, the H2 flow through the bath, and an additional H2 flow
added before the reactor. The H2/MTS ratio was varied between 100 and 5000; the total
hydrogen flow was 10-750 sccm.

The substrate temperature was varied between 1500'C and 2000'C for various
deposition times and was monitored with a Mo-sheathed W/Re (type C) thermocouple fitted
into a cavity in the backside of the substrate. The surface temperature of the graphite was
monitored additionally with a two-color optical pyrometer. Following each deposition the
substrate was maintained at temperature for 15 minutes and then cooled to room temperature in
flowing H2.

Surface morphology of the silicon carbide layers was examined by scanning electron
microscopy (SEM). Micro-Raman scattering measurements were performed at room
temperature with 514.5 nm excitation using an Ar+ ion laser.

Results and Discussion

Cubic silicon carbide crystallizes in the zincblende structure (ao=0.436 nm) with two
atoms per formula unit, and has three allowable optical phonon modes. As an isotropic polar
crystal, the optical modes are split into one longitudinal optical (LO) phonon (972 cm-1) and
two degenerate transverse optical (TO) phonons (796 cm- 1) [6]. Anisotropy in each of the
other polytypes of silicon carbide (4H, 6H, ...) makes the Raman spectrum of 3C-SiC readily
distinguishable. The Raman spectra of 3C-SiC crystals grown at substrate temperatures of
-1650'C and -1750'C with an H2/MTS ratio of 700 are shown in Figure la and lb,
respectively. Each spectra shows an LO band (971 cm-1) and a single TO band (796 cm-1) in
good agreement with published values. The low intensity peak at 728.5 cm- 1 in Figure la is as
yet unidentified, but may due to defect-related scattering (structural or impurity) or a multiple-
phonon process [7]. For comparison, Figure lc shows the Raman pattern for a Lely 6H-SiC
crystal. In this spectrum, an LO band (966.5 cm-1), two TO bands located at 787.6 and 796
cm-1, and a planar El mode (766.1 cm-1) are visible [8-9]. X-ray diffraction patterns for the

Ar+
514.5 nin 796 a) Twinned 3C-SiC Crystal

b) 3c-Sic Platelet24*C c) Lely 6H-SiC Crystal
co

971

Cd 728.5 787.6

700 750 800 850 900 950 1000

Raman Shift (cm-1)
Figure 1. Raman spectra of 3C-SiC crystals (H2/MTS=700) grown at a) 1650°C; and b) 1750°C;
c) Lely 6H-SiC.
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various deposits grown in this study were consistent with 3C-SiC. The only additional phase
detected was graphite, most likely from the substrate.

As-grown, the crystals ranged in appearance from transparent yellow to yellow-green.
Variation in color was most likely due to different doping concentrations of unintentional
nitrogen donors. Nearly all of the deposits exhibited a darkened carbon-rich region at the
interface with the substrate. As reported previously, the yellow appearance of CVD 3C-SiC
became increasingly brilliant with decreasing MTS concentrations at higher H2 flow rates. It
was suggested that excess hydrogen may directly or indirectly improve the etching of free
carbon from the growing SiC surface, or may assist in the formation of stable compounds
which facilitate the removal of free carbon from the reactor. Free-standing crystals showed
well-defined nitrogen bound exiton photoluminescence spectra with single- and multiple-
phonon modes indicating that high-quality crystallites had been grown [4].

Normalized for the deposited area, an MTS flux greater than -0.15 gcm-2hr-1 produced
dense, thick (ex. 1-2 mm in 4 hours for H2/MTS=200) polycrystalline deposits which could be
separated from the substrate to yield free-standing layers. Lower nucleation rates at lower
concentrations of MTS resulted in the formation of individual, well-defined crystallites.

The morphology of the SiC deposits was a strong function of the deposition
temperature, concentration of MTS in H2, and the total gas flow. The effect of deposition
parameters on morphology has been considered in detail by a number of other authors [10-11].
For example, Pampuch et al. [12] described the formation of silicon carbide using SiC14+CC14
in hydrogen. They observed the formation of twinned skeletal grains and prismatic grains at
substrate temperatures ranging from 1600-1700"C, consistent with the findings of this work.
They also reported the growth of tabular, hexagonally-shaped crystals above 1800'C although
the morphology of these deposits was not shown. Based in part on IR absorption data, they
identified these high-temperature crystals as 6H-SiC.

Examination of SEM images for individual crystals revealed that the dominant growth
direction was usually <110>. In many of the faceted crystallites, a common feature was the
occurrence of microtwin lamellae along {111 } planes. The presence of these microtwins is
likely due to the formation of stacking faults during growth. Variable growth rates in a
particular plane will favor twinning. A twin plane re-entrant edge mechanism, proposed
initially to account for growth of germanium crystals [13-14], has been used to describe the
development of 3C-SiC facets [15].

In this study, the effect of temperature on the morphology of 3C-SiC deposits was in
good agreement with the literature for temperatures up to ~17500C. At -1750'C the formation
of hexagonally-shaped platelets was observed for low MTS concentrations in H2. SEM
micrographs of twinned columnar and platelet crystals, grown at 16500C and 1750'C
respectively, are shown in Figure 2. The Raman spectra from these samples are illustrated in
Figure 1.

The platelets were { 1111 oriented and also exhibited a preferred <110> growth
direction. Atomic force microscopy revealed the surface roughness of the ( 1111 faces to be
better than 2 nm over 2x2 mm 2 with no discernible surface structure away from the near-edge
region. The observation of square pyramidal and rectangular faceting on alternate faces
adjacent to the { 111 ) surfaces suggested a sequential { 110)/( 001 ) habit for the edges of the
platelets. SEM observations confirmed the expected 35.3' (111 )z{ 110) and 54.7 ({111 }z
1001 ) angular relationships between the faces. Typical surface features on the { 110) and
(0011 faces are shown in Figure 3. The morphology of an individual 3C-SiC platelet can be
modelled as a thin (111) slice from the comer of a cubo-octahedron. A schematic illustration of
this relationship is shown in Figure 4.

Platelets grew radially and axially in six-fold clusters about a central <110> axis,
spaced by 60* along the <110> projection. Together, several clustered platelets formed the
backbone for the twinned columnar crystals observed at the lower growth temperatures. A
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a) b)

Figure 2. SEM micrographs of 3C-SiC crystals (H2/MTS=700) grown at a) 1650°C; and b)
1750TC. Bar = 200 gm.

a) b)

Figure 3. SEM micrographs of surface faceting on a) {101}; and b) {001} faces of a {111}
oriented 3C-SiC platelet. Bars = 2 lim and 10 irm, respectively.

semiquantitative calculation of the nucleation rate for the various low-index faces of 3C-SiC
assuming two-dimensional nucleation and layer growth revealed that the preferential growth
direction shifts from <111> to <101> with increasing temperature [11]. According to the
model, growth in the <114> direction should dominate at the highest temperatures, although
temperature values for each growth regime were not reported. The model does anticipate a

growth rate anisotropy parallel to { 1111 between <2 1> and <2i i> for 3C-SiC which would
favor twinning in the cubic structure relative to the hexagonal polytypes. In the CVD of 3C-
SiC platelets, the apparently flux-limited condition of the higher substrate temperature results in
a growth rate normal to ( 111 ) sufficiently low so as to not facilitate the filling of the gap
between neighboring platelets.
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Figure 4. Schematic illustration of a (111) oriented 3C-SiC platelet. Rectangular facets and

square pyramidal facets appeared on alternating {101) and (001) edges, respectively.

Conclusions

Optically transparent 3C-SiC has been grown on graphite substrates from MTS in
excess hydrogen. The microstructure of CVD silicon carbide is strongly depended on
temperature, MTS flux, and carrier gas flow rate. Faceted crystals were deposited at -1650°C
under conditions of low MTS supersaturation. These crystals were transparent yellow, though
heavily twinned along { 1111. For substrate temperatures of -1750'C hexagonally-shaped

111 ) oriented platelets were grown. The platelets grown in this work were also transparent
yellow and were unambiguously identified by Raman spectroscopy as 3C-SiC. Platelet edges
displayed an alternating (1011/(001} character that was manifested in the geometry of the
respective surface features. The morphological transition from twinned columnar growth to
platelet growth with increasing temperature was described and related to a semiquantitative
nucleation and growth model for 3C-SiC. Future work will focus on increasing the size of the
platelets as well as on determining the nature (Si or C) of the ( 111) 3C-SiC surfaces.
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Dopant incorporation efficiencies of SiC crystals
grown on { 1100}-face
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ABSTRACT

The dopant incorporation efficiencies of SiC bulk single crystals were investigated by the
measurement of optical absorption coefficients and chemical analysis-by Glow Discharge Mass
Spectroscopy. The SiC crystals were grown on the seed with the ( 11001 face by a sublimation
method. The grown ingot consisted of approximately three parts, which were the regions grown
with the ( 1100) face (I), the (1 lOnI face (II) and the ( 110n} face (III) as a growing front. The
nitrogen concentrations in these parts were in the order of II>I>111. The wafers exhibited the
color distributions in the c-plane due to the difference of the growing facet. The nitrogen
incorporation efficiencies were discussed in terms of atomic structure on the surface. The
aluminum concentration in the crystal grown on a ( 11001-faced seed was in the medium between
those in crystals grown on Si-face and C-face. On the other hand, the boron concentration was
similar to that of Si-face grown crystal, and higher than that of C-face grown crystal.

INTRODUCTION

Silicon Carbide (SiC) is an attractive semiconductor material for high-temperature,
high-power and/or high-frequency electronic devices due to its wide band gap, high saturated
drift velocity and high field breakdown strength [1]. The feasibility of these devices is dependent
on the quality of SiC substrates. SiC crystals are usually grown by a sublimation method (the
modified Lely method) [2]. There exist, however, large defects called micropipes in the SiC
crystals which are grown on (0001 1-faced seed crystals by this method. Micropipe defects must
be eliminated because they could give fatal damages to device functions. Carter et al. recently
reported that micropipes densities were diminished to 2-3/cm2, but not eliminated completely [3].
Takahashi et al._reported that micropipes were not observed when SiC crystal grew on the face of

1100 } or (1120 }, which were perpendicular to the ( 00011 face [4].
For SiC crystals as semiconductor substrates, the control of electric properties, which is

related to dopant incorporation, is required as well as the diminution of structural defects. We
have reported the dependence of the dopant incorporation efficiencies in bulk SiC crystals on the
growing directions [5]. It suggests that SiC crystals preferentially incorporate nitrogen atoms on
the (0001) C-face and aluminum and boron atoms on the (0001) Si-face. Moreover, it was
clarified that nitrogen incorporation efficiency was determined by the orientation of the growing
front. On the other hand, the distribution in aluminum and boron concentrations exhibited a
double ring pattern in the c-cut wafer plane grown on Si face. Subsequently, we investigated the
dopant incorporation efficiency of SiC crystals grown on the ( 11001 faced seed in the present
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work, so that the incorporation efficiencies are discussed by comparing the dopant concentrations
in the crystals grown with different front facets.

EXPERIMENTAL PROCEDURE

Crystal Growth

SiC crystals were grown in a graphite crucible with a lid. SiC source powder was laid at the

bottom of the crucible and the seed crystal attached on the lid. SiC crystals grow by vapor
transport from a source powder (2295 cC) to a seed (2230 C) under Ar ambient pressure of I
Torr. Abrasivegrade SiC powder (Showa Denko) was used as a source powder. The 6H-SiC
seeds with a { 11001 face were fabricated by cutting from an ingot grown on (0001) faced seed by
a sublimation method, since Acheson crystals are not thick enough in the c-direction. The
crystals were grown on the {11001 oriented seed with 10 mm in diameter. The growth run for
24 hrs. The impurities were supposed to derive from the source material and the graphite
crucible. Intentional doping was not carried out in this experiment.

Characterization of Crystals wafer-I
wafer-lI wafer-III

The grown ingot was sliced parallel to the .aer (1 ioo)i
- wafer-A::

{1100 1 face at a distance of 2 mm from the top
of the crystal (ref. fig. 1). The sliced wafer was (Si-face
polished to a thickness of 1 mm (wafer-A). The (0001) C-face

(0001)
concentrations of impurities were determined in
the central area ( # 8mm) of the wafer-A by Seed

Glow Discharge Mass Spectroscopy (GDMS).
The results were compared with those of wafers Fig. 1 Schematic view of grown ingot
grown on (0001) Si-face and (0001) C-face. and sampled wafers.

Additionally, three c-cut wafers were sliced
out of the grown ingot to investigate the

distributions of impurities in the crystal. They
were sampled from the parts where the SiC
grew with a (11001 facet (wafer-I), with a

(1llOn) facet which is inclined from (1100}
face to Si-face (wafer-II) and with a (1ll0n)
facet which inclined to C-face (wafer-III). (n : ,
natural numbers) Absorption coefficients were
measured in the visible light range for the
qualitative estimation of nitrogen concentration - '' ,
on these wafers. Fig. 2 Outview of the SiC ingot grown

on (1100} faced seed. The maximum
diameter was about 17 mm.
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RESULTS AND DISCUSSIONS

Grown Crystal [
Figure 2 shows the SiC ingot grown on the

11100) faced seed. The ingot had growing
facets of three {1100} faces and their linking <01>
{110n} faces and {11 0n} faces. The growth F 0

rate was approximately 8mm / 24hrs in height.
Figure 3 shows the wafer-A horizontally sliced <iTOO>
with the (1100) face from the ingot. This
figure indicates that the wafer-A consists of Fig. 3 Photograph of wafer-A sliced

horizontally from the grown ingot. The
three regions with different color contrast, wafer consists of three parts with different
which are central area, Si-face side area and color contrast.

C-face side area of the wafer. Si-face side area 5mm

was greener. On the other hand, C-face side I{ 10n}
area was colorless and striped due to high
stacking fault densities. This suggests that the
dopant incorporation efficiencies are different on ...............
these three areas. The c-cut wafers (wafer-I, II,
III) underwent more detailed examination to see
the difference of the dopant incorporation
efficiencies on these regions. <0001>

• green region
Nitrogen Incorporation Efficiency

Fig. 4 Schematic color contrast in the
wafer-II. The nitrogen concentration

Biedermann has reported that nitrogen was higher in the areas where SiC had
incorporation gives 6H-SiC crystals green color grown with { 11On) facets.
[6]. It suggests that the nitrogen concentration
can be estimated qualitatively by optical
absorption measurement. The color contrast in
wafer-II shows an inhomogeneous distribution
in nitrogen concentration. Greener regions
extended widely, where crystals would have
grown with lI10n I facets. Colorless region is
observed at the narrow area where the growth <10> [ green region
would have been performed between two m greener region
(ll0n) facets (ref. fig.4). This results agree L<OW1>

with the color distribution of the wafer grown a. wafer grown b. wafer grown
on Si-face on C-face

on Si-faced seed (fig.5-a). Greener region was
located at the fringe area where the crystal would Fig. 5 Distributions of color contrast in

- the f 0001 )wafer grown on the Si-facedhave grown on { 11 On I facets. Briefly, nitrogen seed (a) and on the C-faced seed (b).
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atoms were incorporated effectively onto the ý'3
(lion 1-faceted surface, which was inclined E

from { 11001 face to Si-face. 25 -X-Wafer-II
We speculate that the nitrogen .i4 20 -e-Wafer-III

concentration in the wafer-III could correspond • 15
to that of the crystal grown on C-face in the 0
directions of <llOn> or <112n>, asis the same z

for wafer-II. The wafer grown on C-faced seed 5

shows hexagonal color contrast with greener 0 0
, 1.5 2.0 2.5 3.0

region in the center and colorless regions in the < Photon Energy (eV)
fringe (fig.5-b). That is, the nitrogen
concentration was low at the area where SiC Fig. 6 Optical absorption coefficients of
grew on I 1i nI face. the wafer-I, II and III. The peaks near

2.0 eV are related to incorporated
Figure 6 shows the results of optical nitrogen.

absorption measurement of wafer-I, II, III. The (1100)
absorption coefficient of wafer-I lay between (0n) -(1 (0•)
those of wafer-Il and wafer-III. This indicates (1n( n

that the nitrogen incorporation efficiency of the Si-face C-face
wafer-I was in the medium between wafer-II (0001) (0001)
and wafer-III. J. Yang et al. have reported that
the surface of the SiC crystal grown on (1100) Seed 0<1120>

substrate contains elongated facets with (11041 '-- •
(or { 1104)) face in the direction of <1120> [7].
This means that the growth on the ( 11001 face higher concentration of nitrogen

can be considered as a combination of growths Fig. 7 Schematic diagram for the
on the [1104) and ( 1104) faces. The nitrogen distribution of nitrogen concentration
concentrations in the grown crystal are in the vertical section of a grown ingot.

The color contrast was not clear nearsummarized in fig. 7. the seed.

Mechanism of Nitrogen Incorporation 6H-SiC (1104) - face
c

We interpret the nitrogen incorporation a b
mechanism in terms of atomic structure at the
growth facets. According to the atomic radius
and electronegativity, nitrogen atoms are known
to occupy C-sites preferentially [8]. When a <0001>
nitrogen atom, occupies a C-site in the 0"Si atom
(OOO)C-face growth, no dangling bond exists 0""C atom Q < 1120 >

on the atom by forming a nonbonding electron Fig. 8 surface structure of (1104)-face.
pair. This state is considered relatively stable, a- and b-plane are equivalent to C-face
This is the reason why the nitrogen atoms are and Si-face, respectively. c-plane

consists of carbon atoms with two
effectively incorporated on the C-face. Figure 8 dangling bonds.
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shows the atomic structure of the { 11041 face. This surface partially includes the same type of

structure as C-face. Therefore, the nitrogen concentration was high in the region where SiC

grew on the {11041 face. In general, { lOn} face contains three types of surface structure,

which are the surface structure of C-face (a in fig. 8), Si-face (b) and the structure consisting of

Carbon atoms with two dangling bonds (c). Although the nitrogen incorporation efficiency of

type-c is not clear, high efficiency is expected in type-a. This explains the high nitrogen

concentration in the part grown with 111 OnI facets. On the other hand, there is no surface

structure of C-face on the surfaces of the (0001)Si-face and little on the I I 10n) faces. So, the

nitrogen atoms are difficult to be incorporated in the crystal on these faces. The nitrogen

incorporation efficiencies can be qualitatively estimated by the density of C-face surface structure

on the growing front.

Aluminum and Boron Incorporation Efficiencies

Table I shows the result of chemical analysis on the wafer-A by GDMS, compared to those

of the wafers grown on Si-face and C-face. The aluminum concentrations of the wafers were in

the order of growth on Si-face > on {I 1001 face > on C-face. This tendency is opposite to that

for the nitrogen concentration. It is agreeable if aluminum atoms could preferentially occupy

Si-sites [8]. It is noted, however, that the distribution of aluminum concentration shows a double

ring pattern, which is quite different from that of nitrogen.

The concentration of boron in the wafer-A was as high as that in the Si-face grown wafer,

which was higher than that in the C-face grown wafer. It is not clear why boron atoms showed

equally effective incorporation in the {11001 face to the Si-face, but it might be related to the

possibility that boron atoms could occupy both Si- and C-sites [8].

CONCLUSIONS

The dopant incorporation efficiencies were examined for SiC bulk single crystals grown on

the 1 11001 faced seed. The results obtained are as follows. The grown ingot consists of three

parts with different color contrasts, which were the regions grown with the [11 On ) face, the

S11 On) face and the 111001 face as a growing front. The nitrogen concentrations are different

in each part and

exhibited distributions Table I. Impurity concentrations in the wafers grown on

in the c-plane. The different faces and in source powder.

aluminum Impurities [ppm]

concentration in the Growing Surface Al B Fe Ti Ca

crystal grown on a

111001 oriented seed (1100) -face 2.5 3.1 0.15 0.02 ND

was in the medium (0001) Si-face 4.1 2.7 0.25 0.05 ND

between those of (0001) C-face 1.2 0.9 0.28 0.05 ND

crystals grown on

Si-face and C-face. source powder 21 5 89 38 27
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On the other hand, the boron concentration is similar to that in Si-face grown crystal and higher
than that in C-face grown crystal.
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LOW VOLUME RESISTIVITY CHEMICAL VAPOR DEPOSITED BORON DOPED
POLYCRYSTALLINE THIN DIAMOND FILM GROWTH ON SAPPHIRE

Hassan Golestanian, S. Mirzakuchaki, E. J. Charlson, T. Stacy, and E. M. Charlson
University of Missouri-Columbia, Department of Electrical Engineering, Columbia, MO 65211

ABSTRACT

Hot-filament chemical vapor deposited (HFCVD) boron doped polycrystalline diamond
thin films having low volume resistivity were grown on sapphire. The films were characterized
using scanning electron microscope (SEM), X-ray diffraction, and current-voltage
measurements. SEM micrographs show good crystalline structure with preferred (100)
orientation normal to the surface of the film. X-ray diffraction pattern revealed diamond
characteristics with the four typical diamond peaks present. Finally, the obtained I-V
characteristics indicated that the film's volume resistivity is at least two orders of magnitude
lower than those of HFCVD polycrystalline diamond thin films grown on silicon under similar
growth conditions.

INTRODUCTION

Because of its unique properties, diamond has been explored for diverse applications in
electronics, optics, and material coatings."< The wide energy gap, surface stability at high
temperatures, and low relative dielectric constant of diamond makes it an ideal candidate for
use in high speed, high power, high temperature, and high frequency applications. 4

Unfortunately, the use of bulk diamond crystals severely limits the semiconductor applications
due to difficulty in doping, device integration, high cost, and small size.2 In the hope of
alleviating these problems, a great deal of effort has been undertaken for study of
heteroepitaxial diamond synthesis by chemical vapor deposition (CVD). Since Spitsyn et. al.
reported the growth of diamond films on a foreign substrate under metastable conditions, 5

heteroepitaxial diamond synthesis using CVD has become a reality. It has been suggested that
for reproducibly growing diamond thin films, substrates of carbides and materials capable of
forming interfacial carbides, e.g. Si, Mo, SiC, Si2 N4, A12 0 3 , and WC are desirable.' For
substrates having large thermal expansion coefficient, i.e. steel, or exhibiting adhesion
problems, an intermediate layer like SiC has been suggested.'

CVD diamond on insulating high temperature substrate is desirable for various
electronic and optical applications. Sapphire substrates are one of the most promising
possibilities. Unfortunately, diamond thin films grown on sapphire exhibit very poor adhesion.'
CVD diamond growth on sapphire is severely affected by the difference in thermal expansion
coefficients between the two materials. Different thermal expansion coefficients of the layer
and the substrate results in interfacial stress and thus poor adhesion. Therefore, the grown
films tend to crack and to peel off from the substrate both during sample cool down and when
the sample is exposed to atmospheric pressure. For an A12 0 3 substrate, it has been suggested
that tension rather than compression is needed for good adhesion of diamond.6

EXPERIMENT

Synthetic boron doped HFCVD polycrystalline thin diamond films were grown using
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in-situ doping on sapphire. In this study, 1" diameter c-A1203 discs were used as substrates.
The HFCVD reactor consisted of straight tungsten filaments placed horizontally over the
substrate with a filament-to-filament distance of 7 mm. In order to keep the level of tungsten
contamination low, the filaments were pre-treated using a gas mixture of hydrogen and
methane of 85 and 15 sccm, respectively. Since the CVD diamond films grown on sapphire
are expected to have poor adhesion, the substrate underwent a two-step surface treatment first
using 15 .tm grit diamond paste for 20 minutes followed by a smoothing period of 10 minutes
with 0.25 ýtm grit diamond paste. The first abrasion was found necessary to improve the
adhesion while the smoothing step was utilized to promote the growth of smaller size crystals
for growth of a smooth film surface. Prior to introduction to the CVD system , the substrate
was rinsed with DI water and air dried. To further reduce cracking and peeling, the growth
process was divided into two to three timed growth periods.

The substrate was placed about 7 mm beneath the treated tungsten filaments on a Mo
plate. Its temperature was monitored using a K-type thermocouple placed against the
substrate backside through the Mo plate. Reacting gases were H2 and CH4 with flow rates of
98 and 1.5 sccm, respectively. The dopant source used was trimethyl borate, B(COCH 3)3, in
acetone. Flow of the dopant gas was controlled at 0.5 sccm to provide the desired ratio of
boron to carbon in the chamber (200 to 1000 ppm). Reacting constituents were introduced
into the chamber using a gas feed through with a 1/4" copper tube positioned above the
filaments. Chamber pressure was kept at 29-31 Torr with a substrate temperature of 765-
7750C.

RESULTS

Mechanical abrasion using diamond paste and a timed growth process resulted in a
significant reduction in cracking and peeling of the films. Extra care was also taken during the
cool down period and subsequent sample introduction to atmospheric pressure to further
reduce the flaking. To show the area covered by the diamond film, a photograph of sample Sll
is given in Fig. 1. Viewing the figure, one can see that the grown diamond film has completely
adhered to the substrate. This film has been stable for several months. It must be noted that
the non-uniformity present on the picture is due to the residue of the silver thick film
conductors that were applied for I-V measurements.

In order to characterize the as-grown diamond films on sapphire, SEM, X-ray diffraction,
and I-V measurements on the films were obtained. Crystal structure of the films were
examined using scanning electron microscope. A micrograph of sample S7 is presented in
Fig.2. Well faceted crystals having good crystal structure with preferred (100) orientation
normal to the surface of the film is observed in the figure.
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Fig. 1: Photograph picture of sample S11 showing area covered by the diamond film

5 gma

Fig. 2: SEM micrograph of sample S7

The X-ray diffraction pattern of the samples indicated the existence of the four
conventional diamond peaks. Fig. 3 shows the X-ray diffraction pattern of sample S9. In order
to quantitatively determine the crystalline plane orientation and possible texture, the relative
intensities of the peaks were compared to the standard ASTM file for carbon. To approximate
the degree of texture, the Harris texture index of the diffracting planes were then calculated. It
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was found that for the (400) plane the index (T(400)=1.34) dominated. A preferred orientation
of (hi k, li)-plane parallel to the film surface is indicated by T>1.

7

120 .

D(1 11)
100,

80.

60

z
0 40

S(110) D(220)
20-

D(311) D(400)

0

2-Theta

Fig. 3: X-ray diffraction pattern of sample S9

Conductivity type of the carriers in sample S7 was verified using a carefully isolated
thermal probe station. The current variations due to a heat cycle and subsequent cool down is
shown in Fig. 4. The hot probe was grounded to the free standing sample with a cold ohmic
contact connected to the input of the pico ammeter. The positive current indicates p-type
conductivity.

1.6
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- 0.8

S0.6
S0.4

0 0.2

0.0-

-0.2 Heat Cycle 4 Cool Cycle

TIME (Arbitrary)

Fig. 4: The current variations due to a heat cycle and subsequent cool down

Two stripes of silver thick film conductors were applied on top of the films about
0.1cm apart and 0.6 cm long. Length to distance ratios of the stripes were kept large to
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minimize possible sources of error in the I-V measurements. The measured values of current
vs. applied voltage for two samples are plotted in Fig. 5.
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Fig. 5: I-V obtained for CVD diamond films grown on sapphire

Using resistance values obtained from the figures and the corresponding physical data,
volume resistivity of the films were then estimated. Table I contains dopant concentration in
the chamber, growth process length, and calculated volume resistivity for several samples
studied in this work.

Table I: Dopant concentration, growth process length, and calculated volume resistivity.

Sample B/C Growth Process Resistivity
(ppm) (Hours) (Q-cm)

S7  400* 4 hrs. and 15 min. 1.5 x 10'

S8  1000 One 2 hr. and a I hr. 3.1 x 103

S9  200** Two 2 hr. runs 4.8x 10'

$11 200 One 2.5 hr. and a 1.5 hr. 3.41x 104

* A delta doping period of 15 minutes was used• First two hours was undoped

CONCLUSION

Hot-filament chemical vapor deposited boron doped polycrystalline diamond thin films
having low volume resistivity were grown on sapphire in spite of the significant difference
between thermal expansion coefficient of sapphire and CVD diamond. The calculated film
volume resistivity (p=1.5 x 103 f-cm) was found to be less than two orders of magnitude
lower than that for films grown on silicon (p=8. 4 2 x 105 f2-cm) under similar growth
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conditions. Adhesion problem was eliminated by vigorous mechanical treatment of the
substrate, timed growth periods, and a slow cool down process.
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ACTIVATION OF ACCEPTORS IN Mg-DOPED, p-TYPE GaN

W. GOTZ, N.M. JOHNSON, J. WALKER, D.P. BOUR
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ABSTRACT

The activation of acceptors was investigated for Mg-doped, heteroepitaxial layers of GaN
grown by metalorganic chemical vapor deposition. After growth the samples were exposed to
isochronal rapid thermal anneals in the temperature range from 500'C to 775'C. The samples
were studied by variable temperature Hall effect measurements and photoluminescence (PL)
spectroscopy in the as-grown condition and after each temperature step. The thermal treatment
leads to the formation of acceptors which are characterized by an activation energy for ionization
in the range between 165 meV and 182 meV. These acceptors are attributed to Mg atoms
substituting for Ga in the GaN lattice. The experimental results for the acceptor activation are
consistent with the dissociation of electrically inactive acceptor-hydrogen complexes. The
reversibility of this process is investigated by the exposure of the activated, p-type GaN samples
to atomic hydrogen in a remote-plasma hydrogenation system at 600'C and reactivating at 850'C.

INTRODUCTION

Mg-doped, p-type GaN exhibits a shallow acceptor state, the ionization energy of which ranges
between -160 meV and -180 meV depending on the concentration of acceptors and
compensating donors [1]. This acceptor state is believed to be due to Mg atoms substituting for
Ga (Mgoa) in the GaN lattice. However, as-grown, Mg-doped GaN is semi-insulating when grown
with growth techniques that furnish a hydrogen rich ambient and a post-growth treatment (e.g.,
furnace annealing) is required to activate the acceptor dopant [2,3]. Results from ab-initio total
energy calculations [4] suggest, that hydrogen in its positive charge state (H') compensates
acceptors at growth temperature to enable charge neutrality [5]. Thus, the formation of donors is
suppressed, since H' has a lower formation energy than other potential donors (e.g. the nitrogen
vacancy). After growth, acceptor-hydrogen complexes form which are dissolvable in a post-
growth thermal activation process at temperatures below the growth temperature.

Conclusive experimental evidence for the existence of acceptor-hydrogen complexes in CaN
from vibrational mode spectroscopy has yet not been achieved [6]. However, it has been shown
that the exposure of Mg-doped, p-type CaN to monoatomic hydrogen at elevated temperatures
leads to a reduction of the acceptor concentration and to an increase of the hole mobility [7]. This
increase is indicative of the removal of ionized scattering centers and consistent with the
formation of acceptor-hydrogen complexes upon introduction of hydrogen into the GaN sample.

In this study we investigate the activation of acceptors in Mg-doped GaN with isochronal (5
min) RTA annealing at temperatures in the range between 500'C and 775°C. The GaN material
was characterized by variable temperature Hall effect measurements and low temperature (2 K)
photoluminescence (PL) in the as-grown state and after each annealing step. To test whether the
activation process is reversible, the activated samples were exposed to atomic hydrogen at 600'C.

EXPERIMENTAL

The GaN material used in this study was grown by MOCVD and doped with Mg during
growth. The films were grown heteroepitaxially on sapphire substrates to a thickness of 2 tm
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with a low temperature GaN buffer layer. After growth, these films were semi-insulating with
resistivities of >10 7 Q cm at 500 K. The samples were not initially exposed to any post-growth
acceptor activation processes. The incorporation of Mg was verified by secondary ion mass
spectrometry (SIMS). The SIMS depth profiles revealed a uniform distribution of Mg throughout
the film at a concentration of -6x 1019 cm3 .

The GaN films were annealed in a RTA system under flowing N2. The heat-up time to the
annealing temperatures was -5 s and temperature overshoots were minimized (< 3 K). The
hydrogenation was performed with a remote microwave plasma operating at 2 torr [7].

The Hall measurements were conducted in the temperature range from 80 K to 500 K. The
magnetic field was 17.4 kG. Samples of 5 x 5 mm2 size were cut and metal dots were vacuum
evaporated in the four corners to obtain ohmic contacts in the Van der Pauw geometry.

For the PL measurements, the samples were mounted in a cryostat and immersed in liquid He
to achieve a sample temperature of -2 K. The PL spectra were excited with the 325 nm line of 30
mW HeCd laser with a pumping power of -I W / cm 2. The resolution of the spectra was 0.05 nrm.

ACTIVATION OF ACCEPTORS

The as-grown, Mg-doped GaN films exhibited high resistivity, and reliable resistivity
measurements could only be obtained at elevated temperatures [8]. After annealing at 500'C, the
resistivity of the sample remained basically unchanged (-107 Qcm at 500 K). After the annealing
temperature was raised to 775°C, the resistivity reaches a value of - 3 Qcm at 300 K.

(a) Temperature (K) (b)
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C E
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0o) 1015
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1014

1013 1
2 3 4 5 6 7 8 102 103
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Fig. 1. Hole concentration (a) and hole mobility vs temperature (b) as determined from Hall
effect measurements. The symbols refer to experimental data and the solid line in Fig. la is
calculated using the charge neutrality condition. The solid line in Fig. lb indicates a
temperature dependence of ~T1"4 of the hole mobilities at high sample temperatures.
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Hall effect results after annealing at 775°C are shown in Fig. 1. Figure 1 a and b show the hole
concentration and the hole mobility, respectively, as functions of the sample temperature. The
hole concentrations p were obtained from the experimental Hall constants RH with p = rHi/qRH (q =
electronic charge); the Hall scattering factor was assumed to be isotropic, temperature
independent and of unity value (rH -_ 1). The temperature dependence of the electron
concentration shown in Fig. la reveals activation by a shallow acceptor only for temperatures
above 200 K with impurity band conduction at lower temperatures. The solid line in Fig. la is
calculated from the charge neutrality condition. The model assumes a single acceptor species
(MgGc), specified by its thermal activation energy and uniform bulk concentration, and partial
compensation by an unidentified donor species, specified by its bulk concentration. The onset of
impurity band conduction severely restricts the temperature interval over which the three-
parameter model is applicable. Therefore, the data were analyzed by fixing the donor
compensation at 3×1018 cm- 3 [8] and performing a two-parameter fit to the high-temperature (i.e.,
>200 K) portion of the data. After the 775'C anneal, an acceptor concentration of -2.3x1019 cmi3

and an activation energy for ionization of -170 meV were determined.
The room temperature (300 K) hole mobilitiy (Fig. lb) after annealing at 775°C is 6.7 cm2/Vs

and the peak mobilitiy appears at 235 K with a value of 6.1 cm2/Vs. The high temperature branch
of the mobility follows a temperature dependence of -T- 1'4 which is indicative of lattice scattering
and close to the ideal temperature dependence of this scattering mechanism, -T1"5 . At lower
sample temperatures, the hole mobility is affected by impurity band conduction and drops rapidly.

Results from PL spectroscopy (2 K) taken from the Mg-doped GaN film after growth and after
each annealing step have been reported elsewhere [8] and are summarized as follows. The PL
spectrum of as-grown, Mg-doped GaN is dominated by a set of lines emitting in the blue region of
the electromagnetic spectrum. The zero phonon line (ZPL) is located at 382 nm (3.25 eV) and LO
phonon (0.09 eV) replicas are visible at 393 nm (3.16 eV) and 403 nm (3.08 eV). After annealing
at 500'C these lines "red-shift". The ZPL is now positioned at 414 nm (3.00 eV) with the first LO
phonon replica at 425 nm (2.92 eV). The intensity of the PL increases by a factor of two after
annealing at 500'C. The spectra remain unchanged after annealing at 600'C. After annealing at
700'C the intensity of the PL lines decreases and the lines broaden. The ZPL line appears only as
a shoulder and its position cannot be exactly determined. However, the line of the first phonon
replica indicates further red-shift of ~0.01 eV. After annealing at 775°C a weak blue band
centered at 435 nm (2.85 eV) with a full width at half maximum of -0.23 eV appears in the
spectrum. In addition to the blue band, a set of sharp PL lines located at 369.55 nm (3.358 eV),
376.25 nm (3.298 eV) and 377.55 nm (3.286 eV) appears.

REMOTE PLASMA HYDROGENATION OF p-TYPE, Mg-DOPED GAN

After annealing at 850'C (5 min), the p-type, Mg-doped GaN sample was exposed to atomic
deuterium in a remote-plasma deuteration system at 600'C for one hour. This treatment rendered
the sample semi-insulating and no Hall effect measurement was attempted. However, after further
annealing at 850'C (5 min), the sample exhibited p-type conduction. Results from variable
temperature Hall effect measurements are shown in Fig. 2. Figure 2 demonstrates hole
concentrations (a) and hole mobilities (b) after annealing at 850'C and after deuteration and
annealing at 850'C. The solid lines in Fig. 2a were calculated from the charge neutrality condition
by assuming a single acceptor and donor compensation. The activation energy for ionization of
the acceptor is -170 meV and the concentration of the compensation is 3x1018 cm3 for both data
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Fig. 2. Hole concentration (a) and hole mobility vs temperature (b) as determined from Hall
effect measurements. The symbols refer to experimental data and the solid lines in Fig. 2a
are calculated using the charge neutrality condition. The solid line in Fig. 2b indicates a
temperature dependence of -T"1"6 of the hole mobilities at high sample temperatures.

sets displayed in Fig. 2a. The concentration of the acceptors is 3.0x101 9 cm-3 after annealing at
850'C and 2.0x101 9 cm 3 after deuteration and annealing.

The hole mobilities significantly increase after the sample was exposed to the deuterium plasma
and reactivation as demonstrated in Fig. 2b. The room temperature and peak mobilities prior to
deuteration are 6.4 cm 2/Vs and 6.7 cm2/Vs (265 K), respectively, and after deuteration and
reactivation the corresponding values 7.3 cm 2/Vs and 9.2 cm 2/Vs (205 K), respectively. The high
temperature branches of the mobilities exhibit a temperature dependence of -T and at lower
sample temperatures the mobilities are affected by impurity band conduction.
In Fig. 3, we show PL spectra taken at 2 K for Mg-doped GaN after annealing at 850'C, after
remote plasma deuteration at 600'C for 1 h, and after annealing, deuteration and acceptor
reactivation at 850'C. We also show the PL spectrum that was obtained from the same film in the
as-grown state. This spectrum exhibits a set of PL lines consisting of the ZPL line at 382 mn (3.25
eV) and LO phonon replicas [8]. The spectrum taken after annealing at 850'C is almost identical
to the spectrum after annealing at 775°C [8] and exhibits the "red-shifted" blue band centered at
435 nmn (2.85 eV) and set of sharp lines closer to the band edge [8]. After the remote plasma
deuteration, these PL lines disappear and the broad line which includes the ZPL line L2 increases
in intensity. After reactivation of the acceptor dopant (RTA: 850'C, 5 min), the broad PL line
decreases in intensity but its energy position remains almost unchanged,
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Fig. 3. PL spectra of Mg-doped GaN in the as-grown state and after annealing at 850°C,
subsequent exposure to a remote-plasma deuteration at 600'C for lh, and subsequent
activation of the acceptor dopant at 850'C. Zero phonon lines (ZPL) are labeled as Li (382
nm) and L2 (414 nm).

DISCUSSION

An activation energy of - 170 meV is typically observed for Mg-doped, p-type GaN. The
acceptor level is likely due to Mg atoms residing on Ga substitutional lattice sites. The reduction
of the activation energy with increasing annealing temperature is consistent with increasing
acceptor concentrations and impurity band conduction. A hole activation energy of 0.16 eV has
been determined for MBE-grown, Mg-doped GaN by Hall effect measurements [9], and 0.15 -
0.16 eV were determined from the temperature dependence of donor-acceptor pair recombination
of MOCVD-grown, Mg-doped, p-type GaN observed by PL [10]]. The Hall effect data presented
in Fig. 1 are consistent with the picture of an increasing number of acceptors being generated by

the thermal treatments as opposed to the removal of compensating donors. After growth, only a
fraction of Mg atoms acts as acceptors to compensate the presence of native or impurity related
donors. A combination of acceptors and donors is an energetically favorable condition for crystal
formation in wide bandgap semiconductors under thermodynamic equilibrium [5]. In Mg-doped
GaN compensation is enabled by the presence of H' during growth and the formation of Mg-H
complexes during cool-down. As a consequence, as-grown, Mg-doped GaN is semi-insulating.
The presence of high donor concentrations (3x 1018 cmf3 ) is consistent with low formation energies
for native donors and donor impurities in semi-insulating material as compared to n-type material.
Furthermore, the appearance of impurity band conduction in our Mg-doped, p-type GaN material
after annealing at 775°C (Fig. la) clearly indicates that the activation process of Mg acceptors is
due to the generation Mg-related acceptor states in the bandgap of GaN and therefore strongly
supports the concept of Mg-H complexes.
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The shift in the position of the PL line series has previously been used to suggest that the Mg-
related acceptor level is located 250 meV above the valence band edge [11]. However, our data
show no evidence that the set of PL lines with a ZPL at 382 nm (LI) is directly related to Mg or
that its "red-shift" after annealing at 500'C is related to the activation of Mg acceptors (Fig. 3).
First, the red-shift of 0.25 eV is too large to be accounted for by the generation of Mg states into
the bandgap unless large lattice relaxation is associated with the dissociation of Mg-H complexes.
Second, the red-shift occurs after annealing at 500'C [8], which appears to be grossly out of
proportion to the negligible amount of electrical activation of acceptors occurring at that
temperature. Third, remote plasma hydrogenation at 600'C renders the Mg-doped GaN semi-
insulating, however, the PL band centered at 435 nm does not "blue-shift' to its original position
with the ZPL at 382 nm (Fig. 3). To identify the origin of these PL lines will require further
investigations. The complex pattern of defect generation and removal revealed by PL strongly
indicates that acceptor activation involves more that simply the dissociation of Mg-H complexes,
although this process is clearly implicated.

SUMMARY

Experimental results from variable temperature Hall effect measurements and PL obtained for
the activation of acceptors in Mg-doped GaN during post-growth thermal anneals in the
temperature range between 500'C and 850'C suggest that hydrogen passivates acceptors by the
formation of electrically inactive acceptor-hydrogen complexes. A "red-shift" (0.25 eV) of a set of
PL lines with a ZPL at 385 nm to a broad band centered at 435 nm which was thought to be
indicative of the activation of acceptors in Mg-doped GaN is shown to occur at an annealing
temperature of 500'C and, therefore, is likely to be unrelated to the p-type conductivity. This
finding is supported by the observation that after remote-plasma hydrogenation which renders
Mg-doped, p-type GaN semi-insulating the position of the PL band at 435 nm remains unchanged.
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ABSTRACT

We have applied frequency-dependent capacitance measurements and admittance
spectroscopy on metalorganic vapor phase epitaxy GaN:Mg to study the electronic states
associated with Mg doping. Samples with different Mg doping levels were grown and annealed
in nitrogen. Lateral dot-and-ring Schottky diodes using Au/Ti were fabricated. After a 800 TC
anneal, frequency-dependent measurements show that the capacitance is reduced at a higher
frequency, most likely due to the inability of a deep center to maintain an equilibrium ionization
state under a high frequency modulation. The net ionized acceptor concentrations was found to
be greater at a higher Mg doping level. Admittance spectroscopy, in which the conductance is
monitored as a function of temperature, verifies the existence of at least one impurity-related
acceptor level with an activation energy of - 140 meV. A reduction in the annealing temperature
was found to lead to a lower net ionized acceptor concentration, as well as a higher activation
energy.

INTRODUCTION

The successful p-type doping in metalorganic vapor phase epitaxy (MOVPE) GaN using
Mg has allowed the realization of blue light emitting p-n junction diodes. Treatments, such as
electron beam irradiation [1] or thermal annealing [2], are usually required to activate the p-type
conduction. Electrical characteristics of these Mg-related acceptors are, however, not well
understood. The Mg acceptor binding energy has been reported to be 250 and - 160 meV from
the donor-acceptor pair transition and from temperature-dependent photoluminescence (PL)
experiments respectively [3]. The temperature-dependent Hall measurements revealed Mg-
related activation energies of 125 and 157 meV for two samples from the same growth run but
annealed for 60 and 25 seconds respectively [4]. The 60-second annealed sample had more
electrically active acceptors. In this paper, we report the electrical characterization of GaN:Mg,
using frequency-dependent capacitance measurements and admittance spectroscopy, in order to
study the electronic states associated with Mg doping. Both the effects of Mg doping levels and
thermal annealing temperatures were investigated. It is well known that deep traps greatly affect
the free carrier profiles, as determined by capacitance-voltage (C-V) measurements [5]. Given
the aforementioned energy level depths associated with Mg, as well as the fact that Mg-doping is
responsible for most or all of the observed p-type conductivity, the small signal capacitance of
Mg-doped GaN is expected to be dependent on measurement frequency. We had also found that
deep level transient spectroscopy (DLTS) could not be successfully used to characterize these
Mg-related deep levels, principally due to the low diode capacitance level at low measurement
temperatures. In contrast, admittance spectroscopy is better-suited for the study of these
relatively shallow and/or fast levels [6].
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EXPERIMENTS

Mg-doped GaN samples were grown in a horizontal MOVPE reactor at 100 Torr using
trimethyl gallium (TMGa), bis-cyclopentadienyl magnesium (Cp 2Mg), and ammonia (NH3) on
(0001) sapphire substrates [7]. The flow rates of TMGa and NH 3 were 16 pitmole/rnin and 2
standard liters/min (slpm) respectively. The carrier gas was H2, and the total gas flow rate was 5
slpm. A thin, undoped buffer GaN layer was grown first at 600 'C, followed by the growth at
1050 TC until the thickness reached - 0.8 pin. A Mg-doped layer, - 2 prm in thickness, was then
grown at 1050 TC at a growth rate of - 2 lm'hour. Samples with three different Cp2Mg flow
rates at 0.72 (sample A), 0.6 (sample B), and 0.84 (sample C) ltmole/min were grown separately.
The undoped GaN layer grown at 1050 TC is n-type with a free carrier concentration at - IxI017

cm"3 . After growth, all samples were annealed at 800 TC in a 600 Torr N2 ambient for 30 min.
Additional pieces of sample C were also annealed at 500, 600, 700, and 900 TC. Lateral dot-and-
ring Schottky diodes using Ti/Au were fabricated. The dot electrode has a diameter of 560 Ptm,

surrounding by a ring electrode with 40 pim gap. The area of the ring electrode was greater than
10 times that of the dot. C-V and frequency-dependent capacitance measurements were
performed at room temperature, in the dark, using a Hewlett-Packard 4284A LCR meter in series
mnode with an AC modulation level at 15 mV and a frequency, f, ranging from 100 Hz to 1 MHz.
In admittance spectroscopy, the conductance (G) as well as the susceptance (j2tfC =j(OC) were
monitored over the temperature range of 80 - 400 K.

RESULTS

Effect of Mg Doping Levels

We have measured the sample 700
capacitance at a zero DC bias voltage as a

600
function of frequency, and found that the 5! A- Sample A
capacitance value was strongly frequency- 500 0.72 Irnole/min. Cp2 Mg

dependent. The results of samples A and B
were shown in fig. 1. The observed variation U 400

Zin capacitance could be due to either the high <

resistivity of the film or the well-known 300
dispersion effect which occurs when a deep <
level is unable to follow the high frequency < 200 sample B

voltage modulation and contribute to the net 0.6 .tmole/min. Cp2Mg
space-charge in the depletion region [8]. The 100 .. .

former effect is relatively unimportant since
the capacitance values in fig. I were obtained 10 102 101 1o0 1o0 106 107

from the series mode measurement of the FREQUENCY (Hz)
LCR meter, in which the capacitance is
determined independently of any series Fig. 1 Measured (0) and predicted (-)

resistance. The low frequency capacitance zero DC bias capacitance as a
should be dependent on the sum of deep and function of measurement frequency
shallow impurities, while the high frequency for samples A and B. The
capacitance is given by the free carrier density experimental values were obtained
[9]. We have performed C-V measurements at using a 15 mV modulation voltage.
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Fig. 2 The room temperature capacitance-voltage characteristics of Ti/Au/GaN:Mg Schottky
contact for (a) sample A, and (b) sample B of fig. 1.

high (1 MHz) and low (10 kHz) frequencies to deten-nine the net ionized impurity concentrations
(Na-N,I) as shown in fig. 2 for both samples in fig. 1. Na,-N,i for sample C was found to be lxl0"
cn- 3 at 10 kHz, indicating an increasing Na,-N,i with Mg doping level.

Samples A, B, and C were also analyzed using admittance spectroscopy [10, 11] in order
to investigate the deep levels associated with Mg-doping. The admittance as a function of the
measurement frequency, o, and temperature, T, is the sum of G andfjoC, where [10]

G(Co,T) =0 (C -C-) (1) and C((o,T) = C_ + C 0 -C. (2)

I + )-1+ ( )2

C0

In eqns. (1) and (2), C. and C- are low and high frequency capacitance values respectively. The
characteristic frequency, o, is proportional to the emission rate (ep) of free carriers from the deep
level to a band edge state. At a fixed (o, a peak in G((o, T) as a function of T is found to occur at

0s = Co, where C((o, T) is at the midpoint of a step change [11]. Since

ot =(o=2Tuf - ep=cpNvexp(-AE/kT) (3)

where c, is the hole capture coefficient of the deep level, Nv is the valence band density of states,

and AE is the depth of the deep level from the valence band edge. AE can be determined from
the slope of log (T2/f) vs. 1fT derived from measurements at several different Coto acquire the
corresponding temperatures where G is maximized at a given (o. The admittance spectra of
samples A and B are shown in fig. 3 at 10 kHz, with insets showing the determination of AE.
The spectrum of sample C is very similar to that of sample A with AE being about the same. For

sample A, only one deep state was observed with AE at 136 meV, and the characteristic
frequency associated with Mg acceptor at room temperature (294 K) was detennined to be -

148.4 kHz from the log (T2/f) vs. 1/T relationship. By using eqn. (2), the frequency dependence
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Fig. 3 Measured conductance and susceptance as a function of temperature for (a) sample A,
and (b) sample B at 10 kHz, 15 mV modulation, and a zero DC bias voltage. The inset
graph shows the determination of the activation energy.

of capacitance at 294 K can be predicted and found to be in reasonably good agreement with the
measured data as shown in fig. 1. The 136 meV energy level is very close to the reported Mg
acceptor binding energy from Hall measurement or PL [3, 4], and would contribute to the low net
ionized impurity concentration at 5xl0' 7 cm-3 as determined by C-V at 1 MHz (fig. 2(a)). In this
high frequency case, not all Mg acceptors can follow the fast voltage modulation used in the C-V
measurement and these Mg acceptors do not contribute to the measured change in the net space
charge. The total Mg concentration can be calculated from the charge neutrality equation given
by

NA = -=p (4)
1N+ g p exp(AE / kT)Nv

A total Mg concentration of NA = 6.67x1008 cmn3 was deternined by assuming p = 5x1017 cn-3 as
measured in fig. 2(a), Nv = 1.74x10l9 cm-3 [4], AE = 136 meV, T = 294 K, degeneracy factor g =
2 [4], and neglecting the existence of any other additional shallow impurities. This NA is about a
factor of 2 greater than the 3x10R cm1 3 as determined by C-V at 10 kHz (fig. 2(a)).

At the lower Mg doping concentration, two deep levels appeared in sample B at 160 and
124 meV. The characteristic frequency associated with the 160 meV level at 294 K is - 64.7 kHz
from the log (T2/f) vs. 1/T relationship (fig. 3(b)). The agreement between the predicted and the
measured 294 K frequency dependence of the capacitance, as shown in fig. 1, is quite good
through the use of this single characteristic frequency in eqn. (2). An extension of eqn. (2) to
include both deep levels should lead to an even better agreement [10]. NA, calculated through
eqn. (4) using AE = 160 meV and p = 1.7x101 6 cm-3 from fig. 2(b) at a frequency of I MHz, is
3.5x1016 Cm-3, which compares favorably with the measured 10 kHz value of 5x1016 cln-3 . The
calculated values of NA in samples A and B are in relatively good agreement with experimental
values in light of the simple model used to derive these quantities.
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Effect of Thermal Annealing Temperatures

We have perfonned C-V measurements on several pieces of sample C with annealing
temperatures ranging from 500 to 900 TC. A temperature of - 800 'C or higher was found to be
needed to fully activate the Mg acceptors, as shown in fig. 4. On the other hand, no electrical
activity was observed for temperatures lower than 600 'C. Admittance spectroscopy spectra of
these samples (fig. 5) indicate that a higher annealing temperature reduces the activation energy
of Mg-related acceptors, leading to a greater N,-N1 . These observations are consistent with the
reported results using temperature-dependent Hall measurements [4].

DISCUSSION

The energy levels of samples A, B, and C, derived from our admittance spectroscopy
measurements, appear to be in close agreement to the results of a Hall measurement study by
Tanaka et al [4]. While only one peak was observed in the spectra of samples A and C, two
spectral features were present in the spectrum of sample B. We have performed secondary ion
mass spectroscopy (SIMS) analysis on samples A and B. Due to the lack of a GaN:Mg standard,
only relative counts were available for the concentration of Mg. Sample A has about a factor of
6 greater Mg concentration than sample B. This observation is quite different from the ratio of
electrically active species in these two samples of 3x10 18/5x10' 6 = 60 as determined by C-V
measurements at low frequency (fig. 2 with f = 10 kHz). This result suggests that there are more
electrically active Mg acceptors in sample A than in B. It has been proposed that hydrogen
passivation is related to the hole compensation mechanism [12]. In previous studies, the amount
of hydrogen was found to increase linearly with the Mg concentration in the as-grown MOVPE
GaN:Mg samples [13]. After annealing, the hydrogen density would decrease in general, but the
exact relationship between the amount of hydrogen extraction, the Mg doping level, and the
annealing time is not presently clear [14]. A recent Raman and infrared absorption spectroscopic
study by Brandt et al. [15] has demonstrated the existence of four local vibrational modes for
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samples of GaN:Mg possessing a high concentration of hydrogen. One pair of the modes, with
room temperature frequencies of 2168 and 2219 cm-l, is assigned to Mg-H complexes in the c-
plane and parallel to the c axis. A reduced hydrogen content may play a role in the presence of
the two Mg-related deep levels, as well as the lower level of electrically active Mg acceptor in
our sample B.

CONCLUSIONS

Frequency-dependent capacitance measurements and admittance spectroscopy were
applied on GaN:Mg to study the electronic states associated with Mg doping. Both the effects of
Mg doping levels and thermal annealing temperatures were investigated. Frequency-dependent
measurements show that the capacitance is reduced at a higher frequency, due to the inability of
the deep centers to maintain an equilibriutm ionization state under a high frequency modulation.
The net ionized acceptor concentrations was found to be greater at a higher Mg doping level.
Admittance spectroscopy verifies the existence of at least one deep acceptor level in GaN:Mg
with an activation energy - 140 meV. A reduction in the annealing temperature was found to
lead to a lower net ionized acceptor concentration, as well as a higher activation energy.
Admittance spectroscopy has also been shown to be applicable for the direct observation of
'shallow' levels in GaN and other wide bandgap materials.
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ABSTRACT

Hydrogen plasma passivation effects are studied for undoped AlGaN layers grown by MOCVD.
Hydrogen treatment at 200 0 C for lh led to a substantial decrease in carrier concentration
accompanied by an increase in electron mobility. The magnitude of the near-band edge absorption
tails also dramatically decreased after hydrogen passivation. The effect is explained by pairing of
negatively charged hydrogen acceptors with positively charged native donors commonly believed
to be related to nitrogen vacancies. The bond strength in such hydrogen complexes increases as the
composition of AlGaN moves towards AIN, as revealed by results of post hydrogenation
annealing.

INTRODUCTION

The material system of AlGaN/GaN/InGaN has some very interesting properties, such as wide
bandgap, high saturation velocity, and high thermal conductivity, which make it very attractive
for applications in optoelectronics and high frequency/high power/high temperature electronics.
Nowadays most of the groups are growing AlGaN films by metalorganic chemical vapor
deposition (MOCVD), predominantly on lattice mismatched sapphire substrates. Due to some
relatively recent advances in growth involving deposition of low temperature AIN or GaN thin
buffer layers the crystalline and electronic quality of GaN films grown by MOCVD has remarkably
improved. The electron concentration decreased from 1020 cm-3 to about 1016 cm-3 or below, the
electron mobilities increased from 10 cm 2/V-s to about 600-800 cm 2/V-s ( a comprehensive review
and relevant references can be found in Gaskill et al.[l]). Improvement of the quality of AlGaN
layers has also been achieved, and several groups reported having been able to grow films with
low carrier concentrations of about 1017 cm-3 [2,3] (or even semi-insulating [4]) and respectable
mobilities on the order of 100 cm2/V.s. However, frequently undoped AlxGal-xN films with
x<0.4 show electron concentrations in the 1018-1019 cm-3 range and mobilities on the order of
10cm 2/V-s [5-10]. In addition, many groups observed very strong tails at optical absorption near
the band edge. High carrier concentration and strong band tailing in AlGaN make it difficult to use
such layers in many interesting applications and it would be of great interest to find a means to
alleviate this problem. Hydrogen passivation (see e.g. [11] and references therein ) could be such a
means. It is known that hydrogen coming from MOCVD growth ambient can effectively passivate
Mg acceptors in GaN (see e.g. [12,13]). Hydrogen treatment has been shown to dramatically
decrease carrier concentration in undoped InGaN and InAIN layers [14] and in p-GaN films [15].
However,Brandt et al [15] did not report any passivation of Si donors or native donors in their n-
GaN samples grown by molecular beam epitaxy (MBE). It would be interesting to see if the
passivation can be achieved by using a different source of hydrogen (we use direct high frequency
plasma exposure instead of a remote microwave plasma source) and also to explore the passivation
effect in AlGaN Alloys.
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EXPERIMENTAL

AlxGal-xN layers with x varying in the whole composition range were grown by low pressure
(76 Torr) MOCVD, using trimethylgallium and trimethylaluminum for group HI precursors and
ammonia as a source of nitrogen. Details of growth will be discussed elsewhere [4]. When grown
at 1000oC with growth rate of 1gm/h, AlxGaI-xN layers had high electron concentration of 1018-
1019 cm-3 for all x-values below 0.5. The carrier concentration was greatly reduced in samples
grown at 1050 0 C with a lower growth rate of 0.7 gm/h. Electrical characterization of the layers
before and after hydrogen plasma treatment was performed at room temperature by van der Pauw
technique (in some cases, for highly resistive samples, these measurements were extended to
higher temperatures of 140 0C to estimate the depth of the energy levels for predominant defects).
For these measurements indium contacts were soldered to the samples before and after the
hydrogen plasma treatment.
Optical transmission measurements before and after plasma treatment were made at room
temperature using a UV-vis HP-8452 spectrometer, with a sapphire substrate as a reference.
Transmission coefficient was converted to absorption coefficient using the known spectral
dependence of reflectivity of GaN and AIN [16,17] and extrapolating between them for solid
solutions. Photoluminescence measurements were done at 6K, using excitation from a He-Cd
laser. Hydrogen plasma treatment was done in a parallel plate reactor at 30 kHz, at 2000C, for lh.
Annealing of the samples was done in nitrogen, in the temperature range 400-800oC, with 500C
steps in temperature and with 10 min annealing at each step.

RESULTS AND DISCUSSION

The effect of hydrogen plasma treatment on electron concentrations and mobilities of AlGaN
samples is shown in Table 1. Several features can be observed. First, hydrogen plasma treatment
does decrease the carrier concentrations significantly, and since this decrease in carrier
concentration is accompanied by an increase in electron mobility, the effect should be due to true
passivation rather than compensation. Secondly, the hydrogen passivation efficiency for AlGaN
appears to be higher than for pure GaN. Thirdly, there is hardly any change in electron
concentration and mobility for the closely compensated GaN sample with initial concentration of
8.1014 cm-3 (sample #3 in Table 1). At the same time, for AlGaN changes in carrier concentration
still occur even when the starting concentration is very low. One possible explanation would be
that passivation of native donors in AlGaN proceeds via pairing with negatively charged hydrogen
ions [18] and that the efficiency of passivation drops down rapidly as the Fermi level crosses the
hydrogen acceptor level. That would place the H- level in GaN somewhere above Ec-0.2 eV, and
much deeper than that in AlGaN (for example in A10.12 Ga0 .88N it should be close to Ec-0.5 eV).
Measurements of the temperature dependence of carrier concentration in high resistivity AlGaN
samples after hydrogen treatment yield the same activation energies as before treatment (about 0.3
eV in A10.12Gao.88N as opposed to 0.27 eV before treatment; 0.22 eV in A10 .67Ga 0.33N both
before and after treatment) which indicates that no deeper compensating centers have been
introduced and the decreased carrier concentration is a result of passivation of the existing
electrically active centers. Our results seem to contradict the observations of Bradt et al [15]. The
reason for such a difference could be attributed to the difference in passivation efficiency when
using direct plasma as opposed to remote microwave plasma sources.
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TABLE 1

Electrical properties of AIGaN layers before and after hydrogen plasma
passivation

Sample Al Before treatment After treatment
number content n, cm-3  'U, cm 2fV.s n, cm-3  U., cm 2/Vs

1 0 8 X 10 7  250 1.6 X 1017  303
2 0 1.3 x 1018 9.9 2.5 x 101

6  182
3 0 8 x 1014  43 6.4 x 1014  47.2
4 0.12 1.5x1018 2.1 3.3x1010  115.4
5 0.12 1.6x10" 110.8 1.6x10' 0  115.8
6 0.2 1.1xl0l9  2.2 7.8x10 17  32.4
7 0.31 3.6x1018 5.2 2.3X1017  18.2
8 0.38 1.1 X 101

9  1.9 2.9 x 10"8  5
9 0.67 1.9 X 10

14  19.1 2.9 x 1013  59.6

4"0x10 .
-x=0.67 (H)

3.5X10M .=0.67

E 3.0X109 
"

0 -0.2
- 2.5X109P-2.xx~ =0.2 (H)

2.Oxl o9 " AIN (H)

1.0x109

5.0x10'

0.0

2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

Photon energy ( eV)

Fig. 1. Dependence of squar of absorption coefficient (at2) on photon energy before and after
hydrogen plasma treatment of AlGaN samples with various Al content. Spectra after hydrogen
treatment are marked with H in brackets. Compositions are shown near each spectrum.

The effect of hydrogen plasma passivation on the absorption spectra near the fundamental
absorption edge in AlGaN and AIN samples are shown in Figl. It is apparent that before
passivation the magnitude of the band tailing (manifested in deviation of the squared absorption
coefficient versus photon energy from a straight line) is quite considerable in all the samples
measured. This band tailing is strongly suppressed after hydrogen plasma treatment. One could
argue that the origin of the band tails is related to fluctuations of local electric fields due to
fluctuations of the density of charged defects. As the concentration of such defects is diminished
after hydrogen plasma exposure one could expect to also see the decrease in the magnitude of the
near band edge absorption, which is exactly the case. For AIN no measurements of electrical
properties could be performed because of the very high resistivity of the layers. The near band
edge absorption observed in that case could come from the local fields associated with deep levels,
and suppression of such absorption could be related to the suppression of electrical activity of these
deep centers.
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Changes observed in PL spectra of AlGaN samples after hydrogen treatment depend on initial
density of deep centers . In GaN sample #1 (see Table 1) only the near band edge luminescence at
3.47 eV was detected and the intensity of this band stayed practically unchanged after hydrogen
passivation. In GaN sample #2 the intensity of this 3.47 eV band was lower by about order of
magnitude, and in addition to that band two defect realated bands at 2.3 eV and 3.1 eV were
observed (ratio of respective intensities was 12:2:2). After exposure to hydrogen plasma the
intensity of the 2.3 eV band decreased by about 4 times and the intensity of the band edge PL
increased by about a factor of two.
In A10.1 2Gao.88N three defect bands were observed in sample #4 (bands at 3.53 eV, 3.1 eV and
2.3 eV, ratio of intensities 18:5:30) and two defect related bands (3.65 eV and 2.3 eV, ratio 250:5)
in sample#5. After hydrogen treatment the 2.3 eV band was strongly suppressed in both samples
(corresponding intensities decreased by about 5 times), and the 3.65 eV band intensity decreased
by more than two orders of magnitude in sample #5. However, the intensity of the 3.5 eV band
increased by about 3 times in sample #4. A strong suppression of the 2.3 eV photoluminescence
band was also observed by the authors of [15] in GaN and now it has also been demonstrated to
occur in AIGaN.

1.0-

_ 0.8-

•0.0 -0.12 x0.38 x0.67a)a \aa

0.4-

0

'0 0.2-

0.0
350 400 450 500 550 600 650 700 750 800 850

Annealing Temperature ( °C )

Fig. 2. Dependence of the fraction of unannealed native donor-hydrogen complexes in A1GaN
layers.

The thermal stability of native donor-hydrogen complexes was studied by isochronal annealing
experiments (Fig 2)[19]. (This fraction of unannealed complexes, f, is defined as f=(Nin-
NT)/(Nin-Nafter), where Nin, Nafter and NT are respectively electron concentrations before
hydrogen treatment, after hydrogen treatment and after annealing at temperature T.) It can be
clearly seen that the thermal stability of such complexes gradually increases with the increase in
AIN mole fraction. Such increased thermal stability of hydrogen complexes with native donors
could in part be responsible for frequently observed decrease in carrier concentration in as-grown
ALGaN layers with high Al mole fractions [2-7].

CONCLUSIONS

Hydrogen plasma passivation was shown to significantly improve electrical and optical properties
of undoped AlGaN layers. The effect is most likely due to pairing of native defect donors with
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negatively charged hydrogen ions. The ioninzation energy of the H-level seems to increase in
AlGaN as the Al content increases along with the bond strength in donor-hydrogen complexes in
AlGaN. The temperatures to which the hydrogen passivation effect persists appear to be high
enough for the hydrogen passivation to be looked upon as a plausible technique to be used in
processing of A1GaN based devices.
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THEORETICAL STUDY OF HYDROGEN IN CUBIC GaN
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ABSTRACT

Preliminary results of theoretical studies of hydrogen and hydrogen-related defects in
cubic GaN are reported. Our calculations contrast with those of other authors in that
the host crystal is represented by molecular clusters rather than periodic supercells, and
that they are obtained using an all-electron methodology rather than the single effective-
particle approach of density-functional theory. Our results confirm some predictions of
other authors but conflict with others.

INTRODUCTION

All GaN crystals contain large concentrations of defects and impurities, as shown by
the n-type character of as-grown samples and the yellow luminescence they exhibit.', 2 The
former implies that native shallow donors are present, and the latter that deep levels are
in the gap. FTIR spectra and SIMS profiles show the presence of defect centers containing
H, 0, Si, C, and others impurities, in concentrations ranging from 1017 to as much as

1 0 21 cm- 3 . Hydrogen or deuterium are also easily introduced in high concentrations by
exposure to an ECR plasma, proton implantation, etching with H-containing chemicals,
or even by boiling in water.2-6

Hydrogen is one of the most common and probably the most versatile impurity in all
semiconductors.7-1i In addition to any surface reactions, H diffuses through the bulk,
seeks out stretched or dangling bonds at impurities and defects, where it forms covalent
bonds. This results in geometrical changes and shifts the energy levels of the original defect
center. Thus, hydrogenation profoundly affects the optical and electrical properties of the
material. The optical changes are new or different IR and Raman local modes and/or new
photoluminescence lines. The electrical changes may be passivation (a level moves from
the gap to a band), activation (a level moves from a band to the gap), or 'level shifting'
(a level shifts within the gap, e.g. a shallow level becomes deep). The latter situation
may be common in wide bandgap materials because energy levels may have to shift a
lot to disappear from the gap. These reactions are reversible. Annealing (usually a few
hundred degrees Celsius) breaks the bond involving H and restores the sample to its pre-
hydrogenation condition. In some cases, the injection of minority charge carriers greatly
enhances the reactivation reactions. Note that the temperatures required to reactivate
H-passivated centers are lower than those required to force H out of the material.

In GaN, it is believed that H is abundant as an isolated interstitial and in various
complexes. In p-type GaN, the data suggest that H passivates (or compensates) the shallow
Mg acceptor, and has a shallow donor level in the gap.3,5,6,11, 12 The formation of {H,Mg}
pairs is consistent with the observation that the amount of incorporated H increases linearly
with the concentration of Mg.' 3 Further, the temperature dependence of the processes is
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similar to that for H-acceptor pairs in other semiconductors.
3' 5

Direct experimental evidence of the formation and structure of H-impurity pairs is
lacking. Local vibrational mode (LVM) studies of H-passivated, Mg-doped 2H-GaN have
revealed 1 4 IR and Raman lines at 2168 and 2219 cm-1. They were tentatively assigned
to two inequivalent configurations of the {H,Mg) pair. As noted by the authors, these
frequencies are typical of Si-H bonds rather than of Mg-H (- 1450 cm-') or N-H (-
3400 cm- 1 ) bonds. However, the Si concentration in these samples is too low for Si-H
vibrations to account for the IR spectrum, and the LVMs are independent of the doping
efficiency.

Reports of H affecting defects in n-type GaN have been published6 and discussed.1 5 The
data suggest that H influences defect generation rather than forms H-shallow donors pairs.
However, other experimental studies5'" have failed to produce evidence of substantial
penetration of H into n-type material.

In GaN, the complexes involving H are much more stable than in other semiconductors,
and temperatures of the order of 900 'C are needed to expel H from the material.' 6

Therefore, H may be technologically more important in GaN than in other semiconductors.
However, there is little information on the reactions taking place, and all or almost all of
the microscopic details are provided by theory.

THEORETICAL APPROACH

A material such as GaN presents special challenges for theorists.'5 It exists in two
structures: cubic (zincblende or 3C) and hexagonal (wurtzite or 2H). The lattice sites
are similar, and the properties of substitutional impurities or vacancies should be nearly
identical in both polytypes. However, the interstitial sites are different, which could affect
the equilibrium sites, diffusion paths, activation energies, and perhaps energy levels of
interstitial impurities. Then, the two host atoms have very different covalent radii (1.26 A
for Ga and 0.75 A for N) and electronegativities (1.8 for Ga and 3.0 for N). The latter
results in a large ionic character. It is currently not known how much the contribution of
the long-ranged Madelung potential affects the energetics of impurities and defects.

The theoretical techniques that have been used so far to study H-related defect centers
in GaN are based on the density-functional (DF) theory, and the host crystal is approxi-
mated by periodic supercells. In this description, a long-ranged electrostatic contribution
to the energy is included, but it is that of a periodic distribution of defect centers rather
than that of one defect in an otherwise perfect crystal.

The most complete predictions for isolated H and {H,Mg) pairs have been published by
Neugebauer and Van de Walle.1 7 They performed DF calculations in 32-atom supercells
of 3C-GaN, with plane-wave basis sets (60 Ry cutoff), with and without 3d's on the Ga
atoms. In their calculations, the entire cell is allowed to relax fully for every position of the
H atom. The results can be summarized as follows. Isolated interstitial H has a very large
negative-U energy, - 2.5 eV, implying that H' is unstable and should not be found in GaN.
The donor level is very near the CB and the acceptor level quite deep (,-. Ev + 0.9 eV).
For EF < 2 eV, the stable state is H+, and it is H- for EF above that value. Close to
EF = 2 eV, H+ and H- may coexist, which should result in the formation of H2 molecules
(however, the authors predict a large formation energy for the molecule). H+ is at the
AB site to N (ABN) with N-H -1 A, but the BC configuration is only one-tenth of an
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eV higher. The calculated activation energy for diffusion of H+ is 0.7 eV. H° is unstable,
but has a rather flat potential energy surface. Its lowest-energy configuration is at the
AB site of a Ga atom, close to the TGa site. Finally, H- is also at the ABGa '-TGa site,
with an activation energy of the order of 3.4 eV. The {H,Mg} pair has H at the ABN
site (Mg ... N-H). The calculated N-H stretching frequency is 3360 cm- 1 , and the pair
dissociation energy is 1.5 eV.

Bosin et al."S performed DF calculations in 16 and 32 atom supercells of 3C- and
2H-GaN. The plane-wave basis set had a 25 Ry cutoff and the Ga 3d's were included
explicitly. Some configurations were optimized only in C 3, symmetry. They find that
hydrogen incorporation is favored in p-type GaN (the H-acceptor pair formation is always
exothermic) as well as in n-type material. Their calculations also predict that H should
have negative-U properties, but with a smaller U (- 1.2 eV) than predicted by Neugebauer
et al.17 (their calculated gap is only 2.1 eV). The donor and acceptor levels are predicted
to be at 2.03 and 0.80 eV, respectively. For EF near 1.5 eV, the formation energies of
all three charge states are about the same. The stable configuration of H' is at the BC
site, 0.5 eV below the ABN site. H+ prefers the ABN site, while H- is at the ABGo site.
The predictions regarding the {H,Mg} pair agree with those of Neugebauer et al."7 in that
its formation is always energetically favorable, and the H-stretching frequency is high. In
2H-GaN, the lowest-energy configuration has H at the ABN site with C. symmetry (not
along the c-axis), with a H stretching vibration at 2939 cm-1.

Okamoto et al."9 also performed DF calculations in 16 atom supercells of 3C-GaN with
a 50 Ry cutoff. The Ga 3d's were included in the pseudopotential. They also find that in
the {H,Mg} pair, H forms a strong H bond with N, but with H near a BC site: Mg- .- H-N.
The calculated frequencies in 2H-GaN are 2468 cm- 1 (along the c axis) and 2440 cra-1
(roughly perpendicular to it). These frequencies are surprisingly low considering that
the calculated N-H distance is only 1.02 A, but are very close to the LVMs reported by
Brandt.14 Such low values imply a considerable overlap between Mg and the N-H bond,
weakening the latter.

PRESENT RESULTS

We are performing approximate ab-initio Hartree-Fock (HF), ab-initio HF, and DF
calculations in molecular clusters of 3C-GaN containing 44 host atoms. Most of these cal-
culations are still under way, and we report here only the results of preliminary calculations
at the approximate ab-initio HF level (PRDDO/M"). The basis sets are Slater atomic
orbitals, with 3d's on Ga, with and without frozen-core potentials. Ab-initio HF and DF
calculations, with gradient corrections to the local density approximation, will follow. We
also intend to include the appropriate Madelung energy corrections. A summary of the
results currently available is as follows.

Interstitial H can be found in three charge sates in 3C-GaN. The calculated lowest-
energy configurations are shown in Fig. 1. We did not yet calculate formation energies,
and therefore have no prediction regarding the negative-U behavior of H in GaN.
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FIGURE 1: Calculated lowest-energy configurations of HI+, H
0

, and H- in 3C-GaN. Note that

the configuration with H° at the ABGa site is only slightly higher in energy.

H+ is bound to N in a BC-like position. Gradient optimizations with no symmetry
restrictions place H slightly off the trigonal axis, with a N-H-Ga angle of 178'. The N-H
bond length (0.97 A) and degree of bonding2 1 (0.83) indicate a strong N-H bond. The
nearest Ga atom moves off its perfect substitutional site almost to the plane of its three N
nearest neighbors (nns), where it is 3-fold coordinated. The ABN site is higher in energy,
but also has H strongly bound to N.

The lowest-energy configuration for H' is at the BC site, with H bound to Ga and
most of the odd electron localized on N. Another configuration is nearly energetically
degenerate (+0.04 eV, an insignificant number at the present level of theory). It has H'
is on the trigonal axis, very near the TG, site, with only a little overlap with the adjacent
Ga atom (Ga-H=1.85 A, degree of bonding 0.10). There is very little lattice relaxation
for this position and charge state of H. H0 has a donor level in the gap. An overestimate
for the activation energy for diffusion of H° is 1 eV, with the ABN site about 0.7 eV above
the ABGa site.

H- is at the ABGa site, but a large relaxation of the Ga atom. The Ga-H internuclear
distance is 1.59 A, with degree of bonding 0.38. This covalent overlap comes at the expense
of the Ga-N bond, which stretches from 1.89 to 2.20 A while its degree of bonding drops
from 0.75 to 0.47. The activation energy for H- is about 1.5 eV, with a saddle point near
the TN site.

Figure 2 shows two complexes involving H. The lowest-energy dimer (molecular hydro-
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gen at the Toa site) and the {H,Mg) pair. Note that dimers should not form in materials
containing only H+ or only H-, because the long-range Coulomb repulsion will prevent
pair formation.

H
H 14 q Qj-

G. G.

FIGURE 2: Calculated lowest-energy configurations of the H2 molecule and the {H,Mg) pair.

Five possible dimer states were considered: the molecule at a T site (two possibilities),
BC-AB pairs or H's (two possibilities), or a complex with both H's near the same BC
site but off the trigonal axis, one H bound to N, the other to Ga, in C1 symmetry. The
lowest-energy state is the molecule at the TGa site, which has no levels in the gap.

The {H,Mg} pair has H in a BC position, strongly bound to N (H-N=0.99 A, with
degree of bonding 0.86). The Mg atom moves all the way to the plane of its three N
nns, and shows negligible overlap with H. Although no vibrational frequencies have been
calculated at this time, it is clear from the electronic structure that it must be close to an
unperturbed N-H one.

DISCUSSION

The theoretical predictions of various authors for the behavior of H in GaN differ in
many respects. This is not surprising in view of the theoretical complexities associated
with GaN. In particular, nobody yet has correctly included the long-ranged Madelung
energy term. The magnitude of the energy correction could be of the order of several
tenths of an eV. It may be that this correction could be large and have different signs for
H+ and H-. It is therefore significant that there is agreement on some properties of H in
GaN.

There is qualitative agreement on the following points. (i) H- is at the ABGo site,
with a large activation energy for diffusion, (ii) H+ is within 1 A or so of N, and (iii) in
the {H,Mg} pair, H is strongly bound to the N atom. Two authors also predict that H has
a large negative-U energy.

There is qualitative disagreement on the following points. (i) H' is at the ABGa
site in Ref. 17 and in the present work, but at the BC site in Ref. 18. (ii) H+ is at the
ABN site in Refs. 17,18 but at the BC site, slightly off-center, in the present work. Note
that in Ref. 17, the ABN and BC sites are off by only 0.1 eV. (iii) In the {H,Mg} pair, H is
at the ABN site of N in Refs. 17,18 with a very high N-H stretching vibrational frequency,
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while in Ref. 19, H is at the BC site, with a much lower frequency. In the present work, H
is also near the BC site but strongly bound to N, suggesting a high frequency.

As each author is more confident in his/her own results than in those of other the-
orists, it would be most useful to have microscopic experimental data such as FTIR or
Raman spectra, including uniaxial stress studies to analyze the symmetry, and isotope
substitutions to determine which species are involved.
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ROLE OF HYDROGEN AND HYDROGEN COMPLEXES IN

DOPING OF GaN
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ABSTRACT

We have calculated electronic structure, energetics and migration for hydrogen and
hydrogen complexes in GaN employing state-of-the-art first-principles calculations. Using
these results in combination with previous detailed investigations about native defects we
have calculated the concentration of hydrogen and dopants for different growth conditions.
Our results reveal a fundamental difference in the behavior of hydrogen in p-type and n-
type material. In particular, we explain why hydrogen has little effect on donor impurities
and why H concentrations are low in n-type GaN. We discuss why hydrogen is beneficial
for acceptor incorporation in GaN, and identify the limitations of this process.

INTRODUCTION

Hydrogen is a well known impurity which plays an important role in semiconductors
by compensating or passivating native defects and impurities, saturating dangling bonds
or forming complexes. In high-temperature growth techniques [such as metalorganic va-
por deposition (MOCVD) and hydride vapor phase epitaxy (HVPE)] which are commonly
employed for GaN growth hydrogen is highly abundant. Several experimental investiga-
tions indicate that hydrogen plays an important role in the doping of GaN: Nakamura et
al. demonstrated that Mg-doped and initially semiinsulating GaN can be made p-type by
thermal annealing in vacuum and nitrogen ambient but not in NH1 or H ambient.[1] Fur-
thermore, Nakamura et al. showed that the activation of the Mg acceptors can be reversed
by annealing in a hydrogen ambient,[1] revealing the crucial role played by hydrogen. Based
on these observations Van Vechten et al. suggested that hydrogen enables p-type doping
by suppressing compensation by native defects.[2] These authors went on to propose the
incorporation (and subsequent removal) of hydrogen as a general method for improving
p-type as well as n-type doping of wide-band-gap semiconductors. The Van Vechten model
highlights the important role of hydrogen, but leaves various issues unexplained, such as the
lack of hydrogen incorporation in n-type GaN, and the success of p-type doping (without
post-growth treatments) in MBE (molecular-beam epitaxy).

In the present paper we summarize the properties H exhibits in GaN and discuss how
H affects doping in GaN. In particular, we explain why H is beneficial for p-type doping
but has little effect on donor impurities. Based on these results we identify the specific
conditions under which H is beneficial and discuss the limitations of this process.
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METHOD

Employing first-principles density-functional theory we have calculated the total energy
surface, electronic structure and atomic geometry for hydrogen in all relevant charge states
(H+, H0, H-).[3] 32-atom supercells were used and atomic relaxation is fully taken into
account. The calculations were performed for cubic GaN which has a higher symmetry than
the wurtzite structure. As shown in Ref. [4] the wurtzite and the cubic phase show nearly
equivalent formation energies and electronic structure for defects. We expect therefore that
the results are valid both for H in zincblende and wurtzite GaN. The electron-ion interaction
is described by soft Troullier-Martins pseudopotentials.[5] Details of the computational
approach can be found elsewhere.[6, 7, 8]

The key to describing doping issues is the calculation of the equilibrium concentrations
of dopants, impurities and native defects:

c = Nsites exp-E1 /kB T (1)

where Ysites is the number of sites the defect or impurity can be built in, kB the Boltzmann
constant, T the temperature, and Ef the formation energy. The formation energy is not a
constant but depends on the various growth parameters. To be more specific, the formation
energy of a Mg acceptor is determined by the relative abundance of Mg, Ga, and N atoms. If
the Mg acceptor is charged, the formation energy depends further on the Fermi level (EF),
which acts as a reservoir for electrons. Forming a substitutional Mg acceptor requires the
removal of one Ga atom and the addition of one Mg atom; the formation energy is therefore:

Ef(GaN:Mg'c) = Etot(GaN:Mg1a) - A-tMg + [tGa + qEF (2)

where Etot (GaN:Mgq ) is the total energy derived from a calculation for substitutional Mg,
and q is the charge state of the Mg acceptor. Similar expressions apply to the hydrogen
impurity, and to the various native defects.

For the following discussion we will fix the chemical potentials. For the Ga chemi-
cal potential we assume Ga-rich conditions (which appear to be common in experimental
growth conditions). For Mg we are interested in the highest possible concentration. We
therefore set the Mg-chemical potential to its upper limit which is given by the formation
of Mg 3 N2 (tMg = ALMg3N 2); increasing the Mg-chemical potential further makes the system
thermodynamically unstable against the formation of Mg 3N2 droplets or precipitates. Us-
ing the same arguments we set the H chemical potential to that of H2 molecules and the
Si chemical potential to that of Si3 N4 . Using these values for the chemical potentials the
formation energy is solely a function of the Fermi energy.

ROLE OF H IN DOPING

Before discussing the role of H in p-type doping let us briefly focus on the H-free
case, i.e., only the acceptor (Mg) and native defects are present. Figure 1(a) shows the
corresponding formation energies as a function of the Fermi energy. The dominant native
defect under p-type conditions is the N vacancy; all other defects are higher in energy. The
slope of the formation energies characterizes the charge state; a positive slope (as found
for the N vacancy) indicates a positive charge state, corresponding to a donor. For Mg
the kink in the formation energy describes a change in the charge state from neutral to
negative as characteristic for an acceptor. The position of the kink at EF ,-i 0.2 eV gives
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Figure 1: Formation energy vs. Fermi level for the MgGa acceptor and the native defects.
The corresponding equilibrium concentrations are given in (b). Ga-rich conditions are
assumed.

the position of the calculated acceptor level, which is close to the experimental value of
0.16 eV.[91

Using the calculated formation energies, and taking into account that the Fermi energy
is fixed by the condition of charge neutrality, the equilibrium concentration [Eq. (1)] for each
defect can be calculated as a function of temperature. The results are shown in Fig. 1(b). As
expected, the Mg concentration increases with increasing temperature. However, with in-
creasing temperature the N vacancy concentration also increases; at temperatures exceeding
1000 K the Mg acceptors become increasingly compensated by N vacancies. Native defect
compensation is therefore potentially an important concern for high-temperature growth
techniques. Low temperature growth techniques such as MBE should suffer less from this
problem. This conclusion would be consistent with the fact that only in MBE-grown GaN
can p-type conductivity be achieved without any post-growth processing.[10, 11]

We will now consider H-rich conditions which are characteristic for many of the high-
temperature growth techniques such as MOCVD and HVPE. Figure 2(a) shows that under
these conditions H becomes the dominant donor; the formation energy of H is in the
considered interval of Fermi energies always lower than the dominant native defect, the N
vacancy. The calculated equilibrium concentrations are displayed in Fig. 2(b). The Mg and
H concentration are for all temperatures virtually identical indicating that H completely
compensates the Mg acceptors. Further, compared to the H-free case the concentration of
Mg acceptors is increased and the defect concentration is decreased. Both effects are crucial
to increase doping levels.

What is the mechanism by which H changes the acceptor and defect concentration?
In a plot such as Fig. 1(a) and 2(a), the Fermi level position can be roughly estimated to
be near the crossing point between the acceptor and the dominant donor species. At this
point their formation energies (and hence there concentrations) are equal, ensuring charge
neutrality.[12] By going from H-free conditions (only Mg and N-vacancies are present)
to H-rich conditions the crossing point shifts to higher Fermi energies (from i 0.8eV
to • 1.2 eV). An increase in the Fermi energy generally decreases the formation energy
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Figure 2: Formation energy vs. Fermi level for the MgGa acceptor and the neutral Mg-
H complex. Also included are the native defects and interstitial H. The corresponding
equilibrium concentrations are given in (b) as a function of the growth temperature. H rich
conditions are assumed.

of acceptors and increases the formation energy of donors (defects), thus resulting in a
lowered defect concentration and an increased acceptor concentration. We note that this
mechanism works only if H is able to significantly shift the Fermi energy which is the case if
(i) H is the dominant donor (i.e., its formation energy must be lower than that of all native
defects) and (ii) its formation energy must be comparable to that of the dopant impurity
(a crossing point must exist in the band gap). It is interesting to note that condition (ii) is
not valid for n-type doping with, e.g., Si.[13] The reason is that H under n-type conditions
has a higher formation energy than under n-type conditions;[3] the Si donor has for all
Fermi energies a lower formation energy.

ACTIVATION MECHANISM OF THE DOPANTS

Despite the fact that growing under H-rich conditions improves acceptor and defect
concentrations, Fig. 2(a) shows that the Mg acceptors are almost completely compensated
by the H impurities. In order to activate the Mg acceptors, post-growth treatments are
necessary to eliminate the compensation by H.

The H donors and Mg acceptors can actually form electrically neutral complexes with
a binding energy of z 0.7eV [see Fig. 2(a)].[3] For the specific choice of chemical potentials
made here, this binding energy is low enough for the complexes to be dissociated at the
growth temperature; however, the Mg and H will form pairs when the sample is cooled to
room temperature, consistent with experimental observations.[14]

The first step in the activation process is the dissociation of the Mg-H complex (see
Fig. 3). Our estimated dissociation barrier for the complex is 1.5 eV, calculated by consid-
ering a jump to a nearest-neighbor site; the total barrier may be slightly higher.[3] This
barrier should be low enough to be overcome at modest annealing temperatures (around
300'C). Experimental results show, however, that activation has to be carried out at much
higher temperatures (> 600'C) [1]. The reason is that dissociation alone is insufficient; in
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Figure 3: Schematic picture of the reaction path and characteristic energy barriers for the
activation of the Mg acceptors. At low temperatures the H forms a neutral complex with the
Mg atom. With increasing temperature the Mg-H complex dissociates (1), the positively
charged H can then easily migrate through the GaN crystal (2). Increasing further the
temperature allows the H to overcome the activation barrier (3) and become electrically
inactive.

order to prevent the H from compensating the Mg acceptor it has to be either removed (to
the surface or into the substrate) or neutralized (e.g., at an extended defect).

The calculated diffusion barrier for H+ in GaN is low (; 0.7eV[3]) indicating that
H+ is highly mobile and can easily migrate to the surface or extended defects. The high
temperature necessary to activate the Mg acceptors therefore reflects an activation barrier
for eliminating H as compensating center by incorporating it at extended defects (which
typically occur in high concentrations in GaN[15]) or by removal of H through desorption
at surfaces.

GENERAL CRITERIA FOR HYDROGEN TO ENHANCE DOPING

The mechanism by which hydrogen enhances doping works only under specific condi-
tions. First of all, hydrogen must be the dominant compensating defect (i.e., its formation
energy must be lower than that of all native defects, and comparable to the formation
energy of the dopant impurity). Second, it must be possible to remove hydrogen from
the doped layer after growth; an anneal at high temperature will work only in a specific
temperature window. On the one hand, the temperature must be high enough to enable
all three processes necessary to eliminate H as compensating center: complex dissociation,
migration, and overcoming of the activation barrier (see Fig. 3). We call the lowest tem-
perature where this mechanism occurs T1. On the other hand the temperature must be
low enough (< T2) to keep the dopant impurity immobile, and to prevent the formation
of other compensating defects; in the case of Mg doping of GaN, an anneal at too high a
temperature would lead to Mg compensation by N vacancies, as shown in Fig. 1. Thus, a
necessary condition for this mechanism to work is T1 < T2.

This condition is met in p-type GaN, judging by the success of thermal annealing
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procedures.[1] We note that the above analysis is general and applies to dopants in any
semiconductor. Whether the condition is realized, however, depends on the specific param-
eters of a system (migration barriers of impurities and defects, activation energies, etc.)
and must therefore be addressed independently for each system. It is interesting to note
that even for GaN (were the method works well for acceptor doping) it does not work for
donor impurities. First of all, the formation energy of H is too high in n-type GaN for
it to be incorporated in significant concentrations. And even if H were incorporated, the
high diffusion barrier of H in n-type GaN (P 3.4 eV [3]) would render it immobile even at
very high annealing temperatures, preventing the H from reaching the zones where it can
be neutralized or removed.
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DIFFUSION OF HYDROGEN IN 6H SILICON CARBIDE
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Stockholm, Sweden

ABSTRACT

6H polytype silicon carbide (SiC) samples of n-type have been implanted with 50 keV H+
ions and subsequently annealed at temperatures between 200 'C and 1150 'C. Using depth
profiling by secondary ion mass spectrometry motion of hydrogen is observed in the implanted
region for temperatures above 700 'C. A diffusion coefficient of -10-14 cm2/s is extracted at
800'C with an approximate activation energy of -3.5 eV. Hydrogen displays strong interaction
with the implantation-induced defects and stable hydrogen-defect complexes are formed. These
complexes anneal out at temperatures in excess of 900'C and are tentatively identified as
Carbon-Hydrogen centers at a Si vacancy.

INTRODUCTION

SiC was recognized as a candidate material for semiconductor devices operating at high
temperatures, powers and frequencies already in the 1950's, for a review see ref.[1]. The
application of SiC has, however, been hampered by poor quality of the material; for example,
improvements of the bulk growth of SiC are required for elimination of device limiting
micropipes[2]. During the last years, considerable progress has been made and today, SiC wafers
of reasonable quality are available and can be used as substrates for growth of epitaxial layers by
chemical vapour deposition (CVD). If so-called site-competition is utilized in the CVD process
incorporation of dopants for both p-type and n-type layers can be well controlled, which results
in increased doping range and reproducibility[3].

During CVD growth of SiC films H2 is normally employed as the carrier gas and hydrogen is
anticipated to be incorporated in the SiC film at concentrations exceeding the solubility limit
(supersaturation) at the growth temperature. The properties of hydrogen in crystalline
semiconductors have been the subject of numerous investigations and for an extensive review,
see ref.[4]. Technologically, the principal interest in hydrogen occurs because of its ability to
passivate shallow acceptor and donor impurities as well as deep level defects in the two most
commonly used semiconductors, Si and GaAs. A similar effect may also be anticipated in SiC,
and indeed, this has recently been confirmed by experimental results from different groups[3,51;
in particular, a strong interaction between hydrogen and p-type dopants (B and Al) is revealed.

In order to control the influence of hydrogen, a key issue is the mobility. Because of its
pronounced tendency to interact with, and be trapped by, other impurities/defects and to occur in
different states (ionic, atomic, molecular), hydrogen is expected to display a complex diffusion
behaviour, as has been observed in Si[4]. In this contribution, we have studied the diffusion of
hydrogen in 6H SiC samples implanted with 50 keV H+ ions to doses of <5x10 15 cm-2.
Hydrogen starts to migrate at temperatures above -700 'C and decorates gradually the defect
distribution generated by the ion implantation. The process is modelled by computer simulations
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where the diffusing hydrogen atoms are assumed to be trapped by the implantation-induced
defects, resulting in the formation of stable hydrogen-defect complexes. A diffusion coefficient
of -10-14 cm 2/s is obtained at 800 'C with an approximate activation energy of -3.5 eV. The
hydrogen-defect complexes are stable up to -900 'C where they start to dissociate and rapid out-
diffusion of hydrogen takes place.

EXPERIMENT

Bulk SiC samples of 6H polytype ,
with a nitrogen concentration of 5x10 17  

10-2 50 keV H+ --> SiC 10-3

cm-3 (n-type) were used as starting off
material and implanted at room o 0e' .• " 0

temperature with 50 keV H+ ions to a W 10 4 4 I_ 14dose of 2x1015 or 5x1015 cm-2. .

According to Monte Carlo simulations A
1

. ,S10-4 # 10s,
using the transport of ions in matter ,,
code (TRIM, version -90)[6], implan- TRIM-90 i:
tation of 50 keV H+ ions gives a I I I ?1 10-6

hydrogen concentration versus depth De-th1 2 3 4

profile with a peak at -3500 A, as

shown in fig. 1. The implantation Fig. 1 Calculated profiles by TRIM-90 for the distribut-
profile is relatively well confined to the ions of implanted hydrogen and generated vacancies in

SiC bombarded with 50 keV H+ ions. In the calculations
peak region while the distribution of a displacement energy threshold of 20 eV was assumed.
generated vacancies exhibits a large tail
towards the surface. After implantation the samples were heat treated in vacuum according to a
time and temperature schedule that varied from 0.5 h to 55 h in duration and 200 'C to 1150 °C.

Analysis of the hydrogen depth distribution was performed via secondary ion mass
spectrometry (SIMS) using a Cameca IMS 4f microanalyser. A primary sputtering beam of
133Cs+ ions was rastered over an area of 75x75 p.m2, and secondary ions of 1H- were collected
from the central region of the sputtered crater (diameter of analysed area -8 gin). The erosion
rate was typically 25 A/s. In order to minimize the effect of sample charging, calibration of the
sample high voltage (4.5 kV) with respect to maximum intensity of the 13C- signal was cyclically
performed during depth profiling. The shift in sample voltage was small and never exceeded 15
V. On selected samples electron flooding was also employed for charge compensation but was
found to reduce the dynamic range of the 1H- signal.

EXPERIMENTAL RESULTS

Figure 2 shows hydrogen profiles after annealing at 750 'C for 4 h, 19 h and 55 h; a small
shift of the peak position occurs towards shallow depths compared to the as-implanted profile.
Furthermore, for long annealing times the tail of the profile is gradually broadened with a rather
distinct diffusion front moving towards the surface. Above the detection background of -1018
cm-3, no diffusion of hydrogen into the substrate is observed and the integrated hydrogen dose
stays constant within less than 15 % of the implanted dose.
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In fig.3 the annealing time is kept constant at 4 h while the temperature is varied. The profile

after treatment at 650 'C is identical with the as-implanted one and at higher temperatures the

surface tail broadens in a similar way as found for long annealing times at 750 'C. At 850 °C the

diffusion front has reached the surface and no further broadening takes place. For longer times at

850 'C or an increase of the temperature, the shape of the hydrogen profile remains the same and

only a gradual decrease of the absolute concentration values occurs, as illustrated in fig.4.

1021 - Fig. 2 Hydrogen concentration versus

depth profile for four 6H SiC samples
.x 1 CMn-2

S measured by SIMS. The samples are

"implanted with 50 keV H+ ions using a

dose of 5xl0 15 cm-2 . Three samples are

subsequently annealed at 750'C for 4h,

S1019: 19h, and 55h, respectively.SU as implanted "'

~ --, -- -. 750°C/4h
-- - -.- -750°C/19h

---------750°C/55h10is " 1 .......

0 1 2 3 4 5 6
Depth (103 A)

1021 Fig. 3 SIMS measurements of the

50 keV H+ - - > SiC hydrogen concentration versus depth after

5x10 15 cM- 2  v.*
implantation with 50 keV H+ ions, dose

-. 1020 5x10 15 cm-2. The samples are annealed

* 4h at 650 °C, 750 'C, 800 'C and 850'C.

S1019
0Depth ( 650C/4h I

* ~750 C/4h
-----------800'C/4h4

.........------850'CI4h ....

0 1 2 3 4 5 6
Depth (103 A)

1021 - Fig. 4 SIMS measurements of the

------ as mpanted 50 keY H+-* -SiC
as 0 /05 imp 1 cw hydrogen concentration versus depth forS......... 900oC/0.5h 2xi10i em-2

- -....- 95oC/lh samples implanted with 50 keV H+ ions,
--.--- 1000oC/0.5h

r 1020 -- - 1150oC/0.5h ." dose of 2x10 15 cm-2 . Five samples are

S-,analysed, one as implanted and four are

. ."annealed at 900°C/0.5h, 950°C/lh,

1 ... - 1000°C/0.5h and 1150°C/0.5h.

N, €

0 1 2 3 4 5 6
Depth (103 A)
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EVALUATION OF DATA AND DISCUSSION

The SIMS results reveal migration and trapping of hydrogen in the implanted region, and at

temperatures below 850 'C, only a minor fraction (•15 %) diffuses into the bulk of the wafer or

is lost by out-diffusion. On the basis of a qualitative comparison with the calculated profiles in

fig. 1, the experimentally observed broadening of the hydrogen profile towards the surface

provides strong evidence for trapping of migrating hydrogen by the implantation-induced defects.

In order to model such a process, the following reaction is assumed

V + H --> VH (1)

where H is the mobile species and V represents the trapping defects, which are presumably of

vacancy-type[7]. Applying the theory for diffusion-limited reaction processes[8], the

corresponding set of coupled differential equations becomes

d[H]/dt = DHd 2 [H]/dx2 - 4tRDH[V][H]

d[V]/dt = -41cRDH[V][H] (2)

d[VH]/dt = 47tRDH[V][H]

where brackets denote concentration values, t is the annealing time, x is the sample depth, DH is

the diffusion coefficient for hydrogen, and R is a capture radius put equal to 5 A. As a first

approximation, the distributions of [H] and [V] at t=0 are taken from the TRIM calculations

shown in fig. 1. Vacancies and self-interstitials generated during ion bombardment exhibit

correlated recombination and only a small fraction (-10 %) of the initial defects survives[9]. In

order to account for this annihilation process in the simulations, the input distribution of

vacancies predicted by TRIM is multiplied by a factor of 0.1. Results from the simulations are

displayed in fig.5 with DH=3x10-13 cm 2 /s and a hydrogen dose of 5x10 15 cm-2 . Similar to the

experimental observations, a gradual broadening of the hydrogen profile takes place towards the

surface with increasing time, and a rather abrupt transition occurs between the low and high

concentration regimes of the surface tail. The total amount of retained hydrogen atoms in VH-

complexes is -80% of the initial dose, close to that found experimentally.

Applying equations (1) and (2) and using the as-implanted SIMS profile as input distribution

for [H] and representing the distribution of trapping defects with the SIMS profile after annealing

at 850 'C for 4 h (fig.3), DH has been quantitatively evaluated. For fitting the simulated profiles

to the measured ones, emphasis is put on the depth of transition between the low and high

concentration regimes for the surface tail. Figure 6 shows the extracted values of DH versus the

reciprocal absolute annealing temperature. An activation energy of -3.5 eV is obtained for DH

with a pre-exponential factor of -300 cm 2 /s. In order to increase the sensitivity of the SIMS

measurements and to investigate if the same value of DH is valid for diffusion into the

undamaged bulk of the wafer further studies using deuterium ions are being pursued[10]. In an
undamaged layer of crystalline 6H SiC the concentration of traps retarding the migration of

hydrogen is low, and a more rapid diffusion than predicted by fig.6. may be anticipated.

628



1021 '- Fig. 5 Simulated

50keVH -> SiC profiles of the H-
* . vacancy distribution

5X1015 CM"2 obtained from theTRIM'90••

1020 + model described by/ ' equations (1) and (2)
-" with DH =3x10-13

cm 2 /s and using

TRIM profiles as1019 input distributions.

- - +-Original Profile of H
S -- H-Vacancy, 100 sS• -~-x---600 s "
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Depth (103 A)

Fig. 6 Arrhenius plot of the extracted

M 10-13 Hydrogen in 6H SiC (n-type) diffusion coefficient for hydrogen versus
the reciprocal absolute annealing

temperature. The slope corresponds to an

*--•Ea = 3.5 eV activation energy of -3.5 eV. Error bars
1 •indicate a relative accuracy of ±25%.
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Finally, the gradual decrease of the hydrogen distribution at temperatures above -900 'C
occurs without changing the profile shape and is attributed to dissociation of the hydrogen-defect
complexes with a rapid out-diffusion of hydrogen from the implanted region. It is interesting to
note that after annealing in the same temperature range (-1000 "C) Patrick and Choyke[7]
reported a decrease of the photoluminescence intensity of lines assigned to a center where a H
atom is bonded to a C atom at a Si vacancy.
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SUMMARY

After ion implantation hydrogen is found to be mobile in n-type 6H SiC at temperatures

above -700 'C with an activation energy of -3.5 eV for the diffusion coefficient. Defects

generated by the ion bombardment are efficient traps for migrating hydrogen and a gradual

hydrogen decoration of the damage profile occurs. Based on the thermal stability it is very

tempting to identify the hydrogen-defect complexes formed as CH-centers at a Si vacancy.
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ABSTRACT

Beryllium (Be), magnesium (Mg) and silicon (Si) impurities in zinc-blende gallium-
nitride (c-GaN) are investigated by the tight binding-linear combination muffin-tin orbitals (TB-
LMTO) method using a 64-atom supercell. Be and Mg impurities at a Ga site, respectively
induce partially empty acceptor-like bands at the valence band edge, which result in p-type
conductivity of doped c-GaN. Si impurity in the Ga sublattice creates a partially occupied
impurity subband overlapping with the conduction band edge and is responsible for the
measured n-type conductivity. The impurity levels of a Si at a N site are located deep in the gap
and do not influence much the conductivity of c-GaN. The shell-projected, total and partial
densities of states and the charge density maps are used to elucidate the energy and spatial
localizations of the impurity states

INTRODUCTION

Reproducible and well controllable dopings of both n- and p-types are vital for
succcessful production of GaN based blue and ultraviolet light emitting devices and lasers
developed recently [1-3], While the n-type doping of GaN has been rather straightforward using
either Si or Ge [4,5], reliably high doping densities of Mg have been achieved only recently in
either molecular beam epitaxy (MBE) or metalorganic chemical vapor deposition (MOCVD)
[6,7] growth process. However, the doping center is still not clearly identified [8]. In spite of
excellent thermal stability for many implanted acceptors into GaN [9], numerous attempts to use
such dopants as Be, Si and Cd were largely unsuccessful [3,7,10], though Be has been a
commonly used p-type dopant in MBE growth of GaAs based materials [11,12]. At the same
time, Zn-doped InGaN/AIGaN double-heterostructures [13,14] revealed superbright blue and
green emissions and showed that successful p-type Mg doping is not the only one possible.

In the present paper, we investigate the electronic structure, chemical bonding, the nature
and energy and spatial localization of Be, Mg and Si impurity levels in c-GaN using the tight
binding-linear combination muffin-tin orbitals (TB-LMTO) method.

MODEL AND METHOD CALCULATIONS

The electronic structure calculations of doped c-GaN have been performed by the TB-
LMTO method [15] making use a 64-atom supercell model with a single impurity placed at the
center of the supercell. Be, Mg dopings at the cation sublattice and Si doping at both cation and
anion sublattices were investigated, respectively. Thus, the systems considered are
M[0.0 16]Ga[0. 984 N o{M=Be, Mg, Si) and GaSi[O.0161 N[O.9841 doped crystals. The crystal lattice
constant, a, of 4.49A found for epitaxially grown c-GaN [16] has been used in the calculations.
Ga 3d states were treated as valence states. No lattice relaxation near the impurity site was taken
into account. We added 64 empty spheres placed at standard positions of the unit cell to improve
the description of the potentials, so that the supercell consists of 128 sites. The calculations were
carried out with the Hedin-Lundqvist exchange-correlation potential [17]. Neither the self-
interaction nor the quasi-particle approach was used to improve the gap value. As has been
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shown in our previous paper [ 18] for the ideal c-GaN, the above model provides the energy band
structure in excellent agreement with results of more accurate but time consuming methods, such
as the full potential augmented plane wave and full potential LMTO methods.

RESULTS AND DISCUSSION

2W 08 SW aThe TB-LMTO calculations"0I of the ideal c-GaN (see [18]) giveS10 ZdNh the direct LDA gap of 1.92eV,

0- -.,o% with the upper part of the valence
0 - 2- . 2 ' band (VB) composed of N2p

states hybridized with Ga4p
0• states. Both Ga4s and N2p states

'latNN st contribute to the states near the
20- , ,conduction band (CB) edge.

8 10- Figs. 1(a) and (b) show total
0 0- 1i1*il and shell-projected density of0 0-C states (DOS) obtained in the 64-0.0 ' atom supercell TB-LMTO40 _ 4 _T , calculations for the Be and M g

20, .impurities substituting a Ga atom
o 0 orespectively. A narrow impurity

S .4 0 4 4 .4 0 4 subband merges with the VBEnergy(eV) Energy(eV) edge for both cases. The Fermi
(a) (b) level crosses the maximum of

E(F) each impurity band and results in
S) 4 a : En the creation of holes in the VB.

0 • Both Be and Mg dopings may
• N ' o 10- result in the p-type conductivity of

0. 0 c-GaN. But the energy and spatial
1 -,a 2 localization of Be and Mg states

> " C t]• . are very different. Be2p states are0. 0, hybridized with the whole VB in
510- i•• lNot N rather uniform way (Fig. 1(a)),

0 0mix noticeably with the states of0 . 0. distant shell of atoms from the
10 1 •tBatI impurity (up to 4th N and Ga).0- , 

Mg states (Fig. l(b)) are
essentially shifted to the upper

40- Tow 40 T. , part of the VB and form the sharp
partially occupied band at the VB

0- 0. edge. This is in line with the
M 0 .12 - . recent photoluminescence dataEnergylev) Energy(eV) [7], from which the Mg acceptor(d) (0) binding energy was estimated to

Fig. 1. Total and shell-projected densities of states for Be (a) be 0.25eV (wurtzite phase). The
nM (b) impurities at Ga sites, and Si impurity at Ga (c) analysis of shell-projected DOSN (d) sites. Shell-projected densities are given for showed that Mg acceptor statesfour coordinational spheres around impurity. (of Mg2p character) are much

more localized in space than the
ones of Be
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impurity: for doping Mg, atoms
_____ of the 4-th shell sphere practically

do not feel the presence of the

------ impurity.
The spatial extensions of

impurity states can be seen by
calculating the charge density

V maps. In Fig. 2, the maps of the0 •.... ... total charge density for the c-GaN
() "with a Be (Fig. 2(a)) and a Mg

(a) (l) (Fig. 2(c)) impurities are

presented. All the charge
distributions are given in the

00_ (110) plane. As is seen, the
Ca chemical bonding of both

impurities in the host crystal is of
highly ionic characterThe charge
density maps for impurity levels
at the VB edge (Figs. 2(b) and

,L ,.____......_ (d)) show that both the Be and the

(c) (d) Mg atoms polarize strongly the
states of many shells of
neighboring atoms. Such a
polarization is especially strong in
the Be impurity case. These
results together with calculated
"shell-projected DOS (see above)
show that Be and Mg acceptor

S • ." .... "impurities in c-GaN are more
complex than the ones accepted in

________________ ________________ the point-like tight-binding
(e) () models (see, e.g. [19]). These

results confirm that when Mg

--- •atoms substitute Ga atoms no
deel impurity levels are formed in

S/the band gap, and the deep level
luminescence in Mg doped c-
GaN observed experimentally
(see [8]) cannot be attributed to a

- completely isolated Mg impurityo .substituting a cation.
Si is the other widely used

(g) (h) and effective doping agent [13]. It

Fig.2. Charge density maps in the (110) plane fora can be incorporated into GaN at
c-GaNcrystal: a) Be impurity at8a site: total concentrations above 1019 cm- 3

density;b) Be impurity: acceptor level; c) Mg. and, in principle, can be
impurity at Ga site: total density; d) Mg mptrity:
acceptor level; e) Si impuriy' at N site amphoteric either on substi-
density; f) Si impurity at N site: impurity level tutional Ga or substitutional N
in theband ap;g, Si impurity at Ga site: total sites. Experiments show,
density; h) Si impurit at Ga site: impurity level howev, thatrieis ae fieat the conductionband edge. 'however, that Si is a very efficient

donor, but does not appear to act
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as an acceptor. Using the supercell TB-LMTO calculations outlined above, we have investigated
both possible types of Si dopings: an isolated substitutional Si impurity at a Ga site, and an
isolated Si impurity at a N site in the supercell.

Fig. 1(c) presents the total and shell-projected DOS for the Si at a Ga site case with
atoms up to the 4-th neighboring shell. The introduction of a Si impurity results in the
appearance of two very different set of impurity states. The lower energy one at an energy below
the upper part of the VB has a narrow width and has mostly the Si3s character. As seen from the
shell-projected DOS, its spatially extension should be limited mainly to the nearest neighbors of
the impurity, that is, the 1st N and the 1st Ga shell neighbors. The higher energy structure is
predominantly of Si3p character and merges with the CB edge of the ideal c-GaN. It forms a
broad, shallow and highly delocalized donor band. The Fermi level crosses the tail region of the
merged impurity band. Thus, Si impurity at a Ga site is definitely of n-type and can be responsile
for high n-type conductivity of the GaN:Si samples [5].

The total VB charge density map (Fig. 2(g)) shows mainly ionic character of chemical
bonding of the Si impurity at a Ga site. But, in distinct from Be and Mg impurities (see above),
there is some covalent contribution to the bonding between the Si impurity and its nearest
neighbor N atoms. The charge densities for atoms farther than the 1st coordination sphere are
practically unchanged as compared with the charge distribution in the undoped crystal. The
charge density calculated for the n-type Si states in the CB (Fig. 2(h)) shows the donor band
highly delocalized character in space which may be responsible for the observed high efficiency
of n-type doping of GaN by Si impurities.

A completely different picture is obtained for Si doping in the N sublattice. When it
happens, a narrow and strong band is formed deep in the gap region of the host crystal (Fig.
I(d)). The Fermi level crosees its maximum. The energy separation of these states from the VB
edge is about 1.5eV, and they cannot result in any sizable p-type conductivity of the Si doped
GaN crystals. Fig. 2(f) shows that this "Si acceptor" level is strongly localized in space, and has
the shape close to the one of the s-like N vacancy states in the N deficient GaN crystals.

CONCLUSIONS

The electronic structure calculations of Be, Mg in cation sublattice and Si impurity in both
cation and anion sublattices were carried out using the supercell TB-LMTO method. The results
show the appearence of strongly delocalized partially occupied acceptor-type subbands for both
the Be and the Mg dopings. The subbands merge into the VB edge and may explain the p-type
conductivities of Be and Mg doped crystals. Some qualitative conclusions on better efficiency of
the Mg doping has been made from the calculated results. We show also that Si doping can
produce only n-type conductivity when Si enters the cation sublattice. The Si donor states overlap
with the CB edge and are highly delocalized. These states may explain high efficiency of n-type
dopings in c-GaN. When the Si atom enters the anion sublattice, Si creates a partially occupied
narrow band deep in the gap region with states localized spatially. These states cannot influence
much the electric conductivity of the Si-doped GaN samples.
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IMPURITY CONDUCTION IN N-TYPE 4H-SIC

A. 0. Evwarayet, S. R. Smithtt, W. C. Mitchel and M. D. Roth
Wright Laboratory, Materials Directorate, MLPO
Wright-Patterson Air Force Base, Ohio 45433-7707

ABSTRACT

Impurity conduction ( or hopping conduction ) has been observed in the more heavily
n-type 4H-SiC samples by both temperature dependent resistivity measurements and
thermal admittance spectroscopy. The measured activation energiese3 for hopping
were 4-5 meV and 2.3-3.0 meV respectively. No evidence of hopping conduction was
seen by either method in the sample where ND-NA < 1018 cm"3 . The thermal
admittance spectrum of the lightly n-type sample showed the two nitrogen levels at 53
and 100 meV.

INTRODUCTION

The conductivity in a semiconductor can in general be expressed by[ 1

cT(T) = a'1e" lkT + a 2e-E2/kT + .3e-3/kT ( 1 )

where el , E2 and E3 are activation energies for conduction in different regimes. The
activation energy e, is necessary to excite an electron from a donor in to the
conduction band. The activation energy e3 is required for jumping from an occupied
donor site to an unoccupied donor site without an excursion into the conduction
band. When the doping concentration in an n-type semiconductor is high enough,
there is an overlap of the electron wave-functions of neighboring sites. As the
temperature is reduced, the conduction electrons are frozen on to the donors.
Because of compensation and the overlap of the electron wave-functions, there can
be movement of charge carriers from occupied donor sites to unoccupied donor sites.
This movement constitutes the hopping or impurity conduction. The impurity
conduction dominates the conductivity at low temperatures even though the mobility
of the electrons moving in the impurity levels is small. As the impurity concentration
increases, the temperature at which impurity conduction becomes experimentally
observable shifts to higher temperature.

Impurity conduction has been observed in many semiconductors ( such as
germanium, silicon, silicon carbide, cadmium sulfide, and indium antimonide) at low
temperatures[ 2-7 ]. Temperature dependent Hall effect and resistivity measurements
were the main tools used in the investigations. The anomalies observed in the
electrical measurements were adequately explained by the two band model
introduced by Hung[ 8].
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Busch and Labhart [ 9 1 observed impurity conduction in silicon carbide in
1946. But more recently [ 10, 11] impurity conduction has been observed in n-type
4H-SiC.

In this paper, we shall present the details of temperature dependent resistivity
measurements of n-type 4H-SiC samples and of thermal admittance spectroscopy(
TAS ). The activation energy E3 obtained from the resistivity measurements is
compared with that obtained from TAS. A satisfactory agreement between the
techniques is found.

The samples studied were n-type 4H-SiC grown by the physical vapor
transport method. The samples are labeled W1, W2 and W3. Temperature dependent
resistivity measurements were made using van der Pauw[ 12] structures with either
Ni, Ti, or Al contacts. Schottky diodes for the thermal admittance spectroscopy were
fabricated as described in reference [ 13] . Capacitance-voltage (C-V) measurements
on the diodes were made with 1 MHz capacitance meter. ND-NA for W1, W2 and W3
are
1.5x 1018 cm- 3, 3 x 1018 and 1.5 x 1017 cm-3 respectively. The samples were not
intentionally doped.

RESULTS.

Figure 1 shows the resistivity of samples W1 and W2 as functions of
temperature.

The striking feature of the
resistivity curves is the change
of the slope. This change in

S .i slope corresponds to a
Schange in conduction

S10'E
o1, mechanism fromE, to E3.

0 Figure 2 shows the plot of the
10 W:2 00 Hall coefficient as well as the

10 >~ resistivity for sample W1. The
1 o- maximum in the Hall

., coefficient curve occurs at
10' 0heinabout the same temperature

W W at which the conduction
10 0 20o40 60 so mechanism changes ( i.e. at

1O00/T(K) the knee of the resistivity
curve ). The shape of the Hall

Figure 1. Resistivity measurements as a function of temperature coefficient curve can be
of samples W1 and W2. explained by the so called

two-band model [ 8,14].
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The observed Hall coefficient
can be expressed as:

100.0 . 100 
2

SAMPLE W1 A R - (2 )R = R12"c+ RI'- (2
-- * E 10 using the notations of

- ' "_reference [ 1]. See also
"o10.0 ° °• reference [ 14 ]. The maximum
O z in the Hall coefficient occurs at

1...c. = ah where the conductivity
H HALL COEFFICIENT rh mechanism changes from

--*-RESISTIVITY To
X E, to e3. To the left of the

1.0 0.1 maximum oc >2h. the Hall
103 /T(K) coefficient is proportional to

Figure 2. Hall coefficient reaches a maximum at about the exp( el/kT) and to the right of
temperature the conduction mechanism changes, the maximum Uh >oc; R is
proportional to exp (-el/kT). It is clear from Fig. 2 that the curves have similar slopes
on both sides of the maximum. This therefore is a clear confirmation of impurity
conduction in 4H-SiC.
The activation energy e3 is obtained from the plots of In(p) vs 1/kT for samples W1
and W2. E3=4.5 meV for W2( ND-NA=3 x 1018 cm-3) and is equal to 5.3 meV for
W1(ND-NA=1.5 x10 18 cm-3). It appears that the sample having larger ND-NA has a
smaller activation energy for hopping. The resistivity versus temperature curve for
sample W3 increases exponentially as the temperature is reduced; there is no
inflection or change of slope as observed in samples W1 and W2 . The ND-NA for W3
is 1.5 x 1017 cm- 3

; it does appear that the occupied donors are sufficiently far away
from unoccupied donor sites that there is no overlap of electron wave functions to
promote hopping at low temperatures.

Thermal admittance spectroscopy (TAS ) has been described in detail
elsewhere[ 15 1.

The additional conductance that arises as
the junction is modulated with a small

W, SAM..PLE sinusoidal voltage can be expressed as
VAG -400kHz

W300kHz

.o. =A. 22 2 (3)

0.... the notation is as explained in reference[
12 16 20 24 2 15]except that nd is the concentration of

TEMPERATURE(K) carriers in the impurity band and en is the
Figure 3. Thermal admittance spectrum of the hopping rate. At low temperatures, the E,
impurity conduction. The maximum occurs when conduction mechanism is negligible.
the hopping frequency equals the measuring Therefore the additional conductance is
frequency. due to hopping of carriers from occupied

donor to unoccupied donor sites in the impurity band. This changes N, in the
depletion region. The E, conduction mechanism is temperature activated. When the
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hopping rate in the impurity band is equal to the measuring frequency co, a peak
occurs in the conductance spectrum.
Figure 3 shows representative normalized conductance spectrum (G/(O ) for sample
W1 obtained at different measuring frequencies.
A similar spectrum is obtained when sample W2 is used.

The plot of ln(o)/T 2) vs 1/kT is
shown in Fig. 4. The solid line

7 9 through the data points is the

SAMPLE W1 least square fit to the data.

7.8 - E32.34 meV The slope of the line yields the
activation energy for hopping
which is responsible for the

S• 7observed changes in the
conductance of the diode. The

7.6 measured activation energy
ranges from 2.3 to 3.0 meV for

7.5 - the various samples. These
values obtained for E3 are in

7.6 700 750 800 8o0 900 general agreement with the
l/kT(eV)-l values obtained from

Figure 4. A plot of In((O/T2) vs 1/kT. The slope of the straight line resistivity measurements.
Fiuguhe da points gTAS of W3 does not
through the data points gives the activation energy L3 show the impurity band at 2.3

meV which is consistent with the behavior of the resistivity curve of this sample.
However, the TAS of W3 clearly reveals the two nitrogen ionization levels. Figure 5
shows representative normalized conductance spectrum (G/co ) for sample W3
obtained for different measuring frequencies.

Two conductance maxima for
each frequency are clearly
visible. These conductance

0.4 SAMPLE W3 maxima are attributed to
"" nitrogen sitting on the

1ý0.32 -1MHz hexagonal(h) site and on the
=L cubic(k) site. The measured
60.24 activation energies for

300kHz nitrogen at the hexagonal and
018 at the cubic site are 53 meV

15OkH and 100 meV below the
0.08 conduction band, respectively.

30klz •These values agree quite well
0 with the reported values of 52

0 50 100 150 200 250TEMPERATURE( K )meV and 91 meV.
In summary, impurity

Figure 5. Thermal admittance spectrum of sample W3 where conduction has been

there is no evidence of hopping. observed in n-type 4H-SiC.

The resistivity and Hall coefficient curves can only be explained by postulating the
existence of an impurity band. The activation energy obtained from temperature
dependent resistivity measurements ranges from 4-5 meV. Thermal admittance
spectroscopy was used, for the first time, to study impurity conduction in n-type 4H-
SiC. The activation energy, E3 , of 2.3-3.0 meV, obtained by TAS is in agreement with
that obtained from the resistivity measurements.
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The two nitrogen ionization levels obtained for sample W3 agree with the reported
values obtained by IR measurements.
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ABSTRACT

Epitaxial layers of AlxGalI N were grown by MOCVD on sapphire substrates and characterized by
temperature dependent Hall effect, optical absorption, SIMS and photoluminescence. The
concentration of native donors was found to decrease with increase of growth temperature. Deep
levels found in AlGaN layers were interpreted as A1 double donor state and T2 donor state of
nitrogen vacancy.

INTRODUCTION

AlGaN/GaN material system is of great interest for applications in optoelectronic devices operating
in the blue-ultraviolet wavelength region and for high temperature/high frequency/high power
electronic devices [1]. Epitaxial layers of AlGaN and GaN are often grown by metalorganic
chemical vapor deposition (MOCVD) on sapphire substrates and a remarkable improvement in the
crystalline quality of the layers has been achieved recently due to the use of low temperature AIN or
GaN buffers (see e.g. a review in [2] and references therein). For GaN, careful optimization of the
growth conditions allowed to decrease the electron concentration in undoped layers from about
1020 cm- 3 to below 1016 cm-3, with corresponding mobility increase from 10 cm 2/Vs to 600-800
cm2/V-s at room temperature (see a review in [3]). Much less is known about the impact of growth
conditions on the properties of AlxGal-xN alloys. Many groups report that the electron
concentration in AlxGal-xN samples with 0<x<0.2-0.4 is high, on the order of 1018-1019 cm- 3,
and that in optical absorption a strong near band edge absorption related to a high concentration of
charged defects is observed [4,5]. On the other hand, it has been reported that a material with much
lower carrier concentration of about 1017 cm-3 and with virtually no near band edge absorption can
also be grown [5,6]. At present it is not quite clear what differences in the growth procedure cause
such a difference in the crystal quality. In this paper we report how changes in the growth
temperature and in growth rate affect electrical and optical properties of A1GaN films.

EXPERIMENTAL

Films of AlxGal-xN with x in the whole composition range were deposited by MOCVD, on basal
plane sapphire substrates, using trimethylgallium (TMG), trimethylaluminum (TMA) and ammonia
as precursors. Growth was done in a horizontal two-inlet reactor, at 76 Torr, with hydrogen as a
carrier gas. Substrate preparation procedure consisted in degreasing in organic solvents, etching in
hot H2 SO 4:H3PO 4, and annealing in hydrogen at 1 100 0 C for 10 minutes and in hydrogen and
ammonia for 3 min.
Low temperature AIN buffer layers, about 700A thick, were deposited at 5000 C and crystallized
by ramping the temperature up to the AlGaN films growth temperature of 1000-1050 0C with
subsequent annealing under ammonia flow for 1 min. at these temperatures. Two sets of AlGaN
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samples were grown: one at a growth temperature of 1000 oC, with a growth rate of l.tm/h, and
another at 1050 °C, with a growth rate of about 0.7 gm/h (for the sake of brevity those are
henceforth called, respectively, samples of the A series and the B series). Composition of the
layers was calculated from the values of lattice parameter c measured by X-ray diffraction. The
thickness of the layers was in all cases close to 1 jtm. Electron concentrations and mobilities were
obtained from conventional van der Pauw measurements in the temperature range from room
temperature to 140 0 C, and ohmic contacts for these measurements were prepared by soldering
indium. The depth of the dominant levels was calculated from activation energies in the temperature
dependence of electron concentration. It was assumed that the measured activation energies directly
correspond to the depth of the energy levels in question.
Optical absorption spectra at room temperature were calculated from optical transmission spectra
using the known reflectivity data for AIN and GaN [7,8]. Plots of square of absorption coefficient
(a 2) versus photon energy were drawn to obtain the values of the bandgap energies in our AlGaN
layers, and deviations from these linear plots for photon energies below the bandgap were used as
a measure of band tail absorption [4]. For the sample of the A series with composition x=0.38 we
could not achieve as good a morphology as in other layers, despite several attempts, and in this
particular sample the high apparent magnitude of band tail absorption could be due to, in part,
scattering of light. Photoluminescence (PL) spectra were measured with He-Cd laser excitation, at
6K. Concentrations of C, Si, H, 0, S and Se in our AlxGaI-xN samples with x=0,0.12 and 1 were
measured by secondary ion mass spectrometry (SIMS) [9].

RESULTS AND DISCUSSION

The effect of growth temperature on electron concentration in A1GaN is shown in Fig 1. The
mobilities of electrons in GaN were about 200 cm 2 /Vs in both series, but for AlxGalixN layers
the mobilities dropped to 2-5 cm 2N.s for the series A (grown at 1000oC), while they remained
close to 100-200 cm 2/V-s for the series B. The composition dependence of electron concentration
for the series A of AIGaN samples is close to what has already been reported. That is, the carrier
concentration becomes very high for x values between 0 and 0.5 and then decreases rapidly. In the
samples of the series B the trend is somewhat different. For compositions 0<x<0.12 the
resistivities were too high to measure them reliably. For x=0. 12 the electron concentration was still
quite low, about 1011 cm-3. It increased for x>0. 12 before going down steeply again for
AlxGal-xN layers with x higher than 0.5.
Appreciable changes of carrier concentration with temperature in the samples of the series A were
only observed for x>0.5 (activation energies measured were 0.11 eV for x=0.55 and 0.22 eV for
x=0.67).
The activation energies obtained from Hall effect measurements on AIGaN samples with various Al
content are shown in Fig. 2. In highly resistive samples of the series B with x=0. 12 the measured
activation energy was close to 0.3 eV. For x=0.225 it decreased to 0.08 eV and then increased
gradually with x reaching the value of 0.7 eV for x=0.64. The energies in Fig. 2 are measured in
respect to the valence band maximum to allow comparison with the composition dependence of the
conduction band edge. Also shown in Fig. 2 are the T2 and A1 donor states of the nitrogen
vacancy (VN) calculated for various AlGaN compositions by Jenkins et al [10]. According to this
model if the VN concentration in AlGaN is much higher than the concentration of compensating
acceptors, T2 states would be the dominant level pinning Fermi energy. For x values lower than
0.5, T2 levels lie within the conduction band and hydrogen-like shallow donors are expected to be
formed as a result of Coulombic interaction of the ionized T2 states with free electrons at the
bottom of conduction band. For x>0.5 the T2 level of the nitrogen vacancy enters the bandgap and
the level becomes deeper as the Al content increases. Such behavior of the T2 levels of the nitrogen
vacancy was invoked by Jenkins et al [10] to explain the frequently observed transition from very
high conductivity to very low conductivity in A1GaN near the middle of the composition range, as
we also see in our AlGaN samples of the series A. If, on the other hand, the concentration of
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compensating acceptors is higher than the concentration of nitrogen vacancies, the Fermi level will
be either pinned by the At double donor level associated with nitrogen vacancies (if the
concentration of acceptors Na is less than 2-VN) or, for even higher NA (or lower VN), the Fermi
level will be pinned by other traps deeper in the bandgap. Such a behavior is very close to what
was observed in the samples of the series B (Fig. 1). From Fig. 2 it is apparent that there is a
qualitative agreement between the composition dependence of the depth of T2 and Al states in
A1GaN and the experimental energy levels in our AlGaN layers of the series A and series B.
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0 14
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1010 nearly 10500C, 0.7nmn/hr

10g Insulating I I

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Al Composition

Fig. 1. Composition dependence of the room temperature electron concentration in AIGaN layers

grown at 1000 °C (A series) and at 1050 oC (B series).
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Fig.2. Composition dependence of the energy of the dominant centers in AlGaN samples of the
series A (circles) and of the series B(squares). The energies are measured in respect to the valence
band maximum. Also shown are the energies of the conduction band edge and of the T2 and Al
states of nitrogen vacancies [10].

Two questions could be asked at this point. First, is the lower electron concentration in series B
due to higher concentration of compensating acceptors or to a lower concentration of donor
centers. Second, are there any impurities that could account for the observed difference in electrical
properties of our two series of AlGaN samples?
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It has already been mentioned that the mobilities in the samples of the series B are much higher
than in the samples of the series A. Such behavior indicates lower total concentration of ionized
centers in samples from series B, and therefore favors a decrease of native donor defects at
elevated growth temperature. An additional experimental evidence supporting the above was
obtained from optical measurements. The near band edge absorption tail is much less pronounced
in series B ( Fig. 3a.) indicating lower ionized defect concentration rather than increased
compensation ratio. Finally, in Table 1 we show the measured concentrations of some common
contaminant impurities in MOCVD growth. It can be seen from the table that the concentration of
main compensating acceptor, carbon, is in fact higher in the samples of the series A grown at
1000 oc.
From the same table it also follows that the concentration of most common unintentional donor-
type impurities, Si, are the same in all AlGaN samples with low x, although these donors could
play some role in AlxGal-xN layers of the series A with x>0. 1 (Si concentration is higher in AIN
grown at 1000 oC than at 1050 OC; concentrations of other possible background donors, S and Se,
were below the detection limit of SIMS in all the samples).
Among other impurities in A10.12Gao. 88N only the concentrations of oxygen and hydrogen are
substantially higher in the samples of the series B. Hydrogen has been shown to passivate donors
in AlGaN [ 11], but complexes of hydrogen with donors do not survive annealing at temperatures
higher than 800 oC, while the electrical properties of our AlGaN samples did not change after
annealing in nitrogen at 800 oC for lh. Oxygen is believed to be a donor in AlGaN [12], and,
therefore, higher oxygen concentration in the samples of the series B does not easily explain why
the carrier concentration is lower in these samples (and more statistics seems to be necessary in this
point: the trend in oxygen concentration dependence on growth temperature observed in AlGaN in
table 1 goes against the trend in GaN and AIN in the same table).
The conclusion of the above arguments is that the difference in electrical and optical properties
between the ALGaN samples of the two series stems from lower concentration of donor-type native
defects in series B. The composition dependence of the activation energies qualitatively agrees with
theoretical predictions for the T2 (VN) levels for the samples of the series A, and A1 (VN) levels for
the samples of the series B.

a) 4.0o.1 b) 4..-0

" 
00=02
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2.0 5 0.0 3 5 4,0 4,5 5,0 5.5 6.0 2o a .5 3,0 ao 45s 50 5.5 6D

Photon energy ( eV ) Photon energy ( eV)

Fig.3a,b. Square of absorption coefficient (U2) versus photon energy plots for several AlGaN
samples of the series A (a) and of the series B (b).

In addition to deep defects discussed above some other deep centers have been detected by PL
measurements. Four defect bands were observed in PL spectra of our A1GaN layers: 3.65-3.7 eV,
3.5-3.55 eV, 3.0-3.1 eV and 2.1-2.3 eV. The energy of the bands did not change significantly
with composition. The 3.65 eV band was dominant in the AlxGal-xN samples of the series B with
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x<0.2 (the intensity of the 3.1 eV and 2.1 eV bands constituted no more than 5% of the intensity of
the 3.65 eV band). The 3.5 eV band first emerged for x=0.22 and totally replaced the 3.65 eV
band for higher Al mole fractions. In the samples of the series A with x=0.12, the 3.5 eV band
intensity was about an order of magnitude higher than the intensity of the 3.65 eV band, but the
most intense band of all was the 2.3 eV band (the ratio of intensities for the 3.65, 3.5, 3.1 and 2.3
eV bands was 2:18:5:30). Limited space does not allow us to discuss the possible nature of these
defects bands.

Table 1. Concentrations of some impurities in GaN, Al0 .12Gao.88N and AIN grown at 1000oc and
at 10500C.

Impurity GaN GaN AlGaN A1GaN AIN AIN
Atoms 1000 oC 1050 oC 1000 oC 1050 oC 1000 oC 1050 oC

C 2.5x 1018  1.5x10"8  5x10"8  1.5x1018  2-3x101 9 1.5x10"8

H 3.5x1018  1.5x10"8  2-5x101" 1019 2-3x10' 9  
1019

0 6x10"7  5x1017  
1019 3× x10'9  2-3x102 0  3x1019

Si 2 x 1018  2 x 108  2 x 10"8  2 x 1018  
1019 2 × 10_ 1

Finally it would be interesting to know which of the two factors, the increased growth temperature
or the reduced growth rate, play a major role in improvement of electrical and optical properties of
our AlGaN layers. For that purpose we grew AlxGal-xN layers with x=0.12 and 0.22 at 1050 °C
with a growth rate of 1 gtm/h and at 1000 0C with a growth rate of 0.7 ýtm/h. In both cases the
electron concentrations were close to 1016 cm-3, with mobilities of about 100 cm 2/V.s. Thus the
concentration of defects in these two cases was lower than for the samples of the first series, but
higher than for the samples of the second series.

CONCLUSIONS

Hall effect, near band-edge optical absorption, and SIMS measurements were used to characterize
concentrations of native donors and impurities in AlGaN alloys. The native donor concentration
decreases with increase of growth temperature and decrease of growth rate. Thermal activation
energies of dominant electron traps agree with the A1 double donor and T2 donor state of nitrogen
vacancy.
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ABSTRACT:

Four CVD diamond films grown on tungsten carbide were used for diffusion. Diffusion
was performed in a hydrogen atmosphere. Three methods of diffusion were used: conventional
diffusion due to concentration gradient, forced diffusion under a de electric bias with thermal
ionization and forced diffusion with optical and thermal ionization of boron acceptor level in
diamond. The temperature dependence of the electrical conductivity of the diffused samples was
measured in the temperature range 300-600 K. The increase of approximately six order of
magnitude in conductivity of the films doped by forced diffusion was obtained. The samples
diffused with boron by conventional diffusion due to concentration gradient showed only one
order of magnitude increase in electrical conductivity.

INTRODUCTION:

Boron doping changes an insulating diamond to a semiconducting diamond. Common
methods of doping such as during growth"'2, ion implantation3- 4, solid state diffusion5 and forced
diffusion6 have been used for diamond doping. In paper, a study of electrical properties of
diamond films is performed. A comparison of electrical properties due to conventional diffusion
and forced diffusion is made.

EXPERIMENT:

The four diamond films supplied by Norton Company were investigated. Before diffusion,
the samples were cleaned in a hot Cr0 3 + H2SO 4 solution for 20 minutes and rinsed with
deionized water to eliminate the non-diamond carbon on the surface. Then, the samples were
cleaned in a hot HN0 3 + HC1 + H20 solution for 20 minutes and rinsed with deionized water to
purge the surface of metal impurities. Boron powder was used for dopant source and mixed with
carbon paste to assure good electric contact. These samples were placed on a graphite support
which was heated by tungsten wire. The temperature of support was monitored by a K-type
thermal couple. The general arrangement for forced diffusion with optical and thermal ionization
is presented in Figure 1. The chamber was flushed with hydrogen gas at one atmosphere. After
diffusion, the samples were cleaned again by the same cleaning procedure described above.

The resistance measurements were performed from room temperature to 350 'C in air.
The two-electrode scheme was used for measurements. Two parallel carbon paste strips, 8 mm in
length, 1 mm in width and separated by 1.5-2 mm, were applied on the surface of the samples.
Figure 2 presents the apparatus of conductance measurements.
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Diamond film

Laser Bjeam-

Diamond film Graphite Heater -

Boron powder mixed with carbon paste

Figure 1. The arrangement of forced diffusion with optical and thermal ionization.

Carbon paste contacts

i// "ag f Diamond film

Figure 2. The arrangement of conductance measurements

A computerized Hewlett-Parkard picoammeter with build-in dc voltage source, model
4140B, was used. In the range of bias from -1 V to 1 V, the contact had an ohmic behavior over
all temperature range. The conductivity measurements were performed while cooling the sample,
in order to minimize the influence of contact change with temperature.

RESULTS AND DISCUSSIONS:

Raman spectrum of all these samples shows the diamond peaks at 1341 cm-' and the broad
graphite peaks at 1530 cm"l. The summary of diffusion conditions and electrical measurements
are shown in Table 1. The sign of bias is on the surface which has the dopant source. Figure 3.
presents the plots of conductance vs. temperature for 4 samples. It is found that the activation
energy of the samples before diffusion is about 1.0 eV and the resistance is larger than 4x1011 Q
(limit of the measurement system). These values are characteristic of undoped diamond7,8 . The
activation energy AE was determined using the formula G = Go exp(-AE/kT), where G is
conductance; Go is a constant; k is Boltzman constant; T is temperature.

The diffusion of boron due to concentration gradient (for simplicity, named "diffusion"
later on) does not produce any change in activation energy. After diffusion in the sample 1 and 2
(step 1) the activation energy remained 1.0 eV, the same as the non-diffusion sample. The change
of the electrical conductivity approximately one order of magnitude might be due to thermal
annealing of the samples during the diffusion process. We assume that boron did not enter
substitutionally the diamond lattice during the diffusion process. The change in activation energy
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of the sample 1 and 2 was obtained only after the second step of diffusion when forced diffusion
was used. A higher change in electrical conductivity was obtained for the sample #2, that have
sign minus on the diffusion surface.

Table 1. The sm ayof the diffsion conditions and electrical measurements
Sample 1 2 3 4
Thickness(gm) 24 17 28 15
Resistance (n) at >4x10 11 >4x101 ' >4x10 11  >4x10 11

room temperature
Activation Energy 1.0 1.0 1.0 0.7
(eV)
Step 1 800 0C, 22hr, 800 'C, 22hr, 800 'C, 22hr, 800 -C, 22hr,

no laser no laser -15V, -45mA, i5V, 45mA,
______________no laser no laser

Activation Energy 1.0 1.0 0.47 0.43
(eV) _____

Step 2 1000 *C, 4.5hr, 1000 *C, 4.5hr, 1000 'C, 4.5hr, 1000 'C, 4.5hr,
300V, <1 mA, -300V, <1 mA, 300V, <1 mA, -300V, <1 mA,

no laser no laser laser on laser on
Activation Energy 0.44, 1.0 0.44, 1.0 0.33, 0.5 0.44,0.7
(eV)
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(eV)
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Figure 3. Temperature vs. Conductance plots: (a) Sample #1, (b) Sample #2
(c) Sample #3 (d) Sample #4

The change of activation energy of the sample 3 and 4 was obtained after the first step
(forced diffusion). The activation energy changes from 1.0 eV to 0.44 eV, that is close to the
reported activation energy of boron level in diamond AEg = 0.37 eV. The error in the
determination of activation energy approximately 20% might be due to ohmic contacts.

The forced diffusion results showed that the voltage sign on diffusion surface is very
important. The large change in electrical conductivity was obtained in the step 1 for sample 3 and
in the step 2 for sample 4, when a negative bias was applied to the surface. This can be explained
that boron acted as negative ions in the diamond lattice. The negative bias has a strong
enhancement on boron movement into the diamond lattice. Figure 4. shows the mechanism of
moving of boron ions in the diamond lattice under dc bias.

+
Figure 4. The movement of boron ions in the diamond lattice under dc bias

Diffusion performed after forced diffusion had a little effect on the electrical conductivity
of the samples 2 and 4.
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The activation energy of conductivity slightly decreased at higher diffusion steps. That
might be explained by formation of the boron impurity band at higher concentration of boron.

CONCLUSIONS:

Diffusion due to concentration gradient and forced diffusion of boron in CVD diamond
films has been performed. Diffusion due to concentration gradient has little effect on electrical
conductivity of the diffused samples. Forced diffusion caused a change of activation energy of the
electrical conductivity from 1 eV to -0.4 eV, indicating that the diffused boron, at least partially,
entered the diamond lattice substitutionally.
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MEASUREMENT OF THE ACTIVATION ENERGY IN PHOSPHOROUS DOPED
POLYCRYSTALLINE DIAMOND THIN FILMS GROWN ON SILICON SUBSTRATES

BY HOT FILAMENT CHEMICAL VAPOR DEPOSITION

S. MIRZAKUCHAKI, H. GOLESTANIAN, E. J. CHARLSON, T. STACY
Electrical Engineering Department, University of Missouri, Columbia, MO 65211

ABSTRACT

Although many researchers have studied boron-doped diamond thin films in the past
several years, there have been few reports on the effects of doping CVD-grown diamond films
with phosphorous. For this work, polycrystalline diamond thin films were grown by hot
filament chemical vapor deposition (HFCVD) on p-type silicon substrates. Phosphorous was
introduced into the reaction chamber as an in situ dopant during the growth. The quality and
orientation of the diamond thin films were monitored by X-ray diffraction (XRD) and scanning
electron microscopy (SEM). Current-voltage (I-V) data as a function of temperature for gold-
diamond film-silicon-aluminum structures were measured. The activation energy of the
phosphorous dopants was calculated to be approximately 0.29 eV.

INTRODUCTION

In order for polycrystalline diamond film to be considered for electronic applications, an
effective and controllable method for both p- and n-type doping must be found. There are
many reports on the formation of prototype devices on diamond doped with boron.l4 The
difficulty in doping of diamond arises from the fact that C atoms have a small tetrahedral radius
of 0.77 A, and almost all impurity atoms (except B) are larger and deform the lattice.'

The solubility of a dopant atom in diamond is related to its formation energy (Ef) which
is calculated based on the bulk cohesive energy of diamond and bulk cohesive energy of the
impurity. The B atom has a negative Ef which explains its ease of incorporation into the
diamond lattice. Phosphorous, on the other hand, has a low equilibrium solubility in diamond
as a result of its high formation energy (Ef = 10.7 eV), which explains the difficulty of n-type
doping of diamond with phosphorous. Okano et. al.5,6 used phosphorous pentoxide (P20 5 ) as a
source of n-type doping. They have reported the formation of a diamond p-n junction diode,
but since the electron mobility is extremely low (only 50 cm 2/v.s), n-type conductivity may be
due to lattice damage and not P incorporation into the diamond lattice. The main problem with
doping diamond film n-type seems to be the low degree of ionization of the P atoms at room
temperature.

Other dopant sources such as Li and Na as well as the effect of N impurity (as a shallow
donor) have been investigated.7 Ramesham et. al.8 found an increase in the resistivity of their
diamond films as a result of P incorporation.

As a general rule, it is often difficult to make ohmic contacts to large bandgap
semiconducting materials such as diamond. Most of the methods utilized to form ohmic
contacts to bulk semiconducting diamond have involved roughening, graphitizing the diamond
surface, or carbide formation under the contact.' Ohmic contact to p-type homoepitaxially
grown diamond has been created by intense argon-fluoride excimer laser radiation.9

In order to measure the activation energy of the P atoms incorporated in a diamond film,
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it is necessary to study the effect of temperature on the conductivity of the films. In this work
we report on the growth and in situ doping of diamond thin film with phosphorous by HFCVD
as well as formation of ohmic contacts and the measurement of the activation energy of dopant
atoms.

To the best of the authors' knowledge, there are few reports on the activation energy
measurements on P doped diamond films. Activation energies of 0.1 to 0.37 eV have been
reported for B doped diamond films.' Okano et. al.6 report an activation energy value of 0.05
eV for their diamond film doped with P20 5 . Moreover, they reported the resistivity as
independent of the P concentration in the reactant gas, which puts the n-type conductivity due to
P dopant atoms in question. Bemholc et. al.7 have calculated a shallow level of 0.2 eV below
the bottom of the conduction band for phosphorous, which is in close agreement to the result
found here.

EXPERIMENT

Boron doped Si wafers of (100) orientation and resistivity 5-15 ohm-cm were cut into
various sizes (maximum of 1 inch on each side). Prior to surface pretreatment, these substrates
were organically cleaned in an ultrasonic bath by trichloroethylene, acetone, methanol, and DI
water for five minutes each. They were further cleaned by submersion into hot nitric and
hydrochloric acids (five minutes each) and were finally rinsed by hot DI water. In order to
promote nucleation, these samples were scratched by mechanical polishing with diamond paste
of 0.25 utm grit size.

Polycrystalline diamond films were deposited on Si samples in a HFCVD reactor.
Trimethyl phosphite diluted in acetone to a concentration of 400 ppm was used as a source of in
situ doping. The deposition conditions used in this study are as follows; hydrogen flow rate of
98 sccm, methane flow rate of 1.5 sccm, a mixture of acetone and trimethyl phosphite at a flow
rate of 0.5 sccm, pressure of 25 Torr, filament temperature of 2000 'C, substrate temperature of
720 'C, and filament to substrate distance of 4 mm.

Circular contacts (0.021 cm 2 in area) were deposited on the phosphorous-doped
diamond films by sputtering a thin layer, -500 A, of gold through a metal shadow mask in a DC
glow discharge system. Prior to the sputtering of gold contacts, the surfaces of the diamond
films were cleaned by a saturated solution of Cr0 3 + H2 SO 4 at 200 'C for 20 minutes followed
by rinsing in a 1:1 boiling solution of H20 2 and NH4OH for 10 minutes and then in boiling DI
water for 3 minutes. This procedure removes the nondiamond carbonaceous surface layer on
top of diamond film, the presence of which has been shown to alter the electrical properties of
metal-diamond junctions.'O In order to provide an ohmic contact to the back of the samples, a
thin layer of Al, -650 nm, was thermally evaporated onto the unpolished side of the Si
substrates.

To remove the ambiguity of the possible effects of the diamond-Si interface, a circular
diaphragm was etched (by a hydrofluoric solution) on the back Si substrate to fabricate a free
standing area of diamond film. Gold contacts designated as C2 and C3 were sputtered over the
diamond diaphragm area and contact Cl was sputtered over the entire structure that includes Si
substrate.

This sample was then placed in an oven (at atmospheric pressure) and the temperature
was gradually increased from 300 K to 600 K and was monitored by a K-type thermocouple
placed close to the sample. The I-V characteristics were taken between C1 and the back Al
contact at 25 degree intervals using a computer controlled Hewlett Packard model 4140B.
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RESULTS

Fig. 1 shows the SEM view of the surface and the cross section of diamond film grown
here. As evident in these pictures, the diamond film consists of randomly oriented crystallites
with (100) and (111) growth orientation. The cross sectional view reveals the diamond film's
smooth surface and a thickness of 5-6 gtm. A typical XRD pattern taken in the diffraction angle
(20) range of 200 - 1300 and shown in Figure 2 contains four diamond Bragg peaks in addition
to the Si peak.

lt

Figure 1. Surface (a) and cross section (b) of the diamond film grown on silicon.
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Figure 2. XRD pattern of the P-doped diamond film.

Fig. 3 demonstrates the I-V curves between gold contacts sputtered over the diamond
diaphragm (C2 to C3) and also between one such contact and another one on the diamond film
supported by the Si substrate (Cl to C2). Both of the curves in this figure show the ohmic
behavior of gold contact to self-supporting diamond film.
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E 2.E-07
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Figure 3. Ohmic I-V curves on the gold-P doped diamond film.

The resistivity of thin film diamond can be estimated from I-V curves because the
contact radius (0.8 mm) is much larger than the thickness of the diamond film (6 ltm) and
therefore the current is confined to the contact area. On the other hand, the diamond bulk
resistance is much larger than the Si substrate and hence the voltage is assumed to be mainly
dropped in the diamond film.

Figure 4 shows the change in the I-V curve of the diamond film due to exposure to the
mentioned range of temperature. The exponential dependence of bulk resistivity on the
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temperature is depicted in Fig. 5(a) and can be formulated by the Arrhenius law;1'

p - exp (Ea/kT) (1)

where p is the bulk resistivity, Ea the activation energy, k the Boltzmann's constant, and T is the
absolute temperature in K.

6.E-04 •

4.E-04 -

S450 KK

-4.E-04, - -*600 KK

-6.E-04'

-5 -3 -1 1

Voltage (V)

Figure 4. Change of current vs. temperature shown here.

From the Arrhenius equation, the natural log of the resistivity value vs. the inverse of
the temperature should be a straight line, as shown in Fig. 5(b), the slope of which is equal to
the activation energy divided by the Boltzmann's constant. The activation energy was
calculated to be 0.29 eV. The high value of the activation energy demonstrates the low degree
of ionization of the P atoms at room temperature and hence the difficulty of effectively doping
diamond n-type.
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Fig. 5. Resistivity vs. temp. (a), and the natural log of resistivity vs. inverse temp. (b).
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CONCLUSIONS

In this paper we have reported on the temperature measurement studies on phosphorous
doped polycrystalline diamond thin film. The results of the temperature measurement in the
range of 300-600 K suggest an activation energy of 0.29 eV for the dopant atoms.
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THEORY AND REALIZATION OF A TWO - LAYER HALL EFFECT
MEASUREMENT CONCEPT FOR CHARACTERIZATION OF EPITAXIAL AND

IMPLANTED LAYERS OF SiC

Adolf SchOner, Kurt Rottner, and Nils Nordell
Industrial Microelectronics Center (IMC)
P.O Box 1084, S-164 21 Kista, Sweden

ABSTRACT

Epitaxial and implanted layers are generally characterized by Hall effect measurements using a
pn-junction as electrical insulation of the layer from the substrate. Due to defects, low doping
concentrations or thin layers the resistivity of epitaxial or implanted layers is comparable to the
resistivity of the pn-junction and the substrate. This results in inefficient electrical insulation
between both regions. To be able to determine the properties of epitaxial or implanted layers even
in the case of substantial leakage current we developed a two-layer Hall effect measurement
concept. This concept is based on the conventional van der Pauw technique applied to the layer
and the substrate separately. In addition the current-voltage characteristic of the pn-junction is
measured and modeled in the analysis as an ohmic resistor.
This two-layer concept is applied to epitaxial grown SiC and the results are compared with
conventional van der Pauw technique. In addition both techniques are compared with the results
of capacitance-voltage (CV) measurements and secondary ion mass spectroscopy (SIMS).

INTRODUCTION

The importance of SiC as a material for high temperature and high power devices is steadily
increasing. Among other things, this is accomplished by an improved doping control in both
epitaxial crystal growth and in ion implantation processes. By this development the demands on
the accuracy in techniques for characterization of doped layers is increased.
A powerful and well established technique for determining fundamental electrical transport
properties is the measurement of the Hall effect. From this technique resistivity, free carrier
concentration and carrier mobility can be deducted. Ionization energy and concentration of
dopants governing the conductivity type, as well as the degree of compensation can be
determined from the temperature dependence of the carrier concentration by a least squares fit of
the neutrality equation to the experimental data. However, this Hall effect measurements are only
accurate, if they are performed at homogeneously doped layers. To achieve this conditions when
measuring epitaxial grown or implanted layers on a substrate, the use of semi-insulating
substrates or the insulation by a pn-junction formed between the substrate and the measured layer
are generally be sufficient. In the case of SiC, semi-insulating substrates do not yet commercially
exist, and pn-junctions formed by ion implantation or epitaxial growth block high voltages within
small areas, but they become leaky, when they are extended over large areas, which is the case in
Hall effect measurements. One main reason for this leakage currents is a high concentration of
crystal defects, e.g. micropipes.
We have developed a technique to cope with the influence of undesired currents through the
substrate on the Hall effect results. Our method makes it possible to separate two layers, e.g. a
substrate and an epitaxial layer, from each other. This is accomplished by an accurate
measurement of the resistivity of the pn-junction, and subsequently by calculating the carrier
concentration and mobility in the substrate and epitaxial layer separately.
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In this paper we present the theory of a two-layer Hall effect measurement concept. We show
results from measurements on p- and n- doped epitaxial layers grown on 6H-SiC, and compare
them with results obtained with the conventional van der Pauw technique, as well as SIMS and
CV-measurements.

SIMULATION OF THE TWO-LAYER HALL EFFECT MEASUREMENT

In the conventional van der Pauw technique resistivity, carrier concentration and mobility are
calculated for a single layer [I]. For the two-layer Hall effect concept these basic equations have
to be extended by taking into account the interaction between the two layers. A detailed
description of a possible equivalent circuit for this extension and the equations for calculating
Hall coefficients and resistivities of the two layers are summarized in ref. [2]. In this paper we
describe a method to simulate Hall effect measurements on two-layer pn-structures.
Assuming two homogeneously doped layers of different resistivity and opposite conductivity
type, the free carrier concentration in each layer can be described by the neutrality equation. For
the calculation of the neutrality equation values for the ionization energy and concentration of
dopants, and for the compensation are needed. Knowing the carrier concentrations the Hall
coefficients and the resistivities of the n- and the p-layer can then be calculated by using a Hall
scattering factor of 1.0. For the calculation of the resistivity the mobilities of electrons and holes
as a function of the temperature are described by a combination of the mobilities for phonon and
impurity scattering mechanisms. Using the standard van der Pauw equations and knowing the
thicknesses of the layers, the internal Hall voltages and the voltage drops during resistivity
measurements can be derived for each layer separately.
If these independently modeled layers of opposite conductivity type are brought into contact, a
pn-junction is formed between them. By keeping the voltage across the pn-junction well below its
turn on voltage, the current-voltage characteristic of the pn-junction can be linear approximated
and the pn-junction can be treated as an ohmic resistor. The parallel equivalent circuit obtained is
then the basis for further calculations of current and voltage distributions in the composite
structure. In the following it is assumed, that the current is applied only to one of the layers (e.g.
to the epitaxially grown or implanted layer) to be able to compare the simulation results with
results of conventional van der Pauw measurements on epitaxial layers. The pn-junction at the
interface is assumed to be perfectly uniform.

EXPERIMENT

For Hall effect measurements samples were epitaxially grown on commercially available
substrates in a horizontal reactor for vapor phase epitaxy in detail presented in ref. [3]. Silane and
propane were used as growth precursors, while trimethylaluminium (TMA1) and nitrogen were
used to achieve p- and n-type conductivity, respectively. The growth temperature was about
1600'C, the reactor pressure 800 mbar, and the growth rate 2.5 gim/h, with palladium diffused
hydrogen as carrier gas.
Four ohmic contacts with a thickness of 100nm were formed both on the substrate and on the
epitaxial layer by electron beam evaporation of either nickel or titanium followed by a subsequent
anneal at 950'C. Standard van der Pauw Hall effect measurements were performed in a
temperature range of 100K to 450K on two-layer structures consisting of a thin epitaxial layer on
top of a substrate of opposite conductivity type. The van der Pauw technique was extended for
measurements both at the substrate and at the epitaxial layer site. In addition the current-voltage
characteristic and the resistance of the pn-junction was recorded.

662



The atomic concentration of dopants was measured with secondary ion mass spectroscopy
(SIMS) using a CAMECA ims 4f instrument. The Al profiles were obtained with 02+ primary ion
beam and detection of 27Al+. Capacitance-voltage (CV) measurements on evaporated titanium
Schottky contacts were used to determine the net doping concentration.

RESULTS AND DISCUSSION

Fig. 1 shows the Al concentration determined by different measurement techniques as a function
of the Al content in the gas phase during growth. In the concentration range below 1018 cm3 we
found a good agreement of the net doping concentration determined by CV-measurements and the
atomic concentration measured by SIMS, indicating an almost complete incorporation of Al on
electrically active lattice sites.

1021 0 net doping conc. (CV) 1017 . . ... . ......... ..

Satomic conc. (SIMS)) N
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Fig.1 Al concentration measured by different Fig.2 Temperature dependence of the
electrical and atomic methods as a electron concentration of an epitaxially
function of the Al content in the gas phase grown n-type layer measured by the
of the VPE reactor, van der Pauw Hall effect method.

Compared to the linear dependence of the atomic Al concentration on the TMA1 flow (SIMS) the
Hall effect analysis gives a different result. Although the free hole concentration at room
temperature in the Al-doped layers has the same dependency, resulting in a degree of ionization
of around 1%, the Al doping concentration calculated by a fit of the neutrality equation to the
experimental data is almost an order of magnitude higher than the atomic concentration. This
discrepancy is less pronounced at higher Al concentrations, but is still too large to be explained
by inaccurate material parameters (e.g. effective masses) or their temperature dependence.
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In the case of N-doped n-type layers we found a similar behavior, where CV-measurements gave
a net doping concentration a factor of 10 lower than the Hall effect analysis (fig. 2). To explain in
this case the disagreement of CV and Hall effect by compensation is unrealistic as a degree of
compensation of around 90% must be assumed.
In addition the Hall effect measurement on a n-layer, as shown in fig. 2, gives a temperature
behavior at temperatures above 300K, which could be interpreted as an additional impurity with
an ionization energy of about 250 meV. However, deep-level-transient-spectroscopy (DLTS)
showed no indication of its presence.
The substantial difference in doping concentrations estimated from Hall effect measurements as
compared to other standard characterization techniques could most probably be due to a low pn-
junction resistivity. In order to investigate the influence of the resistance of the built-in pn-
junction on the measured Hall coefficients and the corresponding free carrier concentrations by
simulation, we assumed a two-layer structure consisting of a n-type thin layer on top of a thick p-
type substrate. To make results of the simulation comparable with the experimental results (fig. 2)
material parameters of 6H-SiC were used and a single impurity level for each layer was modeled
by the neutrality equation. The ionization energy of N as n-type dopant and Al as p-type dopant in
6H-SiC were taken from ref. [4] and [5], and the doping concentrations were chosen in that way,
that the results of the simulation is comparable to the result of the van der Pauw measurement.
The compensation was assumed to be negligible. The parameters used for the simulation are
summarized in tab. I.

Tab, I Material and impurity parameters used in the simulations of the two-layer Hall effect
measurements

material: 6H-SiC impurity

layer conductivity eff. mass symbol ionization energy concentration

I n-type 0.27 m0  N 100 meV 1016 cm"
3

2 p-type 1.0 MO Al 240 meV 5-10 8 cm-3

Fig. 3 shows the dependence of the electron concentration in the n-layer and the hole
concentration in the p-substrate on the pn-junction resistance for three different temperatures. The
solid lines are the results of a simulation based on the two-layer concept, which represents a
measurement on the combined structure. The dashed lines show for comparison the carrier
concentrations calculated by the neutrality equation for each layer separately (i.e., at infinite pn-
junction resistance).
For a temperature of 100K the model with separated layers and the combined model give the
same result independent of the pn-junction resistance, indicating that at low temperatures the
influence of the p-substrate is negligible due to its low hole concentration and therefore high
resistivity. The conventional van der Pauw technique gives then accurate results.
At temperatures above room temperature the electron concentration calculated by the neutrality
equation saturates as expected at the given N-concentration. The hole concentration in the
substrate is strongly increasing, leading to a lower substrate resistance. The substrate is then
influencing the measurement of the n-layer. At room temperature and a pn-junction resistance of
500Q the influence of the substrate is expressed in an increase of the estimated electron
concentration in the n-layer by almost a factor of 10. This factor is even higher when the
temperature is increased to around 1000K and the hole concentration in the substrate has
saturated at the level of complete ionization of the Al-acceptor.
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Fig.3 Calculated electron and hole concentrations of a two-layer structure
consisting of a thin n-layer on a thick p-substrate as a function of the
resistance of the pn-junction between the layers.

Performing a simulated temperature scan using the parameters of tab. I and assuming a linear
temperature dependence of the resistance of the pn-junction, a qualitative comparison of the
simulation with the real measurement (fig. 2) can be made. In fig. 4 the carrier concentrations are
shown as a function of the temperature. The dashed curves are again representing the solution of
the neutrality equation and the solid curves are the results of the two-layer Hall effect simulation.
In the temperature range below 150K both
calculations of the n-layer show the same
concentration of free electrons. The
concentration of holes in the substrate is much ---- 2 layerH-.... separated layers

lower than the electron concentration. Therefore 1017  * experiment
the resistance in the substrate is much higher -

than the n-layer resistance and no influence of .
the substrate on the electron concentration is -1 116a

seen. This changes, when the temperature is I ,ycr
higher than 150K. The hole concentration in the °
substrate is steeply increasing and when it 9. 10\"

becomes comparable with the electron W
concentration in the n-layer the two-layer 14

concept gives a value for the electron p-layer
concentration which is higher than that estimated p(T)

from the solution of the neutrality equation. The
simulation of the two-layer structure above room 2 4 6 8 10
temperature agrees quantitatively well with the recipr. temp. l/T (1000/K)
experimental data on n-6H-SiC epitaxial layers.
This clearly shows that the interpretation of the Fig.4 Simulated temperature dependence of
existence of an additional impurity could be the carrier concentrations in both the n-

falsified by the two-layer Hall effect simulations. and p-layer compared to experimental

data.
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The two-layer Hall effect concept was realized in a computer controlled equipment. Room
temperature measurements were carried out and are summarized in tab. HI. The dopant
concentration is calculated from the neutrality equation for comparison with SIMS and CV
results, and with results from conventional Hall effect technique. Tab. 11 shows that the difference
in doping concentration derived from standard Hall effect analysis for thin epitaxial or implanted
layers on top of a thick substrate, and CV and SIMS measurements on the same samples can be
resolved by taken into account the influence of a non perfect insulation on the layer transport
properties as assumed in the presented two-layer Hall effect concept.

Tab. II Comparison of results from the two-layer Hall effect measurements with the standard van
der Pauw method as well as with SIMS and CV results for Al- and N-doped Layers

N doped layers Al doped layers

Measurement concentration (cm-3) low doping high doping

two-layer free carriers (300K) 1.6.1015 1.1.1016 5.1016

Hall effect dopants 2.1015 1.4.10" 7.1018

standard free carriers (300K) 1.2.1016 3.4.1017 7.1017

Hall effect dopants 2.1016 7.1017 5.1020

CV net doping 2.1015 8.1016 6.1018

SIMS atomic 1.1017 7-101

CONCLUSION

In conclusion, we have investigated epitaxially grown 6H-SiC films by Hall effect measurements.
From a two-layer simulation it was shown, that the substantial leakage current over the pn-
junction results in an overestimation of the carrier and impurity concentrations. This explains the
difference between results from standard Hall effect measurements and other measurements of
the impurity concentration. Furthermore artifacts in the conventional Hall effect measurements,
which could be interpreted as additional impurities, can be explained by the two-layer concept as
an influence of the substrate due to non-ideal pn-junction.
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ABSTRACT

Undoped single crystalline aluminum nitride films were grown by metal organic chemical vapor
deposition (MOCVD) at 1200 'C. The precursors used were trimethylaluminium (TMA) and
ammonia (NH3) in a hydrogen carrier flow, at a pressure of 10 Torr. Silicon carbide substrates of
the 4H or the 6H polytype with an epilayer on the silicon face, were used to grow the 200 nm
thick AIN films. Aluminum was evaporated and subsequently patterned to form MIS capacitors
for high frequency (400 kHz) capacitance voltage measurements at room temperature. It was
possible to measure the structure and characterize accumulation, depletion and deep depletion.
However, it was not possible to invert the low doped SiC epilayer at room temperature. From an
independent optical thickness measurement the relative dielectric constant of aluminum nitride
was calculated to be 8.4. The films were stressed up to 50 Volts (2.5 MV/cm) without breakdown
or excessive leakage currents. These results indicate the possibility to replace silicon dioxide
with aluminum nitride in SiC field effect transistors.

INTRODUCTION

Silicon carbide (SiC) has been suggested as a material for high power and high temperature
electronic devices, such as power MOSFETs [1]. The progress that has been achieved in
materials and process technology has enabled further device research [2, 3] using either the 4H or
the 6H polytype in commercially available wafers. At temperatures around 1200 'C in an
oxidising ambient silicon dioxide is readily formed on SiC with satisfactory characteristics,
although oxides grown on p-type materials sometimes display disturbingly large flatband voltage
shifts [4, 5]. When oxides are used to passivate high voltage junctions the scaling of electric
fields with the dielectric constant has to be taken into account. At or around the critical field for
breakdown in SiC, 4 MV/cm, the electric field in the oxide would be 10 MV/cm, which is
several times higher than what would be wanted for reliable operations. This effectively
displaces the advantage of using SiC in the first place, unless novel device structures are found
which limit the electrical field in the dielectric, or other materials are found to replace silicon
dioxide. Another reason for replacing silicon dioxide is that at the elevated temperatures that SiC
devices are proposed to operate, charged impurities can easily diffuse through the oxide and
thereby shift the flatband voltage of MIS devices.

Aluminum nitride (AIN) has been proposed as a potential replacement for silicon dioxide in high
temperature MIS devices using SiC. The lattice mismatch between the two crystal structures is
only 0.97 %, which enables single crystalline growth of AIN films on SiC substrates [6].
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Although AIN is a wide bandgap semiconductor (6.2 eV), if left undoped its properties are more
like that of an insulator. The band offset is believed to be evenly split between the conductance
and the valence bands. The relative dielectric constant of about 8 to 9 alleviates the problem of
high fields in the dielectric when a high voltage is applied to the blocking junction even though
the breakdown electric field of AIN is not well determined. One reason for believing AIN to be
better at elevated temperatures is that it could be an effective diffusion barrier, not allowing
charged impurities to diffuse at applied bias and thereby shift the flatband voltage of devices,
although this needs to be shown in practice. This paper is a preliminary study in which MIS
structures using AIN are fabricated and characterised mainly by capacitance-voltage method to
determine possible deposition parameters for further work.

EXPERIMENTAL

The starting material for the deposition experiments were single crystalline silicon carbide wafers
of the 4H or the 6H polytype with the silicon face polished slightly off-axis. All substrates but
one had an epitaxial layer of 3 - 4 gim low doped SiC (< 1016 cm-3), whereas the bulk was doped
in the 1018 cm-3 range. The epitaxial layers were of the same doping polarity as the substrates
(i. e. n on n, or p on p) and were supplied by CREE Research Inc. One substrate had a p-type
epitaxial layer doped at about 1018 cm-3, which was grown at IMC in Sweden.

Prior to deposition the wafers were cut into smaller pieces (1/6 sector of a 30 mm wafer) and
cleaned in solvents and acids in the following sequence: 2 minutes of ultrasonic clean in
trichloroethylene (TCE), followed by acetone and then methanol. The samples were then cleaned
in a 1:1:5 mixture of NH 4OH:H 20 2:H20 heated to about 70 'C for 15 minutes followed by a
1:1:5 mixture of HCl:H 20 2:H2 0, also 70 'C, for 15 minutes. The samples were rinsed in
deionized water between each step. The final step before loading into the chamber was a 30
second dip in 1:50 HF:H 20 and a nitrogen blow dry.

The AIN growth was performed in a low pressure, vertically configured, metal organic chemical
vapor deposition system. The system has two chambers separated by a load lock, which allows
the growth to be performed in one chamber and reflection high energy electron diffraction
(RHEED) in the other without breaking the vacuum. Precursors for the growth were
trimethylaluminum (TMA) and ammonia (NH 3), and hydrogen was used as a carrier. The growth
temperature was 1200 'C, at a pressure of 10 Torr. Typical growth times for 200 nm thick films
were 8 minutes. For some of the samples, silane was introduced during ramp up of the
temperature, but shut off before growth was initiated. This was done in an attempt to improve the
crystallinity of the AIN films and the interface between AIN and SiC, by avoiding silicon
depletion of the surface.

After the film thickness was determined, the samples were coated with about 400 nm aluminum
in an e-gun evaporator. Some samples were set aside for materials characterisation. Standard
optical lithography and wet etching was used to pattern the aluminum into circular dots with a
diameter of 400 .tm (smaller sizes were also made to check that the capacitance would scale with
the area correctly). No backside contact was made for capacitance voltage measurements, instead
a large front side capacitive contact was used to connect the substrate (the area is at least 60
times larger than the device area) [7]. For current-voltage measurements, the reverse side was
scratched with a diamond scriber and contacted with an InGa eutectic.
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MATERIALS CHARACTERISATION

Reflection high energy electron diffraction (RHEED) was used to determine the crystallinity of
the AIN films immediately after growth. The patterns obtained had clear dots with slightly
varying intensity, and streak marks but no arcs, which showed that the material grown was single
crystal rather than amorphous, with a slight surface roughness. The samples where silane was
used during ramp up had slightly better RHEED pictures, with hints of Kikuchi lines.

The thickness of each film was determined using interference fringes in optical reflection data.
For the same growth condition, but different substrates, there was a thickness variation of 10
percent (film thicknesses were between 180 and 220 nm).

Compositional analysis was performed using sputter profiling Auger spectroscopy. The
impurities of concern were carbon, oxygen and silicon, which are all potential dopants in AIN.
The amounts were below the detection limit of Auger, less than 1-3 percent.

ELECTRICAL CHARACTERISATION

High frequency capacitance voltage measurements were performed using an HP 4275A multi-
frequency LCR meter connected to a computer for simultaneous collection of capacitance and
conductance data. Dual direction voltage sweeps were performed at room temperature with a
measuring frequency of 400 kHz in a parallel configuration. The samples were checked in
accumulation in the series configuration and at other frequencies to ensure that the true
capacitance was not distorted by high substrate series resistance. The voltage sweep was started
from inversion, with optical exitation of carriers from a focused microscope lamp, and swept to
accumulation, and then back to deep depletion.

50 . .4
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Fig Ia. Simultaneous capacitance and conductance versus voltage characteristics for a 220 nm
thick AIN film on a n-type 6H SiC substrate, measured at room temperature and at 400 kHz.
The device area is 0.00126 cm2 and the relative dielectric constant was 8.4
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Fig lb. 1 / C2 versus bias voltage plot of the same device as in fig Ia. The slope of the curve
between -3 V and -10 V was used to confirm the epilayer doping of 8.1015 cm 3 .

Typical capacitance and conductance data for the reverse sweep is shown in Figure la for a 400
i.m diameter dot on a n-type 6H substrate. Accumulation, depletion and deep depletion can
clearly be seen in both the capacitance and the conductance data. The accumulation capacitance
was found to scale with the area of the contacts, and along with the thickness determined by
optical measuiement, the relative dielectric constant was found to be 8.4. From the 1/C 2 versus
applied voltage plot as shown in Figure lb, the slope in the deep depletion portion of the curve
(-3 V to -10 V) was used to determine the epitaxial doping. The results were consistent with data
from CREE. Inversion was not seen at room temperature. The 6H n-type sample was grown
without silane. In comparison, the 4H n-type was grown with silane. The RHEED was improved,
but the CV characteristic was worse, displaying more interface states. Although a complete
characterisation of interface states is yet to be done, the slope in the depletion region and the shift
of the flatband voltage show that the amount is about the same order as silicon dioxide on SiC.

The three p-type samples (one 4H and two on 6H) were grown with silane during ramp up, and
had good RHEED photos. The capacitance voltage measurements at 400 kHz made at room
temperature are shown in Figure 2. Note that the scales are different for the two curves. The 6H
sample had a heavily doped epi-layer, which can be seen from the small difference in capacitance
between accumulation and depletion. It has a relative dielectric constant of about 8. The 4H
sample on the other hand shows an accumulation capacitance that is more than a factor two
smaller than as expected from optical thickness measurements and theoretical calculations.
Similar results were achieved on the low doped 6H sample. The reason for this apparent
difference in dielectric constant is not known. Note that the flatband voltage shift for both curves
are close to the theoretically expected value of -3 V, and not as much as results obtained from
silicon dioxide MIS structures on SiC [4, 5].
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Fig 2. Capacitance versus voltage measurements of 200 nm thick AIN films grown on 4H and
6H SiC p-type substrates. Note the different scales used.
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Fig 3. Current versus voltage characteristics of a 220 nm thick AIN film grown on a 6H n-type
SiC substrate.

CV-measurements were performed with biases up to +/- 35 V, constrained by the instrument.
Even at these voltages the capacitance and conductance data were as expected. To test the high
voltage leakage characteristics of the material, current versus voltage measurements were made
at room temperature. A typical curve for the 6H n-type sample is seen in Figure 3. In depletion
the films could be biased to 100 Volts without breakdown because most of the voltage is dropped
in the depletion region. In accumulation, the current increased quickly above 50 Volts bias, and
the capacitors became permanently leaky if currents larger than 100 p.A were conducted
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(corresponding to 0.08 A/cm 2). The 50 Volts applied over 200 nm of AIN is equivalent to a field
of 2.5 MV / cm in the film. Less than 11 tA of leakage current is conducted. No evidence could
be found for a Fowler-Nordheim type of conduction, possibly because the AIN / SiC behaves
more like a heterojunction than a dielectric on a semiconductor.

CONCLUSION

Using MOCVD, AIN MIS atructures have been fabricated on various SiC substrates. Both the dc
and ac leakage was found to be low, and electric fields up to 2.5 MV / cm could be sustained.
Capacitance voltage measurements agree with theoretical calculations, except for low doped p-
type substrates. The density of interface states was low. These results indicate the potential of
replacing silicon dioxide with aluminum nitride in SiC field effect transistors. More work is
needed in optimising the growth conditions and resolving the question of substrate influence on
device characteristics.

ACKNOWLEDGEMENTS

The authors acknowledge partial support from the following organisations: the Stanford
Nanofabrication Facility (CIS Industrial Grant, prop. 95-38), the Swedish National Board for
Industrial and Technical Development (NUTEK), the John and Karin Engblom stipend fund, the
National Science Foundation (agr. #HRD-9255 378) and the Office of Naval Research (grant
#NO0014-94-1-0274).

REFERENCES

1. M. Bhatnagar, D. Alok and B. J. Baliga, "5th International Conference on Silicon Carbide
and Related Materials," Washington D.C., Inst. Phys. Conf. Ser., Vol. 137, p. 703, 1993.

2. R. F. Davis, G. Kelner, M. Shur, J. W. Palmour and J. A. Edmond, Proc. IEEE, 79,
p.677, 1991.

3. P. A. Ivanov and V. E. Chelnokov, Semicond. Sci. Technol., 7, p. 863, 1992.

4. D. Alok, P. K. McLarty and B. J. Baliga, Appl. Phys. Lett., 65, p. 2177, 1994.

5. C.-M. Zetterling and M. Ostling, "Diamond, SiC and nitride wide-bandgap
semiconductors," San Francisco, Materials Research Society Proceedings, Vol. 339,
p. 209, 1994.

6. K. Wongchotigul, N. Chen, D. P. Zhang, X. Tang and M. G. Spencer, To be published in
the proceedings of ICSCRM 95, Kyoto, Japan, 1995.

7. J. N. Shenoy, G. L. Chindalore, M. R. Melloch, J. A. Cooper, J. W. Palmour and K. G.
Irvine, J. Elec. Mater., 24, p. 303, 1995.

672



Part III

Defects. Dopants and Characterization

Optical and Field Emission Properties



ELECTRONIC STRUCTURE AND TEMPERATURE DEPENDENCE OF
EXCITONS IN GaN

I. A. BUYANOVA*, J. P. BERGMAN*, W. LI*, B. MONEMAR*, H. AMANO* AND I.
AKASAKI**
* Dept of Physics and Measurement Technology, Link6ping University, S-581 83 Link6ping,

Sweden, irb@ifm.liu.se
** Department of Electrical Engineering, Meijo University, Tempaku-ku, Nagoya 468, Japan

ABSTRACT

We present an optical study of the excitonic properties of epitaxial GaN using reflectivity
and photoluminescence (PL) measurements. The values for the intrinsic exciton energies are
found to be dependent on the built in strain developed due to the difference in thermal expansion
coefficients between the GaN epilayer and the foreign substrate. For GaN on sapphire the
compressive biaxial strain causes an upshift of A and B excitons by typically 15 meV relative to
the strain free sample, in accordance with previous data. For GaN on SiC, on the other hand, a
downshift - 8 meV in the free exciton energies is observed at 2K. Only two excitonic peaks about
18 meV apart, are resolved in reflectivity spectra for GaN on SiC, probably due to the
overlapping of A and B excitons. The suggested explanation implies the reduction of the bandgap
energy and of the valence band splitting under the action of a biaxial tensional strain in the GaN
layer. For all structures the strain-induced shifts of the bandgap energy are much smaller at
elevated temperatures, presumably reflecting the temperature dependence of the accumulated strain
energy. The exciton-polariton structure of the GaN is also discussed. The enhanced intensity of
the no-phonon (NP) A line compared to its longitudinal (LO) phonon replica is suggested to be
partially attributed to strong defect scattering.

INTRODUCTION

The increasing interest in group-Irn nitrides is partly motivated by the need for optical
materials functioning in the blue and ultraviolet spectral region, and partly by their potential
application in high power and high frequency electronic devices capable of operating in hostile
environments and at high temperatures. These devices recently became closer to reality due to
advances in crystal growth techniques, in particular after the discovery of growth conditions
providing p-type doping of the material [1].

The epitaxial growth of rn-V nitride structures is mostly performed using foreign substrates
due to the lack of high quality bulk GaN. The lattice mismatch and the difference in the thermal
expansion coefficient (TEC) between the film and substrate in such structures cause an appearance
of built in mechanical strain, which influences the epilayer properties. The effect of the internal
stress on the fundamental optical properties of GaN epilayers has been studied only for the layers
grown on sapphire substrates [2-4]. The compressive biaxial stress field in the plane of the layer
was found to be responsible for the increased bandgap and increased A-B-C exciton splitting
compared to the case of unstrained bulk material. A different behaviour is expected for GaN
grown on SiC substrates, where a tensional biaxial strain caused by the difference in TEC is
revealed by the measurements of lattice parameters [5,6]. However, the influence of this built in
strain on the GaN electronic structure has not so far been experimentally established.

In this paper we study the influence of built in strain on the intrinsic optical properties of
GaN epilayers using photoluminescence (PL) and reflectivity measurements. The excitonic
bandgap in strain free and biaxially strained GaN epilayers is compared by studying bulk
samples, GaN/SiC and GaN/AI203, respectively. A decrease (about 8 meV at 2K) of the bandgap
energy is observed for GaN thin films grown on SiC substrate in comparison with the bulk
sample. The opposite behaviour is detected for GaN/A1203 structures, in agreement with
previously reported data [2-4]. The effect of the built in strain is found to be more pronounced at
low temperatures, suggesting an elastic accommodation of the strain energy under the cooling
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towards liquid helium temperatures. Exciton-photon coupling responsible for GaN polariton

properties is also discussed.

EXPERIMENTAL

In this study we used GaN epilayers grown without buffer layer by metal organic vapour
phase epitaxy (MOVPE) on optical grade polished 6H SiC substrates. Similar layers were grown
on sapphire substrates, but with a thin AIN buffer layer [7]. The growth temperature was about
10000 C. More than 500 i.tm thick undoped GaN layers grown by hydride VPE technique at
1000oc were used as a strain-free reference samples.

The PL and reflectance measurements were performed at a temperature range from 2 K up
to 300 K in a variable temperature cryostat. The 334.5 nm line of an Ar+-ion laser was used as an
excitation source for PL measurements, whereas reflectance measurements were performed with a
quartz halogen lamp. Optical spectra were dispersed with a 0.5-m double-grating monochromator
and detected by a GaAs photomultiplier tube.

EFFECT OF THE BUILT-IN STRAIN ON THE OPTICAL SPECTRA OF GaN EPILAYERS.

Fig. 1 shows typical PL spectra recorded from a GaN/SiC (curve 1), a bulk GaN (curve 2)
and a GaN/A1203 (curve 3) samples. All spectra contain PL lines related to bound exciton (BE)
and free exciton (FE) recombination. Such an assignment of the PL transitions was done based on
the PL temperature dependence, as well as after comparison of the PL and reflectance spectra, as
will be demonstrated below at the example of the GaN/SiC epilayer. The excitonic lines detected
in strained GaN epilayers are shifted in energy in comparison with bulk samples (Fig. 1). The
direction of the shift is opposite for the GaN/SiC and GaN/A1203 structures. Such a behaviour is
consistent with the expected change of the GaN bandgap due to the influence of built in strain
field, known to be caused by the difference in TEC for GaN (5.6 10-6 K-1 ), 6H SiC (4.2 10-6
K-1) and sapphire (7.5 10-6 K-I). At cooldown after the growth on SiC, the GaN epilayer will
experience a tensional biaxial strain field in the plane of the layer. This will cause an increase of
the c/a ratio of the GaN lattice, as was detected by lattice parameter measurements [5,6].
Consequently, the bandgap energy and valence band splitting (and thus A-B-C exciton splitting)
are expected [8] to be decreased in GaN/SiC samples. The opposite behaviour is observed for
GaN/A1203, where a considerable (more than 10 kbar) biaxial compression under (0001)

BE

12 -3

ri~- FE

Zz

3.44 3.46 3.48 3.50
PHOTON ENERGY (eV)

Fig. 1. Typical P1 spectra measured at 1.5 K from a GaN/SiC (curve 1), a bulk GaN (curve
2) and a GaN/A1203 (curve 3).
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direction was demonstrated to be responsible for the upshift of the excitonic bandgap and an
increase of the splitting between the A, B, and C excitons [2].

The temperature dependence of the PL recorded from GaN/SiC epilayers is shown in Fig.
2. With increasing temperature the rapid quenching of the low energy excitonic emission,
dominating the PL spectrum at low temperatures, is observed. Such a behaviour is typical for BE
recombination. The high energy component at 3.472 eV (2 - 15 K), denoted as FE1 in Fig. 2,
governs the PL spectrum within a wide temperature range from 30 to 300K. For the temperatures
higher than 100K another excitonic emission (denoted as FE2 in Fig. 2) appears in the spectrum.
The maximum position of this new PL band is shifted by about 18 meV towards higher energies.
Based on the results of the reflectivity measurements (see below), we believe that this PL is of
intrinsic origin and is caused by the recombination of FEs related to the higher valence subband
(B or C exciton). The corresponding emission should increase in intensity at higher temperatures
due to a thermal population of the higher energy excitonic states. Temperature dependent
measurements were also performed for bulk GaN and the GaN epilayers grown on sapphire
substrates, revealing a similar PL behaviour. For all structures free excitons dominate PL spectra
above 50 K and even at room temperature.

Further evidence of the intrinsic character of the excitonic PL was obtained from the
reflectivity measurements. Excitonic-like reflectance spectra can be observed only for intrinsic
transitions and, thus, are free from the contribution of bound excitons. The derivative temperature
dependent reflectance spectra measured from GaN/SiC samples are shown in Fig.3. All spectra
contain two excitonic resonances separated by about 17 meV. Their energy position coincides at
all temperatures with the energy position of FE PL lines - Fig. 3, confirming the intrinsic origin of
the observed PL.

The valence band in the wurtzite GaN is split into 3 subbands by the combined action of the

BE

FE

S15K

z

;150K -

3.43 3.45 3.47 3.49
PHOTON ENERGY (eV)

Fig. 2. Temperature dependent PL spectra measured from GaN/SiC epilayers.
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Fig.3. Derivative reflectance (a) and PL (b) spectra measured from GaN/SiC
heterostructures. Solid and dashed curves represent spectra measured at 15K and 150K,
respectively.

crystal filed and the spin-orbit interaction. Thus, three excitonic states A, B and C are usually
detected in reflectance spectra of bulk GaN [9] and GaN/A1203 epitaxial films [2-4, 10].
However, there is no evidence (within the accuracy of at least 2%) of a third excitonic resonance
in the reflectance spectra measured for GaN/SiC epilayers. One possibility is that the C resonance
is too weak to be resolved in the spectra. Then, the two detected resonances should be assigned to
A and B excitons, respectively, as was recently proposed in Ref.3. An alternative explanation is
that the separation between the A and B excitons is smaller than 5 meV and, thus, they can not be
separately resolved. In this case the low energy line represents the combined A-B exciton, while
the high energy resonance is related to the C exciton. Obviously further experimental studies on
samples with a narrower linewidth (-5 meV in our measurements) are needed to clarify this issue.
We would like to point out, however, that the last explanation, implying the reduced A-B-C
splitting in GaN/SiC, is consistent with the expected behaviour of the GaN exciton energy
structure under the action of tensional biaxial strain [8].

The magnitude of the strain built into the epilayer due to the difference in TEC could also be
dependent on the measurement temperature. The temperature dependence of the excitonic bandgap
in GaN epilayers experiencing different internal strain, is shown in Fig. 4. A large difference in
excitonic bandgap is observed at low temperatures, being reduced with increasing temperature.
Such a behaviour can be understood within the assumption that the built-in strain energy is
elastically accommodated during the cooling towards liquid helium temperatures. The magnitude
of internal strain is dependent not only on the difference in TEC between the epilayer and
substrate but also on other structure parameters, such as growth temperature, layer sequence in
multilayer structure, presence of buffer layer, etc. This complicates severely the quantitative
analysis of the GaN excitonic energy structure and its temperature dependence for different
heterostructures. Consequently, each heteroepitaxial layer of GaN has its own excitonic bandgap
and its own temperature dependence of this bandgap.

678



3.49

.- , 3.48

3.47

-o- E(GaN/A120 3)
3.45 - E (GaNfSiC)

W 3.44 .A.. E2(GaN/SiC)

3.43 -- 0-- Ea(GaN bulk) 0-

3 .4 2 r . . -. . . . . . I . . . . I ' - -L . . . . I . . . - -. . . . ;, ,
0 50 100 150 200 250 300 350

TEMPERATURE (K)

Fig. 4. Temperature dependent energies of intrinsic excitonic transitions determined for bulk GaN
and GaN/A1203 utilizing PL spectroscopy and for GaN/SiC from PL and reflectance
measurements.

POLARITON PROPERTIES

Excitonic properties of direct wide bandgap semiconductors are usually discussed within

6'-BE NPBP6 i--j FE•
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TEMPERATURE (K) :0u
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',. 7 /]90K

3.25 3.30 3.35 3.40 3.45 3.50 3.55
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Fig. 5. Typical PL spectra of two bulk GaN samples (denoted by solid and dashed curves,
respectively) monitored at 30 K and 110 K. The insert shows the ratio of the first and second LO-
phonon replicas as a function of temperature.
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the polariton concept, which takes into account strong exciton-photon coupling, characteristic for
these materials [11]. As a consequence, FE recombination requires scattering of the FE from the
exciton-like to the photon-like branch of the polariton dispersion curve. At low exciton densities
this scattering is usually mediated by LO-phonon, leading to an enhanced intensity of the LO-
replicas compared to the NP FE line. This is not observed for GaN (Fig.5), where the NP-
emission is much stronger than its LO-phonon replicas. The ratio of the integrated intensities of
the first and second LO phonon replica Q1/2 follows, however, the expected [11] temperature
dependence Q1/2 - T - see insert in Fig. 5. The intensity of the NP line relative to its LO-phonon
replicas is found to be higher for the structures with strong BE PL, i.e. higher defect and/or
impurity density (compare dashed and solid curves in Fig. 5). This observation suggests that
defect scattering is partially responsible for the enhanced NP FE emission in GaN. Evidently, to
further study the true intrinsic exciton polariton structure of GaN, samples with lower defect
density are needed.

SUMMARY

We have demonstrated the effect of the internal strain on the intrinsic optical properties of
GaN epilayers. The internal tensional biaxial strain (in GaN/SiC structures) was found to cause a
reduction of the bandgap energy and of the valence band splitting, while compressive stress (in
GaN/A1203 structures) leads to the upshift of the excitonic bandgap of GaN. Temperature
dependent built-in strain is also proposed to be responsible for the remarkable difference in
temperature dependence of the excitonic bandgap detected for GaN/SiC, GaN/A1203 and bulk
GaN. The exciton-polariton structure of GaN is also discussed. The enhanced intensity of NP FE
PL compared to its LO phonon replica is suggested to be partially attributed to strong defect
scattering.
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OPTICAL PROPERTIES AND MORPHOLOGY OF GaN GROWN BY
MBE ON SAPPHIRE SUBSTRATES
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Solid State Electronics Laboratory, CIS 329, Stanford University, CA 94305-4075

ABSTRACT

A series of GaN films grown by MBE on sapphire substrates with different nitrogen sources are
characterized by optical transmission, spectroscopic ellipsometry (SE), photoluminescence (PL)
and cross-sectional atomic force microscopy (AFM). The film thicknesses determined from
broad spectral range transmission measurements and the AFM images are used in the analysis of
the SE spectra. Interface roughnesses between the constituent layers, such as the substrate, the
buffer and GaN layers are included in the modelling of the SE spectra and are also imaged by
cross-sectional AFM. An effective medium type model is used for the modelling of interface and
surface roughnesses in the SE spectra. The optical constants of the films in the band edge
spectral range are determined in such a way as to simultaneously satisfy the transmission and
the ellipsometry data.

INTRODUCTION

High crystalline quality nitride films have been difficult to grow because of a lack of suitable
substrate materials. The growth, at lower temperatures, of a thin AIN buffer layer was shown to
produce GaN films exhibiting crack free surfaces[l]. Although high defect concentrations are
found to propagate from the substrate/film interface, a blue laser using InGaN quantum wells has
been demonstrated[2]. Recent cathodoluminescence measurements have associated the
luminescence emission from GaN films to the presence of crystallites in the layers[3]. Both
hexagonal and cubic phases were found to coexist, producing emission at energies characteristic
of each crystallographic structure. Imaging of the GaN surface by AFM, combined with
cathodoluminescence measurements have also indicated the presence of hexagonal crystallites[4].
We report results obtained by multiple characterization techniques used to correlate the
morphology of the GaN layers, as measured by cross-sectional AFM, with optical properties,
such as the width of the absorption band edge and luminescence emission efficiency. In addition,
spectroscopic ellipsometry (SE) and optical transmission measurements are combined to
estimate the film optical constants. While optical transmission measurements provide
information on the bulk sample properties, ellipsometry has great sensitivity to the quality of
the reflecting surface and the epitaxial layer-substrate interface. Accurate reduction of
ellipsometric data to the physical quantities of interest requires knowledge of the thicknesses
and optical constants of the constituent layers. We have thus used the imaging of interfaces and
surfaces by AFM together with optical transmission results in our SE analysis, with the aim of
improving the modelling of the substrate/film and film/ambient interfaces.

EXPERIMENT

The GaN films are grown in our laboratory by molecular beam epitaxy using a solid source for
gallium and various nitrogen sources. A thin AIN layer was grown by nitridizing the sapphire
surface prior to the GaN growth. The substrates were (0001) oriented sapphire wafers. An ECR
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plasma and hydrogen azide (HN3) sources were used for the growth of samples #42 and 72,
respectively. The growth conditions are described in Ref[5]. Samples #83 and 100 were grown
under similar conditions using dimethylhydrazine (DMHy) and ammonia (NH3) gases
respectively. Typical growth rates are of the order of 0.15gm/hr. The layers are nominally
undoped; samples #42 and 83 are found to be highly resistive.
The photoluminescence (PL) measurements were carried out using the 325nm line of a 25mW
He-Cd laser. The spectral emission was analysed by lock-in techniques using a GaAs
photomultiplier tube and a 0.5m monochromator. The samples were mounted in a cold finger
cryostat which was cooled to 77K for the low temperature data.
The transmission measurements were performed using a spectrophotometer operating between
180nm and 3200nm. In the 250nm to 850nm spectral range, the refractive index, n, and
extinction coefficient, k, of the same films were determined from spectroscopic ellipsometry
(SE) measurements performed with a SOPRA instrument model GESP, which is of rotating

polarizer type. The spectra consist of the ellipsometric angles (w,A) measured at about
200points. Multiple angles of incidence around Brewster's angle were used in order to increase
confidence in the modelling of the results.
A scanning probe microscope was used in contact mode for imaging the cleaved edges of the
samples. The topography of the samples is measured by sensing the deflection of the probe
which is part of a flexible Si3N4 cantilever. A nominally 115gtm tip with wide legs
corresponding to a spring constant of 0.5k(N/m) was used. The areas of the frames presented
here are of the order of 1-3 pm2 .

RESULTS

Fig. l(a)-(c) shows cross-sectional AFM images of samples #42, 72, 100. The substrate is
located on the right hand side of the images. In Fig. 1(a), the layer thickness is

01.00

Fig. 1 Cross-sectional AFM images of samples (a) #42 grown using an ECR plasma, (b) #72
grown using hydrogen azide, and (c) #100 grown using ammonia. The horizontal and vertical
scales are in gm.

measured to be 0.44gm. In measurements performed on different regions of this sample, all in
the vicinity of the piece used for the optical measurements, large variations in the thickness were
found. Although this cannot be seen in Fig. 1(a), on a 1gtm 2 area, the film is composed of
columns separated by empty regions. As can be seen in Fig 1(a), the substrate/layer region is not
continuous and we do not observe dislocations in the GaN layer. The AIN buffer layer cannot be
distinguished. In contrast, in Fig. 1(b) the HN3 grown sample, #72, consists of well defined
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triangular crystallites, corresponding to the side view of hexagonal crystals, with typical lateral
dimensions on the order of 1.5g-m. The layer thickness is =l.69gtm. The morphology of the
NH3 grown sample shown in Fig. 1(c) is of a more classical appearance and exhibits columnar
growth. The film does not appear to be homogeneous and contains a lower density of vacancies
than sample #42 shown in Fig. 1(a). The image of sample #83, which is not shown here, exhibits
a cross-section that is similar to that of sample #42 shown in Fig. 1(a) with a smoother
film/substrate interface. Fluctuations in the layer thickness from 0.242gm to 0.42gm can be
observed over a lLm lateral range. Layers #42 and 83 are transparent and yellow in color, #72 is
dark yellow and opaque, while #100 is white with transparent and milky regions.

Fig. 2 shows the PL spectra measured at 77K for samples (a)#72, and (b)#100. Sample #72
exhibits the highest quality emission with strong band edge luminescence at 3.435eV with a
FWHM=200meV. A broad background is found to extend down to the weaker "yellow band"
emission which peaks at 2.145eV. For sample #100, although the band edge emission with a
FWHM-86meV is still observed, it is much weaker than the impurity emission at 2.2eV.

T=77K

T=77K(0)#72

(b)#1I1()

2.0 2.4 2.8 3.2 3.6 2.0 2.4 2.8 3.2 3.6

Energy(eV) Enegy (.V)

Fig. 2 Photoluminescence spectra taken at T=77K. The sample numbers and nitorgen sources
used for their growths are a) #72(HN3), b)#100 (NH3).

Fig. 3 shows the transmission spectra, referenced to sapphire, of the four samples limited to the
band edge spectral range. The spectra extending out to 3200nm are shown in the inset. Above

100 Fig. 3 Transmission spectra in the vicinity
# 4 2 of the band gap. The sample numbers are

80 indicated to the left-hand side of the figure.
The nitrogen sources used for their growths

~~60 .. 100
.60 72 are from top to bottom, are #42 (ECR

plasma), #83(DMHy), #100 (NH3),

.40 #72(HN3). The inset shows the same
spectra extended up to 3200nm.
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0
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800nm the crystals become transparent and, providing the films are sufficiently thick,
interference fringes resulting from reflections at the air/film and film/substrate interfaces are
observed. The film thicknesses, d, and the fringe period, A, can be related through the
relationship d=l/2nA, where n is the refractive index. Taking n=2.35, we measured d=0.62gm,
1.61ýtm, 0.29j.tm, 1.99.tm for samples #42, 72, 83 and 100 respectively. In the figure inset,
which shows the farther infra-red, the effect of free carriers, in the form of increased absorption,
can be seen for sample #72. The characteristic dependence of the absorption coefficient on
wavelength =Xs, with s=3.15±0.02, indicates the importance of impurity scattering expected to
occur at high defect levels[6]. Fitting our data with the model used for the analysis of the
ellipsometric data, which will be described below, provides us with a band gap of Eo=3.3eV for
sample #42 and Eo=3.26eV, for #83. These values are smaller than the generally accepted
hexagonal GaN band-edge of Eo=3.4eV[3]. Since layer characteristics, such as optical constants
and thickness are correlated, these differences in band-edge energies might result from differences
in the absorbing film thicknesses. The broadening of the band-edge for sample #72 was
attributed to band-tailing resulting from the high electron concentration present in this sample.
Samples #42 and 83, which are highly resistive, have the sharpest absorption edges of the series,
although they appear to be inhomogeneous in morphology and thickness in the AFM images
presented in Fig. 1. Consequently, we attribute the sharpness of the band edge to the absence of
free carriers, rather than to crystallographic quality. The shape of the absorption edge for sample
100 is different from the (E-Eo)1/ 2 behaviour which characterizes the other three samples.

Fig. 4 shows the in-plane refractive index, n, and extinction coefficient, k, of samples #42, and
83. Their values are in agreement with previously published values[7,8]. These constants are
computed from SE data, using a modelling and fitting procedure that we will now outline. The
SE data consist of the ellipsometric angles (W,A) which are defined in terms of the complex

reflectance ratio p = rp/rs = tge, where rp, rs are the complex reflection coefficients for

light polarized parallel and perpendicular to the plane of incidence[9]. At the macroscopic level,
the reflection coefficientsare related to n and k through Fresnel's equations, with a model

2.8 o.8 Fig. 4 Refractive index, n, and extinction
2. 0.7 coefficient, k, for samples #42 (dotted line),

0.6. 83 (full line).
02.6
0 2.50

2.4
.0.3

.. . . . ... .. .. . . .. . ... 0 .2 ;

2.3 0.1
2.2 0__a _ 2 .... ...

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Wavelength(tm)

taking into account the presence of multiple layers. Our model is built from a sapphire substrate,
a main GaN layer and anticipated imperfections, such as rough interfaces, surfaces. The surface
roughness is described using the Bruggeman effective medium approximation, and is
characterized by a layer thickness and a void fraction[ 10]. It is assumed that the inhomogeneities
producing the roughness are spherical inclusions having dimensions smaller than the wavelength
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of light. The same type of model is used to represent the mixed layers consisting of GaN and
voids. The macroscopic optical constants are related to the microscopic properties of the

materials through the dielectric function n + ik = (e, + ie )1 2 . The real and imaginary parts of the
dielectric function are computed using a model proposed by Adachi[ 11]. This model takes into
account interband transitions at high symmetry points of the Brillouin zome, and uses the
Kramers-Kronig relationship to compute t1 (io) from F2(0). Although the ellipsometry data only
extends up to about 5eV, the joint density of states includes not only the fundamental band
edge, Eo, but also a higher energy transition which has been observed in reflectivity experiments
and occurs at E1=5.3eV[l 2]. The energy dependence at the fundamental band edge is of the form

e2 (co) = Af (E, Eo, F)(E- E0)112 , where f is a function describing the band edge broadening and A

contains the oscillator strength of the transition. Spectroscopic or angular data is analysed using
a linear regression based on the Levenberg-Marquardt algorithm with the purpose of minimizing
an error function consisting of the difference between calculated and measured values of the
quantities (V,A). The starting value for the overall GaN thickness, including rough surfaces and

interfaces, is taken from the transmission data shown in Fig. 3. The parameters A, Eo and F are
fit to the transmission spectra shown in Fig. 3 for each of the samples. These parameters are
then input into the model used for the fitting of the ellipsometric data. The fitting parameters for
the regression include the thicknesses of the various layers, and their compositions of the main
GaN layer. In order to check the validity of our model, in a second iteration, it is used to fit the
transmission spectra presented in Fig. 3.
We now discuss the results obtained for our samples. For sample #42, the analysis indicates the
presence of an interface region between the substrate and the main GaN layer, modeled by a
352A±29A mixture of GaN/sapphire/voids, with a fraction of 42%±4% of voids and
-0.8%%±9.2% of sapphire. The main GaN layer was found to have a thickness of 5095A±41A.
A surface region consisting of 3 layers of mixed material consisting of GaN and voids improved
the fitting. These layers were found to have decreasing thicknesses and decreasing concentrations
of GaN towards the surface from 556A±27A with 92%±0.5% of GaN, to 312A±3A with
71%±2% of GaN and finally 287A±109A thick with 7%±4.2% of GaN at the surface. In
agreement with the transmission result, the total GaN thickness thus determined comes to
6250A. Only three layers were required to model the data for sample #83. Starting from the
sapphire substrate, a GaN/voids mixed layer of 450A±61A containing 96%±0.8% of GaN was
followed by 2332A±68A of GaN and 243A±15A of GaN/void with 13%%±0.2% described the
surface region. The differences in the modelling of these two samples reflect the differences
observed in the cross-sectional AFM images, where sampe #42 was observed to be much more
inhomogeneous both locally and on a larger scale. Because sample #72 exhibits roughness on a
scale comparable to the wavelength of light, we did not attempt to model its optical constants.
For both samples #72 and 100, the shape of the band edge needs additional modelling. Using
known values for n and k, it is possible to fit the SE data for these samples using multiple layers
and obtain layer thicknesses in agreement with transmission data.

CONCLUSIONS

We have used a combination of optical techniques and cross-sectional AFM measurements on
the same samples to characterize their optical properties. There was good agreement between
thicknesses measured by AFM and optically. In agreement with recent results in the literature,
we have also found that our hydrogen azide grown sample was composed of crystallites, and
exhibited the highest band edge luminescence emission intensity.
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The AFM measurements, by probing areas of the samples a few gm2 , are able to distinguish
inhomogeneities in film compositions and thicknesses that are not achievable by optical
techniques, where typical spot sizes can be in the mm 2 range. While the optical transmission
measurements provide the overall thickness of the absorbing material, spectroscopic
ellipsometry also provides information on the presence of thin surface and interface layers. Once
the presence of these additional layers has been included in the model, the optical constants of
the materials involved can be extracted. The combined use of these techniques for the study of
nitride alloys is promising.
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ABSTRACT

CVD diamond could be an electroluminescent material. While its photoluminescent and
cathodoluminescent properties are relatively well known, the electroluminescent ones have not
been intensively investigated. The electroluminescent emission of CVD diamond is reminescent of
the so-called "band A"; it is centered at 2.8 eV and extends from 2.6 to 3 eV. The luminescence
intensity increases linearly with the electric current and corresponds to a superquadratic regime of
I-V characteristics in the dark and to a quadratic regime under a X = 442 nm illumination. The I-V
characteristics can be related to space charge limited current (SCLC) phenomena. Besides, the
temperature behaviour of electroluminescence and of photoexcited current can be put into relation
with the presence of a deep state in the bandgap where injected carriers from both electrodes
recombine. The electroluminescent emission, even in a wavelength region far away from the
photopic response, is clearly and strongly visible at naked eye. The luminescence efficiency is
being discussed in order to consider CVD diamond as a material for optoelectronic devices.

INTRODUCTION

Visible-ultraviolet light emitting devices and detectors have recently attracted the attention of
several researchers due to their potential applications both in the scientific and in the technological
field. Among the materials which are object of study for these aims, diamond has earned a certain
consideration due to its superior electronic properties [1-4]. Its wide band gap (5.5 eV) lets us
look forward to its application as an optoelectronic device in the ultraviolet. Moreover, the recent
development of growth techniques such as chemical vapour deposition (CVD) has shown the
possibility to get good quality material at a reasonable price. The main problem in the application
of diamond in optoelectronics lies in its indirect band gap, which lowers its efficiency in the
emission of light. However, both in natural and in synthetic diamond intense luminescence can be
observed in the energy range from near infrared to ultraviolet [5]. This can be ascribed to the.
presence of states in band gap generated by structural imperfections, like dislocations or grain
boundaries, or impurities. As a matter of fact luminescence, either excited by photons or by
electrons, has been widely used in order to study the nature and behaviour of levels in diamond.
[5] Closely linked and complementary to luminescence studies are photocurrent measurements.
They can give another deep insight into the transport properties and the electronic structure of
diamond films [6], while from the point of view of applications, the analysis of current excited by
light can give a hint towards the development of visible-UV radiation detectors.
In this work electroluminescence (EL) and photocurrent (PC) study of CVD diamond is
presented. The importance of these techniques both from the applicative and from the
fundamental point of view is evident. Particular attention is put in the dependence of EL and PC
on temperature, which can give some hints towards the understanding of the electronic properties
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of diamond films. We give here a tentative explanation of the electronic behaviour of the diamond
film in terms of the presence of a deep state in band gap which rules its main properties.

EXPERIMENT

Electroluminescence (EL) and photocurrent (PC) measurements have been performed on a CVD
diamond sample supplied by Norton, Co., Northboro, MA, USA, prepared by the dc arc-jet
technique and not intentionally doped. The film is about 400 gtm thick with an area of 1 x 1 cm 2.
The substrate and a part of the film (on the bottom) which contains graphite, amorphous carbon
and very small crystallites have been cut off. Electric contacts with an area of about 8 x 8 mm 2 on
the polished surfaces have been deposited by subsequent evaporation of Ti/Pt/Au [7]
EL has been excited by the application of voltages ranging from 850 to 1950 V. Emitted light,
coming from one side of the sample, has been collected by a system consisting of a standard
luminescence apparatus. Spectra have been taken ranging from 340 to 800 nm. The stability of the
EL has been checked by operating the sample for one day continuously, and no changes in both
intensity and spectra have been observed during operation. In order to study the dependence of
EL signal from temperature, the sample has been placed in a cryostat at a pressure lower than 10-6

mbar. The temperature has been varied from 346 to 110 K. All the temperature-dependent
measurements have been performed under a 800 V bias. Electronic properties have been studied
by means of I-V characteristics and subgap PC. PC measurements have been performed under the
excitation of the 442 nm (25 mW/cm 2 power per unit area) and 325 nm (12 mW/cm2) lines of a
HeCd laser under a bias varying between 10 and 500 V; temperature has been varied from 110 to
346 K, in order to study the dependence of PC with respect to temperature.

1,6 , I

(a) 1950 V
1,4 a (b) 1850 V

3" (c) 1750 V
1,2 (d) 1650V

• 1,0 (e) 1550V
(f) 1450V

ot (g) 1350V

,6 d (h) 1250V

Q4 e

,0 2,5 3,0 3,5

Energy (eV)

Fig. 1: Electroluminescence spectra at different voltages at room temperature
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RESULTS AND DISCUSSION

In Fig. 1 EL spectra at voltages between 850 and 1950 V, taken at room temperature, are shown.
They present the characteristic band A feature [5] with a peak at a photon energy of 2.8 eV: all
the bands show an asymmetric tail at low energies and a FWHM of about 0.4 eV. Fig. 2 shows I-
V characteristics measured at different temperatures (110-346 K): a log I-log V plot shows a
power law dependence of current on voltage (I - V'). The exponent n, evaluated from a linear fit
of log I vs. log V curves, ranges from 6.88 to 9.75; for T > 167 K it scales linearly with the
inverse of temperature. For this range of temperatures this is consistent with a model based on the
formation of space charge limited current (SCLC) explaining the behaviour of our film under an
applied voltage [8].

S--n-T= 110 K---e--T= 123 K

A---T =140K Kv---T =167 K
* -eT =195 K-+--T= 223 K '

10- -x-T= 251 K--*--T= 281 K106.: --- T= 312 K--i-T= 346K ._w.x

10"7

1X10
2

Voltage (V)

Fig. 2: The current-voltage characteristics of the sample at different temperatures

The linear dependence of EL integrated intensity with respect to current is shown in Fig. 3: we
see that the linear coefficient decreases with increasing temperature, which is consistent with a
quenching of light emission with temperature. The linear dependence of EL integrated intensity
with current confirms our previous hypothesis, that the radiative recombination is linear and could
be due to the presence of only one recombination center [4].

1,0- -m-T= 110OK -e-T= 123 K
-- >. , --A--T= 140 K ---v--T= 167 K
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• 0,2- ,

S0,0-ýk.
0,0 5,0x10"7  1,OxlO6 1,5x10- 2,0x106 2,5x10

Current (A)

Fig. 3: The integrated EL intensity as a function of the current at different temperatures

689



In Fig. 4 the relationship between EL integrated intensity per unit current versus temperature at an
800 V bias voltage is presented: we needed to normalize EL intensity with current because of the
different I-V characteristics at different temperatures. The shape of the curve is very similar to the
one obtained by Khong and Collins [9], which was explained in terms of the presence of a trap
center: unfortunately we could not go to temperatures lower than 110 K, which does not allow us
to see the low temperature plateau observed by these authors. Nevertheless, a maximum at T=165
K and a long exponential tail at T > 200 K is easily observed, which reproduces the curve shown
in [9].
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Fig. 4: EL integrated intensity as a function of temperature at an 800 V bias voltage
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Fig. 5: Photocurrent intensity per unit area as a function of bias voltage at X, = 442 rnm
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Another way to understand the origin of the optoelectronic properties of the film is by means of
PC measurements. In Fig. 5 PC intensity per unit area (Jpc)as a function of bias voltage applied at
room temperature is shown: on a log-log scale we note that PC intensity grows with the square of
voltage. This is a behaviour which closely reminds that of SCLC and is consistent with I-V
characteristics shown in Fig. 2 [8, 10]. Moreover, PC intensity is nearly independent of
temperature, as shown in Fig. 6, for excitation wavelengths X--442 rum and X=325 nm: this could
give us a hint towards the presence of a deep level located in the bandgap. In fact, a shallow one
would have given a steep Arrhenius plot, which is not clearly our case [8].

000 0 0 E3 33 10 03 03 0 0

10e

"1 0 ,=442 nm
= X=325nm

10o

10.10.
2 5 4 6 7 8 9

1000/T (K1)

Fig. 6: Photocurrent intensity as a function of temperature with a blue- (open squares) and a
UV- (filled circles) light excitation.

Although we have not yet a complete understanding of the mechanisms underlying the
luminescence excited by an applied voltage, the above results can be tentatively explained in terms
of the presence of a deep recombination level whose origin is still subject of discussion. It is
possible that the same centre limits also the transport properties of CVD [4, 7]: as a matter of
fact, the charge collection length and, as a consequence, the trapping time are strongly influenced
by light in the wavelength range from 350 to 550 nm. The presence of a space charge seems also
to strongly affect the transport properties.
The linear relationship between the electroluminescence intensity and the electrical current, the
temperature independence of both electroluminescence and photoconductivity, are all a clear
indication that recombination is monomolecolar and that electron and holes, both injected through
the contacts [3], recombine at a center located near the middle of the gap [9].
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CONCLUSIONS

In this work a study of EL and PC properties of a CVD diamond sample is presented, and a
tentative explanation is given. The phenomenon has been recognized to be a bulk one, and it has
been related to charge injection and recombination at a deep gap level.
The fact that the luminescence emission is visible also at naked eye lets us hope in a future
development of CVD diamond technology in the field of optoelectronics: a comparison with
analogous EL measurements made on c-SiC and a-SiC devices lets us estimate the luminescence
efficiency of our sample to be about 10-4 in magnitude [11]; even if this value is not large, we
believe that further studies in this direction towards a deeper understanding of optical and
transport processes in CVD diamond can give us hints for an improvements of its device
characteristics. In particular, injection efficiancy and, as a consequence, electroluminescence
efficiency can be improved by fabricating injecting contacts on both sides by ion implantation.
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ABSTRACT

Cathodoluminescence measurements at cryogenic temperatures are reported on boron- and
phosphorus-doped CVD-diamond films grown on silicon substrates. Boron and phosphorus
concentrations were determined by SIMS measurements; for boron, they reached from
unintentional background doping levels up to 3500 ppm. At increasing boron concentrations, the
radiative recombination of boron bound excitons (BET0) at 5.22 eV photon energy systematically
broadens and shifts down to 4.99 eV whereas the free exciton emission (FET°) disappears for 40
ppm and higher. In the phosphorus-doped films we observe new lines at 5.16 eV and 4.99 eV
which we ascribe to TO- and (TO+Or)-phonon assisted transitions of an exciton bound to a
shallow impurity other than boron, possibly phosphorus or a phosphorus-related shallow complex.

INTRODUCTION

Synthetic CVD-grown diamond layers are considered an attractive material for a variety of
applications including UV transparent optical windows, hard coatings, effective heat conductors,
and active electronic devices. The latter application requires knowledge - and finally control - of
the electronic properties of the material, i. e. in particular energy levels and concentrations of im-
purities and defects. An important aim towards electronic devices is p- and n-doping of diamond
for p-n junctions. While boron is known to act as an acceptor and boron doping is possible in
CVD-growth in a wide range of concentrations no relatively shallow donor is known to date.
Phosphorus is a potential candidate following theoretical calculations. A survey on the state of the
art is given in Ref. [1]. The present work aims at investigating CVD-layers grown on silicon
substrates with boron- or phosphorus-doping at largely varying concentrations by low tempe-
rature-cathodoluminescence (CL).

EXPERIMENTAL DETAILS

Cathodoluminescence was excited by a conventional RHEED-electron gun operated with a
typical accelerating voltage of (3-4) kV. The electrons impinge on the sample surface under an
angle of 450, and CL is observed under 90' from the electron beam. The spot size is
approximately 1 mm in diameter. As most of the CVD-diamond layers are polycrystalline with
typical crystallite sizes of a few micrometers, all present measurements integrate over a large
number of crystallites.

The samples were mounted with silver paste on the coldfinger copper sample holder of a
continous-flow cryostat which can be cooled either with liquid nitrogen or with liquid helium. The
lowest temperature obtained on the sample surface is 15 K as estimated from free exciton line
shape fits in silicon samples. Based on such temperature adjustments measurements between 15
and 300 K have been made. The luminescence signal was focussed with two Al-coated off-axis
parabolic mirrors on the entrance slit of a monochromator and detected either with a Peltier
cooled photomultiplier using lock-in technique or with a LN2-cooled UV-enhanced CCD-camera.
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RESULTS AND DISCUSSION

a) Boron-doped CVD-diamond films
Fig. 1 shows a selection of CL spectra demonstrating the general trends upon increasing

boron concentrations. The topmost spectrum exhibits dominantly free exciton radiation as TO-,
TA-, and TO- plus Or-phonon assisted recombination lines (FEW : 5.27 eV, FETA: 5.32 eV, and
FE To'°r: 5.105 eV). Weakly observed is radiation from excitons localized at isolated boron

atoms ("bound exciton", BE' : 5.215 eV). These line positions are in accord with the basic
luminescence data in Ref. [2]. This sample was not intentionally boron doped but contaminated in
the growth apparatus.

All other samples in Fig. 1 were intentionally boron-doped during hot filament CVD-growth.
The boron concentrations were determined by SIMS and increase from top to bottom. They are
listed in Table I for all samples investigated. In Fig. 1, for sample TD 219A with [B] = 40 ppm,
the FE lines have almost disappeared; the BET° line has largely increased and broadened yet

maintaining its energy position. As a new feature, the BETO+°r transition is visible, and towards
lower energies, there is a rise in intensity up to the boron-related emission band peaking at 4.5 eV

[3]. For the next concentration, [B] = 825 ppm
Wavelength (nm) (sample B 113), the bound exciton lines have shifted

260 2•0 240 280 and broadened even more. Finally, for [B] = 3500
4 1 1"' I ppm (sample BI10), this trend is continued: The

SIT 80 BET° and BET°+°or lines merge due to their largely
I BEP enhanced widths, however, the two components
S _ remain distinguishable with energy spacing of around

3 165 meV = hM (Or). At the same time, the fines are
"further shifted down in energy significantly. A

Sb)- lineshape analysis demonstrates that the BE spectra
TD219A of all samples can be generated progressively from

2•- the low-doping case by simple Gaussian-broadening

- ,Table I:C I

eT C) List of the boron-doped diamond films indicating the

I -total boron and phosphorus concentrations as deter-
I mined by SIMS measurements. The substrates were in

"all cases Si:B. Sensitivity limit of SIMS ! 0.01 ppm.
d)

Sample B-concen- P-concen-
4.8 5.0 5.2 5.4 tration tration

Photon Energy (eV) (ppm) (ppm)

Fig. 1: Nr 3 S.2 20 -

Near-band edge boron-doped diamond CL- TD219A 40 <0.01
spectra at 80 K. (a) Spectrum from a Nr5 S.2 81 -
nominally undoped MW-CVD film grown on WI) 13 140 -

Si:B exhibiting TO-phonon and (TO+Or)- Nr 7 S.2 225 -

phonon assisted free exciton radiation (IET 0, W[) 12 340 -

FET°+°r) along with boron bound exciton Nr8 S.2 500 -

radiation (BETn). (b - d) Spectra from hot Nr 9 S.2 630 -
filament grown films with intentional boron Nr 10 S.2 715 -

doping of 40 ppm, 825 ppm, and 3500 ppm, B113 825 < 1
respectively (see Table I). B110 3500 < 0.1
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and spectral shifts essentially equal to the broadening. This implies that the relative coupling
strengths of the TO- and (TO+Or)-phonons remain constant for all boron concentrations. Energy-
versus-concentration plots are shown in Fig. 2 for all samples studied. Three samples with boron
concentrations above 3500 ppm exhibited spectra virtually identical to that at 3500 ppm. There
was no further energy shift.

BE line shifts and broadenings
Mott density at high doping levels have only insilicon been studied to some extent

5 -- [4]; they have not been reported so
, 0.3 far in diamond. We assume that the

5.15 /. BE line positions remain constant
0 / Hk•C as long as the acceptors and bound

-------- >o excitons are isolated. Wavefunction
= overlap results in level broadening

.0 and down-shifts which both can be
0..1 o0 subject to local variations due to

A impurity concentration fluctuations.
4.95 .................... ... 0.0 The critical boron doping level

logo 10. l0m where the line shift essentially sets
Boron concentration (1/cm3 ) in, is approximately NB, , w 1 x

Fig. 2: 10e boron atoms/cm3 . In a model
Energy positions and halfwidths of the BEP tranistions as a where the bound excitons are
funktion of the boron concentrations. Indicated is the Mott density assumed to have spherical
which is found to be 2 x 102 cm 3 [11] or 3 x l0 cm' [2]. wavefunctions which begin to

overlap at NB5 it, the excitonic radii
are w 13 A. This is roughly four times the acceptor radius of aB = 3.6 A. The latter value is
calculated from the Effective-Mass-Theory (EMrT) using s = 5.7 and m* = 0.84 mo with the Bohr-
radius of 0.53 A. It is problematic to apply EMT in the present case - although it reproduces the
experimental boron ionization energy, 370 meV, quite well - since the acceptor radius,
comparable to the diamond lattice constant ao = 3.57 A, is not consistent with the basic
requirement of EMT in order to work, aB >> ao [5]. Nevertheless, our rough estimate of the
exciton extension seems to support a very low value of the acceptor radius aB. We note that our
present observations and interpretation replace our earlier suggestion (based on fewer samples)
that the spectrum with the transitions at 5.16 eV and 4.99 eV in sample B113 may be due to a
new shallow impurity [6]. Instead, the present sequence of spectra indicates that the spectrum fits
fully into the boron bound exciton concept for higher doping concentrations.

b) Phosphorus-doped CVD-diamond films
Eight different phosphorus CVD-diamond films were studied. Data are compiled in Table I. All
films were grown by the hot filament technique on Si:B substrates and are therefore contaminated
with boron. An exception is TD297C which was deposited on Si:P. Here, the boron doping
probably originates from a contamination of the growth chamber. In the other samples, the
phosphorus doping was achieved by adding PH3 to the CHSH 2 gas mixture during the growth.
Incorporation of boron is optically apparent either by observation of the boron bound exciton or
the boron-related broad band at s 4.5 eV [3]. As a novel feature, all eight phosphorus doped
samples exhibit two new lines at 5.16 eV and 4.99 eV, respectively, which we ascribe to a
phosphorus-related shallow complex emitting a TO-phonon and a (TO+Or) phonon-assisted
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transition. CL spectra of two of the eight phosphorus-doped samples are shown in Fig 3
(TD297C and P112). The top spectrum is the same as on top of Fig. I for comparison. Sample
TD297C shows incompletely resolved boron bound exciton emission and the new lines. Sample
P110 shows only the latter two lines. There is no simple correlation between the CL-intensity of
the new lines and the phosphorus doping. The samples P112 and P109 of the highest phosphorus
concentration exhibit only weak intensities of this line. Assuming our assignment is correct, we
conclude that only a fraction of the total phosphorus concentration is in optically active states.
SEM measurements show that the surface morphology of the samples is very different reaching
from cubo-octahedral structures to ballas. It is very probable that also the microscopic structure is
far from being perfect on the length scale of the exciton wavefunction. Raman measurements

probing a much smaller length scale, of
Table HI: the order of the lattice constant, reveal in
List of the phosphorus-doped diamond films indicating all cases the 1332 cm' (165 meV) or_
the total boron and phosphorus concentrations as
determined by SIMS measurements. The substrates were phonon line with narrow widths but there
in all cases Si:B except for sample TD 297C which was are also contributions in the Raman
grown on Si:P. spectra indicating amorphous or graphitic

structures in the layers.
Sample B-concen- P-concentration The new CL line at w 5.16 eV is

tration (ppm) (ppm) accompanied by a satellite at 4.99 eV,
TD297C 180 < 0.06 lower in energy by approximately the or_

P146 - SIMS not possible phonon energy. Hence, it must itself be

P126 SIMS not possible the TO-phonon replica of the
P130 0.1 - 0.4 1 phosphorus-related bound exciton

Pl10 0.1 -0.4 1 radiation which is not observed as a no-

P128 10- 15 phonon transition. The localization
P112 35-50 energy of the exciton is then
P109 70 approximately hv(FE T°) - 5.16 eV ; 110

1 7meV. For comparison, the localization

energy of the boron bound exciton amounts to 55 meV. In terms of bound exciton data known
very well from silicon a larger exciton localization energy at a shallow impurity would imply a
larger impurity ionization energy ("Haynes' rule", [7]). Theoretically, substitutional phosphorus is
expected to form a shallow donor [8], and recent conductivity measurements on phosphorus
implanted high purity natural, type iHa diamonds revealed n-type conductivity with 0.2 - 0.21 eV
activation energy [9]. From these considerations it is rather probable that the shallow binding
center is not isolated phosphorus but a shallow complex incorporating phosphorus. As boron is a
nearly omnipresent contamination, P-B pairs (on nearest neighbor sites) are possible candidates.
They could act as an isoelectronic center. Isoelectronic complexes are known from many semi-
conductors to be highly optically active [10].

Our conclusion that the new line at w 5.16 eV is due to a shallow bound exciton is supported
by temperature controlled measurements (Fig. 4). In Fig. 4a, we plot CL-intensities as a function
of sample temperature for P126 as an Arrhenius plot. When the 5.16 eV line is thermally de-
activated, the free exciton luminescence increases, and the sum of both intensities remains
constant up to ; 60-70 K. (From there, also the FE is thermally dissociated and all CL-intensities
rapidly drop.) Hence, excitons thermally released from the localized state contribute to the free
exciton radiation. The bound exciton decay has been fitted theoretically and compared to
corresponding data of the samples P109 and P110 in Fig. 4b. We use an expression
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= * + a x exp(AE, / kBT) + bT312 x exp(AE2 / k.T)) 1  (1)

based on the assumption that all excitons are thermally partitioned among three states, namely the
bound exciton ground state and two excited states with excess energy of AE, and AE2,
respectively. The second state with AE2 is the free exciton state into which the localized excitons
are thermally released. This introduces the T"2 term, and a and b are constants including density
of states and lifetime ratios. In all three cases, AE, is obtained as (10 ... 20) meV. These low
excited bound exciton states are not optically observed because they fall below the luminescence
widths of the bound exciton ground state-to-ground state transition. The values for AE2 are (112
... 150) meV, reasonably close together with an average value of 130 meV. This is in turn fairly
consistent with the measured spectroscopic localization energy of s 110 meV. These
measurements confirm our conclusion that the new line at s 5.16 eV originates from an exciton
that is bound to a phosphorus impurity or a shallow complex incorporating phosphorus.

Wavelength (nm) Temperature (K)
260 250 240 230

4 C-2
T =80K IFE" l

FE°*°" ZS A A A

BE" 102 AZo0 0 0 0 0

I•D297Co*..~1 a) 0'1' -° a)P 2 : rrn 0
0

0 0

0 BE
P126:

b)- b .FE
TD297C FE+BE

2

r102
,-o,

•-• • , d) AEpIo9=(125+ 9)meV

-nat. Ila- 10o b) * AEpj 1o=(150±10)meV
0-1' A AEp,2,=(112+46)meV

4.8 5.0 5.2 5.4

Photon Energy (eV) ,___ ,,___ .... ___ .... ___....__

0.01 0.02 0.03 0.04 0.05

Fig. 3: 1/T (K-
1
)

Near-band edge phosphorus-doped diamond
CL-spectra at 80 K. (a) The spectrum is Fig. 4:
identical to Fig. 1(a) and shown for com- Arrhenius-plots from temperature controlled CL-
parison. (b, c) Spectra from films phosphorus- measurements. (a) Temperature dependence of the
doped to < 0.06 ppm and 1 ppm, respectively novel bound exciton line (BE, open circles) at hv1w
(see Table II). Sample PI10 shows the strong 5.16 eV), of the free exciton line (FE, dots), and of
rise in intensity due to the boron-related CL their integrated intensity (FE + BE, triangles). (b)
band at 4.5 eV peak energy [3]. (d) Spectrum Temperature dependence of the novel bound
from a natural, type Ila diamond showing exciton line at hv m 5.16 eV for three phosphorus-
emission lines unrelated to boron or doped samples with high temperature de-activation
phosphorus. energies from fits to the data (see text).
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We note that the above discussed excitonic lines have to be distinguished from other CL
spectra as shown on the bottom of Fig. 3. The latter spectrum was obtained from a natural, type
Ila bulk diamond and reveals free exciton emission as narrow FET° and FETA lines. In addition,
two lower energy, fairly narrow lines emerge, with an energy spacing of w 140 meV a Itu(TO)
and temperature-independent intensity ratio. Thus, the higher energy line at w 5.14 eV is very
probable a no-phonon exciton transition at a deeper center. It is not known which elemental
species are contained in our particular natural diamond, hence even a speculative assignment of
this deeper center cannot be made. However, the accidental coincidence of the line position (s
5.16 eV) for the new shallow bound exciton and the latter deeper bound exciton demands great
caution in assigning experimental spectra.

CONCLUSION

We have presented CL-studies of boron- and phosphorus-doped CVD-diamond films. In
heavily boron-doped layers the boron bound exciton lines shift drastically to lower photon
energies and broaden due to wavefunction overlap of the excitons and/or acceptors, to acceptor
band formation and to acceptor potential fluctuations. Phosphorus-doped CVD-filns show a new
excitonic line at i 5.16 eV ascribed to a TO-replica transition with no observable NP-transition.
The exciton localization energy amounts to m 110 meV defining the binding center still as a
shallow impurity. This is possibly isolated phosphorus or a phosphorus-related complex center, e.
g. of isolectronic character, such as a P-B pair on nearest-neighbor sites.
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ABSTRACT

Crystalline diamond coatings and, increasingly, diamond like amorphous carbon (DLC)
films are used for tribological and protective layers for their hardness and chemical
inertness. They are also under investigation for their electron emitting properties, with
possible applications in field emission displays. DLC films were deposited by laser ablation
using a KrF excimer laser and fluences between 0.5 and 2 J/cm 2. FTIR measurements did
not show the presence of hydrogen in the films. Raman spectra allowed for the
determination of the nature of the graphitic and diamond bonds (sp 2 and sp 3) as well as
information about the disorder and short range order in the films. For a better determination
of the sp3-content, which is often hidden in the Raman spectra, a correlation with optical
properties in the near IR to near UV region was established. These values depended
strongly on the substrate temperature and the laser fluence. DLC formation could be
demonstrated even at substrate temperatures close to room temperature. Vickers
hardness values and first measurements on the electron emissivity of the films can be
correlated to the diamond character and the preparation method of the films.

INTRODUCTION

Diamond like amorphous carbon (DLC) values for hardness, chemical inertness,
electrical and optical properties are intermediate to those of graphite and diamond, and,
therefore cover a wide range [1-3]. In addition to various sputtering and vapor deposition
methods, pulsed laser deposition (PLD) has been shown to be an effective method to
generate DLC thin films [4-7]. One major advantage of using PLD instead of other
deposition methods is the lack of hydrogen, thus enhancing the density of the films and the
index of refraction, which is preferable in some applications. DLC thin films produced by
PLD are generally categorized diamond-like, but the degree of diamond-like character
varies considerably, and is strongly dependent on the deposition conditions.

In addition to the continued lasting interest in diamond as a protective coating, recent
interest has also focused on possible applications as a field emitter for displays and other
vacuum microelectronic devices [8-11]. Crystalline diamond exhibits a negative electron
affinity (NEA) for certain crystal surface planes via restructuring [12-14], which can under
appropriate conditions, lead to a low work function, and thereby supposedly allow high
current densities in field emission setups. A high electron emission, which is due to high
micro roughness or low work function, is also observed for amorphous films [8], whereas
the exact mechanism for high field emission current is still under discussion. Interest in
these films also exists due to their possible enhancement of the quality of already existing
microtip emitter displays [15-17]. In that case, DLC thin films would protect the emitting tips
as well as enhance and stabilize the Fowler-Nordheim current.

Part of the work done to investigate the possibilities and characteristics of PLD
deposited DLC thin films as flat field emitters or additional layers in microtip configurations
is reported in this paper. The variation of electrical, optical and mechanical properties as
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a function of deposition parameters within the limit of the experimental setup was
investigated. Only the combination of several characterization methods gave useful
information on the film. As deposited films were also checked for electron emissivity, which
was found to be relatively low, and tests on etching the films with reactive hydrogen for an
improvement in the emissivity properties were performed.

EXPERIMENTAL

The films were deposited using a Lumonics Hyperex 400 KrF excimer laser (wavelength
248nm) in a high vacuum setup with a base pressure of 5.10mbar, as previously used
for the preparation of high temperature superconductor (YBa 2Cu3 O7 .0 ) thin films [18]. For
the DLC experiments typical conditions were 18ns pulslength, 1OHz, intensities between
7.4 and 1.8 • 108 W/cm 2 corresponding to fluences from 1.3 to 3.3 J/cm2, and deposition
temperatures T, between 20 °C and 400 °C. A pyrolitic graphite disc was hit with an angle
of incidence of 450, and sputtered material collected on various substrates placed face to
face to the target at a distance from 26 to 52mm. Results for deposition on Si(100) are
reported.

Raman spectroscopy was performed in a quasibackscattering configuration at 295 K.
The spectra were excited with 80 mW of 457.9 nm Ar laser light, analyzed with a Spex
triple monochromator, and detected with a cooled Photometrics CCD900 array detector.
The incident light was focused to a spot size of roughly 1mm 2 and polarized in the plane
of incidence, while the backscattered light was not polarization analyzed [19].

A Woolam VASE Ellipsometer was used for the optical measurements. The films were
investigated in the wavelength range between 275 to 1700 nm, and at angles of incidence
of 501, 600 and 700. The optical constants were determined with the Fourhi-Bloomer model
for transparent regions, and directly in the opaque ones.

Hardness measurements were undertaken by nano-indentation using the
nanomechanical probe developed at NRC [20].

RESULTS

Several films were deposited with varying parameters like target-substrate distance,
additional nitrogen, and film thickness, but the only parameters which affected their
properties were the laser intensity resp. fluence and the substrate temperature. All films
were optically absorbing, and showed considerable compressive stress. The stress built
up at the substrate-film interface due to the incoming ions plays a considerable role in
enhancing the formation of sp3 bonds [21]. Ion energies from 15 to 70 eV have been
reported to be optimal for tetrahedral configuration in the films. The energy of emitted
carbon particles under the conditions used in our experiments is about 30 eV for C' [22],
or between 10 and 120 eV following, as reported in [23-24], and two or three times as
much for dimers and trimers. This indicates good conditions for the growth of DLC by
supporting the formation of sp 3 bonds.

Raman spectra shown in Fig. 1 exhibit an overall pattern, which is generally attributed
to DLC [25]. For"T. = 20 OC only a broad peak at 1550 cm1 is visible. For raising substrate
temperature a shoulder at about 1390cm-1 (for T., = 4000C) becomes visible, and the peak
around 1550 cm' shifts to 1580 cm1 , which is also the wavenumber for the main peak of
crystalline graphite. A similar behavior is observed for increasing laser fluence.

The two peaks can be attributed to the graphitic D and G bands, respectively [25]. The
G band itself is due to E.g C=C stretching vibrations of graphite, whereas the broadening
is due to increased disorder in the carbon sheets. Peak D becomes active when small
graphite crystallites are present, which leads to a loss of translational symmetry and a
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Fig. 1: Raman spectra of five DLC samples deposited at various substrate temperatures
T,•

breakdown of the momentum conservation rule [26-27]. A sharp peak at 1332cm-1 would
be expected for crystalline diamond, but due to the fact that the sensitivity for this Raman
line is 55 times lower than the one for graphite, no conclusion on the presence of any sp 3

-bonds can be drawn from the measured spectra alone. XPS measurements on the same
samples strongly indicate, that no crystalline diamon is present, due to the absence of
significant peaks below 25eV [28]. The Raman spectra show increased graphitic behavior
with larger amounts of small graphite particles for raising substrate temperature (and
increasing fluence). This correlates very well with atomic force microscope (AFM)
measurements performed on some of the samples, where larger particles for higher T. and
higher laser fluences could be seen.

To obtain further information on possible sp3-bond content in the film, ellipsometry was
performed to determine the optical gap Eg and ne, neff is defined as the number of effective
valence electrons taking part in optical transitions in the interval from zero to some cutoff
energy. By determination of the dielectric constant Ce both values can be extracted [29].
Figure 2 includes the extracted neff for the temperature dependence of the film properties.
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Fig. 2.: Effecitve number of valence electrons per carbon atom nef contributing to optical
interband transitions below photon energy hv. The graphite data show the n-band
contributions to nff. The inset shows the measured data in detail.

The ratio of ne, of the film to ne, of graphite gives, under certain assumptions, the relative
concentration of carbon atoms with sp 2 

- configuration (Csp2), and is included as the sp 2/sp3

ratio in Tables 1 and 2. There is a tendency of increasing sp 2 
- concentrations with

increasing temperature and power, but there are some deviations for samples 86 and 87.
Figure 2 also shows the limitations of the model used to fit ne, As the material gets more
graphitic, it will no longer be a semiconductor, but a semimetal, which makes the
determination of 62 problematic, because the values for energies close to zero are not
known and have to be interpolated. Therefore, the values in Table 1 for samples 87 and
86 should be treated with some suspicion.

The values determined for the optical gap E9 show a clear correlation with the
deposition parameters. A wider bandgap is correlated with more localized n bonding. The
values of n., can be lowered by a depletion of n-bonds (the assumption used for the
evaluation presented in the tables) although they may also be affected by the localization
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of n-bonds. The hardness measurements as included in Table 1 strongly indicate diamond
like behavior. From this we assume that the values of CP2 are correct in tendency (except
86 and 87), but the degree of sp 2 bonding may be somewhat larger due to Tr bond
localization.

I-V measurements of the films show very poor electron emission. This is probably
related to the high sample purity and a comparably smooth surface. On the other hand,
small changes to the surface of the samples, changing either the microstructure or the
bonding states, are probably the key for enhancing the emissivity. Some samples treated
in an RF-hydrogen plasma (100 W at 330 V bias) exhibit a tripling of the emission current
(2.8m A/cm 2 at 400 KV/cm). The enhancement seems to be independent of the film
properties before the treatment, and the currents are fluctuating as in the case of
uncovered tip-emitters.

Table 1. Dependence of film properties on substrate temperature; laser fluence at
3.2J/cm2 (n.d.: data not available).

Film Substrate Optical Ratio Roughness/ hardness
number temperature gap Eg sp2/sp3 size of particles HV2 [GPa]

[oC] [eV] [nm]

83 20 0.52 0.23 2/10-20 58

84 100 0.32 0.24 n. d. n. d.

85 200 0.12 0.28 n. d. 36.7

86 300 - (.0.30) n. d. n. d.

87 400 - (0.22) 40/20-200 14.8

Table 2. Dependence of film properties on laser fluence; substrate temperature at 200'C.

Film Laser Optical Ratio Roughness and hardness HV2
number Fluence gap Eg sp2/sp3 size of particles [GPa]

[J/cm2] [eV] [nm]

76 1.3 - 0.37 3/10-30 18.0

74 2.3 - 0.35 n. d. 23.1

85 3.2 0.12 0.28 n. d. 36.7

CONCLUSIONS

Amorphous carbon films with diamond character could be deposited using laser ablation
with relatively low intensities of 108 W/cm 2. Graphitic components could be clearly
correlated with the deposition parameters. Temperatures used in other processes to
produce polycrystalline diamond already lead to a graphitization of the films. Therefore
deposition at room temperature (or even lower) at high laser fluences is recommended for
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further investigations of inert film deposition. To improve the electron emissivity, the very
pure films have to be doped and their surfaces further modified. The combination of the
further developed microtip technology with thin diamond coatings is also promising and
currently under investigation [17].
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THERMAL AND OPTICAL ADMITTANCE SPECTROSCOPY STUDIES OF
DEFECTS IN 15R-SIC

S.R. SMITHt, A.O. EVWARAYEt1, AND W.C. MITCHEL, Wright Laboratory, Materials
Directorate, WL/MLPO, 3005 P St., Wright-Patterson AFB, Ohio 45433-7707

ABSTRACT

Nitrogen is the common n-type dopant of the various polytypes of silicon carbide. The
nitrogen levels in 4H-SiC (at Ec-53 meV and EC-100 meV) and in 6H-SiC (at EC-89 meV, EC-
100 meV, and EC-125 meV) have been studied in detail by temperature dependent Hall effect
measurements, electron spin resonance (ESR), and thermal admittance spectroscopy. Until
now, such detailed studies of the nitrogen levels in 15R-SiC have not been carried out.

Lely-grown 15R samples were used in these studies. The net carrier concentrations
(ND-NA), determined by room temperature CV measurements, ranged from 1 x 1018 to 3 x 1018
cm-3. The nitrogen levels in 15R-SiC were studied using thermal admittance spectroscopy.
Optical admittance spectroscopy (OAdS) was used to study the deeper defects in this
polytype. It was found that optical transitions to the conduction band were inhibited in the
heavily doped material.

INTRODUCTION

Because of its many superior properties, including a wide bandgap and high breakdown
field, silicon carbide is being investigated for a variety of electronic applications including high
temperature, high power, microwave, and radiation hard, devices. Significant advances have
been made in recent years in both materials and devices[1]. Now that improved material is
becoming available, both in bulk and epitaxial form, researchers are investigating the deep levels
present in the material. Deep levels can limit carrier lifetime and adversely affect device
performance. In addition, there is a need, particularly in the area of high power microwave
devices, for insulating substrates. Compensation of residual impurities by intentionally doping
with deep level impurities is required to produce this material.

Deep levels in SiC have been studied for some time by a variety of techniques but
perhaps the most powerful are those based on capacitance spectroscopy. Deep level transient
spectroscopy (DLTS) is the most widely used technique and a number of levels have been
detected in 6H-SiC. In particular, a level near 0.70 eV has been reported by Uddin and
coworkers[2,3], and Jang et al.[4], and by us[5]. However, no one has been able to identify the
defect responsible. Unless special high-temperature facilities are used, 0.7 eV is about as deep
a level as can be observed by conventional DLTS. Other techniques have been used to
investigate deeper levels, and photoluminescence[6] and electron paramagnetic resonance[7]
have proven useful, particularly for the study of transition metal impurities such as vanadium
and titanium.

The samples studied were 15R-SiC grown by the Lely method. The crystals were all n-
type due to the predominance of the nitrogen donor levels. Wafer preparation consisted of
oxidation and etching to remove polishing damage[9]. To create the capacitance specimens,
nickel was annealed on the Si face to create the ohmic contact and unannealed sputtered
aluminum formed the Schottky contacts, which ranged in size from 100 to 600 gm in diameter.
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Admittance Spectroscopy

Thermal admittance spectroscopy (TAS)[10], involves the measurement of the
capacitance and conductance of a diode as a function of both temperature and frequency. This
technique takes advantage of the band bending present in the depletion region of a Schottky
diode. When the Fermi level crosses the defect level a peak in the conductance occurs whenever

0)k<Ti>=I, where 0Ok is the measurement frequency and <,Ti> is an average time constant for

the ith defect level. For each peak in the conductance the logarithm of coT- 2 may be plotted
versus 1/kT to yield a straight line with slope -Ea. An advantage of TAS over the more
commonly used deep level transient spectroscopy (DLTS) is that the shallowest
uncompensated level can be measured by TAS but not by DLTS. The system at our
laboratory is capable of measuring both TAS and DLTS from 4K to 400C, which permits
measurement of activation energies up to about 0.8 eV. Due to the wide bandgap of SiC, many
levels are not observable using TAS or DLTS, so we have established an optical admittance
spectroscopy (OAS) capability. In this variation of admittance spectroscopy[10] carriers are
photo excited to the conduction band (in n-type material) and when there change the
conductance. With this technique activation energies up to the bandgap of SiC can be measured
without resorting to the very high temperatures that would be necessary with thermal
admittance or deep level transient spectroscopy.

0.4 RESULTS

0.32 abe iNMil

0 Hexagonal A typical thermal

0.24 admittance spectrum for
4H-SiC is shown in figure

0.16 300kHz I.[ 11] The energy of the
defect is determined from

0.08 30 an Arrhenius plot of
A In(f/T2). Nitrogen is the

0 50 100 Is0 200 250 principal donor in SiC
TEMPERATURE (K) and occupies the carbon

lattice sites giving rise to
an energy levels at Ec-

Figure 1. The typical thermal admittance spectrum comprises 0.053 and EC-0.100 eV.

several frequencies, with peaks where the measurement frequency Figure 2 shows the

is equal to the emission rate of the defect. This graph shows peaks thermal admittance

for nitrogen shallow donors in 4H-SiC. spectrum for a specimen
of nitrogen doped Lely

SiC. The most striking difference is the temperature at which the peaks occur. Usually,
activation energy is proportional to temperature, and this specimen is no exception.
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Figure 3 is the
Arrhenius plot of the

Q 0.2 peak position versus
-- IMHZ inverse temperature. The

slope of the curve gives
p0.15 -U-600KHZ the activation energy of

200KHZ the defect. In this case the
o k activation energy is

0.1 calculated to be - 4 meV.

Since this energy is much
0 smaller than the AC signal

05 used to detect the

admittance, this can not
o be from a transition to the
Z 5 15 25 35 45 55 65 75 conduction band. It turns

TEMPERATURE (K) out that the signal is due

to hopping or impurity
conduction. This is

Figure 2. Admittance spectrum for n-type 15R Lely SiC. verified by the curve
shown in figure 4, which

is a composite curve of the Hall coefficient and the bulk resistivity as a function of
temperature. The curves are characteristic of impurity conduction. the slope of the resistivity
curve at low temperature yields an activation energy of - 4 meV. In excellent agreement with
the results from the admittance measurement.

Hopping
conduction, or more
formally, impurity
conduction, is the

7.4 mechanism whereby charge
E 3 3.29 meV carriers 'hop' from an

7.2 occupied site (in this case,
donor sites) to an
unoccupied site. This is

7• possible only when the
. donor concentration is high

.6.8 enough that the charge
* carrier wave functions

6.6 overlap, and compensation

of the shallow donor

6.4 .. provides ionized sites for
400 450 500 550 600 650 700 the carriers to hop to. The

1/kT(eV) hopping takes place under
the influence of the applied
electric field, in this case,

the built in voltage of the
Figure 3. Arrhenius plot of the admittance data for the Lely Schottky diode used in
specimen of 15R-SiC. Activation energy is 3.29 meV. the experiment and the

applied AC signal used to
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measure the admittance of
the diode. The energy

0 . .102 that is measured is,
3 •tI ,--therefore, the energy

"'10 required to move the
102 A Q carrier from one site to

-- ,A "* the next. This energy is
10' 10 doping dependent, but

S/not enough specimens
Q were available to

0.1 determine the dependence
parameters in 15R-SiC.

0.01 , The carrier density
0 20 40 60 so 100 threshold for hopping

1000IT (K') conduction appears to be
around 2 x 1018 cm-3.

Figure 4. Temperature dependent Hall effect measurements reveal Attempts to

hopping conduction with an activation energy of-4 meV. detect deep levels in the
15R-SiC band gap were
unsuccessful. A broad

photo response was seen, but no peaks in the admittance spectrum were observed. This is
believed to be the result of photo-excited carriers dropping from the conduction band into the
impurity band, thus being lost to the conduction process.

CONCLUSIONS

This paper has reported our studies of electronic levels in 15R-SiC. The emphasis has
been placed on those results which utilized admittance spectroscopic techniques. We have
pointed out the complementarity of thermal admittance spectroscopy with DLTS, and the
advantage of being able to characterize shallow levels as well. The observation of levels
attributable to N in n-type material was discussed. Nitrogen shallow donor levels were not
observed in this heavily doped material. The results of using admittance spectroscopy were to
observe a level with an activation energy of 3.29 eV. This level was attributed to hopping
conduction and verified by temperature dependent Hall effect measurements. Optical
admittance measurements were unsuccessful.

ACKNOWLEDGMENT

The authors wish to acknowledge the assistance of G. Landis, P. von Richter (deceased),
and R. Bertke for technical assistance in preparation of the samples. The work of SRS was
supported by Air Force Contract F33615-91-C-5603.

708



tUniversity of Dayton Research Institute, 300 College Park, Dayton, OH 45469-0178.

ttUniversity of Dayton, Department of Physics, 300 College Park, Dayton, OH 45469-2314.

REFERENCES

1. "Proceedings of the Fifth Conference on Silicon Carbide and Related Materials," eds. M. G.
Spencer, R. P. Devaty, J. A. Edmond, M. Asif Khan, and M. Rahman, Inst. Phys. Conf.
Ser. 137 (1994).

2. A. Uddin and T. Uemoto, Jpn. J. Appl. Phys. 32, L1670 (1993).

3. A. Uddin, H. Mitsuhara, and T. Uemoto, Jpn. J. Appl. Phys. 33, L908 (1994).

4. S. Jang, T. Kimoto and H. Matsunami, Appl. Phys. Lett. 65, 581 (1994).

5. A.O. Evwaraye, S.R. Smith, and W.C. Mitchel, J. Appl. Phys. 76, 5769 (1994).
6. W. Choyke and I. Linkov, "Proceedings of the Fifth Conference on Silicon Carbide and

Related Materials," eds. M. G. Spencer, R. P. Devaty, J. A. Edmond, M. Asif Khan, and
M. Rahman, Inst. Phys. Conf. Ser. 137 (1994), pg. 141.

7. J. Schneider and K. Maier, Physica B, 185, 199 (1993).8. H. McD. Hobgood, R. C.
Glass, G. Augustine, R. H. Hopkins, J. Jenny, M. Skowronski W. C. Mitchel, and M.
Roth, Appl. Phys. Lett. 66, 1364 (1995).

9. A.O. Evwaraye, S.R. Smith, and W.C. Mitchel, J. Appl. Phys. 74, 5269 (1993)
10. P. Blood and J. W. Orton, The Electrical Characterization of Semiconductors: Majority

Carriers and Electron States (Academic Press, London, 1992).

11. A.O. Evwaraye, S.R. Smith, and W.C. Mitchel, J. Appl. Phys. 75, 3472 (1994)
12. C. Raynaud, F. Ducroquet, G. Guillot, L. M. Porter, and R. F. Davis, J. Appl. Phys.

76, 1956 (1994)
13. A.0. Evwaraye, S.R. Smith, and W.C. Mitchel (unpublished).
14. A.O. Evwaraye, S.R. Smith, and W.C. Mitchel, Mater. Res. Soc. Symp. Proc. 325, 353

(1994)
15. A.0. Evwaraye, S.R. Smith, and W.C. Mitchel, Mater. Res. Soc. Symp. Proc. 339, 353

(1994)
16. W.C. Mitchel, Matthew Roth, S.R. Smith, A.0. Evwaraye, and J. Solomon, Inst.

Phys. Conf. Ser. No. 141: Chapter 4, p. 4 1 1, 1995
17. Th. Stiasny, R. Helbig, and R.A. Stein, Amorphous and Crystalline Silicon Carbide IV,

Springer Proceedings in Physics 71, edited by C.Y. Yang, M.M. Rahman, and G.L.
Harris (Springer, Berlin, 1992)

18. A.0. Evwaraye, S.R. Smith, and W.C. Mitchel, J. Appl. Phys. 77, 4477 (1995)
19. A.0. Evwaraye, S.R. Smith, and W.C. Mitchel, Appl. Phys. Lett. 66, 2691 (1995)

709



LOCAL-FIELD AND EXCHANGE-CORRELATION EFFECTS IN
OPTICAL SPECTRA OF WIDE-BAND-GAP SEMICONDUCTORS

V.I. GAVRILENKO, F. BECHSTEDT
Friedrich-Schiller-Universitit, IFTO, Max-Wien-Platz 1, D-07743 Jena, Germany

ABSTRACT

The density-functional theory with ab initio pseudopotentials has been used to study
the linear optical response of semiconductors. We present results for optical spectra where
the effects of the macroscopic local-field and microscopic exchange-correlation interaction are
included beyond diagonal and random-phase approximation. Quasiparticle corrections to the
single-particle energies have been added in the polarization function. Numerical calculations
are performed for the column-IV materials Si, SiC, and diamond as model substances.

INTRODUCTION

Highly accurate calculations of optical properties of semiconductors without using any
empirical parameters are of continuous interest [1, 2, 3, 4]. Most of the theoretical studies
are based on the independent-particle approximation [5] [often called the random-phase
aproximation (RPA)] and a first-principles description of the electronic and atomic structure
in the framework of the density-functional theory (DFT) in the local-density approximation
(LDA). The independent-quasiparticle (QP) approximation has been used in Refs. 1 and 6.
First attempts [1, 2] have been made to go beyond RPA considering exchange-correlation
(XC) corrections. Local-field (LF) effects [5] due to the atomic structure of the matter
influence the resulting optical spectra. However, they have been studied only in few papers
[2, 3]. These papers supplement earlier studies in the field [7, 8, 9, 10] (and references
therein), in which LF and excitonic effects have been discussed in the framework of the
empirical-pseudopotential method (EPM) or expansions of the eigenfunctions in terms of
localized orbitals. However, a clear and detailed picture is still missing. Moreover, full
calculations of the dynamical dielectric function in silicon [2] seems to give rise to strange
sharp features at the low-energy side of the absorption spectrum not found experimentally.

In this work the influence of local fields as well as that of exchange-correlation effects on
optical spectra of semiconductors is systematically studied beyond RPA in the framework
of ab initio DFT-LDA by using the equilibrium atomic structure arising within the same
description. In addition XC self-energy effects [4, 11], i.e. quasiparticle (QP) shifts of the
electron and hole DFT-LDA energies, are discussed. As model substances the column-IV
materials diamond (C), silicon (Si), and silicon carbide (SiC) are considered.

MACROSCOPIC DIELECTRIC FUNCTION

According to Adler and Wiser [5] the macroscopic dielectric function, that governs the
optical properties of a crystal, may be directly related to the zeroth element of the inverse
of the microscopic dielectric matrix e(q + G, q + G'; w), where q denotes a vanishing wave
vector and G, G' represent elements of the reciprocal Bravais lattice of the crystal. The
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longitudinal macroscopic function is defined as

eM( 4 ; W) = li ( 1 G=(1)
q-0 E-_(q + G, q + G'; -) c=o'=O

where 4 = q/[qj represents the direction of q. The zeroth element of the inverse dielectric
matrix is influenced by the off-diagonal elements of the dielectric matrix, which are due to
the lattice periodicity and generate "umklapp" processes in the dielectric response. They
are generally referred to as "local-field effects" [5]. We define these LF effects more ex-
actly as the discrepancy between eM(4 ; w) and the zeroth element of the dielectric matrix,
limq•0 E(q, q; -o).

The microscopic dielectric matrix

E(q + G, q + G'; w) = SGG, - v(q + G)P(q + G, q + G'; w) (2)

with v(q+G) = 47re 2/Iq+Gl 2 is directly related to the polarization function P of the system
under consideration. It contains the irreducible diagrams of the proper part of the two-
particle Green function. Neglecting XC corrections to the two-particle Green function, i.e.,
applying the independent-particle approximation, P has to be replaced by the polarization
function P0 of independent particles (or quasiparticles). If XC effects on the longitudinal
response are not neglected, e.g. within the DFT or DFT-LDA, the polarization function
P appears instead that of independent particles P0. It can be easily proved [2, 3] that the
expression for interacting particles takes the form

P(q + G, q + G'; w) = E F(q + G, q + G"; w)Po(q + G", q + G'; w), (3)
GC,

where the matrix r arises from the vertex function of the system. Its inverse matrix is
directly related to a kernel Kxc that describes the XC effects in the two-particle function
beyond RPA. Within the DFT it may be represented in real space by Kxc = S2Exc/(bn6n')
with the electron density n and the total XC energy Exo. Within the DFT-LDA the kernel
is local in real space and does not depend on the frequency. As a result, the reciprocal-
space representation for Kxc is independent of q and w. It holds Kxc(q + G, q + G'; w) =

Kxc(G - G').
The q --- 0 limit of expression (1) is required to obtain the optical response functions.

This limit has to be taken with care to keep the correct analytical properties of this function
and the underlying inverse dielectric matrix [12]. In the limit of vanishing wave vectors the
macroscopic dielectric function (1) transforms into

EM(4; W) = 4t ýM(W) . 4, (4)

where the macroscopic optical tensor [12] (i,j = x, y, z)

M IG~, 3 (o) = e, 1(tE) - 0 ; -W,(G;wL)S`'(G, G';W) VWj(G'; -tO) (5)G,G,(t-0) IC-1

is related to the corresponding microscopic one following from the zeroth element ("head")
of the dielectric matrix (2)

167re 2h
2  (ck IviI vk) (vk IvWI ck)lij(L") = •j + E E (]2

k , [ce(k) - Ev(k)] l[Lc(k) - Eý(k -_h2( + i?7)2(
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and functions

Wj1(G; w) 167reh (ck I C vk) (vk vj Ick) (7)
IGIV k [cý(k) - cý(k)]2 - h•(•w + i)2

arising from "wing" elements -(q, G; w). Here matrix elements of the velocity operator v
and exponential functions with the Bloch eigenfunctions Ink > belonging to the bandindex
n, the wave vector k from the Brillouin zone (BZ), and the single-particle energy e,(k)
are introduced. S' is the inverse of the lower-right submatrix of E(q + G,q + G';w)
corresponding to nonzero reciprocal lattice vectors G and G' j 0, the so-called "body" of
the dielectric matrix.

The electronic-structure calculations underlying the computations of the optical prop-
erties are based on the DFT-LDA [13]. The electron-ion interaction is treated by norm-
conserving, ab initio, fully separable pseudopotentials in the Kleinman-Bylander form. As
model systems we consider silicon- and carbon-based crystals. The C-potentials are softened
by careful choosing of the core radii [14]. The electronic wave functions are expanded in
terms of plane waves. The energy cutoffs for the plane-wave expansion are chosen to 15, 34,
and 42 Ry for silicon, silicon carbide, and diamond. The total-energy optimizations give rise
to theoretical cubic lattice constants of a = 10.227 a.u. for Si, a = 8.109 a.u.,for SiC, and
a = 6.681 a.u. for C. We also study the influence of many-body QP effects. Thereby we
overcome the scissors-operator approximation. The QP corrections to the DFT-LDA eigen-
values are computed within the GW approximation for the XC self-energy [11] according to
a simplified scheme developed by Cappellini et al. [15]. Using the numerical input described
above corresponding shift values have been published for Si and diamond in Ref. 4 and for
SiC in Ref. 15.

RESULTS

The imaginary parts of the macroscopic dielectric functions resulting for C, SiC, and Si
are plotted versus photon energy in Fig. 1 within different approximations: without LF and
XC effects, with LF effects, with LF and XC effects, and with LF and XC effects but using
QP eigenvalues instead of DFT-LDA ones. The changes of LF contributions due to inclusion
of XC kernel are plotted separately. The nonlocality LF and many-body XC effects have
practically no influence on the peak positions but give rise to remarkable renormalizations of
the oscillator strengths. Compared with the G = G' = 0 element of the dielectric function,
the LF effects reduce the oscillator strength of cM(w) in the spectral region below the main
absorption peaks. On the other hand, the inclusion of the XC kernel reduces the LF effects
in this region. The corresponding curves lie inbetween those for E(w) and cM(o) including
only LF effects. The neteffect which incorporates LF and XC amounts roughly 60 % of the
pure LF influence using the RPA expression for the polarization function. Sharp spurious
peaks as have been observed for Si by Farid and Engel [2] do not appear in our spectra.
We believe that their finding is related to a noncoverged continued-fraction expansion but
has nothing to do with the neglect of self-energy corrections to the DFT-LDA transition
energies. In the region of the main absorption peaks and above them the situation is not
unique. Positive and negative variations of the oscillator strengths occur. However strongest
theoretical absorption peakes, i.e. E2 for C and Si, Eo, El, E', and E' for SiC, and E'
for Si are increased by LF but somewhat reduced by XC effects. In the high-energy region
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above these peaks local fields slightly enhance the response whenever XC effect in this region

is negligible.
The comparison of the spectra for C, SiC, and Si make evident that the LF and XC

effects show only weakly pronounced chemical trends with the averaged size of the atoms, the

localization of the wave functions, or the averaged density of the electrons. The strongest LF

and XC effects appear for silicon whereas their relative influence is slightly reduced changing

to diamond. This result is in agreement with earlier semiempirical calculations for Si and

C [7, 8]. A simple explanation of this trend arises from expression (5). Assuming that the

magnitude of the wing and body elements of the dielectric matrix scales with the electron

density according to the generalized f-sum rule, the local-field corrections are proportional

to this density. However, the density is weighted by the inverse average gap of the system.

As a consequence of the interplay of the two factors the effect of the local fields (or LF
combined with XC effects) is absolutely and relatively weaker comparing to the materials

with the stronger bonds. The band-index- and wave-vector-dependent QP corrections of

the DFT-LDA eigenvalues essentially cause a shift of the spectra to higher photon energies.

They roughly act like a scissors operator although there is a small broadening of the spectra
[4].

In Fig. 2 the macroscopic dielectric functions of C, SiC, and Si are calculated within

the DFT-LDA but including LF, XC, and QP effects and are compared with experimental
data [16, 17, 18]. The theoretical spectra are shifted towards lower energies to bring the

zeros of the experimental and theoretical real part together. For this purpose the calculated

QP shifts A,(k) are replaced by A. A,(k) with scaling factors A = 0.2 (C), 0.45 (SiC),

and 0.5 (Si). This scaling reduces the effect of the wave-vector- and band-index-dependent

quasiparticle shifts calculated for Si, SiC, and C [4, 15]. Considering the comparison of

theoretical and experimental optical spectra over a wide range of photon energies, one can

conclude that the QP effect is overestimated for the most pronounced optical transition, e.g.
E1 and E 2 in Si and C, in contrast to electron-hole pair excitations near the fundamental

indirect energy gap. As a consequence the scaling factors A < 1 have been introduced.

Using the positions of the zero in the real parts of the macroscopic dielectric function in

order to define averaged scissors operators A, one derives from the wave-vector- and band-
index-dependent QP corrections values A = 0.95 (Si), 1.65 (SiC), and 2.65 eV (C). However,

averaged scissors operators being necessary only amount to A = 0.47 (Si), 0.84 (SiC), and
A = 0.40 eV (C). The reason for this observation is not very clear. One posssible reason

could be related to excitonic effects which increase with the localization of the electronic

states in the considered material. We mention that similarly small scissors operators have

been found to bring the calcuations of e. in agreement with experiment [1]. Whereas the
partial inclusion of QP effects shifts the theoretical peaks towards position of experimental

ones.

CONCLUSIONS

In conclusion, we have studied the influence of local-field effects and exchange-correlation
corrections beyond RPA on the optical properties of column-IV materials in the framework
of an ab initio density-functional method. We find that (i) these effects do not shift the

prominent peak positions in ImcM(w) and that (ii) the agreement of theory and experiment
remains still insufficient after inclusion of these effects. We found a weakly pronounced
chemical trend. With rising electron localization the influence of LF and XC decreases
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slightly. The influence of quasiparticle corrections is also checked taking into account wave-
vector- and band-index-dependent self-energy shifts. We observe an obvious remarkable
overestimation of these shifts. In order to bring theoretical absorption spectra also closer
together with measured lineshapes we suggest that excitonic effects have to be also included
in the ab initio calculations.
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PHOTOLUMINESCENCE PROPERTIES OF CVD DIAMOND EXCITED
BY ULTRA-VIOLET SYNCHROTRON RADIATION

Jaihyung Won, Akimitsu Hatta, Toshimichi Ito, Takatomo Sasaki. and Akio Hiraki
Department of Electrical engineering, Osaka University, 2-1 Yamada-oka, Suita, Osaka 565,
Japan

ABSTRACT

Photoluminescence (PL) properties of microwave-assisted chemical-vapor- deposition
(CVD) diamond have been studied using ultraviolet synchrotron radiation. The defect-related
5RL PL feature, which was not detected in cathodoluminescence (CL), was observed for both
undoped and boron-doped (200ppm) CVD diamond. The defect formation in the thin near-
surface layer is discussed in relation to dependence of PL spectra on incident photon energy. In
the case of boron-doped diamond, the boron-related peak was detected at 2.3eV while the
band-A feature was not observed at 2.9eV. PL excitation (PLE) spectra associated with these
emissions are also discussed in relation to absorption coefficients at energies above the band gap.

INTRODUCTION

Luminescence spectroscopy has been proven to be a sensitive technique for identification of
impurities and other defects in semiconducting materials. Luminescence induced by ultra-violet
radiation was used for many years in study of natural and synthetic diamonds [1]. The band
structure of the ideal diamond is well understood from a theoretical point of view [2,3]. Recently,
a number of works were conducted to characterize the growth process and to measure the
properties of chemical-vapor-deposition (CVD) diamond [4-7]. However, photoluminescence
(PL) experiments have been limited to measurements using excitation lights below the diamond
band-gap energy diamond (5.5eV) simply because high intensity and high-energy excitation
sources were not conventionally available.

In this work, low-temperature cathodoluminescence (CL) and PL were used to investigate
radiative recombination processes in undoped and boron-doped CVD diamonds since both PL
and CL are techniques sensitive to the near surface region of diamond. Because of large diamond
absorption of excitation lights in the direct-transition energy range (>7.0eV) [8], PL can be used
for characterization of defect formation in the thin near surface layer as well as for study of
diamond band structure using excitation spectra.

EXPERIMENT

Diamond films were grown on p'-Si substrates by means of microwave plasma CVD method.
All the substrates used were subjected to ultrasonic pretreatment with diamond powders. The
source gas used in the growth experiment consisted of 100 sccm CO (10%)-H 2 (90%) mixture.
In order to dope boron into diamond films, H2 gas was replaced by B2H6-diluted H2 gas. The
growth conditions employed were as follows: total pressure 45 Torr, microwave power 250W
and substrate temperature 930'C. The concentration of boron dopant in the reaction gases,
estimated from boron-to-carbon (B/C) ratio , was 200 ppm in all the doping experiments. PL
measurements were carried out in a chamber with pressures below 108 Torr using synchrotron
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radiation from the 750-MeV storage ring located in the Institute for Molecular Science, Okazaki,
Japan. A toroidal-grating monochromator was used to select photon energy ranging from 6.0eV
to 13.8eV. For PL measurements a monochromator was used, with a photomultiplier tube
(PMT) and a focusing lens placed in front of the specimen. For CL measurements, a parabolic
mirror and a PMT were attached to a scanning electron microscope (SEM), and the electron-
beam acceleration voltage employed was 5keV. For both cases of PL and CL measurements the
specimens were cooled down to 83K using liquid nitrogen.

RESULTS AND DISCUSSION

CL spectra of undoped CVD diamond, as typically shown in Fig. I (a), contain a peak
centered at wavelength of 4250 A (2.9eV), called band A. Also free-exciton recombination
radiation peaks were detected, indicating good crystallinity of the undoped specimen [9]. In the
case of B-doped specimens, similar spectra were observed, except for boron-related feature
located around 2.3eV, as shown in Fig. I (b).

Undoped CVD diamond B-doped(200ppm)CVD diamond

CL acceleration energy:5keV 8o0t'• 60 •8 001- tCLaccelerationenry5e

s energy-.5iev
,d.,600"0 

boron related
u6 u

400 e

200 
200

0 0-
200 300 400 500 600 7O0 800 200 300 400 000 600 700 00

Wavelength(nm) Wavelength(nm)

Fig. 1. Typical cathodoluminescence (CL) spectra of(a) undoped and (b) B-doped CVD diamond.
The acceleration voltage used was 5kV.

In order to study the diamond properties in the near surface layers, 5-keV incident electrons
was employed in the present CL measurements. The penetration depth L (plm) of the electrons
used is estimated to be 3400 A in diamond, using the following formula:

L=0.018 X V18 25, (1)

where V is the acceleration voltage in keV [10].
PL spectra of the undoped and boron-doped CVD diamonds are shown in Figs. 2(a) and 2(b),

respectively. The photon energy of incident light used was 11.3 eV. The PL spectrum of
undoped specimen has two relatively broad peaks (Fig. 2(a)). One is the same band-A peak as in
the case of CL spectra. The other peak, called the 5RL center, suggests the presence of intrinsic
defects in the undoped diamond [11-14]. The 5RL center contains four narrow peaks located at
every 0.234eV. On the other hand, the 5RL center was not observed in the 5-keV CL spectra as
in the ordinary case. We found that the 5RL center appears in the CL spectra only when intrinsic
defects are induced by ion implantation or high energy electron radiation. For example, Fig. 3
shows a typical CL spectrum of undoped CVD diamond after 4He 2' ion implantation. It can be
compared to PL with the defect-related feature.
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Fig. 2 Photoluminescence (PL) spectra of (a) undopcd and (b) boron doped CVD diamonds, respectively. The
incident photon energy was 11.3eV.

In the case of B-doped CVD diamond (Fig. 2(b)), the intrinsic-defect peak was observed
together with the B-related peak (2.3eV) [15] while band-A (2.9eV) was not observed.

In the PL spectroscopy, the effect of light absorption must be considered. The light
absorption coefficient p is 2.5 X 106 cm1 at a photon energy of 11.3eV [8]. Thus, since the
intensity of the incident light, I, at depth X, from the surface is represented by the equation.

I = I0 e (2)

where I0 is the incident intensity, the penetration depth X, defined as /Pi, is estimated to be
X=40 A. From the above experimental results follows that the surface region of CVD diamond
contains substantially higher density of the intrinsic defects than the bulk region of that does.

S25(0 '

200- Undoped CVD diamond

after He beam irradiation

ISO

".E 10*

-

50

So 30o 400 500 5o0 700 800
Wavelength(nm)

Fig. 3. The intrinsic defect-related 5RL feature is induced in cathodoluminescence (CL) after 2.1-MeV 4He2+ ion
irradiation.
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Fig. 4 (a)- (d). Photoluminescence (PL) spectra of the B-doped diamonds measured for different incident photon
energies. With increasing photon energy the 5RL peak located at 2750k becomes dominant.

In the case of B-doped diamond (Fig. 2 (b)), slightly higher amount of intrinsic defects,
compared to the case of undoped sample, was observed for the same incident photon energy.
This is probably because of boron incorporation.

Various spectra of the B-doped diamonds were measured at different energies of incident light
(Fig. 4(a) - Fig. 4(d)). At low incident photon energy of 6.0eV, the band-A feature was not
observed as shown in Fig. 4(a), while was observed in the corresponding CL spectra using 5-
keV incident electrons which can penetrate to a depth of 3,400A from the surface. For the
incident photons of 6.0eV having [I of IX104 cm] [16], the photon penetration depth X is io,ooo0 .
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Fig. 5 Photoluminescence excitation spectra for (a) band-A (4250 A) of undoped CVD and (b) B-related
excitation (4950 A) of B-doped CVD diamond. Sharp intense peaks in (a) and (b) are due to excitation lights
passing through the monochrometer.

Similarly, X is estimated to be 2,5ooA using l of4x10 4 cm1 at 6.5eV (Fig. 4(b)) [16]. This leads
to the conclusion that the density of intrinsic defects related to the 5RL peak becomes larger in
shallower depth region below the specimen surface. Moreover, increase of photon energy
resulted in increase of the 5RL peak amplitude although the photon penetration depths estimated
are almost the same for 11.3-eV and 17.7-eV photons. This is because photo-excited high-
energy carriers may be more and less sensitive to the 5RL center and the B-related center,
respectively, probably due to difference in charge states between both centers.

One may wonder why the CL spectrum (Fig.l(b)) for the electron penetration depth
L=3,400A at 5keV obviously differs from the PL spectrum (Fig. 4(b)) for the photon penetration
depth X=2,500A at 6.5eV, although the penetration depths of the incident probing particles are
not very different. The reasons for this are that the creation of electron-hole pairs by the incident
particles takes place mainly near the deep region in the case of the electron excitation while it
occurs more in the shallower region in the case of the photon excitation, and that diffusion effect
of'the excited carriers is not important due to their short mean-free-paths in the CVD diamond.

In the measurements of PLE spectra, band-A (4250 A) signal was monitored as a function of
the incident light energy for undoped CVD diamond while the B-related peaks (4950 A) was
used for B-doped CVD diamond. The results were shown in Fig. 5 (a) and Fig 5 (b) for the
former and latter, respectively. Down and up arrows correspond to the energy edges for the
onsets of the indirect and direct transitions in diamond. In both Fig. 5 (a) and Fig. 5 (b) the
indirect transition edge of diamond band structure can be clearly seen at 5.5 eV, while the direct
transition edge appears as dip at 7.2 eV. In the PLE case, one should also consider the energy-
dependent absorption effect of the incident light, although the PLE spectra partly reflect the joint
density-of-states (JDOS) of the specimen. In other words, the signals are reduced more at higher
photon energies due to lager absorption effect. Therefore, the observed peaks in the PLE spectra
may not corresponds to the peaks of JDOS.

Presented experimental results indicate that both the band-A and boron-related centers in PL
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spectra can trap conduction electrons and holes created in the conduction and balance band,
respectively, and give light emissions.

CONCLUSION

Unlike CL spectra, PL spectra exhibit increase in the amplitude of the defect-related 5RL
peak with increasing excitation photon energies above the diamond band gap. PL spectra using
above-band-gap light are more suitable for characterization of optical physics in thin near surface
layer than CL spectra because the former is more sensitive to the shallower region while the
latter probe mainly the region near the penetration depth. Thus, we have found that B-doped
CVD specimens contain substantial amounts of intrinsic defects in the specimen subsurface.

Photoluminescence excitation spectra associated with the band A or B-related peak can
provide the absorption edges for the direct and indirect transitions of diamond.

ACKNOWLEDGEMENTS

The authors wish to thank H.Yagyu, H.Makita, H.Yagi, N.Jiang, S.Sonoda, and K.Ogawa
for their assistance.

This work was supported partly by Joint Studies Program (1995-1996) of the Institute for
Molecular Science and partly by a Grant-in-Aid for Scientific Research from the Ministry of
Education, Science, Sports and Culture of Japan.

REFERENCES

[1] P.J.Dean and J.C. Male, J. Phys. Chem. Solids, 25, 1369 (1964).
[2] L.Kleinman and J. C. Phillips, Phys. Rev. 116, 880 (1959); F. Herman, idid. 93, 1214 (1954).
[3] L.Kleinman and J. C. Phillips, Phys. Rev. 117, 406 (1960).
[4] M.Kamo, Y.Sato, and A.T.Collins, SPIE-Diamond Opt. 111146, 180 (1989).
[5] A.T.Collins, M.Kamo, and Y.Sato, J. Mater. Res. 5, 2507 (1990).
[6] A.T.Collins, M.Kamo, and Y.Sato, J. Phys. Condens. Mater. 1, 4029 (1989).
[7] P.R.Chalker, in diamond and Diamond-like Films and Coatings, p. 12 7 (1990).
[8] H.R.Philipp and E.A.Taft, Phys. Rev. 127, 159 (1962).
[9] H.Kawarada, Y.Yokota, T.Sogi, H.Matsuyama, and A.Hiraki, SPIE Vol. 1325 Diamond

Optics III (1990).
[10] G.Davies, The Properties of Diamond. ed. J.E.Field (Academic press, London,1979)

Chap. 5.
[11] J.Mazzaschi, J.C.Brabant, M.Brousseau, and F.Viollot, Rev. Phys. Allp. 15, 9 (1980).
[12] A.T.Collins and P.M.Spear, J.Phys. C. 19, 6845 (1986).
[13] A.T.Collins, G.Davies, H.Kanda, and G.S.Woods, J. Phys. C1363 (1988).
[14] J.Ruan and W.J.Choyke, J. Appl. Phys. 69, 9, (1991).
[15] J.Ruan, K.Koba, and W.J.Choyke, Appl. Phys. Letters 60, 22 (1992).
[16] L.H.Robins, E.N.Farabaugh and Albert Feldman, Diamond Films and Tech. 5, 4,199 (1995)

722



SURFACE CHEMICAL EFFECTS ON THE OPTICAL PROPERTIES OF THIN
NANOCRYSTALLINE DIAMOND FILMS.

A.V. KHOMICH, V.I. POLYAKOV, P.I. PEROV, V.P. VARNIN*,I.G. TEREMETSKAYA*,
V.G. BALAKIREV**, and E.D. OBRAZTSOVA***

Institute of Radio Eng. & Electronics, RAS, Moscow, Russia, vipl97@ire2l6.msk.su
* Institute of Physical Chemistry, RAS, Moscow, Russia

** Institute SMS, Aleksandrov, Vladimirskaya obl.,Russia
***General Physics Institute, RAS, 117942 MoscowRussia

ABSTRACT

The effect of annealing in air on internal structure and optical properties of hot filament CVD
nanocrystalline diamond films was investigated. Oxidation of the films lead to selective removal
of intercrystallite layers with formation of highly porous structure with characteristic dimensions
of several nanometers. Dramatic changes in optical transmission and Raman spectra were also
observed. The origin of the two Raman spectrum maxima at 1140 and 500 cm 1 is discussed.
Hydrogen absorption and desorption processes in porous diamond were studied.

INTRODUCTION

For many applications, thin diamond films with the thickness in the range from about tenths to
several microns can be useful. Optical applications require both low absorption and low surface
scattering of light in diamond films. The optical losses due to the absorption and due to growth
surface light scattering in such samples are low due to small thickness of the films. Thin CVD
diamond films can have some other applications for electronic devices, such as light-to-
electricity converters [1], UV-photodetectors and cold emitter devices [2], therefore it is
important to understand the surface structure of CVD diamond films.

The post-deposition treatments of CVD diamond films at elevated temperatures are a valuable
tool for both modification of their electrical, optical, and photoelectric properties, and
investigating the film structure, the thermal stability and for obtaining information about the
location of structure defects and impurities. The time-dependent oxygen etching behavior of the
structure, Raman and photoluminescence spectra for the differently prepared microcrystalline
diamond films were investigated in detail in [3] (see also references herein). In this paper we
explore this method for so called "nanocrystalline" diamond films and present the results of an
investigation of the hot filament (HF) CVD nanocrystalline diamond film's internal structure and
optical properties as influenced by the different post-deposition treatments.

EXPERIMENT

The diamond films with thickness varied from 0.5 to 20 gm were grown on silicon substrates
by hot filament (HF) CVD from mixtures of hydrogen and methane (or acetone). Ultrafine
diamond powder of 5 nm average particle size was used for Si substrate pre-treatment in
ultrasonic bath with the powder suspension in alcohol-acetone-water mixture. This enabled us to
increase the diamond nucleation density on the Si surface up to 10 10 cm-2.

Optical spectroscopy measurements were carried out using an IR and UV-VIS "Specord"
spectrometers with a range's 0.185-0.9 Vm and 2.5-50 gim. The films were examined also with
Raman spectroscopy (488 nm excitation wavelength, 2 pim laser beam spot size). The annealing
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and oxidation experiments were performed at 450 - 800 C (for 0.5 or 1.0 hour for each
temperature) in air, nitrogen or hydrogen atmosphere respectively. The same samples were
examined by Raman and optical spectroscopy and by electron microscopic study as well.

RESULTS

Optical properties.

For all the as-grown films, the transmission in the middle and far IR was consistent with the
value expected for a film with a smooth surface (with root mean square surface roughness
ranging from 20 to 150 in) and refractive index of 2.35-2.37. The spectra of nanocrystalline
diamond films were close to that of the type lba diamonds with the extra absorption near the
indirect band edge in the UV-VIS and in the defect-induced one-phonon diamond band in IR.
The concentration of carbon-hydrogen groups in our films was of the order of 1-2 %, as
estimated from the integral intensity of the corresponding stretch mode in IR absorption spectra,
where three sharp components are seen at 2920 cm-1, 2850 cm-1 and at 2836 cm- 1. The peak
frequencies and shapes of two higher components are quite close to the well-known spectrum of
CH 2-groups (antisymmetric and symmetric stretches) involving sp 3-bonded carbon in a-C:H and
CVD diamond films. Deconvolution of this band shows also the presence of CH 3 and CH sp 3-
groups. The interpretation of the nature of the absorption band with the peak at near 2836 cm-1

(which dominates in the CHx spectra of 10-20 gim thick nanocrystalline films) is less obvious.
This band was never observed in the IR spectra of diamond-like carbon films, so it should
originate from hydrogen at diamond grain surfaces or associated with crystal structure defects.
Some authors assigned this band to hydrogen located at (111) diamond grain surfaces, while
others assigned this strong C-H stretch band to nitrogen incorporation in CVD diamond films.
We analyzed UV-vis spectra and IR one-phonon defect-induced band in films under study and
calculated the maximum possible nitrogen content, like in [4], which occured to be several times
lower, than the concentration of the centers, responsible for the 2836 cm 1 band. Therefore the
incorporation of nitrogen alone cannot be responsible for the whole 2836 cm' band in our films.

The oxidation in air of diamond films at 590-630 C resulted in gradually decreasing of the
diamond film's transmission in the whole spectral range except for the far JR [5]. At these and
higher temperatures, oxygen etching results in selective, non-uniform removal of the film
material at near surface regions, which leads to formation of surface porosity and hence to
increased surface and bulk light scattering. During this stage of oxidation, hydrogen begins to
leave the diamond films. As a result, the dangling carbon bonds are occupied by oxygen forming
C=O and C-O-C groups, which were registrated in the IR spectra. At the temperatures higher
than 630 C the most of the non-diamond carbon is removed from samples investigated and the
remaining diamond crystallites in the film structure are attacked by the oxygen. During the
annealing in air at such temperatures, oxygen removes not only non-diamond carbon, but
diamond with high density of defects also, which results in the significant reducing of the
absorption near the band gap edge region. The absorption bands due to CHx -groups and defect-
induced one-phonon band almost disappears after the oxidation at these temperatures [5].

The interference fringes were well observed as before as after oxidation at as high
temperatures as 650 C indicating that the surface of the film remained sufficiently smooth. It is
noteworthy that the mean transmission of diamond film windows in the far IR grew from 70%
up to 85-92 % as a result of oxidation, and the effective refractive index decreased down to 1.5-
1.7. We used an effective medium approximation to model the optical constants of such
oxidized films, in which we assume that the film is composite heterogeneous medium consisting
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of diamond and void components. A calculation of the dielectric functions based on this model
showed that the volume fraction of the diamond in such porous films lowered down to 60-40 %
[51, in agreement with the estimations of the electron microscopy observations.

Nanocrystalline film's structure

The fractographic and transmission electron diffraction study showed that as grown
nanocrystalline diamond films consisted of separate dense, without visible voids and sharp
interfaces, 100 - 200 nm size bodies (Fig. 1, a) that turned out to be in some cases the single
crystals built with 10 - 15 nm blocks, but mainly - polycrystalline conglomerates. The stacking
faults and twin's interfaces were seen in some crystallites. Along the <111> plane, the
superperiodic structure was observed with 1 - 1.5 nm period. Defect-free regions in the diamond
single crystals were about 10 nm in size.

After oxidation in air at 530 C the surface morphology of the film became more distinct, some
particles with sizes of 30 - 50 nm were seen. The internal structure of the films did not suffer any
visible changes. The structure was changed, however, by oxidation at 627 C. Polycrystalline
conglomerates with the same electron diffraction image as in as-grown films, appear as broom-
like units (Fig. 1, b) consisting of stacks of highly flattened crystallites with maximum linear size
of about 10 nm. We consider that the visualization of the separate crystallites became possible
due to the oxidation removal of intercrystallite layers with the same electron-optical properties
as for the crystallite themselves.

Raman spectra

The Raman spectrum of as-deposited diamond films (Fig.2) consisted of the bands of sp 3-

bonded and sp2-bonded carbon phases. The narrow weak band with maximum near 1332 cm-t
belonged to the well-crystallized diamond phase. The wide bands at 1350 and 1580 cm-1 are
known for the nanocrystalline (glassy) carbon. The questionable features are the wide bands near
1140 and 1500 cm-1. This bands are usually absent in the micron-size polycrystalline diamond
film, so they are often called as the "fingerprint" of fine-grained diamond films. The position of
the wide band at 1140 cm-1 coincided with the maximum of TO-like phonon diamond band. An
additional wide Raman mode at 500 cm-1 (in the range of the acoustical phonons of diamond)
also was observed. The appearance of two bands in Raman spectra (with maxims at 500 cm-1

and at 1140 cm- 1) appropriate to amorphous diamond, indicates the presence of a ultrafine-
grained (or even amorphous) diamond phase with the characteristic dimension less than 5 nm,
for which all the density of one-phonon states of diamond is displayed [6].

We have observed a non-monotonous modification of the Raman spectrum with the annealing
temperature. For the temperatures lower than 620 C the only change is a minor intensity
decrease of all spectral bands. For higher temperatures the trace of a "nanodiamond" phase (at
1140 cm-1) has disappeared abruptly, while the peak of a well-crystallized diamond has become
more pronounced and its contribution increased with respect to that of the graphite bands. Such
type of a behavior may be interpreted as removing of the ultrafine-grained diamond phase.
Indirectly it may clarify the position of that phase in the bulk of the film. The IR measurements
indicate the spreading of the etching process from the surface to the bulk of the sample at
temperatures exceeding 620 C. Since the intensity of the signal of a well- crystallized diamond
begins to increase at this temperature, it is plausible to suppose that the coarse diamond grains
remain unchanged, while the intergrain phase is removed. It corresponds argument in favor of
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Fig. 2. Raman spectrum transformations due to sequential oxidations of diamond film.

situating nanodispersive phase in the intergrain space, where this phase is stabilized by
mechanical stresses. The indirect confirmation of these stresses existence is the high-frequency
shift of the fundamental mode of the coarser-grained crystallites, while after oxidation this mode
has returned to the value characteristic to the well-crystallized diamond. The annealing of as-
grown films in high-purity nitrogen at 650 C didn't influence on Raman, IR and UV-visible
spectra. The annealing of oxidized porous films in hydrogen at 850 C during 30 minutes restores
the CHx stretching bands, while the Raman spectra remained unchanged and the 1140 cm- 1

Raman band didn't appear. This rules out the possibility that this band is caused by C-H groups.
The same conclusions were done in [7], where the excitation energy dependencies of the Raman
1140 cm-1 and 1470 cm-1 peaks were study. The apparent frequency down-shift observed when
the incident photon energy increased. This shift is opposite to the up-shift reported for polymeric
chains like polyenes or transpolyacetylene. It seems that this band in nanocrystalline diamond
films is connected with the nondiamond carbon phase (with the same electron-optical properties
as for the diamond), which located between the highly flattened diamond crystallites.

Activated diamond (?)

It is well known that activated carbon possess high capture capability in respect to many of
gases and liquids. This effect originates mainly from high surface area of activated carbon.
Analogous effect was observed in present work for another substance with highly developed
surface - porous diamond films described above. We observed the long-time processes of the sp 3

CHx bond concentration growth in such porous samples during their storage in air after the
oxidation treatment. Characteristic time of these processes was about hundreds of hours, that
evidenced probably in favor of multi-step surface chemical processes. The theoretical study of
the energetics of (100) diamond surfaces showed, that the surfaces covered by hydroxyl groups
were determined to have the lowest potential energy [8], so adsorption of the water vapor is one
of possible mechanisms for CHI, -bond formation. The total content of CHx bonds after long
storage prevailed the content of these bonds in the as-grown film by several times. The CHx-
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stretching band shape differed significantly from one for the as-grown films due to higher part of
the sp3 CH 3- groups and to the absence of 2836 cm-I band. The decrease of CH,-bands' intensity
during the heating sample in air began at 150-180 C and heating up to 250-280 C was sufficient
to remove all the adsorbed hydrogen. The dehydrogenation processes via oxygen molecules of
hydrogenated diamond powder surfaces occurred at higher temperatures (300-380 C) [9], while
for samples under study these temperatures are closed to that for diamond-like films. The growth
of CHx-stretching band didn't lead to any changes of the Raman spectra of the films under study.

CONCLUSION
It was shown that as grown nanocrystalline diamond films consisted of separate dense, without

visible voids and sharp interfaces, 100 - 200 nm size bodies. After oxidation in air at 627 C,
polycrystalline conglomerates with the same electron diffraction image as in as-grown films,
were transformed into broom-like units consisting of stacks of highly flattened crystallites with
maximum linear size about 10 nm due to the oxidation removal of intercrystallite layers with the
same electron-optical properties as for the crystallite themselves. These layers consisted of the
amorphous diamond phase, that appeared in Raman spectra as wide bands at 500 and 1140 cm'.
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ABSTRACT

6H silicon carbide (SiC) substrates were implanted with nitrogen and aluminum at
different doses and annealed in the temperature range from 1300'C-1700'C. Micro-Raman
Spectroscopy (p-RS) measurements were performed in two sample geometries (conventional
plane-view and cross-sectional). Changes of the polytype from 6H- to a cubic (SiC)x.×(A1N)x and
influences in the 6H-SiC wafer up to depths of 2[tm were detected. The results obtained by cross-
sectional pi-RS are discussed in comparison to other results from Reflection High Electron Energy
Diffraction (RHEED), Rutherford Backscattering (RBS), Auger Electron Spectroscopy (AES),
Transmission Electron Microscopy (TEM), and Positron Annihilation Spectroscopy (PAS)
measurements.

INTRODUCTION

Wide band semiconductors such as SiC and AIN as well as solid solutions of both
compounds recently attracted growing attention due to their excellent physical and chemical
properties [1]. Many polytype structures of these compounds, which have different band gap
energies, are known. Therefore, a band gap tailoring should be possible in a wide energy range
(3C-SiC: 2.4eV, 2H-AIN: 6.2eV) by variation of the AIN content in the solid solution
(SiC)l.,(AlN)x. An open question is which kind of polytype is formed after ion beam synthesis of
(SiC)Ix(AN)x layers in 6H-SiC. Raman Spectroscopy (RS) is a widely used investigation
technique for SiC to distinguish between the polytypes of SiC [2,3]. In order to improve the
lateral resolution a microscope is used to obtain focus diameters of about 1 pm (Micro-RS = g-
RS). A cross-sectional geometry was chosen to provide additional depth-resolved information
about sample parameters, e.g. stress, crystallinity, buried layers, polytype variations, etc [4,5]. In
this paper the detection of polytype transitions in the region of (SiC)ax(AIN), formation by cross-
section V-RS is demonstrated.

EXPERIMENT

The samples used in this investigation were produced by co-implantation of aluminum (Al)
and nitrogen (N) into CREE Research Inc. 6H-SiC (0001) wafers. To produce buried
(SiC)lx(AlN)x layers with compositions of about x=0.04 and x=0.20 the following implantation
sequences were carried out at room temperature: (i) 100keV Al' (1. 1016cm 2), 160keV AIl
(2.5 1016cm 2), 65keV N' (1.1016cm 2), 120keV N' (2.5 1016cm 2); (ii) as (i) but with fluences 5
times higher. After the implantation procedure an annealing procedure in the temperature range
from 1300'C to 1700'C were carried out to recrystallize the implanted samples. For further
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details on the implantation procedure, the TRIM simulations used to determine the implantation
profile, and the sample preparation see Ref [6].

The Raman spectra were measured at room temperature in the spectral range from 100 to
1 100cm-1 using a Dilor XY Raman spectrometer equipped with a CCD camera for multichannel
detection, an optical microscope providing a laser beam focus diameter of about 1lm, and an
automated x-y-stage with a minimum step width of 100nm. All measurements shown in this paper
were taken using the 2,47eV (501.7nm) Ar+ line. The laser power on the sample surface was
approximately 5mW and the monochromator slits were set for a spectral resolution of 2.5cm-' as
measured by the full width at half maximum (FWHM) of the Rayleigh scattered light. In a
conventional plane-view sample geometry spectra were taken in the virgin as well as in the
implanted regions of as-implanted and of annealed samples. According to the selection rules the
overlapping structures of the 3C-SiC transversal optical (TO) phonon and the 6H-SiC El(TO)
phonon can be distinguished [3]. For that purpose a polarisation configuration -z(yx)z with
x=[1-100], y=[11-20], and z=[0001] was chosen. Thereafter one-dimensional scans in steps of
100nm were taken in the cross-sectional sample geometry. These cross-sectional scans were taken
for all three types of samples with a polarisation configuration of -x(zy,zy)x.

A subsequent fitting of each single spectrum with lorentzian lineshapes provides the
phonon parameters, i.e. intensity, FWHIvM, and frequency position, depending on the location of
the laser beam focus. Using a convolution of a gaussian lineshape representing the laser beam in
the sample and several box functions - describing the distinct layers in the sample heterostructure
- the variation of the phonon parameters can be simulated. The simulations are sensitive to the
FWHVM of the laser beam. A value of&1.6ptm was determined by the simulation of several scans
across a vacuum/virgin 6H-SiC wafer interface. A more detailed description of the sample
geometries used and the fitting and simulation procedure is given in Refs. [4,5]

RESULTS

Plane-View Configuration

Typical Raman spectra taken in the plane-view geometry are displayed in Fig. 1 with
part a) the spectrum of a virgin 6H-SiC wafer, b) two spectra of as-implanted samples with a low
and a high dose implantation, and c) the spectra of the samples implanted with two different doses
and annealed at three different temperatures. Considering the spectrum of the virgin sample
(Fig. la)) all phonon features allowed in the chosen polarisation configuration can be observed:
The TO phonon E2 (768,Ocm-1), E2 (789,0cm 1), and the longitudinal optical (LO) phonon A,
(967,5cm- 1). In contrast to the selection rules an additional weak structure can be observed at
795,5cm' (El (TO)). This is related to the large aperture of the objective lense resulting in a
partial lifting of the selection rules.

In Fig. 1b) only very weak (low dose) or no sharp phonon features (high dose) are
observable while two broad bands appear at about 500cm 1 and 750cm1 . An additional broad
structure appearing at about 1250cm-1 is not displayed. These changes can be explained by an
amorphization of the 6H-SiC in the surface region and a strongly reduced light penetration depth.
The broad features appearing in the spectra of 1b) are correlated to Si-Si/Si-Al/Si-N (•500cm'),
Si-C/Al-N (0750cmn'), and C-C/C-N vibrations (1250cm-) in the amorphous layer [7]. As the
amorphous layers have similar thicknesses for low and high dose implantation (see Ref [8]) the
different light penetration depths are likely to be related to a difference in the density of the
amorphous layers.
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Considering the spectra in Fig. ic) only minor differences of the phonon intensities
between the spectra of samples annealed at different temperatures are visible. In addition the
spectra are similar to that in Fig. la). This can be explained with a high transparency of the
recrystallized material. As a result the changes in the (SiC)10(AIN), region can not be
distinguished and cross-sectional one-dimensional scans were performed to get more information
about the implanted layers.

Cross-section Configuration

In contrast to the plane-view geometry the scattering volume in high transparent materials
can be enhanced using the cross-sectional geometry. Considering an implanted layer thickness of
300nm, a laser beam focus diameter of 1.6gm, and a penetration depth of about 500gtm an
enhancement factor of about 150 for the detection of the implanted layer can be estimated.

Fig. 2 displays the cross-sectional micro-Raman scan taken in steps of 100nm in a 3D
representation of a low dose implanted samples annealed at 1300'C (left hand side). The spectra
in the front display zero signal due to the laser beam being entirely in the ambient atmosphere
while the rear spectra are taken in the unaffected 6H-SiC wafer. At the right hand side the
intensity of the three phonon features appearing in the 3D plot are given: AI(TO)+E 2(TO) (up
triangles), E2(TO) (circles), and the superposition of the E1(TO) 6H-SiC and TO 3C-SiC (down
triangles). The straight lines give the simulation obtained using a model for the distinct layers in
the 6H-SiC wafer produced by the implantation and the following recrystallization. Since the
A1(TO)+E 2(TO) (up triangles) and the E2(TO) phonon (circles) only stem from the 6H-SiC their
phonon intensity variation was used to examine the 6H-SiC content in implanted sample. In order
to obtain any cubic content, e.g. 3C-SiC, the resulting simulated intensity variation of the El(TO)
was substracted from the measurement. The resulting variation (given by the diamonds) can be
related to the implanted layer (SiC)1 .(AIN),.

Fig.3 displays the intensity variations depending on the laser beam position obtained from
scans across low dose (left part) and high dose (right part) implanted samples annealed at
temperatures between 1300'C and 1700'C. Considering the low dose implanted sample set the
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Fig. 2: Left: 3D representation of the cross-sectional scan across a low dose implanted sample
annealed at 1300'C in steps of 100nm. Right: Intensity variation of the various phonon contributions
obtained from the curve fitting of the individual spectra.

intensity variation of the sample annealed at 1300'C can be simulated using four subsequent
6H-SiC layers. In view of their different participation in the intensity variation these layers can be
interpreted as 6H-SiC with different defect densities with no cubic content.

The assumption of a high defect density in the top 6H-SiC layer and a subsequent
reduction for the deeper layers is corroborated by the high background intensity as well as by the
enlarged FWvHM of the phonon structures near the surface which can be seen in the 3D plot in
Fig.2. The FWHIMs are decreasing with increasing distance from the surface indicating a
decreasing defect density to a value of 2.9cm' in the bulk typical for single crystals. Y. Sasaki et
aL. [8] determined the FWHIIM in dependence of the correlation length in small SiC particles.
Using their results the correlation length in the SiC increases from lnm in the top layer to _>50nm
in two subsequent layers. Such a layered system, namely top layer/two intermediate layers/bulk
was found to be appropriate to simulate the ion implantation induced modification of the 6H-SiC
crystals.

Thicknesses of 120nm for the top layer and about 950nm and 630nm for the intermediate
layers were evaluated by the simulations. In the case of 1500'C and 1700'C the thicknesses are
100nm/870nmn/900nm and 20nm/700nm/l200nm, respectively. Obviously for the last two cases a
cubic content due to the implanted layer can be observed. The shaded bar gives the region in
which this implanted layer is located. For the sample annealed at 1500'C a thickness of -300nm
starting in a distance of about 11 Onm from the surface and for the 1700'C sample a thickness ol
ý.330nm starting in a depth of about 20nm were estimated. The thicknesses and positions of th(
implanted layer correspond to results obtained by Reflection High Electron Energy Diffractior
(RHEED), Rutherford Backscattering (RBS), Auger Electron Spectroscopy (AES), and
Transmission Electron Microscopy (TEM) but are somewhat larger [6,9-11]. This point is still
under investigation. In addition the modified depth in the 6H-SiC wafers up to ý2prm is in contrast
to the findings of these methods. On the other hand, results obtained by Positron Annihilation
Spectroscopy for Ge' implanted 6H-SiC reveal modifications up to depths of 2.5pm correlated to
vacancies [12].
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For the high dose implanted samples similar results were obtained: 190nm/870nm/860nm
(1 300°C), 110Onm/5 1Onm/1250nm (1 5000 C), and 20nm/350nm/1 540nm (1 700°C), respectively.
As in the case of low dose implantation for the 1300°C sample no cubic content is detectable in
contrast to RHEED and TEM investigations (see Ref. [9-11]) while for the 1 500°C and the
1700°C samples implanted layers with thicknesses of •290nm and •330nm starting in depths of
about l30nm and 50nm from the surface, respectively, were detected. This can be explained by a
high defect density in the implanted 6H-SiC as well as in the transformed regions. Further
investigation are necessary for an improvement for the cubic content detection.

For the interpretation of the phonon parameter variation one has to take into account that
the assumption of distinct layers is a simplification because of the gradual implantation profiles
[6]. In spite of this simplification the model discribes the measured variations quite well.

CONCLUSION

Micro-Raman Spectroscopy in plane-view as well as in a cross-section sample geometry
was used to investigate 6H-SiC wafers low dose and high dose implanted and subsequently
annealed at temperatures between 1300°C and 1700°C. In contrast to the plane-view sample
geometry one-dimensional scans across the sample heterostructure in the cross-sectional sample
geometry yield information about the polytype formation in the (SiC)px×(A1N)x layers in
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dependence on the annealing temperature. A layered system, namely top layer/two intermediate
layers/bulk was found to sufficiently describe the measured phonon intensity variations. The non-
porportional intensity increase of the El(TO) 6H-SiC phonon mode superimposed by the TO 3C-
SiC phonon mode can be attributed to the formation of the 3C polytype in the implanted region
near the surface.
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ABSTRACT

Photoreflectance was used to study the optical properties of single crystal hexagonal GaN
film on (0001) sapphire substrate grown by metalorganic chemical vapor deposition. The
energy gap of GaN was determined as 3.400 eV, and the possible origin of the PR signal
was attributed to the modulation of the surface field and lineshape broadening of defects.
Optical absorption and cathodoluminescence of the GaN sample were measured, and the
optical absorption edge of 3.39 eV and the cathodoluminescence emission peak of 3.461 eV
at low temperature (15.6K) confirmed the results of Photoreflectance.

INTRODUCTION

Recently, GaN-based Ill-V nitride semiconductors attract extensive attention for their
potential device applications[1,2]. Among them, gallium nitride (GaN) is one of the most
interesting materials which have a wurtzite structure in natural form, and have a wide direct
band gap, which provides efficient radiation recombination. The attractive optical
properties, together with the outstanding thermal and chemical stability of GaN, make it
not only ideally suitable for fabricating the light emitting diodes and detectors operating in
the blue and ultraviolet wavelength range, but also for application at high temperature and
in hostile environments[3,4]. For most optoelectronic applications, the optical properties
of GaN film is the key factor to influence the features of devices. Many studies have been
performed on the theoretical calculation of the energy band structures of GaN, and on the
experimental characterization of its optical properties. The energy gap of hexagonal GaN
at room temperature was determined as -3.4 eV experimentally, while the theoretical
calculation values ranged from 2.3 to 3.6 eV[5,6]. However, most experimental studies were
still concentrated on the photoluminescence (PL) and absorption of GaN[7-9]. Currently,
with the substantial improvement in epitaxy growth technology, high quality GaN films on
sapphire have been fabricated by metalorganic chemical vapor deposition (MOCVD)[3,7],
vapor-phase epitaxy (VPE)[10] and molecular-beam epitaxy (MBE)[8]. This makes it
possible to use additional optical characterization techniques, such as photoreflectance
(PR)[10], to study the optical properties of GaN. The derivative nature of PR suppresses
uninteresting background effects and emphasizes structure localized in the energy region
of interband transitions at critical points. The high sensitivity of PR even at room
temperature and nondestructivity make it a powerful tool to study and characterize
semiconductor energy band structures.

In this paper, photoreflectance was used to study the optical properties near the bandgap
of hexagonal GaN. The energy band gap of hexagonal GaN was determined as 3.39 and
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3.400 eV by optical transmission and photoreflectance respectively, and
cathodoluminescence (CL) was measured to interpret the results of PR. Moreover, the
possible origin of the PR signal was discussed and attributed to the modulation of the
surface field and lineshape broadening of defects.

EXPERIMENTS
The GaN sample used in this work was

2000 -- a nominally undoped single-crystal film
which was grown on (0001) sapphire
substrate with an AIN buffer layer by

1500 GaN (0002) MOCVD. The Ga, Al (for the buffer layer)
jl and N source gases were trimethylgallium

(TMGa), trimethylaluminum (TMAI), and
S1000 ,ammonia (NH3), respectively. H2 was used

"* as carrier gas. The thin AIN buffer layer
G&K (0004) with a thickness of 50 nm was deposited at

500 AIN (0002) 550°C and followed by the growth of GaN

at 720'C. The growth rate of GaN was
0 40 ' 0 about 1gm/hour, and all samples were

26 30 36 40 45 50 55 e0 57 75 a unintentionally n-type doped. The X-ray
Degree (29 ) diffraction (shown in Fig.1) confirmed high

quality of the single crystal of the GaN
epitaxial film, and the lattice constants in

Fig.1 X-ray diffraction spectrum of the the direction of c-axis were 0.5188 and
GaN film grown by MOCVD. 0.4948 nm for GaN and AMN, respectively.

Further studies showed that the full width
at half-maximum (FWHM) of the (0002) GaN diffraction peak determined from the
rocking curves of X-ray double-crystal diffractometer 0/20 scan was less than 170".

The optical experiments, such as optical absorption, optical reflectivity and PR, were
performed at room temperature on a self-developed optical measurement system controlled
by a computer[11]. In the case of PR measurement, an air-cooled 500W Xe lamp filtered
by a monochromator with a 2400 lines/mm grating, was used as the probe beam. The
modulating beam came from the 488 nm line of a 50 mW Ar÷ laser mechanically chopped
at 20 Hz. The light was detected by a photomultiplier, before which another
monochromator was used to filter the modulating beam. The output was fed into an EG&G
lock-in amplifier. The data were collected and stored in the computer, which also controlled
the scan speed of the monochromator.

RESULTS AND DISCUSSIONS

Fig. 2 showed a typical PR spectrum of single crystal GaN on sapphire substrate at room
temperature. According to the equation

AR /R = Re A I--n iI (E - Et - iF )-r (1)

we fitted the experimental curve by changing the values of the amplitude A, the linewidth
r, the phase 0, and the transition energy Eg. The exponent n was fixed at the value of 2.5,
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which is often used for band to band transition in the bulk samples[12]. Thus we obtained
the Eg of 3.400 eV and the linewidth of 0.124 eV. This is well agreed the reflectivity peak
of 3.30 eV in the optical reflection spectrum of the GaN sample measured at room
temperature, which is the shortest band-to-band transition of E0: F6 -IF7 in GaN, named the
fundamental energy gap transition.

The lineshape of PR is a direct result of the phase value in Eq.(1), but embodying
physical mechanism. Giordana et al. observed a predominant feature below the band gap,
which they thought, was the contribution of the interface states. To clarify this confusion,
we performed optical absorption and cathodoluminescence measurements.

1.5 , , - , - 1.0 , , , , , , , ,

- exp. curve 0.8
-.0 fit curve

'- 0.6
o

"" 0.5 E
1 0.4

I-
0.0

0.2

-0.5 0.0 . ......

3.0 3.1 3.2 3.3 3.4 3.5 3.6 2 4 58 10 12 14 16 18 20

Energy (eV) Wavelength (lOOnm)

Fig.2 Photoreflectance spectrum of GaN Fig.3 Room-temperature optical transmis-
film on sapphire at RT (the solid line). The sion spectrum of the GaN film grown
curve was fitted by the dash line. on (0001) sapphire substrate.

The optical transmission spectrum of GaNwas performed at room temperature from 200
to 2000 nm as shown in Fig.3. By drawing the absorption coefficient square vs. the spectral
energy curve, a2 oc hv, shown in Fig.4, it was observed that the absorption coefficient is
about 7 x 10' cm' above the band gap, and almost zero below the gap, with a sharp line
shape around the band gap. As seen from the data in Fig.4, we obtained the energy
bandgap of 3.39 eV, which was consistence with the results of PR. From the interference
features on the transmission data, we obtained the film thickness as about 6 Am.

CL spectra were obtained at room temperature and low temperature in the energy range
of 1.5 and 4.0 eV, shown in Fig.5. In room temperature, we didn't observe a band-edge
emission peak but a broad emission band in the yellow spectral region (yellow band) with
the maxima around 2.2 eV. While at low temperature (15.6K) the CL spectrum of the
MOCVD GaN sample was dominated by a narrow peak of 3.461 eV near band-edge, and
a broad yellow emission band with the maxima around 2.3 eV. It was found that the band-
edge spectral feature and the broadband emission in the yellow spectral region shifted
towards higher energy as the GaN band-gap increases at low temperature. Considering the
blue shift of band gap at low temperature, the emission peak of 3.461 eV in CL spectrum
confirmed the results of PR measurement.
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Though the lineshape of PR is dominant around the band-gap, the PR-below-E1
modulation data provided different information from conventional PR spectra. Just like the
case in Ref[10], the PR signal increased with the decreasing modulation frequency, and no
detectable PR modulation was achieved by using the 633nm HeNe line(1.96eV), while the
Ar' laser lines produced a signal. We think the modulation is impurities or defects related,
but don't think the PR features are dominated by interface states. Because the penetration
depth of photons with energy around 3.4eV is about 1.4/gm, and the GaN epilayer used in
this study is as thick as 6/tm, it is less likely that the PR signal is the contribution of
interface states. It must be a surface or bulk related mechanism that requires a more than
2eV transition process to dominate the process, for example, the "yellow band" deep levels
in the range of 1.9 to 2.5 eV which can be easily observed in room-temperature CL
spectrum, shown in Fig.5, or photoluminescence (PL) spectrum[13], are the possible
dominant effect in producing surface field modulation and the PR signal. As in
electroreflectance (ER), scattering possibilities, and therefore the linewidth F, increase with
the photon energy. This should lead to broaden and flatten PR structure toward higher
energies[14]. We may say, in our experiment, the PR signal comes from the modulation of
the surface field, not the interface, but the defects broaden the lineshape.

CONCLUSIONS

In this paper, we studied the optical properties of hexagonal GaN films on sapphire
grown by metalorganic chemical vapor deposition. Photoreflectance near the fundamental
band gap was investigated and the possible origin of the signal was discussed. The energy
gap and linewidth were determined as 3.400 and 0.124 eV respectively. Optical absorption
and cathodoluminescence confirmed the results of PR.
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ABSTRACT

Thermomodulation spectra from the metalorganic chemical vapor deposition (MOCVD)
grown GaN have been measured in the temperature range 20 K - 310 K. A theoretical model is
established to explain the modulation spectrum by considering the modulation of epilayer
thickness and dielectric constant. By performing the lineshape analysis, the bandgap energy and
broadening parameter were determined in the temperature range. The nonlinear temperature
coefficient (Varshni coefficient) of energy gap is measured to be 5 .9x1o-4 eV/K. The temperature
dependence of broadening parameter is also measured for the first time.

INTRODUCTION

Wide bandgap group Il nitrides are strong candidates for blue light-emitting diodes
(LED) and lasers intended for high density optical storage and display technologies. GaN has a
wurtzite structure in natural form, and has a direct bandgap of 3.4 eV at room temperature[l]. In
the past several years, significant progress has been made on GaN film quality, p-type doping
control and growth methods. High efficiency blue LEDs are commercially available[2]. Many
optical characterization techniques have been used to determine the optical properties of GaN[3-
13]. The temperature dependence of the energy gap in GaN has been previously evaluated
experimentally by absorption[3-5], luminescence[6-10], and photoreflectance (PR)
studies[12,13].

Modulation spectroscopy has proven to be a powerful experimental technique for
studying and characterizing the properties of group IV and rn-V semiconductors, both bulk and
reduced dimensional systems[14-21]. Recently, W. Shan et al. [13] have reported on a PR study
of GaN thin film. A. Giordana et al.[24] have performed PR and electrolyte electroreflectance
(EER) measurements on GaN. These measurements were made at room temperature. In this
paper, we report the first thermomodulation spectroscopy characterization of GaN. The
temperature dependence of the energy gap in GaN thin films was obtained. The band gap
temperature coefficient in the 20-310 K range is determined. The broadening parameter and its
temperature dependence are also determined.

EXPERIMENTAL

The GaN samples used in this work were grown on c-A120 3 substrates by MOCVD in an
EMCORE multi-wafer rotating disk reactor. A detail of growth process can be found
elsewhere[25]. The epitaxial GaN layers were Wurtzite in crystal structure. The room
temperature electron concentration was 2x 1016 cm3. The mobility was about 350 cm2 v-'s-. The
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thickness was estimated to be about 1pm from the cross section view of SEM. An interdigital
finger pattern with a Ti/Au metallization layer was deposited on the surface of the sample by

standard lift-off process. The finger width and spacing were 8gm, respectively. The area of the
pattern was about 4 mm2 . During the characterization, a square voltage was applied to the
electrodes. The modulation of input voltage from 0 to 8 V resulted in a current 0 to 40 mA at
room temperature. A quasimonochromatic light dispersed by a 0.25 m monochromator from a

halogen tungsten lamp was focused on the sample, and the reflection signal was detected by an
UV-enhanced Si photodiode connecting to a lock-in amplifier and data acquisition system. The
modulation frequency was 280 Hz.

THE RESULTS AND DISCUSSIONS

In Fig. 1 a and b the dashed lines represent the typical derivative reflective spectrum at
200 K, and 310 K, respectively. Spectra at different temperatures between 20 K and 310 K have
similar lineshapes (not shown). The oscillation below the bandgap is due to the modulated
optical interference from the layered epitaxy structure, which will be discussed later. The
strength oscillation gradually increases with photon energy and reaches the maximum around the
band gap, then rapidly decreases and disappears above the bandgap. The spacing between the
peak and the valley decreases when the photon energy approaches the GaN bandgap. As the
temperature increases, the structure related to the bandgap shifts towards the lower energy, while

other features remain the same. We also found that the normalized modulation signal (AR/R)
was proportional to the square of modulation voltage.

a)200K

0

S1 b) 310K

0

-1Eg

S. ... . . . . , .. ,. . . . . . . . . . . . . . . . . .
2.9 3.0 3.1 3.2 3.3 3.4 3.5

Photon Energy (eV)

Fig.1. Experimental thermoreflectance spectra (dots) of GaN at 200K and 310K. The solid lines are
least-square fit to the theory.
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It is important to note that the modulation mechanism is NOT electromodulation (EM),
especially for those features below the bandgap. The EM spectrum has a third derivative nature
and produces very sharp, derivative-like features usually localized near the critical points of the
band structures. Although the structures below the band gap have been previously reported,
they were attributed to impurities[26,27] and/or back surface reflection (BSR) effect[28,29].
These features were usually in the vicinity of the band gap within the binding energy of the
related impurity and the broadening parameters of the transition.

It is generally understood that the change of reflectance in a modulation spectroscopy is
due to the modulation of the dielectric constant[ 14]

AR-A = otAc1 + [Ac2  (1)
R

where cc, P are Seraphin coefficients, AE, (or Ac2) is the change of real part (or imaginary part)
of dielectric constant. Since the values of cc and P3 are typically of order one, a AR ;t 10-4 (see

R

fig. 1) implies a Ac1 (or Ac2) in the order of 104, which is too large for a delocalized spectrum

covering a region of 500 meV. However, this delocalization can be understood as follows:
Below the bandgap, the GaN epilayer is transparent, the reflection (rb) from the epilayer (GaN)
and the substrate (Sapphire) is high due to the large difference in the refraction indices (nGaN= 2 .4

and n A1203 = 1.78). When the thickness (d) of the epilayer is modulated by some means, the

interference between the reflection from Air-GaN surface (rf) and that from GaN-Sapphire
AR.

interface, contributes a modulation to the total modulated reflectance R in the order of
R

Ad Ad 14 AR
(rb -). In our case, rb=0.15; therefore, a di 10 contribute to AR 1 -10 The

d d R
contribution from the modulation of the thickness cannot be neglected. The possible mechanism
for modulating the thickness of the sample is, a) thermal effect (thermal expansion); b)
piezoelectric effect. By symmetry consideration, piezomodulation in the growth direction (c-
axis) with an electric field applied to x-y direction (in plane) does not exist. This was further
proven by increasing the modulation frequency to 100, kHz and the signal disappeared. We have
also performed a standard thermomodulation (TR) experiment. In the experiment, a silver paint
wire was pasted on a GaN sample. The resistance of the silver paint wire was about 20. The
wire acted as a heater when a current passed through. A similar spectrum was obtained when the
same power was applied to the wire, which proved that the spectroscopy mechanism of our
experiment was indeed temperature modulation.

Based on the above considerations, a theoretical model was established. In this model,
both the interference and absorption were considered. For the nearly normal light, the reflection
coefficient from the GaN epilayer can be written as[30]

r =rf - rbe (2)
rf - rfrbe2i'
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where rf=(l-nGaN)/(l+nGaN), rb=(nG. N-nA1203)/(riGaNf+nAl 203 ), P =2nmG.d/X, d is the

thickness of the film, and X is the wavelength of the light. The modulated reflectance is derived
as

R [ I 1 4rdi + (a
-- 2Re r+rbe2i 1+ rrp e 2J d - (3)

ARi[rrnd Adr

Here p( is a phase factor due to multiple reflection[16] where Ad=aTAT, caT is the thermal
expansion coefficient of GaN, which is equal to 3.17x 10-6 /K[1]. Because the interested energy
range is near the absorption edge of GaN, the index of refraction of GaN, nri, is a complex

number. For a three dimensional M0 critical point, the dielectric function can be written as[15]

s(E,F) = 60 + iA(E - Eg + iF), (4)

where Eg is the bandgap energy of GaN; F is the broadening parameter due to carrier scattering
processes; A is a parameter that depends on the dipole moment matrix element, the energy, and
the carrier effective masses; c0 is a constant related to the contribution from other transitions and

nGaN = EGaN

By using formula (3) and (4), a theoretical simulation was pursued. The least-square
curve fit to the experimental results is shown in Fig. 1 (solid line). The simulation results indicate
that the contribution of dielectric modulation (second term in equation (4)) is small. The
thickness of the film was determined from the least-square curve fit. The value is 1.15 jim and is
in agreement with our SEM results. The bandgap energy, Eg, and the broadening parameter, F,
were also obtained from the least-square curve fit. It was found that the fitting curve was very
sensitive to the bandgap energy, Eg, and the broadening parameter, F. We estimated the

thickness modulation of the film to be about 1 A, corresponding to a temperature change of
about 1 0C.

The temperature dependence of energy gap in the temperature range 20 K-3 10 K in our
GaN sample was measured, and is shown in Fig. 2 (dots). The solid line is the least-square fit to
the Varshni relation[3 1]:

atT 2

E(T) = E(O)- (5)T+P3

where E(0) is the energy gap at 0 K, and P3, a are two constants referred to as Debye temperature
and Varshni coefficients, respectively. We found E(0)=(3.470 ±0.003) eV, cc=(5.9 ± 0.5)x10 4

eV/K and P3=600 K.
Displayed in Fig. 2 by triangles are the experimental values of F as a function of

temperature. The solid line is a best fit to Bose-Einstein type expression[32]:
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F(T) = F(o) + eEp/KT (6)

where F0 is the broadening at 0 K due to non-uniformity, electron-electron interaction, impurity,

and dislocation scattering effects, Fep is an electron-phonon coupling coefficient, and Ep is the

relevant phonon energy. The solid line in Fig. 2 is a least-square fit to equation (6). We obtained

F(0) = (8.6 ± 0.4) meV, Fep = 179 meV and Ep = 93 meV. To the best of our knowledge, this is

the first report on the measurement of temperature dependence of broadening parameter for GaN.

3.50 . . . , ., . 16.0

3.48 - 14.0

S 3.46 12.0 .

U5
3.44 -l10.

" 3.42 - 8.0 -

3.40 6.0

3.38 4.0
0 50 100 150 200 250 300 350

Temperature (K)

Fig.2. Temperature dependence of the energy gap (dots) and broadening parameter (triangles) of GaN.
The solid lines are least-square fits to the Varshni expression and the Bose-Einstein type expression for
bandgap and broadening parameter, respectively.

In summary, the thermomodulation spectroscopy technique has been used to characterize

the GaN. A theoretic model is developed to explain the obtained spectra by considering the

modulation of epilayer thickness and the dielectric constant. The temperature coefficient of

energy gap in our GaN film is 5.9x10 4 eV/K. The temperature dependence of broadening

parameter was measured with F(0) = (8.6 ± 0.4) meV, F5 p = 179 meV and Ep = 93 meV.
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ABSTRACT

The optical properties of single crystal hexagonal GaN films grown on (0001) sapphire
substrate by metalorganic chemical vapor deposition were investigated. The energy gap of
hexagonal GaN was determined as 3.39 and 3.400 eV by optical transmission and
photoreflectance, respectively. The refractive index of GaN as a function of photon energy
was drawn from the transmission spectrum. Furthermore, Raman scattering spectra were
employed to study the phonon modes of the GaN film. The properties of LO phonon-
plasmon coupled modes were further studied, and the carrier concentration and damping
constant were determined by line-shape fitting of the coupled modes.

INTRODUCTION

The wide-gap semiconductors of the nitrides belonging to the III-V family, such as GaN,
AIN and their alloys, have received enormous attention for their practical use in both
optoelectronic and electronic devices[1,2]. GaN has a direct wide energy band gap as well
as notable thermal and chemical stability, and these attractive properties make it not only
ideally suitable for fabricating blue and ultraviolet (UV) light emitting diodes and detectors,
but also for application in harsh environments, such as at high temperature[3,4]. With the
substantial improvement in epitaxy growth technology, high quality GaN films on sapphire
substrate have been fabricated by metalorganic chemical vapor deposition (MOCVD)[4-6],
and other techniques[7,8]. Therefore, high performance devices, including blue light
emitting diodes and UV detectors, have been demonstrated[2].

In spite of impressive technological achievements of the last three years, there are still
some problems concerning basic physical properties of this compound which have to be
solved. Many studies have been reported on the theoretical calculation of the energy band
structure of GaN and on the experimental characterization of its, optical properties.
However, most experimental studies were still concentrated on the photoluminescence and
absorption of GaN[5,7,9]. In this paper, we studied the room temperature structural and
optical properties of single crystal hexagonal GaN films grown on (0001) sapphire substrate
by MOCVD. Photoreflectance was employed to determine the bandgap of GaN film as an
additional optical technique, and the optical absorption edge of 3.39 eV confirmed it. For
studying the phonon modes of the GaN film, Raman scattering was performed, and the
properties of LO phonon-plasmon coupled modes were further studied. As a result, the
carrier concentration and damping constant were determined by line-shape fitting of the
coupled modes with considering the dominant scattering mechanisms of deformation-
potential and electro-optic interaction.
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EXPERIMENT

In ourwork, single crystal hexagonal GaN films were grown on (0001) sapphire substrate
with an AIN buffer layer by MOCVD. The Ga, Al (for the AIN buffer layer) and N source
gases were trimethylgallium (TMGa), trimethylaluminum (TMA1), and ammonia (NH3),
respectively. The epitaxial layer was grown using TMGa and high purity NH3 as sources and
H2 as carrier gas. The thin AIN layer (-50nm) was deposited at 550'C as a buffer layer on
(0001)-oriented sapphire substrate just before the growth of the GaN at 720'C. The growth
rate of GaN in the experiment was about 1Ljm/hour and all samples were unintentional
doped n-type.
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400000E
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Fig.2 Photoreflectance spectrum of the
Fig.1 X-ray diffraction spectrum of the GaN GaN film at RT (the solid line). The
film grown on (0001) sapphire substrate, curve was fitted by the dash line.

X-ray diffraction was employed to analyze the structural quality of GaN epitaxial films.
Fig.1 presented the typical XRD pattern for the GaN film deposited on (0001) sapphire
substrate. From the (0002) and (0004) peak positions of the GaN film, we obtained the
lattice constant in the direction of c-axis of 5.188A. As seen from the data in Fig.1, the
(0002) AIN peak of buffer layer with the lattice constant c of 4.948A was also observed. In
further study, it was showed that the full width at half-maximum (FWHM) of the (0002)
GaN diffraction peak determined from the rocking curves of X-ray double-crystal
diffractometer 0/20 scan was less than 170", which confirmed high quality of the single
crystal of the epitaxial GaN film.

RESULTS AND DISCUSSIONS

In order to investigate the band structure of GaN film, PR spectra was measured at room
temperature on a self-developed optical measurement system[10]. Figure 2 showed a
typical PR spectrum of single crystal GaN on sapphire substrate at room temperature.
According to the equation

AR = Re ( A r-n ei' (E - E9 - iF n
R
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we fitted the experimental curve by changing the values of the amplitude A, the linewidth
r, the phase 0, and the transition energy Eg. The exponent n was fixed at the value of
2.5[111], which is often used for band to band transition in the bulk samples. Thus we
obtained the Eg of 3.400 eV and the linewidth of 0.124 eV.
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Fig3 Optical transmission spectrum of the
GaN film on sapphire at RT. The bandgap Fig.4 Refractive index n of the GaN film
of GaN was determined as 3.39 eV. vs. photon energy at room temperature.

The optical transmission spectrum, shown in Fig.3, was performed at room temperature.
The absorption coefficient was about 7 x 10' cm- above the bandgap, and almost zero below
the gap with a sharp line shape around the band gap. By drawing the absorption coefficient
square vs. the spectral energy curve (shown in Fig.3), a'-hv, we obtained the direct energy
baudgap of 3.39 eV, which was consistent with the results of PR measurement. From the
interference features on the transmission data, the film thickness was determined as -6 /tm
agreed well with the designed value. Moreover, the refractive index n was drawn from the
transmission data[12] as a function of photon energy as shown in Fig.4.

Raman scattering was used to studied the phonon modes of the GaN film. In the
measurements of the Raman scattering spectra, the 488 nm light of an Ar+ ion laser was
focused on the sample at room temperature. For GaN has a hexagonal Wurtzite structure
and belongs to the Cv symmetry group, there are six Raman active phonons: two E2 ,
E1(TO), E1(LO), A,(TO) and A,(LO). Raman spectra from the GaN film grown on
sapphire substrate, shown in Fig.5, were obtained with blackscattering configuration, and
AI(TO), E1(TO), AI(LO), E,(LO), and high frequency E2 modes, with phonon frequencies
as 545 cmn', 569 cm1, 735 cm', 750 cm-, and 578 cm' respectively, were observed together
with three modes of 418 cm', 430 cm' and 449 cm1, come from the sapphire substrate.

Raman scattering technique is a sensitive probe to investigate not only phonon structure,
but also to electronic concentration. The position and the shape of the phonon-plasmon
coupled mode are sensitive to plasmon frequency, therefore, to density of electron or
nitrogen vacancy. In Fig.6, polarized light from the 488 nm Ar+ ion laser was focused on
the sample, and a backscattering geometry, denoted as Z(X-)-Z, with the Z direction
parallel to the (0001) axis of GaN, was employed. The coupled modes of LO phonon and
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overdamped plasmon in GaN have been studied. As the results of T.Kozawa et al.[13], the
contribution of the deformation-potential and electro-optic mechanism is dominant in GaN.
Thus, the cross section can be expressed by

B= d2S .B = -6rrhn 2 W ( da) 2 (n+1)BIm( 1) (2)
d do 2  C4  -d 4EVni

and,

2W+C o t 2 Y C2 C032 ) - 2 ( 2 + Y 2 _ 2
B =1 2 --- 61P ( GIP27 - )

4,C2( W (2_W)+7
{ e p[,(2 _-0 2 +CPt ( P 2 -2 W 2 ) ] + oW 2 j j ( 2 + y 2 ) } ( 3 )

A 1c D~

A = 2 Y[ (W2 -C>2)2 + ((0 r7)2] + C21 (W2 2) (2 +2) (4)

Here, w, and w, are the frequencies of TO and LO phonons, y is the plasmon damping
constant, n is the phonon damping constant, w,,, are the incident and scattered photon
frequencies, V0 is the volume of the unit cell, n, 2 are the refractive indexes at w,,,, E is
macroscopic electrical field, a is polarizability, n. is the Bose-Einstein factor, C is the so-
called Faust-Henry coefficient. The dielectric function E is given by a sum of the
contribution from phonons and plasmons
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where 6p is the plasmon frequency

d 4"rrne2  (6)
P E IT (6

and Ec is the high frequency dielectric constant, n is the free carrier concentration, and m*
is the effective mass.

By taking cP, y, t/and C in Eq.(2) as fitting parameters, we fitted the calculated line shape
to observed A,(LO) phonon-plasmon coupled modes by means of the least squares method
(shown in Fig.6). The agreement between the experimental and calculated line shapes of
the coupled mode was excellent, and the values of fitting parameters were: w p =39 cm',
F=7.7 cm' and y =260 cm' . In the fitting, we used a fixed value of parameter C (=0.4),
which was given in Ref.13. Using Eq.(6), we determined the free-carrier concentration n
from the value of the plasma frequency derived from the line-shape fitting. Because the
data discussed here concerned coupled modes of A1 symmetry where the electric and
lattice displacements were along the c axis of GaN, we used Ec = 5.35 and m =0.19m0,
thus we obtained n = 1.6 x 1016 cm-3. It shows that the GaN films have high quality by using
an AIN buffer layer on sapphire substrate.

CONCLUSIONS

In this paper, we have studied the optical properties of hexagonal GaN films on (0001)
sapphire substrate grown by MOCVD. XRD spectrum showed high quality single crystal
of the GaN epitaxial film. We obtained the energy gap of GaN film as 3.400 eV by
photoreflectance, and the optical absorption edge of 3.39 eV in optical transmission
confirmed it. Moreover, all of Raman active phonon modes were observed, and the A,(LO)
mode was further discussed. we obtained the free-carrier concentration n as low as 1.6 X 1016

cm 3 , which shows the GaN films have high quality by using an AIN buffer layer on
sapphire substrate.
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OPTICAL AND STRUCTURAL PROPERTIES OF

a-Si .,C. FILMS

Zhizhong Chen, Kai Yang, Rong Zhang, Hongtao Shi, Youdou Zheng
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ABSTRACT

In this paper, we reported experimental results about optical and structural

properties of amorphous silicon carbide (a-Sil.-Cx). The films of a-Si,,Cx were

grown by CVD on substrate of quartz glass. Optical constants (n-refractive index,

a-absorption coefficient, Eg-optical energy band gap) of these films were
determined by transmission spectra. The radial distribution functions (RDFs) of a-

Si,.xC, films were drawn out from the data of x-ray diffraction spectra. According
to the RDFs, we imagined the statistic scene from which we could obtain the
information of atomic radial distribution. The bond lengths and bond numbers of
Si-Si, Si-C, and C-C could be also determined by RDFs. From the analysis of
Raman spectra, we obtained the information of their vibration state density, and
discerned the peaks of bond vibration, which agreed well with the results of a-
Sil,xC, RDF.

INTRODUCTION

Amorphous silicon carbide (a-Sil.xCx) is an attractive material from a technological
point of view: its electronic and optical properties make it potentially useful as solar
selective coating and as a blue light material. In addition, because of high temperature
resistant, wide band gap and high electron saturation velocity of its semiconducting
properties, ac-Sil.,Cx alloy is a good candidate for stable high-T semiconductor and
high-power device[1].

In recent years, a widespread experimental effort has been devoted to the study of
a-SiC. However, the knowledge of its microscopic structure, essential prerequisite to
a complete understanding of its physical properties, is still lacking. The short distance
order of noncrystal determines its energy band structure, electroconductivity,
thermoconductivity and optical properties etc. The method of RDF is comparatively
successful in predicting some properties of disordered systems[2]. Through its Raman
spectra, bond information and vibration state density is easily acquired[3,4].

In this paper, we present the experiment results of two samples of a-Si,..C. about
microscopic structure and optical energy gap, and discuss the relationship between
macroscopic physics properties and microscopic structure.

EXPERIMENTAL AND DATA ANALYSIS

Experiments have been done on a-Si,.,Cx films of various compositions. In this
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paper we present the results of two samples, which x values are 0.5 (#081) and 0.4
(#09) respectively. The two samples were grown by PECVD on substrate of quartz
glass with similar depositional conditions. In the experiment, the reaction chamber
was evacuated with a mechanical pump, then with a diffusion pump prior to the
sample growth. The total growth pressure is about 1 Torr. Reactive source gases are
H2, hydrogen-diluted CH4 and SiH 4. During the process of growth, the quartz substrate
was kept at about 200 °c.

X-ray diffraction (XRD) measurements were performed using a conventional Cu x-
ray tube. Fig. 1 shows the diffraction intensity (I(k)) of x-ray. The maximum value of
the diffraction wave vector (k) was 80 um', and the minimum value is 7 nm"'. RefIll
has explained that the data extending to 0 nm1 doesn't provide more corrigenda.
The
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Fig.2 Radial distribution functions
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maximum value of k is so small that we have to use a new method to calculate the

samples' radial distribution functions, which is called Gaussial cut-and-trial[5-8]. In
this case, the factors of air scattering and samples' absorption which affected the
diffraction intensity little is neglected. We acquire the total RDFs of the two samples,
as shown in Fig.2 (the first shell distribution). The bond length and bond number are

obtained by fitting the RDF's first peak with Gaussial distribution function. The area
under Gaussial peak gives the bond number, and the peak's abscissa identifies the

bond length. More accurate results will be acquired by partial distribution function in
which neutron-diffraction spectra is required.

1000
We analyze Raman spectra (fig.3.) in

800 order to justify the results of RDFs. The
range of wave number (v) is from 200cm]

, 600 to 1000 cm', and the step length is 2 cm'.
0#081 With the methods of references[12-16],

- 400 we can discern the peaks of bond vibration.
From the intensity of vibration we also

200 #09 can conclude the bonds information.
We measured the transmission

0 200 400 600 80010001200 spectra of the samples, as shown in fig.4.
We try to find how the optical energy gap,

Raman Shift(crn-1 ) Eg(opt),varies with the microscopic

Fig.3 Raman spectra structure. Eg(opt), as shown in fig.5, is
calculated by the envelope of the transmission spectra[9,10]. The refractive index and
absorption coefficient which agree with the results of RDFs can also be easily got
from the envelope.
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Fig.4. transmission spectra

RESULTS AND DISCUSSION

In fig.2 we show the total RDFs of the two samples. The total RDFs are
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characterized by the well defined peaks of the first shell[3]. After fitting for the first
peaks of RDFs, we tabulate the bonds lengths (Si-Si, Si-C, C-C) and bonds numbers
in Tab.1. In crystalline SiC, one atom of carbon is surrounded by four silicon atoms.
a-Si1 .xCx's atoms are chemically disordered. Because the bonds numbers of Si-C is
small, it seems that there are some small particles of Si, C, or compounds of Si and C.
Both the bonds lengths and the bonds numbers of the samples vary with x obviously.
All the bonds of the samples studied in this work are shorter than those of crystalline
SiC, mainly because non-crystalline bonds are twisted.

Si-Si Si-C C-C
sample length number length number length number

(pm) (pm) (pm)
#09 235 3.92 197 1.06 145 3.93
#081 235 3.24 209 2.69 145 3.79

Tab. 1. Samples' bonds length and number

In fig.3 we show the Raman spectra of the samples. According to ref[12-16], the
vibration peaks at 330 cmi', 492 cm-', 602 cm"1, 798 cm-', 842 cm-', 910 cm-' can be
discerned. It's sure that the peaks at 330 cm-', 490 cm-' (slightly crystallized), 602 cm-',
910 cm-' are amorphous Si-Si peaks, and the peaks at 798 cm' and 842 cm71 are
amorphous Si-C peaks. We'll find C-C peaks out of 1000 cm"'. The total area under
amorphous Si-Si peak is much more than that of amorphous Si-C, which confirms the
conclusion of RDFs.
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Fig.5 curves of a"2 versus photon energy(ho)

In fig.5, we show the curves which illustrate the relationship of (aho)) 2 and (h(o).
The optical energy band gaps are obtained by drawing the straight line at high energy
region to the horizontal axis. And the Eg(opt) value of sample #081 is determined as
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3.2 eV, which is larger than the 2.2 eV of sample #09. We think that more C-C bonds
can result in it, because the bond energy of C-C is more than that of others. The
refractive index (n) of the two samples is also obtained from the envelope (the dot
line), shown in fig.4. The refractive indices of sample #09 and #081 are 2.34 and 2.1
respectively. We think that the refractive index may be also influenced by the
microstructure of the samples, but we still don't know the details.
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SURFACE PHOTOVOLTAGE EFFECTS IN PHOTOEMISSION FROM
DIAMOND SURFACES
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ABSTRACT

Photovoltaic effects in ultraviolet photoemission spectroscopy of the in-situ "re-
hydrogenated", and reconstructed (111) diamond surfaces are evaluated. We show that
photovoltaic charging effects during photoemission studies of the in-situ "re-hydrogenated" (111)-
(lx l):H diamond surface are significant at temperatures as high as room temperature. In contrast,
experiments on the reconstructed (111l)-(2xl) diamond surface find no photovoltaic charging
which suggests that the surface exhibits relatively high conductivity (effectively grounded
surface). These results demonstrate that extra care should be taken in determining the Fermi level
pinning position relative to the bands at diamond surfaces and interfaces. The assumption that the
UPS photoelectron spectra reflect the equilibrium energy band arrangement should be
experimentally confirmed in each case, especially when wide band gap materials are involved.

INTRODUCTION

A significant number of the experiments performed to study diamond interfaces involve
photoemission experiments. These are analyzed in order to obtain information about the energy
bands (band bending) of the semiconductor near the interface, as well as their evolution with
various surface treatments [1-5]. In contrast to other semiconductors (e.g. GaAs), most of the
photoemission experiments on diamond have been performed at room temperature, and little is
known about low temperature photoemission from diamond. In this paper, we present UV
(hv=2 1.2 eV) photoemission measurements from both the in-situ "rehydrogenated" negative
electron affinity (11 l)-(lxl):H, and the positive electron affinity (111l)-(2xl) diamond surfaces
performed at temperatures ranging from 170 to 425 K. Photoelectron energy distributions
demonstrate that, in contrast to the reconstructed (11 1)-(2xl) surface, the in-situ "rehydrogenated"
diamond surface exhibits an apparent temperature dependent Fermi level pinning position. These
results can be understood within Hecht's model for photovoltaic charging during photoemission
[6-8]. Furthermore, we find that photovoltaic charging in diamond can be significant even at
room temperature. Therefore, the effects of photovoltaic charging must be addressed in
photoelectron spectroscopy (PES) studies of wide band gap semiconductors such as diamond,
cBN, A1N, etc..

Over the past several decades photoelectron emission has been used to study the electronic
structure of semiconductor interfaces. Results from such photoemission studies were generally
thought to represent the equilibrium band structure at the interface. Recently however, it has been
shown that this is not always a well justified assumption, and that the photon flux used during the
photoemission experiments can cause significant deviation from equilibrium even at room
temperature due to photovoltaic charging [7, 9, 10]. Hecht [6-8] has calculated the effect of the
surface photovoltage (AV) resulting from separation of electron-hole pairs in the band bending
region for GaAs, and found that, at low temperatures, photovoltaic charging can be significant.
After Hecht, in Fig. la we show the surface (no illumination) of a p-type semiconductor with an
arbitrary density of surface states which exhibits downward band bending, EF-EvBM=Vb (EF is
the energy of the Fermi level, and EVBM is the energy of the valence band maximum, VBM, at the
surface). Under illumination with band gap radiation (Fig. lb), the photovoltage (A5V) due to
separation of the electron-hole pairs in the band bending region opposes the voltage associated
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FIG. 1 Energy band diagrams of a p-type semiconductor surface with an arbitrary, partially

filled, density of states localized at the semiconductor-vacuum interface, (a) in the dark,
and (b) with photon illumination.

with the band bending. This, in the case of an electrically isolated surface, results in flattening of
the bands (Fig. lb) and an apparent EF-EVBM=Vd (=Vb-AV) which is determined by the
temperature dependent restoring current in the semiconductor. Hecht derived this restoring
current in terms of thermionic emission over the surface barrier plus field emission through the
barrier and found that it depends exponentially on temperature [6, 7].

EXPERIMENT

Our photoemission experiments were performed on both the in-situ "re-hydrogenated" and
reconstructed (111) surfaces of a 4 carat type Ilb (p-type, boron doped) natural single crystal
diamond (sample D5). Before each study the diamond surface was mechanically polished on a
ten-inch cast iron wheel using 1gm grit and olive oil, under a load of several pounds followed by
ultrasonic rinse in methyl-ethyl-ketone (MEK), acetone and alcohol ("as-polished" surface). With
"re-hydrogenated" we refer to the surface which results after: (1) hydrogen desorption from the
as-polished surface by in-vacuo heating to about 1000'C (reconstructed surface), and (2)
subsequent re-hydrogenation of the clean surface by in-situ dosing of atomic hydrogen [2]
(1 x 10-5 Torr of hydrogen). Al Kot x-ray photoelectron spectroscopy (XPS) detected only
carbon and oxygen (less than 10% of a monolayer). No surface roughness characterization was
performed.

The sample was mounted, using platinum foil and wire, onto a liquid nitrogen cooled sample
holder, and positioned at the center of an all-metal ion-pumped ultra-high-vacuum (UHV)
chamber (base pressure < 4 x 10-10 Torr). A tungsten filament mounted behind the sample was
used for e-beam heating. Sample temperatures from 170 K up to 1400 K were routinely
achieved. The sample temperature was recorded using a chromel-alumel thermocouple, spot-
welded to the platinum support and in contact with the back side of diamond. The energy position
of the valence band maximum at the surface relative to the Fermi level was determined using
ultraviolet photoemission spectroscopy (UPS). The electron energy distribution curves were
taken with a hemispherical electron analyzer (AE=0.08 eV).
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FIG. 2 Electron energy distributions photoemitted from the re-hydrogenated (11 l)-(lxl):H
diamond surface, at a variety of temperatures (T). The apparent shift in energy of the
emission is due to photovoltaic charging, which becomes more severe at lower
temperatures.

RESULTS AND DISCUSSION

The "as-polished" surface is known to be hydrogen terminated and exhibit a l x I low-energy
electron diffraction (LEED) pattern [2, 11] as well as negative electron affinity [12]. Upon
annealing above 1000'C, the LEED changes to a 2xl pattern ("reconstructed" surface). This
reconstructed diamond surface is hydrogen free and has positive electron affinity [2]. While
molecular hydrogen has no effect on the clean (11 1)-(2xl) diamond surface, room temperature
exposure to atomic hydrogen restores the surface symmetry to the original lxl (in-situ "re-
hydrogenated" (1ll)-(lxl):H diamond surface) [13]. Similar to the as-polished surface, no
surface state emission is observed from the re-hydrogenated diamond surface.
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FIG. 3 Electron energy distributions photoemnitted (hv=21.2 eV) from the reconstructed (I I11)-
(2xl1) diamond surface, at a variety of temperatures (T). Note that there is no energy
shift of the distributions as a function of temperature. This suggests that the surface
conductivity dominates and that the surface is effectively grounded.

PES from the in-situ "re-hydrogenated" (I111)-(l x1):H diamond surface

The amount of band bending (i.e., band bending potential) depends upon the band alignment
of the Fermi level, both at the surface and in the bulk. Of course, the alignment of the Fermi level
in the bulk is an extrinsic property and varies with doping. Although the surface chemistry is
fundamentally the same [2], the re-hydrogenated (I111)-(lxl1):H diamond surface has additional
downward band bending in comparison to the "as-polished" (111l)-(lxl):H surface [5]. The
difference in band bending may be due to surface sites that remain unsaturated after atomic H
exposure [2, 14]. At room temperature (T=295 K), PES measurements have determined an
overall downward band bending (=0.6 eV) of the re-hydrogenated (lll)-(lxl):H type Ilb
diamond surface (see Fig. 2 and Ref. [51).

In Fig. 2, in addition to the room temperature results, we show electron energy distribution
curves (EDC) from the re-hydrogenated (I1I1)-(lxl1):H diamond surface for a variety of sample
temperatures between 170 K and 425 K. Although independent of temperature for T>!350 K the

762



electron energy distributions shift to higher energies as we lower the sample temperature below
350 K. Note in Fig. 2 that characteristic initial state features (valence band emission) and final
state features (emission near the conduction band minimum) both shift together to higher final
state energy as the temperature is decreased. This behavior is characteristic of band flattening due
to photovoltaic charging during PES as discussed by Hecht [6-8]. As it can be seen (Fig. 2),
photovoltaic charging effects are generally more important at low temperature; this is due to the
fact that the restoring currents in the semiconductor become smaller as we lower the temperature.
Furthermore, we see that the photovoltaic charging is significant even at room temperature (-0.2
eV). Consistent with being due to photovoltage, the temperature dependence of the apparent EF-
EVBM of the re-hydrogenated (11 )-(Ixl):H diamond surface is completely reversible.

The PES measurements (Fig. 2) find a temperature independent EF-EVBM = 1.2 eV above
T=350 K. We assume that this is the actual (no illumination) Fermi level pinning position,
EF-EVBM, at the surface. Quantitative analysis of the apparent EF-EVBM for T<350 K, is in
excellent agreement with calculations performed using the theory as developed by Hecht,
assuming that the surface conductivity is zero (electrically isolated surface) [ 15].

PES from the reconstructed (11 l)-(2x 1) diamond surface

In Fig. 3 we show 21.2 eV photoemission spectra from the hydrogen free, reconstructed
(1 Il)-(2xl) diamond surface at 170, 295, and 370 K. Consistent with previous room
temperature observations [2], compared to the re-hydrogenated surface (Fig. 2), the low kinetic
energy threshold of the EDCs moved to higher energies indicating a positive electron affinity
surface, and emission due to surface states appeared just below the Fermi level (Fig. 3). The
valence band maximum of the reconstructed surface is found to be 1.2 eV below the Fermi level.
In contrast to the re-hydrogenated surface, we see no energy shift of the energy distributions as a
function of temperature (Fig. 3). Although satisfactory understanding of the surface conductivity
requires detailed characterization of the surface morphology, the absence of photovoltaic charging
suggests that the surface conductivity dominates and that the illuminated surface is effectively
grounded. A possible conduction mechanism could be based on the it-bonded chains at the
reconstructed (111 )-(2x 1) diamond surface. In general agreement to our conclusions, study of the
role of hydrogen in the surface conductivity of the (110) diamond surface, by Mackey et al. [16,
17], finds that exposure to hydrogen of the bare reconstructed (110) diamond surface significantly
increases the sheet resistance of the surface.

CONCLUSION

We have shown that photovoltaic charging effects in photoemission studies of the in-situ "re-
hydrogenated" (11 1)-(lxl):H diamond surface can be significant at temperatures as high as room
temperature. In contrast, similar experiments on the reconstructed (11 )-(2xl) diamond surface
find no photovoltaic charging which suggests that the surface exhibits relatively high conductivity
(effectively grounded surface). These results demonstrate that extra care should be taken in
determining the Fermi level pinning position relative to the bands at diamond surfaces and
interfaces. The assumption that the UPS photoelectron spectra reflect the equilibrium energy band
arrangement should be experimentally confirmed in each case, especially when wide band gap
materials are involved. Alternative approaches, such as study of the temperature dependence of
the Fermi level pinning position, or analysis of the time dependence of the photovoltage must then
be used to determine the true EF-EvBM [8].
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Investigation of the field emission current
from polycrystalline diamond films

J.W. Glesener and A.A. Morrish
Naval Research Laboratory

4555 Overlook Ave.
Washington, DC 20375

Abstract:
The field emission current from boron doped polycrystalline

diamond films was characterized as a function of voltage and
temperature. The motivation for the current-temperature
measurements was to assess the thermal stability of the diamond
emitters and gain some insight into a possible emission mechanism.

Results from the current-temperature (I-T) measurements found
that the field emission current appeared independent of
temperature. The best characterization of the results implied a
temperature independent electron tunneling mechanism if not
electron emission from the valence band of diamond.

The existence of negative electron affinity (NEA) on the
hydrogen terminated single crystal (111) and (100) [1,2] diamond
surfaces has been a motivation for the practical exploitation of
this phenomenum in polycrystalline diamond (PCD) films. NEA has
been observed in PCD films [3], and electron emission at low values
of the electric field has been measured [4). The origin of the
electrons observed in field emission from p-type diamond is
currently a topic of active research. In order to investigate from
what states electron emission was occurring measurements on the
temperature variation of the field emission current were carried
out on boron doped PCD diamond films

The diamond films characterized in this work were grown using
a hot filament chemical vapor deposition system with a methane-
hydrogen ratio of 1/120 at a process pressure of 15 torr. Diborane
or nitrogen was used as the dopant source. The nominal filament
temperature was kept at 2100C and the substrate temperature during
growth was 900C. Tantalum was employed as the filament material.
Prior to initiation of the growth cycle, several gas purges of the
growth chamber were carried out in order to reduce any residual
oxygen or nitrogen. Following completion of the growth procedure,
the samples were allowed to cool to room temperature in the chamber
before being exposed to the atmosphere. Sample A during growth was
doped using a boron/carbon ratio of 200 ppm. Sample B during growth
was doped with a boron/carbon ratio of 100 ppm. The resultant boron
concentration for both films was z 10 18/cm.

The field emission measurements were performed under UHV
conditions at a pressure of 2.6 x 10,6 Pa in a turbomolecular pumped
chamber. The pressure was monitored using a residual gas analyzer.
Low levels of oxygen were of particular concern because it has been
shown in the literature that oxygen reacts with the diamond surface
at a temperature of around 500C [5]. The measurement of the
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emission current was carried out using two distinct configurations.
The setup shown in figure la was used to measure the field emission
current as a function of temperature. This particular arrangement
was used in order to minimize the influence of temperature effects
on the Ta probe-diamond film distance and limit any leakage
current. The temperature was measured using a chromel-alumel
thermocouple placed in physical contact with the diamond surface
adjacent to the emitting area. A Keithley 2001 voltmeter was used
to measure the thermocouple voltage. The physical contact of the
thermocouple on the diamond film had no effect on the measured
emission current. A typical measurement cycle was initiated by
heating a sample up to 350C. Upon removal of power from the
substrate heater, the field emission current was sampled every 2
seconds. Using this method, the maximum rate of sample cooling at
any point on the current-temperature curve was limited to less than
1 K/s. Limiting the sample temperature to below 350C was done to
minimize the reactivity of the diamond surface to any residual
oxygen in the chamber. When mounted in the vacuum chamber, PCD
films were routinely cycled between room temperature and 350C. No
degradation of the field emission current was seen as a consequence
of this repeated temperature cycling.

a) b)

EM quartz EN diamond film

--- Ta probe
-0--Si/AI layer 0- 1 ........

I substrate heater SiA lae- -

Figure 1. Schematic diagrams of the in vacuo field emission
characterization setup.

All the diamond samples were grown on the same batch of p-type
Si wafer material and ohmic contact to the Si wafer was made by
using an Al foil backing. Repeated heating would bond the uncoated
silicon wafer to the foil and diffuse Al into the surface. The Al
foil was connected to an electrometer via a vacuum feedthrough. A
Keithley 486 electrometer was used to measure the current and the
data acquired by computer.

A semilog plot of the field emission current (I) versus
inverse temperature (T-1) is shown in figure 2 for the two boron
doped samples. Electron emission from a semiconductor surface can
occur from the conduction band, valence band, and/or surface states
(6,7]. Electron emission from each type of electronic state has a
particular theoretical temperature dependence. By examining the
current-temperature results shown in figure 2 it was thought
possible to isolate a particular emission mechanism.
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urn... boron doped sample B 100 ppm B/C

DDD
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Figure 2. Field emission current versus T- 1for samples A and
B. Every tenth point is shown.

Because surface states have been only found on the reconstructed
(111) diamond surface [8,9] and the reconstructed surface has a
positive electron affinity (0.5 eV) [10], electron emission from
surface states was not considered. On theoretical grounds, field
emission from the valence band is predicted to be independent of
temperature (6,7), thus emission from the valence band was
indicated.

Probe-Sample A distance (urn)
00000-o500

10' AAAAA 390
10 o omoocE 300

10099 200
l-1.. 100

10 -13-

- 10 -

l0 -15-

10 -, S I tI I I I

2 4 6 8 10 12 14 16
1/V x 10 4 V-1

Figure 3. Fowler-Nordheim plot of the room temperature I-V
characteristics of sample A. A linear best fit is
shown for each of the five probe-sample distances by
the straight line and the slope of this line is used
in the plot in figure 5.
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I-V measurements of the field emission current were carried
out on sample A. The data obtained from the experimental setup
diagrammed in figure lb is shown in figure 3 and 4 for five
different probe distances. Figure 3 is plotted in the Fowler-
Nordheim format and in figure 4 the current-voltage data is graphed
according to equation 1. The average increase in the slope of the
I-V plots in figure 4 is 10% over the best fit of the same line in
figure 3.

Probe-Sample A distance (um)
ooooo 500

10-1 AAAAA 390
00000 300
•<ý& 200

i0-1-. 100

10 .1.

10 -

10 -1o0

10~1
1 0 -" I I I I I I

2 4 6 8 10 12 14 16
1/V X 10

4 (V)-'

Figure 4. A current versus V-1 plot of the room temperature I-V
characteristics of sample A. A linear best fit is
shown for each of the five probe-sample distances by
the straight line and the slope of this line is used
in the plot in figure 5.

Figure 5 compares the slopes from a linear best fit of the Fowler-
Nordheim data and the data fitted to equation 1. The purpose of
this graph is to confirm that the slope is proportional to the
probe substrate distance d as predicted by equation 1 and to
examine the influence of the constancy of the field enhancement
factor P.

As shown in figures 3 and 4 it is difficult to distinguish
between two different models of electron emission from diamond
based on just current-voltage measurements. The I-V data could just
as easily be fit by the Fowler-Nordheim model for electron emission
by a metal as by a model for emission from a semiconductor. The I-V
behavior for electron emission from the valence band is
proportional to V2exp(-Cv/V), whereas for emission from the
conduction band I is proportional to exp(-Cc/V), Cv,Cc are constant
in both cases[6]. The difference in the plotted slope between
either equation is only zl0%, while the difference in the value for
the tunneling barrier which is subsumed into CC can be large.
Practically, it makes little difference on which format is selected
to plot the I-V characteristics as long as the correct barrier
height is understood.

Current-temperature measurements on the field emission current
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from boron doped diamond films appear to indicate at least a
temperature independent electron tunneling mechanism, if not
electron emission from the valence band. The theoretical difficulty
with electron emission from the valence band has been demonstrated
by Huang et al.[11], who pointed out that in p-type diamond a field
of 5V/nm is required in order to hope to have a measurable current.

mos.- best fit slope from I versus V-1 plots
AAAAA best fit slope from Fowler-Nordheim plots

0

>
0

0

V)

0 100 200 300 400 500
Probe distance (urn)

Figure 5. Slopes from the best fit lines from figures 3 and 4
plotted as a function of distance.
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FIELD EMISSION AND BAND BENDING CONSIDERATIONS
FROM HIGH-QUALITY NEA DIAMOND
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M. A. MORENO2
IDepartment of Physics, Washington State University, Pullman, WA 99164-28142Crystallume, 3506 Basset Street, Santa Clara, CA 94054

ABSTRACT

The near band gap photoelectric emission and field emission properties of diamond are
investigated. Our results find three characteristic photoelectric yield spectra which have been
observed from both polycrystalline CVD diamond films and single crystal diamond. The
categories correspond to differences in bulk doping/surface preparation and illustrate the
importance of band bending at the surface. Field emission experiments also find that the same
three categories have distinct field emission properties. Our field emission observations are
discussed in terms of electron transport properties from the bulk to the surface.

INTRODUCTION

Field emission from semiconductor surfaces can be due to electron tunneling from the
conduction band, valence band, and/or surface states (for a review see Ref. [1]). However,
because diamond is a wide band gap semiconductor (Eg=5. 4 7 eV) with no known n-type shallow
donor, and the occupied surface states of the (11 1)-(2xl) surface are centered -1 eV below the
valence band maximum (VBM) [2], emission from neither the conduction band nor the surface
states can justify the observed emission properties. On the other hand, emission from the VBM
would normally require an unexpectedly low electron affinity. In order to understand the origin
and properties of the observed emission from both natural single crystal and CVD diamond films,
a number of possible mechanisms have been recently proposed and studied. These possible
mechanisms include emission from mid-gap defect sub-bands [3, 4], back contact injection into
the conduction band [5], creation of electroformed conducting channels [6], and emission due to
sharp asperities (created during dielectric breakdown) with high field enhancement factors [7].
Furthermore, recent study of the electron energy distributions from simultaneous field emission
and photoemission finds that in the case of type lib diamond the field emission originates from the
valence band [8]. Nevertheless, independent of the origin of the field emission, one would expect
that the transport properties of the electrons would play a significant role in the observed field
emission I-V data.

Since photoelectric yield from negative electron affinity (NEA) surfaces is a useful technique
to study bulk-to-surface transport and electron escape phenomena, we performed in addition to
field emission experiments, total electron yield measurements on NEA diamond surfaces with
different band bending conditions. Electron photoexcitation from the valence band to the
conduction band for near band gap excitation photon energies is a process that produces an initial
carrier distribution spread from the surface to deep into the bulk. For excitation photon energies
less than 6.0 eV, the penetration depth exceeds 1 gm [9]. Thus, significant electron emission can
only arise with transport of the photoexcited carries to the surface followed by escape into
vacuum, and therefore study of the total electron yield spectra can yield significant information
about the electron transport properties.
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Microwave CVD Polycrystalline Diamond

Undoped

-&-- Boron Doped

" ------ Phosphorus Doped

5 5.2 5.4 5.6 5.8 6 6.2
Excitation Photon Energy (eV)

FIG. 1 Photoelectric yield from microwave CVD polycrystalline diamond for near band gap
excitation photon energies.

EXPERIMENT

In addition to three polycrystalline diamond films, a type Ilb (boron doped, p-type) and a type
Ib (nitrogen doped) single crystal diamonds were used in this study. The films were grown using
microwave plasma enhanced CVD on silicon substrates. Undoped, boron doped, and
phosphorous-doped diamond films were investigated.

The experiments were performed in an ultra high vacuum system with the sample at room
temperature. A Hg-Xe arc-lamp was employed as a source for near band-gap radiation. The
photon energy was selected with the use of a 1 m normal incidence monochromator and refocused
at the sample position into a 1mm x 2mm rectangular spot with an energy resolution of 50 meV or
less. The excitation spectra are normalized with respect to the photo-yield of sodium salicylate
[10]. The field emission I-V measurements were performed using a flat 1 mm in diameter
tungsten anode, positioned at about 100 gim from the sample surface.

RESULTS AND DISCUSSION

In Fig. 1 we show photoelectric yield measurements of the three high quality microwave CVD
diamond films as a function of the excitation photon energy (normalized to the incident light
intensity). In Fig. 2 we show the photoelectric yield from single crystal diamond under the
conditions of nearly flat bands, downwards band bending, and (we suspect) upwards band
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Single Crystal Diamond Studies

Flat Band
•E -8--- Type IlIb: Downwards Band Bending
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FIG. 2 Photoelectric yield from single crystal diamond for near band gap excitation photon
energies.

bending. There is a strong correspondence between the form of the photoelectric yield from the
three CVD polycrystalline diamond films and the three single crystal measurements. Single
crystal studies [9, 11, 12], based upon the three-step model, have understood the photoelectric
yield characteristics of single crystal type llb diamond (Fig. 2) in terms of the observed changes in
band bending (built-in electric fields) at the surface. Furthermore, empirical examination has
found [13] that the photoelectric yield from hydrogenated type lb diamond material (Fig. 2) varies
as the excess energy above threshold to the fourth power (threshold energy =4.3 eV).

Near the surface, the band alignment of a semiconductor to the Fermi level is usually
determined by the density of surface (and near-surface) states rather than bulk doping.
Hydrogenated diamond surfaces are characterized by valence band maximum (VBM) to Fermi
level energy separations of from 0.5 to 1.0 eV (see Table II in Ref. [9]). Doping determines the
Fermi level alignment in the bulk. Therefore, band bending at the surface can depend upon both
bulk doping and surface treatment. With identical surface treatments (all surfaces as grown via
microwave CVD) the bulk Fermi level position will determine band bending. If the valence band
maximum (VBM) lies closer to the Fermi level in the bulk (p-type doping) than at the surface, then
there is downwards band bending. If the conduction band minimum (CBM) in the bulk lies closer
to the Fermi level than it does at the surface, then there is upwards band bending.

Two of the films shown in Fig. 1 (undoped and boron doped) exhibit a sharp threshold at
5.53 eV which is similar to that observed (Fig. 2) from natural single crystal NEA diamond. The
third CVD diamond film (phosphorus doped) bears strong similarity to the emission measured
from hydrogenated type Ib, high pressure high temperature (HPHT) grown diamond (Sumitomo
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FIG. 3 Typical semiconductor surfaces with (a) downward band bending, (b) flat bands, and
(c) upward band bending.

SumicrystalTm). SumicrystalTM diamond contains substitutional nitrogen at concentrations of 1018
to 1019 cm- 3.

Significant boron doping in diamond drops the bulk Fermi 0.4 eV or less above the valence
band maximum. This leads to downwards band bending at the surface (Fig. 3a). In this case,
photoelectric emission results from both bulk photoexcitation of excitons and electrons. The form
of the emission reflects [9] the presence of conduction band electrons which are being driven
towards the surface by the built-in field in the band bending region.

Truly intrinsic (undoped) material is characterized by a mid-gap Fermi level (in the bulk) and
by extremely long characteristic band bending lengths. This would lead to nearly flat bands close
to the surface (Fig. 3b). In fact, the observation of the oscillations in "as-polished" (111) single
crystal diamond is associated with nearly flat bands at the surface and yield dominated by exciton
transport [9].

Substitutional phosphorus or nitrogen, should lead to n-type bulk material (although the levels
are deep). Diamond material with an n-type bulk will produce upward band bending (Fig. 3c).
One would expect that strong upward band bending to the surface would lead to drastically
reduced photoelectric emission, even with a true NEA surface. We have found that the yield of
the polycrystalline diamond film varies as the excess energy above threshold to the fourth power
(threshold energy = 4.8 eV). As mentioned above, this is the same dependence on photon energy
(except for a different threshold value) as found for Sumitomo HPHT diamond. The fundamental
mechanism responsible for this form of the photoelectric yield has not been determined.

In Fig. 4 we show data from field emission I-V experiments performed on the same samples
whose total electron yield is discussed above. The distance between the anode and the emitting
surfaces was always - 100 g.tm, except for the HPHT, type lb single crystal for which the anode
was positioned -25 gtm from the emitting surface. As can be seen the most efficient field emitter
is the p-type sample with downward band bending. The two samples, which based on their
photoyield properties are thought to exhibit nearly flat bands, are the second best with similar field
emission strength. The lowest field emission current density was observed by the phosphorus
doped diamond film and the nitrogen doped HPHT single crystal diamond which are thought to
exhibit upward band bending.

Based on both the photoemission and field emission data discussed above it becomes apparent
that we can categorize our observations in three different groups based on the band bending near
the emission surface. The most efficient emitters (via both photoemission and field emission)
found to be the surfaces that exhibit downward band bending. This can be understood if we
assume that the surface conductivity is low (typical of hydrogenated surfaces [14, 15]), and that
electron transport from the bulk to the surface is necessary for the observed emission. In such a
case, as it can be seen in Fig. 3, electrons experience a force towards the surface in the presence
of downward band bending, and a force away from the surface in the presence of upward band
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FIG. 4 Field emission as a function of field from CVD diamond thin films and single crystal

diamonds.

bending. Therefore, both photoelectrons emitted from the conduction band and field emitted
electrons from the valence and/or the conduction band would have to overcome the same kind of
barrier in order to reach the surface. Electron transport mechanisms over barriers due to band
bending have been studied in the case of metal-semiconductor interfaces [16]. Based on such an
analysis, in the case of upward band bending the current density versus field dependence is
expected to be temperature dependent. Further experiments such as temperature depended field
emission are needed to verify the validity of our arguments.

CONCLUSION

We examined both the photoelectron emission and field emission properties of microwave
CVD diamond films and single crystal diamonds. Our results find three characteristic
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photoelectric yield spectra which have been observed from both polycrystalline CVD diamond
films and single crystal diamonds. The categories correspond to differences in bulk doping and
illustrate the importance of band bending at the surface. In addition, field emission experiments
find that the same three categories have distinct field emission properties. This can be understood
by taking into account that electrons from the valence and/or conduction band have to overcome
the same kind of barrier to reach the surface, assuming that the surface conductivity is relatively
low. In this study, the most efficient electron emitters are found to be the surfaces with
downward band bending. In contrast to a surface with downward band bending, upward band
bending results in a force that repels the electrons away from the surface and therefore much lower
current densities.
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ABSTRACT

The low electron affinity of a-C:H is related to that of diamond surfaces and is
studied using a chemical bonding model. The electron field emission from
hydrogenated amorphous carbon (a-C:H) and nitrogen modified a-C:H showing low
turn on fields are described. Nitrogen improves the field emission, apparently by
raising the Fermi level.

INTRODUCTION

Flat panel displays with a picture quality comparable to a cathode ray tube can,
in principle, be obtained from field emission displays (FEDs). An FED uses the field
emission of electrons from a matrix addressed array of cathodes to excite phosphor
pixels. The first design of FEDs used of 'Spindt' tips of Mo or Si to provide the high
electric fields needed for field emission [1]. Tips are needed because the low
emissivity of these high affinity materials. An alternative is to use smooth thin film
microcathodes of low affinity materials, such as diamond or diamond-like carbon
(DLC) [2]. Diamond is a candidate for field emission cathodes because of its
negative electron affinity and chemical inertness. Its emission properties have been
widely studied [3-8]. DLC is a semiconducting form of amorphous or hydrogenated
amorphous carbon (a-C:H) containing a significant fraction of sp3 bonding [9]. DLC
is a more attractive candidate than diamond because it can be deposited by PECVD
at room temperature and so it is compatible with glass substrates. It is therefore
of interest to consider the electron emission properties of DLC [101.

Another problem for diamond based emitters is how to provide electrons to its
conduction band. There are no active, shallow n-type dopants for diamond; for
example nitrogen forms deep levels about 1.4 eV below the conduction band edge.
Thus, defective diamond has better emission [7], presumably due to grain boundary
conduction. In contrast, a-C:H has a second advantage that it can be doped n-type
because N now forms shallow levels in the narrower gap of a-C:H.

THEORY

The hydrogenated diamond surfaces along with other wide gap semiconductors
like cubic boron nitride have a negative electron affinity (NEA)[3-5,1 1]. The most
familiar cases of NEA are Cs coated surfaces of p-type semiconductors [12]. These
could be called effective NEA surfaces, in which a semiconductor of positive
electron affinity becomes NEA because of a surface dipole and charge transfer
from the Cs layer. In contrast diamond and c-BN are intrinsic NEA surfaces, in
which the NEA property arises from the bonding of the bulk semiconductor itself.

The origin of the NEA can be understood by considering bonding, as in Fig. 1.
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Fig. 1. Schematic diagram of the development of atomic orbitals, bonds and bands
in a covalent solid, showing band edge energies with respect to the vacuum level.
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Here, the 2s and 2p valence orbitals of carbon hybridise to produce the sp 3 hybrids
on each atom which interact to form the bonding (a) and antibonding (o*) states.
The a state broadens into the valence band while the o* state broadens into the
conduction band of the solid. Now, the valence states must lie below the vacuum
level Ev,.. However, there is no such requirement on the a* or conduction states.
For example, the a* states of methane lie above E.... The conducton band
minimum (CBM) Ec can lie below or above E,.,

A simple analysis of the EA can be given in terms of atomic orbitals using tight-
binding theory [13,14]. We express E. as lying at the band gap energy Eg above the
valence band maximum (CBM) E,. This valence state is a bonding p state of r 25'
symmetry in all diamond/zincblende semiconductor crystals. Its energy is given by

E(r2,) = Vo + (V2
2 + V3

2)A/

where V. = Y2 (E(p,c) + E(p,a)) the average of the p orbital energy on the cation and
anion sites for a zincblende semiconductor like c-BN, V3 = Y2 (E(p,c)-E(p,a)) is the
ionic energy. V2 is the covalent energy, which is given empirically by V 2 = V2

0/d 2

where d is the bond length and V2
0 = 18.6 eV/A2 [14]. The orbital energies E(p) etc

are the orbital energies in the solid which are given in terms of the ionisation
potentials of the free atom and the intra-atom correlation energy U by [13-15]

E(p) = E - Y2U

This treatment has been found to give a reasonably successful accurate value of
E, below E_ which experimentally is the photoelectric threshold (Fig. 2)[13,14].
However, the model is still incomplete as the predictions are less successful for
first row systems like diamond.

We now apply this model to the case of diamond and amorphous C in
particular. The low EA of diamond is actaully rather surprising, if one considers the
work function of metals varies linearly with the electronegativity [16], and that C
is the most electronegative of the group IV elements. To understand this further,
we plot in Fig. 3 the values of E. and Ec for the group IV elements. We see that E,
follows the p orbital energy EP which does decline from Sn to C. In contrast, Ec
rises sharply from Si to diamond because of diamond's very wide band gap. Thus,
diamond has the lowest electron affinity of the group IV semiconductors, despite
having the largest electronegativity, because it has the widest gap.

A second question concerns the 1 to 2 eV decrease in electron affinity of a
diamond surface from a positive value for clean, unhydrogenated surface to a
negative value for hydrogenated surfaces [5]. This decrease is likely to arise from
the addition of hydrogen to the surface rather than the reconstruction of the
unhydrgenated surface. The change in affinity has been attributed to the charge
rearrangement within a C-H bond which creates a small dipole moment which
opposes the potential step at the surface [13]. Thus, changes in affinity of
diamond surfaces are related directly to changes in the local bonding.

EXPERIMENTAL

We now describe measurements of electron emission from a-C:H and N-doped

a-C:H films. The a-C:H and a-C:H:N films were deposited from CH,/He/N2 gas
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mixtures using a capacitively coupled RF PECVD system with magnetic
confinement. The films were deposited onto highly doped n-Si substrates at room
temperature and had a thickness of 0.3 pm. The characterisation of the structure,
bonding and electrical properties is described elsewhere [17,18]. The optical gap
is 1.7 eV for the a-C:H and 2.0 eV for the a-C:H:N film discussed.

Field emission measurements were carried out using the a-C:H:N films as a
cathode and an ITO coated glass slide as an anode [191. The anode was separated
from the film by 50 pm glass fiber spacers and the emission are was set at 1 cm 2.
The field emission measurements were carried out at a pressure of 5x10.7 Torr.
The current density is calculated assuming emission form the total area.

Fig. 4 shows the current density versus electric field for an a-C:H and an a-
C:H:N doped film containing 11 at% N. The emission from the a-C:H film is seen
to increase rapidly at about 26 V/pm. In the film a-C:H:N film, this onset is lowered
to 1 2 V/pm and the current density is seen to be two orders of magnitude higher.

The current densities have been fitted to the Fowler-Nordheim relationship
expected for field emission

J=bE2exp (-aý3/2

where J is the current density in A/m 2, E is the electric field in V/m, 0 is the
emission barrier height in eV, a and b are constants with a = 6.8.10' in these units.
f8 is the field enhancement factor for rough surfaces. Fig. 5 shows the current
densities plotted according to eqn (1). The data for the a-C:H film gives a poor fit
to eqn (1) while the a-C:H:N film gives a much better fit. The data for a-C:H and
a-C:H:N have a slope of corresponding to an effective barrier height 0' of 0.05 eV
and 0.04 eV, respectively, with fl= 1. These are very low effective barrier heights
and are consistent with the rather good emission of a-C:H:N.

DISCUSSION

Fig. 6 summarises the experimentally measured band edge energies of various
C:H phases with respect to the vacuum level [13,5,20]. As the electron affinity of
a semiconductor is determined by its local chemical bonding as argued from the
tight-binding model, it does not depend on the crystalline order. We therefore
expect amorphous C:H phases should have similar band energies with respect to
the vacuum level. This is confirmed by the data in Fig. 4. Here we plot E, values
for a-C:H films derived from experimental photoemission partial yield data [20],
with Ec derived by adding the optical gap to E,. E. and E, of a-C:H is seen to lie
midway between the positions in diamond. E. and E, then gradually rise in energy
towards the vacuum level, as the gap E.-E, increases towards the bottom of the
diagram. Indeed E. of the wider gap,'polymeric' type of a-C:H has risen above the
vacuum level, corresponding to a negative electron affinity. This therefore accounts
for the general observation of easy electron emission from a-C:H in Figs 4 and 5.

Electron emission occurs from the Fermi level Ef, not E.. Emission is therefore
easier if E, is raised by n-type doping, assuming no band bending at the surface.
This is basically the cause of the higher electron emission from a-C:H:N films in
Fig. 4. There are, however, some questions in the details. Nitrogen doping of
amorphous C has been studied by various groups, with conflicting conclusions. N
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also tends to induce sp2 bonding, so an increase in conductivity of a-C:H:N could
arise instead from a closing of the gap due to graphitisation, rather than true
doping [21]. True doping by N has been found in ta-C, a highly sp3 bonded
unhydrogenated form of a-C [22,231. There, N addition was observed to cause the
conductivity to first increase and then decrease as Ef passed from near E, to near
E0, while the optical gap remained constant. A similar but much weaker doping
response is found in the present a-C:H system [18], prepared under magnetically
confined PECVD conditions. We therefore believe that the increased electron
emission in Fig. 4 does arise from the raising of Ef towards Ec with N addition, by
at least 0.3 eV from the change in the activation energy of conduction.

The change in effective barrier height, from the slope of the Fowler-Nordheim
plots, was of order 0.01 eV, much less than the change in Ef. This suggests that
the electric field in eqn (1) must be corrected by a finite value of the field-
enhancement factor fl of at least 10. The factor/i is expected for traditional cases
of field emission, where pointed shapes are used [11. It was not expected for the
case of a-C:H, which forms very smooth films, often with surface roughness under
10 nm, as these can also be used as low wear tribological coatings.
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