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PREFACE 

The Conference on "The Risk Assessment Paradigm After Ten Years: Policy and Practice Then, 

Now, and in the Future" was held at the Hope Hotel and Conference Center at Wright-Patterson Air 

Force Base, OH, from 5 through 8 April 1993. The Conference was sponsored by the Toxicology 

Division, Occupational and Environmental Health Directorate, Armstrong Laboratory, U.S. Air Force; 

the Naval Medical Research Institute Detachment (Toxicology); the Army Biomedical Research and 

Development Laboratory; and the Environmental Criteria and Assessment Office, U.S. Environmental 

Protection Agency, with the cooperation of the National Research Council Committee on Toxicology. 

The conference was coordinated by ManTech Environmental Technology, Inc., Toxic Hazards Research 

Unit, under Department of the Air Force Contract No. F33615-90-C-0532. Lt Col Terry A. Childress 

served as Contract Technical Monitor. 

Over 290 representatives of government, industry, and academia attended the Conference, which 

featured invited presentations by noted individuals in the field of toxicology as well as a poster session 

on topics relevant to the theme of the Conference. The papers and abstracts in this volume span the wide 

range of topics presented. Conference sessions were held on 

• The Basics of Risk Assessment 

• Case Comparisons — Issues/Lessons Learned 

• Where the Paradigm Needs Change 

• Advancing the Science of Risk Assessment 

• Risk Communication 

We would like to thank the authors for contributing a written document as well as making a 

presentation at the Conference. We would also like to thank our colleagues who reviewed the 

manuscripts; Sheila Brooks, JoAnne Barker, and Sheila Elliott for word processing; Tanya Isley for 

editing; and Patty Fleenor for her invaluable assistance in technical editing and coordinating the review, 

compiling, and editing processes that resulted in the publication of these proceedings. We also would 

like to thank Lois Doncaster, Jim Stokes, and the THRU, Air Force, Navy, and EPA personnel who 

participated in the preparation and coordination of the Conference. 

The proceedings of this Conference have been accepted for publication in the journal Risk 

Analysis. A June 1994 (Vol. 14, No. 3) publication is anticipated. 
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INTRODUCTION 

Hugh A. Barton1, David R. Mattie2, and W. Bruce Peirano3 

'Toxic Hazards Research Unit, ManTech Environmental Technology, Inc. 
toxicology Division, Armstrong Laboratory 

'Environmental Criteria and Assessment Office, Environmental Protection Agency 

The Conference on "The Risk Assessment Paradigm After Ten Years: Policy and Practice Then, 

Now, and in the Future" was held at Wright-Patterson Air Force Base, Ohio, 5 through 8 April 1993. 

It provided an opportunity for research scientists, risk assessment practitioners, and users of risk analysis 

to evaluate the state-of-the-art of risk assessment. The varied backgrounds of the attendees, in part, 

reflected the Conference's unique cosponsorship by the Toxicology Division, Occupational and 

Environmental Health Directorate, Armstrong Laboratory, U.S. Air Force; the Naval Medical Research 

Institute Detachment (Toxicology); the Army Biomedical Research and Development Laboratory; and the 

Environmental Criteria and Assessment Office, U.S. Environmental Protection Agency, with the 

cooperation of the National Research Council Committee on Toxicology. 

The rapid increase in the utilization of risk assessment, since the presentation by the National 

Academy of Science in 1983 of an analytical paradigm, has raised numerous and difficult scientific and 

policy issues. The Basics of Risk Assessment (Session I) reviewed the use of paradigm. This was 

followed by consideration of Case Comparisons — Issues/Lessons Learned (Session II), and suggestions 

for Where the Paradigm Needs Change (Session III). Selected articles are presented from each of these 

sessions. 

These articles describe insights gained as risk assessment has moved from relatively simple default 

approaches toward addressing the complexities of exposure scenarios and chemical toxicities. This move 

toward complexity and flexibility represents a natural progression for the field. Risk assessors often 

began by screening for those situations that might be of concern by using health-protective assumptions 

and simplifications. Realities are inevitably different than the simplified case, so additional information 

and methodologies to utilize it must be developed and implemented. This presents a challenge to 

researchers, practitioners, and users due to their significantly different time frames, technical 

backgrounds, and policy perspectives. Risk assessment must improve to assist in decision making despite 

limitations of available information and human understanding. 



The next two sessions described Advancing the Science of Risk Assessment (Sessions IV and V). 

Several authors discussed scientific advances that have implications for risk assessment, particularly of 

carcinogens. As our knowledge of cancer processes improves, it reinforces the fact that there are several 

diseases we refer to collectively as cancer. Any single quantitative risk assessment methodology shows 

its weaknesses when it tries to address all of these identically. Other authors addressed issues associated 

with mathematical modeling for exposure routes, carcinogenicity data, or noncarcinogenic effects. 

Risk assessment has thrived in this age of computerization. Early risk assessments used simplified 

assumptions and approaches, in part, due to limitations of access to computational power. The papers 

in Sessions IV and V show how risk assessment can gain from increasing modeling sophistication. But, 

they also contain indications that mathematical methods can only move us a short way in the absence of 

either concrete information (e.g., mechanisms of toxicity) or clear policy decisions (e.g., how to protect 

various populations). 

Much of the Conference focused on how new scientific information and improved methodologies 

are increasing the sophistication of risk assessment, but the final session addressed the challenges of Risk 

Communication (Session VI). Mathematical modeling, Monte Carlo simulation, pharmacokinetics, 

mechanisms of toxicity — these must be pathways to greater clarity and conciseness, not just complexity 

and technical sophistication. 

The public arena in which risk assessment exists is one of human concerns and desires for an 

improved life. It is this context that makes risk assessment such a challenging multidisciplinary field. 

The papers from this Conference demonstrate that developing a flow from information gathering to 

analysis to discussion to decision is still a challenge, even within the risk assessment/management/ 

communication fields. The languages of mathematics and human speech must come together to facilitate 

discussion and decision making if risk assessment and risk management are to achieve the success that 

society desires from them. 
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"Times are Tough; Brother, Can You Paradigm?" 

Donald G. Barnes 
U. S. Environmental Protection Agency 

Washington, DC 20460 

ABSTRACT 

Ten years ago, the National Academy of Sciences released its risk assessment/risk management 

(RA/RM) "paradigm" that served to crystalize much of the early thinking about these concepts. By 

defining RA as a four-step process, operationally independent from RM, the paradigm has presented 

society with a scheme, or a conceptually commmon framework, for addressing many risky situations 

(e.g., carcinogens, noncarcinogens, and chemical mixtures). The procedure has facilitated decision 

making in a wide variety of situations and has identified the most important research needs. 

However, the past decade has revealed that additional progress is needed. These areas include 

addressing the appropriate interaction (not isolation) between RA and RM, improving the methods for 

assessing risks from mixtures, dealing with "adversity of effect," deciding whether "hazard" should imply 

an exposure to environmental conditions or to laboratory conditions, and evolving the concept to include 

both health and ecological risk. 

Interest in and expectations of risk assessment are increasing rapidly. The emerging concept of 

"comparative risk" (i.e., distinguishing between large risks and smaller risks that may be qualitatively 

different) is at a level comparable to that held by the concept of "risk" just 10 years ago. Comparative 

risk stands in need of a paradigm of its own, especially given the current economic limitations. "Times 

are tough; Brother, can you paradigm?" 

INTRODUCTION 

According to many pundits, the central issue of the last presidential election was the economy. 

A sluggish recovery, characterized by a persistent unemployment — despite the lowest interests rates in 

decades — raises the possibility of decreased economic performance well into the future, as well as the 

specter of the Great Depression in the minds of today's great-grandparents. 



According to some, former President Bush should be faulted for not having done more during 

his "watch" to prod the country out of its economic doldrums. According to others, President Clinton 

should thank former President Bush for taking appropriate action - he simply waited too long for that 

action to benefit him. This situation illustrates that old aphorism of politics: "Timing is everything," and 

Washington - along with the rest of the country - often has difficulty with its timing. 

On occasion, however, Washington does get the timing right. I submit that the National Academy 

of Sciences (NAS) got the timing nearly perfect with the release of its report on risk assessment (1). This 

report presented a conceptual scheme, a "paradigm," that helped to focus and crystalize the discussion 

about risk assessment just at a time when the practice was being adopted and adapted by more and more 

individuals and institutions. 

It is the tenth anniversary of that paradigm that we celebrate today by reexamining its origins, 

adaptations, and possible future. 

Figure 1 succinctly presents the risk assessment/risk management (RA/RM) paradigm set forth 

by the NAS in 1983. The four steps in the risk assessment process and the perhaps indelicately posed 

questions they address are as follows. 

1. Hazard Identification; 
Is this stuff toxic? 

2. Dose—Response Assessment: 
How toxic is it? 

3. Exposure Assessment: 
Who is exposed to this stuff, how long, how often? 

4. Risk Characterization: 
So what? 
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This risk information is one of several factors that the decision maker must consider in answering the risk 

management question posed by an always intense, if not always admiring, public: "So what are you going 

to do about it?" 

In the remainder of the paper, I will describe the impact of the NAS paradigm, some of its 

strengths and weaknesses, and some suggestions about what the future might hold for the paradigm and 

for us. 

THE STRENGTHS AND IMPACT OF THE NAS PARADIGM 

A key development in the early history of the assessment of chemical risks in the decision making 

process was the announcement of cancer risk assessment guidelines by the U.S. Environmental Protection 

Agency (EPA) in 1976 (2). That document, forged in the fires of legal action taken against chlorinated 

pesticides, succinctly laid out the approach that the EPA would take in dealing with chemicals that pose 

carcinogenic risks. Although quite useful in its own right, that early set of guidelines lacked the 

intellectual construct (paradigm) that could serve to frame the thinking and discussion about risk. 

Consequently, the vigorous developments in RA that took place in the late 1970s and early 1980s 

shimmered and sparkled but, like so much Jello, lacked a unifying, undergirding structure. It was the 

NAS paradigm that finally succeeded in nailing much — but not all — of this Jello® to the wall. 

For example (to borrow from the comparison of the sacred and the secular), the paradigm 

provides a common, somewhat demystified language which both anointed practitioners (risk assessors) 

and laypeople (the rest of us) can use when communicating about risk. Both groups can appreciate that 

all scriptures (risk assessments) should have a common underlying structure (i.e., the four elements in 

the paradigm). 

Further, the paradigm lays out the moral equivalent of the Prime Directive (i.e., the separation 

of church [RA] and state [RM]). If the decision making process is to be credible to members of the 

public, they must have an assured faith that the RA process is not tainted by the involvement of those 

who might have a stake in the RM decision. 

In addition, experience has shown that the paradigm has broad applications. Although used most 

often at EPA to reach conclusions on carcinogenic compounds, the scheme is equally applicable to 

10 



noncarcinogens; mixtures (e.g., environmental tobacco smoke [3]); nonchemicals (e.g., electromagnetic 

fields); and site-specific situations, such as Superfund sites or military base cleanups. 

Finally, the paradigm causes us to clearly distinguish between "fact" (scientific data) and "faith" 

(scientific inferences and "default positions"). In so doing, we are led to identify those data gaps that 

have the greatest potential effect on the RA. Through disciplined application of the paradigm, we can 

best target our research resources to have the maximum impact on the decision making process. For 

example, much of EPA's research on "dioxin" has been explicitly guided by the impact that these results 

might have on the reassessment of "dioxin" risk, slated for release in late 1993. 

The influence and impact of the RA/RM approach to decision making has been growing steadily 

within EPA. For example, the Agency has issued several RA guidelines beyond those for cancer (4), 

most of them structured according to the paradigm. 

The Agency also has summarized its Hazard Identification and Dose—Response Assessments and 

made them available to the public through the Integrated Risk Information System (IRIS). Through IRIS, 

states, localities, and individual citizens have access to two of the fundamental components of the 

paradigm. Coupled with the publicly available software called RISK*ASSISTANT (5), the ability to 

generate simple, but effective, risk assessments is available to anyone with a personal computer. 

In addition, the EPA is becoming more sophisticated in its exposure assessments through the use 

of Monte Carlo computer techniques. More attention also is being focused on ways to improve the final 

risk characterization step in the RA process. 

The paradigm has served to sort out the respective roles and responsibilities of risk assessors and 

risk managers. This has sheltered the risk assessor from some political pressures, while exposing risk 

managers to the need to make difficult decisions and to communicate them in a comprehensible fashion 

to the public. 

The concept of RA/RM decision making continues to spread beyond the Agency. Conferences 

and publications on the subject are found almost everywhere. A professional Society for Risk Analysis 

has now formed, with organizational units throughout the United States, in Asia, and in Europe — 
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including the emerging democracies of Eastern Europe. Agencies that once denigrated RA as being as 

accurate as a 5-year weather forecast are adopting the paradigm for their own purposes. 

STRAINS AND WEAKNESSES OF THE NAS APPROACH 

Total Separation of RA and RM is Not Possible - or Even Desirable in Many Instances. 

Some degree of interaction between RA and RM is essential if the RA answers are going to 

address — let alone satisfy — the RM questions. In some instances, for example, a qualitative answer 

will suffice (e.g., Could the pollutant run off into the stream and bioaccumulate in aquatic organisms?). 

In other instances, a more detailed answer is needed (e.g., What are the remedial options that would 

prevent runoff of the pollutant to such an extent that bioaccumulation would be maintained at levels below 

a 10"5 risk level to the sportfishing population?). 

In fact, the NAS considered the option of separating the RA operations totally from the RM 

operations (e.g., establish a separate agency to conduct such analyses). To their credit, the NAS panel 

rejected this option as being infeasible, while spotlighting the importance of separating RA and RM 

functions within a single agency. 

In finding the proper balance, there will — and should be — a continual tension between the need 

for good communication between the customer (RM) and supplier (RA). 

As Used, the Paradigm Favors a Reductionist - Single Chemical (Stressor) - Approach    (i.e., 
Prejudices the Risk Assessor against Considering Mixtures in a Holistic Manner). 

Risk assessment/risk management decision making is most easily applied to the case of a single 

chemical. Therefore, there is a tendency to ignore "the mixtures problem" and to attempt instead to focus 

on the few chemicals that pose the largest individual risks in a given situation. This approach carries the 

implicit assumption that individual chemical risks will generally exceed those posed by simultaneous 

exposures to combinations of risky materials. We know of instances in which this simplifying assumption 

does not hold (e.g., the response of the exposure of tobacco smokers to asbestos). 

The Current Approach Does Not Address Adversity of Effect. 

A perennial chestnut, the issue of adversity of effect (e.g., Which is worse: Cancer or 

development effects?) has withstood all attempts at definitive resolution by the Agency, the NAS, and 
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anyone else for that matter. At bottom, the question of the relative concern to give to leukemia versus 

missing limbs, or reproductive effects versus stratospheric ozone depletion appears to be a value judgment 

to be made somewhere other than in the RA arena. Although such a statement may be true, it reflects 

a limitation in the ability of RA to answer the RM question: What are you going to do about these two 

risks? 

There is increasing recognition that resources to address environmental problems are limited. 

Consequently, trade-offs have to be made in many cases, including those in which a variety of risks 

estimated via the NAS paradigm are generally equal. In order to reach decisions in such cases, therefore, 

something beyond the current NAS paradigm is needed.  (See "Where Do We Go From Here?") 

As Used, There is Ambiguity about Whether Hazard Identification Should Relate to Effects 
Observed at "Exposures Under the Condition of the Test" or "Exposure Likely to be Encountered 
in the Environment." 

The traditional 2-year bioassay for carcinogenicity utilizes high doses (e.g., the maximum 

tolerated dose [MTD]) to compensate for the limited number of animals used in the assay. Increasingly, 

questions are being raised about the relevance of results from such high-dose assays in anticipating the 

consequence of exposures at much lower levels likely to be encountered in the environment (6). 

The issue is being confronted even more directly in the case of noncancer end points. For 

example, the Agency's RA guidelines for reproductive and developmental effects explicitly consider 

anticipated levels of exposure in reaching a conclusion in the Hazard Identification step, which is in 

contrast with the current practice for cancer RA. 

Although the paradigm itself is silent on this issue, any improvement in the scheme should 

explicitly address this matter. 

Ecological Paradigm is Purported to Be Different. 

Recently, the Agency issued an Ecological Risk Assessment Framework document containing a 

paradigm for eco-RA that is somewhat different from that proposed by the NAS a decade ago (7). The 

reasons for these differences include the following. 
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• We know more about RA than we did 10 years ago. 

• The ecological problems are qualitatively different from the health problems, which 
were the focus of the original NAS concerns. 

• The ecological community wants to leave their distinctive mark along the RA trail. 

In any event, there should be a single RA paradigm that is sufficiently broad to encompass both 

health and ecological concerns. Currently, there is the danger that eco-RAers and health-RAers will 

evolve in different - and possibly opposing - directions, to the detriment of both groups and the public. 

WHERE DO WE GO FROM HERE? 

The Clean Air Act of 1990 contains a provision for the NAS to revisit the manner and methods 

of RA. The economic and social implications of the Act are of such magnitude that the Congress felt it 

was important to reassess the technical aspects of the decision making process. The NAS report, perhaps 

with an updated paradigm, should be released during 1993. 

In addition to NAS effort, however, events are already under way that may well expand the 

paradigm. Just as the NAS's 1983 effort helped to legitimize the practice of RA, the 1988 EPA 

Unfinished Business report and the 1990 Science Advisory Board Reducing Risk report highlighted the 

concept of relative risk analysis (8, 9). These reports demonstrated that it is possible - even with 

today's limited data - to distinguish on a technical basis between high risk problems and lower risk 

problems. 

Although not universally accepted at this point (10), relative risk holds the promise of being a 

valuable tool in shaping a national environmental agenda. The EPA has expanded the concept even 

further by successfully enlisting a broader range of parties - those with interests in the technical, social, 

political, and other spheres - to work collegially in establishing environmental agendas at the regional, 

state, and local levels through a comparative risk process. 

In fact, the city of Columbus, OH, has established its equivalent of a Science Advisory Board to 

advise the mayor on the relative risks facing the city. In addition, Senator Daniel Moynihan of New 

York held hearings on the potential use of these comparative risk ideas in 1990 and 1992. In 1993, he 
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introduced S. 110 (the Environmental Risk Reduction bill), which directs the Agency to generate a 

comparative ranking of environmental risks on a biennial basis for submission to the EPA and Congress. 

In my view, comparative RA is at a stage of development similar to that of RA in the late 1970s. 

Once again, we stand in need of a defining paradigm that will structure our thought, our discourse, and 

our progress. May we respond to this challenge in 1993 as well as those who responded to the challenge 

in 1983. 

As I said, "Times are tough; Brother, can you paradigm?" 
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Although we define toxicology as the study of the adverse effects of chemicals on biologic 

systems, toxicology is clearly more than just the science by which we identify and characterize adverse 

effects. Toxicology, like medicine, is both a science and an art and it is the art or predictive aspect of 

toxicology that I have been asked to discuss this afternoon. 

Toxicologic predictions are traditionally based on three kinds of information. First, we need to 

know something about the agent or chemical and its adverse effects. Second, we need information about 

the dose and/or exposure conditions. Third, we need information about the target or exposure subjects. 

These same three end points: the type of adverse effect, the exposure scenario, and the susceptibility of 

the exposed population are also the basic input for assessing the risk of exposure to chemicals in our 

environment and for setting limits on exposure to chemicals in the workplace as well as in our food, 

drugs, water, soil, and elsewhere. 

Although it is evident that the quality of our predictions will depend on the quality of each of the 

three inputs, it should also be evident that the only absolutely reliable basis for predicting adverse effects 

in humans is data obtained with the desired chemical and the correct exposure scenario in humans. Any 

prediction based on less than this will be constrained by the need to extrapolate the input data. 

Further, even when we have these ideal conditions of correct agent, species, and exposure, 

because our predictions are for the average or typical population, the recommendation may not be 

predictive for every individual in the population because of differences in age, sex, occupation, dietary 

and personal habits, and other factors. The next best option for insuring predictive validity is human data 

with the right chemical and exposure or dose information that can be reliably interpolated or extrapolated. 

The third option is human data for a surrogate that has chemical and biologic properties that are similar 

to those of the target chemical. In principle, it is only when we do not have adequate human data on the 

target chemical or a reasonable surrogate that we use animal studies for estimating risk but, in practice, 
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studies in animals are almost always used as a part of the predictive process because of their role in 

validating the human studies and because of their importance as the basic input for both the hazard 

evaluation and the quantitative risk assessment approach. 

The first step in what is traditionally referred to in toxicology as "hazard evaluation" is to identify 

all of the adverse effects that can be produced by either acute or chronic exposure to the chemical and 

the second step is to establish dose—response relationships for each of these adverse effects. Ideally, these 

studies would also provide information on the effects of administration by different routes, at different 

rates and durations of exposure, and information on other test species. This information together with data 

on the chemical and physical-chemical properties of the chemical, kinetic data in various species, gene-tox 

studies, teratology, reproduction, and other types of end-organ damage, plus the mechanistic information, 

constitute what is referred to as the tox-database for the chemical. The next step is to determine whether 

this information is relevant to the target species and to the exposure scenario. In those cases where the 

information is relevant and where there is a threshold or no-observable-adverse-effect level (NOAEL), 

then the final step is to divide the NOAEL by an appropriate safety factor to assess risk and establish the 

exposure limit. A modification of this approach has been developed by the Environmental Protection 

Agency in which the slope of the dose—response curve and its confidence limits are used to calculate 

benchmark or reference doses for low incidence responses. Although this approach is more responsive 

to the number of animals at each test dosage level and avoids the use of a single threshold value, it is 

basically an extension or enhancement of the traditional threshold approach. The advantage of the 

threshold approach is that it is simple, easy to understand, and that it has been widely used for over 50 

years to assess and regulate the hazards of chemicals in our environment. However, this approach cannot 

be used with nonthreshold effects and it requires the exercise of judgement or a weight of evidence 

evaluation in three areas: the selection of the test data to be used, the decision about the relevance of the 

data, and in the selection of the safety or uncertainty factor. 

When Lehman and Fitzhugh introduced this approach at the Food and Drug Administration 

(FDA), they used a single value of 100 which was intended to include all of the uncertainties and the 

confidence level of the predictor. However, over the years, it has become customary to divide this value 

into two factors of 10 and to assign these to the intraspecies and the interspecies variation. More recently, 

additional modifying factors have been recommended as part of the benchmark or reference dose 

approach to adjust for lowest-observable-adverse-effect level-to-NOAEL conversion, subchronic-to- 
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chronic extrapolation, route-to-route extrapolation, differences in susceptibility of the target population, 

and other factors. Although the intent of these changes is to enhance the precision of the transspecies 

prediction, the net result is that we now have a cascade of these multiplicative uncertainty factors defined 

largely by guidelines rather than actual data. Efforts are under way to reduce this problem by using 

actual data rather than default assumptions whenever possible and to provide documentation of the 

uncertainties and alternatives for all such assumptions; particularly those which are arbitrarily added to 

increase the margin of safety rather than because they are essential for the transspecies prediction. 

In contrast to this approach, the risk assessment paradigm for carcinogens is currently based on 

the use of quantitative risk assessment models that focus on the high-dose to low-dose extrapolation rather 

than on the transspecies extrapolation. Currently, the most popular of these is the linear multistage model 

in which the upper bound confidence limit of the maximum tolerated dose is extrapolated to zero and the 

slope or potency for the chemical is estimated from the low-dose region of this line. This approach would 

be more acceptable to toxicologists if it used the actual dose-response data to calculate potency rather 

than this hypothetical line. This approach would also be more rational if it used a finite value rather than 

zero as the origin and thus did not exclude the possibility of a threshold parameter in the extrapolation 

equation. Because the smallest possible biologic unit is one molecule, the origin cannot be zero, and 

slopes or potencies based on this assumption will be incorrect. Another way to significantly improve the 

risk assessment paradigm for carcinogens and noncarcinogens would be to move the responsibility for 

all of the issues relating directly to conservatism from the risk assessor to the risk manager. The job of 

the risk assessor is to provide the best estimate or central tendency, or most scientifically defendable 

estimate of the risk and to indicate the uncertainties and variabilities associated with this estimate. When 

we arbitrarily include conservatism in a default assumption or guideline for risk assessment, we are 

usurping the role of the risk manager and mixing policy with science. My final recommendation has more 

to do with risk communication than with risk assessment, and it is that we focus more on the use of a 

risk-risk analysis rather than on the risk-benefit equation because we can do a better job of quantitatively 

assessing and communicating relative risk than we can do with benefits. This presentation has focused 

on the development and application of the hazard evaluation or threshold approach to risk assessment. 

The use of this approach to establish exposure limits for workers, military personnel, and other 

population groups exposed to chemicals in their environment represents the major practical application 

of the risk assessment paradigm. Regulatory groups such as the FDA and the Occupational Safety and 

Health Administration and professional groups such as the Committee on Toxicology of the National 
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Academy of Sciences, the Threshold Limit Value Committee of the American Conference of 

Governmental Hygienists, and others have used and validated the process. The basis elements of this 

approach are (1) the priority of human over animal data, (2) the case-by-case evaluation, (3) the use of 

a threshold concept, and (4) the reliance on good science rather than rigid protocols to achieve an optimal 

balance between competing risks. In our effort to find ways to improve the risk assessment paradigm, 

we need to recognize the advantages of our current approach and to ensure that all such recommended 

changes are beneficial to public health. 
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ABSTRACT 

Health risk assessments have become so widely accepted in the United States that their 

conclusions are a major factor in many environmental decisions. Although the risk assessment paradigm 

is 10 years old, the basic risk assessment process has been used by certain regulatory agencies for nearly 

40 years. Each of the four components of the paradigm has undergone significant refinements, 

particularly during the last five years. A recent step in the development of the exposure assessment 

component can be found in the 1992 EPA Guidelines for Exposure Assessment. Rather than assuming 

worst-case or hypothetical maximum exposures, these guidelines are designed to lead to an accurate 

characterization, making use of a number of scientific advances. Many exposure parameters have become 

better defined, and more sensitive techniques now exist for measuring concentrations of contaminants in 

the environment. Statistical procedures for characterizing variability, using Monte Carlo or similar 

approaches, eliminate the need to select point estimates for all individual exposure parameters. These 

probabilistic models can more accurately characterize the full range of exposures that may potentially be 

encountered by a given population at a particular site, reducing the need to select highly conservative 

values to account for this form of uncertainty in the exposure estimate. Lastly, our awareness of the 

uncertainties in the exposure assessment, as well as our knowledge as to how best to characterize them, 

will almost certainly provide evaluations that will be more credible and, therein, more useful to risk 

managers. If these refinements are incorporated into future exposure assessments, it is likely that our 

resources will be devoted to problems that, when resolved, will yield the largest improvement in public 

health. 
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INTRODUCTION 

During the last 10 years, the risk assessment paradigm has served to evaluate hazards posed by 

exposure to developmental and reproductive toxicants, mutagens, carcinogens, and systemic toxicants. 

Many existing environmental criteria and some of our nation's occupational health standards have, at least 

in part, been based on the results of low-dose extrapolation models and exposure assessments (1-4). 

Tolerances for pesticides residues, drinking water guidelines, ambient water quality criteria, air standards, 

and exposure limits for contaminants found in indoor air, consumer products, and other media have been 

developed that embrace these techniques (5). Most recently, the paradigm has been modified to evaluate 

potential impacts on fish, wildlife, endangered species, and selected flora due to chemicals or other 

Stressors (6). 

The goal of any risk assessment is to estimate the likelihood of an adverse effect on humans, 

domestic animals, wildlife, or ecological systems from possible exposures to chemical or physical agents. 

Each of the four components of the risk assessment paradigm has been refined during the last five years, 

dramatically so in the case of the exposure assessment. A growing acceptance and application of these 

advances can be found in the 1992 Environmental Protection Agency (EPA) Guidelines for Exposure 

Assessment (7) and in the 1993 Science Advisory Board draft review of the Risk Assessment Guidance 

for Superfimd: Volume I - Human Health Evaluation Manual (8). This paper discusses these scientific 

advances and presents a viewpoint on the way in which exposure assessments should be conducted from 

this point forth. 

EXPOSURE ASSESSMENT 

Risk assessments of hazardous waste sites, airborne emissions, effluent discharges, or those 

conducted as a part of the process for permitting new facilities are often plagued by serious shortcomings 

in the exposure assessment phase of the analysis. Indeed, this appears to be the most easily mishandled 

of the four components of the paradigm (Figure 2) (9). It is, however, the one for which we are best 

prepared to make significant improvements, especially with respect to determining health-based cleanup 

levels. 
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Figure 2.    Elements of Risk Assessment and Risk Management (From:   National Academy of 
Science, 1983). 

Although there have been numerous claims that exposure assessments are exceedingly difficult 

and uncertain, this component often contains much less uncertainty than other steps in the process. 

Admittedly, there are a large number of factors to consider when estimating exposure, and it is a 

complicated procedure to understand the transport and distribution of a chemical that has been released 

into the environment (10,11). Nonetheless, the available data indicate that scientists can do an adequate 

job of quantifying the concentration of chemicals in various media and the resulting uptake by exposed 

persons provided that they account for all of the important exposure factors (10-14). For some chemicals, 

the actual uptake need not be estimated using numerous assumptions, but rather can often be measured 

directly in body fluids, excrement, or hair (15, 39). 

There are at least six major pitfalls in the exposure assessment process that should be avoided. 

First, too much emphasis has been placed on the so-called maximally exposed individual (MEI), and the 

results of such analyses are often misinterpreted and/or misrepresented. For example, many risk 

assessments only discuss the MEI using the rationale that this should be the focus of the analysis. 

However, the EPA Guidelines for Exposure Assessment (7) note that a worst-case or MEI analysis should 

be used only as a screening tool to determine whether exposure is insignificant, not as the basis for 

characterizing the actual or plausible human health risks (7,16,17). Upon review of these new 

guidelines, it is clear that the sole use of an MEI analysis is outdated and should be discouraged. 
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The recently released final Guidelines for Exposure Assessment (7) define exposure descriptors 

that characterize individual, population, and subpopulation groups that may be exposed. The guidelines 

stress that the high end exposure (HEE) estimate should be a plausible estimate of the individual exposure 

for a person at the upper end (90th percentile or greater) of an exposure distribution. The HEE should 

not be an estimate that is beyond the true distribution of exposures. The EPA (7) points out that the high- 

end exposures should not be defined as those that merely are postulated or hypothesized to occur (i.e., 

the homeowner living on the fenceline for 70 years). Characterization of the HEE should represent an 

effort to define the likelihood of individuals falling within the specified range of actual exposure 

distributions, or attempt to define how many persons (if any) might actually be exposed under the 

hypothetical scenario. 

In earlier exposure assessments, the failure to evaluate different groups of exposed individuals 

was a serious shortcoming. Under the new Guidelines (7), subpopulations consisting of sensitive or more 

highly exposed individuals may serve as the basis for developing different exposure scenarios and their 

resulting risk estimates. For example, recreational anglers may consume more freshwater fish than the 

general population (18), requiring a separate exposure scenario. In its Guidance on Risk Characterization 

for Risk Managers and Risk Assessors, EPA (6) strongly recommends the use of multiple estimates of risk 

and exposure in decision-making, stating that all Agency decisions must consider these multiple 

characterizations. 

A second potential pitfall involves the repeated use of conservative assumptions and default 

exposure scenarios. Several investigators have discussed this issue and have demonstrated its impact on 

estimates of intake (19-21). The problem can be illustrated by a recent attempt to assess the dioxin 

hazard associated with the application of pulp and paper mill sludge on agricultural lands (22). An 

agency evaluated the theoretical cancer risk for a subsistence farm family living on a sludge-amended 

field. At first review, the analysis of the food consumption pathway appeared reasonable, until one noted 

that each member of the farmer's family ate more than 8.2 lbs per day of home-raised beef, pork, 

chicken, dairy products, and contaminated soybean-fed catfish over a lifetime of 70 years. Furthermore, 

the subsistence food consumption pathway was based on sludge application frequencies 25 times greater 

than actually practiced; on fish bioaccumulation factors at least 30 times higher than the maximum values 

reported in the literature; and on sludge dioxin levels as much as 40 times greater than the analytical data 

would indicate.   After estimating the resulting carcinogenic risks in the vicinity of 10"2, it would have 
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been appropriate for the risk assessors to reconsider whether the exposure scenarios and selected 

parameters were reasonable. Regrettably, it was this type of exposure assessment that led the agency to 

go forth and propose a national rule for land application of pulp and paper mill sludge (23,24), one that 

eventually was withdrawn (25). 

The example described above illustrates how exposure analyses that are built on single point 

estimates often result in conservative, unrealistic characterizations of actual exposure conditions. A 

solution to these problems is the use of Monte Carlo simulations of exposure. In contrast to the point 

estimate type of risk assessment that is most often performed, Monte Carlo simulations have become an 

accepted and rapidly developing technique for characterizing the full range and variation of exposures that 

may potentially be encountered by a given human population at a particular site. In fact, as voiced by 

Henry Habicht, Deputy Administrator of the EPA, in his memo accompanying the new Guidance on Risk 

Characterization for Risk Managers and Risk Assessors (26), EPA now is requiring more detailed 

information on the range of individual and population risks in its decision-making. In the new Guidelines 

for Exposure Assessment, EPA (7) endorsed the use of simulated distributions, such as those produced 

by the Monte Carlo model, as appropriate means of determining typical and higher end individual and 

population exposures and risks (26). This approach provides more realistic estimates of exposure and 

minimizes the unnecessary overstatement of risks. 

The third potential pitfall is the improper use and statistical evaluation of environmental data, 

which may result in inaccurate exposure estimates. As has been shown repeatedly, most environmental 

and occupational data are log-normally distributed and not Gaussian-distributed (27-28). This observation 

is relevant in light of earlier Superfund guidance (41) that called for the use in risk assessments of the 

95% upper confidence limit of the arithmetic mean concentration. For this recommendation to have 

relevance, the data must be normally distributed. When data are lognormally distributed, the approach 

results in greatly overestimated concentrations. In contrast, the EPA Science Advisory Board (8) 

criticizes such practices and instead recommends that a full distributional approach be embraced. This 

is possible via Monte Carlo exposure assessment and statistical methods such as kriging or triangulation 

for quantifying the spatial distribution of environmental concentrations. As noted by EPA, inappropriate 

statistical analysis of environmental data represents one of the most easily corrected of the common errors 

in exposure analysis (16). 
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Statistical handling of samples that have no detectable level of a contaminant (29-31) may also 

lead to errors. Often, the majority of samples collected at a site will contain no measurable amount of 

contaminant. Frequently, regulatory agencies will use the minimum detection limit (MDL) of the analysis 

in the calculations on the premise that the contaminant might be present at that level. Some agencies have 

suggested that 50% of the MDL should be used to calculate the plausible degree of human exposure. 

When such an approach is used on a site that is only 2 to 10% contaminated (surface area), the predicted 

average level of contamination will be much higher than what is likely. A convenient approach to help 

avoid this problem was presented by Travis and co-workers (42). 

The fourth potential pitfall is to conduct an exposure assessment without considering the 

environmental fate of the chemical, usually resulting in overstated exposure estimates. Many factors such 

as degradation by sunlight, soil and water microbes, and evaporation can influence the degree of human 

exposure (5). For instance, the public health hazard posed by the potential release of dioxin vapors from 

incinerators was evaluated. It was alleged that the vapors posed a serious health hazard to surrounding 

residents, and a risk assessment was conducted. It was soon recognized that the environmental half-life 

of dioxin (as a vapor) was a critical factor in this analysis because it had a half-life of only 90 min. In 

contrast, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) in soil and fly-ash may have an environmental half- 

life of 12 to 50 years. What had been portrayed as a potentially serious health hazard was shown to be 

insignificant when half-life was considered. 

An agency Phase I risk assessment for the upper Hudson River (32) provides a second illustration 

of this critical principle. By considering the rate of decline of polychlorinated biphenyl levels in Hudson 

River fish, it was shown that estimated risks would be reduced by a factor of eight. Environmental fate 

should be factored into any assessment that considers exposure opportunities over any appreciable length 

of time. Failure to do so can result in a significant overstatement of uptake when the exposure duration 

exceeds a time period of two-to-three times the half-life of the chemical of concern. 

The fifth potential pitfall is the failure to validate exposure assumptions or model estimates by 

using actual measurements or biological monitoring to validate or confirm the predicted degree of human 

exposure. Although, in the past, there were inadequate sampling and analytical procedures to measure 

the low levels of toxicants found in the environment, better techniques have become available. As these 
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field measurements are refined, less reliance should be placed on mathematical models for predicting the 

distribution of chemicals in the environment. 

Consideration should also be given to the use of biological monitoring to validate or confirm the 

predicted degree of human exposure (9). Over the past five years, analytical chemists have increased 

their ability to detect very small quantities of non-natural chemicals in blood, urine, hair, feces, breath, 

and fat. Measurement of parts per trillion and parts per quadrillion is now possible. For many 

chemicals, the results represent a direct indicator of either recent or chronic exposure to a chemical. For 

example, the uptake of dioxin by Vietnam veterans exposed to 2,4,5-trichlorophenoxyacetic acid 

herbicides was evaluated by analyzing the amount of dioxin in their blood. This study, conducted almost 

15 to 20 years after the last day of service in Vietnam, allowed epidemiologists to conclude that the vast 

majority of veterans had only a modest degree of exposure to this chemical which has been alleged to 

produce numerous adverse health effects in field soldiers (33). 

In any exposure assessment, a validation should be performed to ensure that the assumptions and 

results are reasonable, such as use of mass balance "reality checks" or other methods of substantiating 

assumptions. An example of this problem was the evaluation of the cancer hazard posed by dioxin- 

contaminated soot following an office building fire (20). One well-known assessment assumed that office 

workers might be exposed to the dioxin in the soot for the entire 46 years that they might work in the 

building and that the dioxin would be released through volatilization at a particular rate and then inhaled. 

It was estimated that persons who worked in the office building would be exposed to an increased cancer 

risk much greater than 1 in 1,000,000 and, as a result, the building was not reoccupied. 

After further evaluation, it was shown that at the assumed rate of volatilization, virtually all the 

dioxin would have been volatilized and removed by the ventilation system only four years after 

reoccupation. In short, the assessment assumed exposure was to occur for 46 years, yet inconsequential 

amounts of dioxin were available during 42 of these years. 

Another example was the agency risk assessment performed to evaluate the need for regulating 

the land application of pulp and paper mill sludge (22). In this risk assessment, the purpose of which 

was to define a maximum acceptable level of TCDD and 2,3,7,8-tetrachlorodibenzofuran (TCDF) in 

landspread sludge, mass balance considerations were ignored. For the inhalation pathway of exposure, 
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the vapor emissions model not only neglected mass balance but, also, it assumed an infinite depth of 

contamination through the soil column. These unreasonable modeling assumptions resulted in a prediction 

that 100 times more TCDF would leave the site through volatilization than the amount that was originally 

applied via landspreading. The lesson is that in any exposure assessment, a validation should be 

performed to ensure that the assumptions and results are reasonable. 

The sixth potential pitfall is to neglect indirect pathways of exposure. For example, the uptake 

of a contaminant in water via ingestion is obvious (and direct), but the uptake by garden vegetables due 

to watering or uptake via the inhalation of volatile contaminants while showering are indirect pathways 

not always evaluated in an assessment (34). Perhaps the most important indirect route of exposure to be 

considered when regulating airborne nonvolatile chemicals is through the ingestion of particulate 

emissions that have deposited onto soil and plants and are subsequently eaten by grazing animals (10,35). 

The ingestion of the meat and milk from these animals can produce risks 200- to 500-fold greater than 

those resulting from inhalation (35). Methods for estimating uptake through many of these indirect routes 

have been developed (9,10,36). 

CONCLUSION 

Exposure assessment procedures have matured a great deal over the past five years. Reliance on 

worst-case exposure scenarios is no longer necessary in light of better information on specific exposure 

parameters and more sensitive techniques for measuring concentrations of contaminants in the 

environment. New and highly sensitive analytical procedures will permit us to assay hair, blood, urine, 

adipose, and other biologic media to validate the reasonableness of the exposure estimates. Statistical 

procedures that account for the distribution of the various factors within the exposed population will 

almost certainly be an integral portion of risk assessments conducted under the new EPA guidance and 

guidelines (7,26). Lastly, our awareness of the numerous uncertainties in the process, as well as our 

knowledge of how to best characterize them, will almost certainly provide assessments that will be more 

credible and, therein, more useful to risk managers (37,38). If these refinements are incorporated into 

future exposure assessments, it is likely that our resources will be devoted to problems that, when 

resolved, will yield the largest improvement in public health and the environment. 
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ABSTRACT 

The quality and breadth of toxicity data available for essential trace elements (ETEs) affects the 

ability of risk assessors to establish a safe level of chronic, daily exposure to these potentially toxic 

substances. This process is further complicated by the fact that ETEs have been found to meet a level 

of intake essential to the nutrient requirements of practically all healthy people, as defined by the 

Recommended Dietary Allowance (RDA). The examples presented in this paper illustrate the need for 

well-defined data for both the essential and toxicologic components of the ETEs. The current RDA for 

selenium (Se) in the United States reference adult is 0.87 jug/kg. At Se intake levels above the RDA, but 

below conditions characterized as clinical selenosis, there are no reliable indicators of Se toxicity. 

However, a no-observable-adverse-effect level (NOAEL) of 15 fig Se/kg-day and a lowest-observable- 

adverse-effect level (LOAEL) of 23 fig Se/kg-day was established based on a regression analysis in 

Chinese subjects living in geographical areas with low, medium and high selenium levels in the soil and 

food supply (Yang et al. 1989). The NOAEL and LOAEL were determined from the lowest correlative 

Se intake that produced no clinical signs of selenosis and early clinical signs of selenosis, respectively. 

To account for sensitive individuals, an uncertainty factor of 3 was applied to the NOAEL yielding an 

oral RfD for Se of 5 jig/kg-day. This RfD accounts for the essentiality of Se, is protective for all ages 

and physiologic groups, and does not encroach the RDA. 

A less robust toxicity database is available for zinc (Zn). Based on data from Yardrick et al. 

(1989), a clinical reduction in erythrocyte Superoxide dismutase (ESOD) occurred following 

administration of zinc carbonate supplements to healthy women. It is well-documented that excessive zinc 

alters copper status which is manifested by ESOD enzyme activity. From this study, a LOAEL of 1 mg 

Zn/kg-day for effects on human health is established. To account for both the minimal LOAEL from a 
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moderate duration study and sensitive human populations, an uncertainty factor of 3 was applied, yielding 

an RfD for Zn of 0.3 mg/kg-day. This RfD is protective from chronic toxicity and meets the essential 

dietary needs for adults (0.2 mg Zn/kg-day), but is lower that the dietary needs of infants, young 

children, and pregnant or lactating women. Unlike the RfD for Se which has a high confidence, the RfD 

for Zn is rated medium. However, the RfD for the soluble salts of Zn is sufficient to meet the 

requirements in adolescents and adults, but does not meet the RDA for those who have greater 

requirements for a short, less-than-lifetime duration. The RDA is recommended to be used for short-term 

requirements. The ramifications of these two risk assessments will be discussed. 
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ABSTRACT 

The U.S. Environmental Protection Agency (EPA) has published a major assessment of the 

respiratory health risks of passive smoking (1). The report concludes that exposure to environmental 

tobacco smoke (ETS) — commonly known as secondhand smoke — is responsible for approximately 

3,000 lung cancer deaths each year in nonsmoking adults in the United States and seriously affects the 

respiratory health of hundreds of thousands of children. This paper summarizes the methodologies used 

in the EPA report and the major findings. 

BACKGROUND 

In recent years, comparative risk studies performed by the Environmental Protection Agency 

(EPA) and its Science Advisory Board have consistently ranked indoor air pollution among the top five 

environmental risks to human health (2,3). Environmental tobacco smoke (ETS) is one of the major 

indoor air pollutants and, given the known health impact of tobacco smoking, there has been concern that 

nonsmokers may also be at risk of serious health effects (4,5,6,7,8). As part of its efforts to address all 

types of indoor air pollution, the EPA conducted a risk assessment of the respiratory health effects of 

passive smoking. 
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MAJOR CONCLUSIONS 

Based on the weight of the available scientific evidence, EPA has concluded that the widespread 

exposure to ETS in the United States presents a serious and substantial public health risk. 

In adults: 

• ETS is a human lung carcinogen, responsible for approximately 3,000 lung cancer 
deaths annually in United States nonsmokers. Environmental tobacco smoke has been 
classified as a known human or Group A carcinogen under EPA's carcinogen 
assessment guidelines (9). This classification is reserved for those compounds or 
mixtures that have the strongest data to determine a cause-and-effect relationship, 
including data from human populations. Only 10 other agents, including asbestos and 
radon, have been classified by EPA as Group A carcinogens, and ETS is the only one 
for which cancer has been observed at typical non-occupational environmental levels 
(10). 

• ETS has subtle but significant effects on the respiratory health of nonsmokers, including 
coughing, phlegm production, chest discomfort, and reduced lung function. 

In children: 

ETS exposure increases the risk of lower respiratory tract infections such as bronchitis 
and pneumonia. The EPA estimates that between 150,000 and 300,000 of these cases 
annually in infants and young children up to 18 months of age are attributable to 
exposure to ETS.  Of these, between 7,500 and 15,000 will result in hospitalization. 

ETS exposure increases the prevalence of fluid in the middle ear, a sign of chronic 
middle ear disease. Fluid in the middle ear is the major cause of hospitalization of 
young children for an operation in the United States. 

ETS exposure in children irritates the upper respiratory tract and is associated with a 
small but significant reduction in lung function. 

ETS exposure increases the frequency of episodes and severity of symptoms in 
asthmatic children. The report estimates that 200,000 to 1,000,000 asthmatic children 
have their condition worsened by exposure to ETS. 

ETS exposure is a risk factor for new cases of asthma in children who have not 
previously displayed symptoms. The EPA estimates that ETS exposure may be 
responsible for 8,000 to 26,000 such new cases of asthma annually. 
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SCIENTIFIC APPROACH 

The EPA's methodology for hazard identification of health effects is based on a total weight-of- 

evidence approach, which encompasses evidence on exposure, physical and chemical properties, and 

toxicology, including animal and human studies. Because ETS contains over 4,000 individual 

components, including over 40 known human and animal carcinogens, examining components individually 

would be prohibitive. Instead, ETS was evaluated as a complex mixture. Also, emphasis was focused 

on the respiratory system because that provided the largest database. 

The methodologies used for the assessment of lung cancer and respiratory effects in the EPA 

report differ somewhat. First, lung cancer is only seen in adults and is thought to represent the effect 

of long-term exposure. The noncancer respiratory effects examined are most apparent in children, and 

some of these are irritation effects associated with acute exposures. Second, for lung cancer less is 

known about mechanisms than is the case for some of the childhood respiratory effects, and this leads 

to differences in the development of the evidence. Third, because there were 30 studies on lung cancer 

and ETS, this database was analyzed several different ways before arriving at an overall conclusion. For 

the various childhood respiratory effects that were examined, there were fewer studies of any one effect, 

and analysis was more limited. 

For all effects, studies examine home smoking patterns as a surrogate for ETS exposure. The 

exposure surrogate in the studies of lung cancer among nonsmokers is spousal smoking patterns. For 

childhood respiratory effects, parental smoking is the most common surrogate, although recent studies 

have also shown high correlations between body metabolites of ETS and pneumonia, bronchitis, asthma, 

and fluid in the middle ear. 

There is nearly universal exposure to ETS, which often clouds the distinction between "exposed" 

and "unexposed" subjects and makes any potential effects difficult to observe. To try to eliminate the 

effect of some of these misclassified exposures, two methods are used. For hazard identification 

purposes, trend analysis and analyses comparing high exposure groups with controls are conducted. For 

population risk estimates, a model which adjusts for background (i.e., non-home) exposures is used. 
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Lung Cancer 

The conclusion that ETS is a human lung carcinogen is based on the total weight of the available 

scientific evidence. This evidence includes: 

• the exposure-related lung carcinogenicity of mainstream smoke in active smokers, with 
no evidence of an exposure threshold; 

• the chemical similarity of mainstream smoke and ETS, both of which contain over 40 
carcinogens; 

• supporting evidence of ETS carcinogenicity from animal bioassays and genotoxicity 
studies; 

• evidence of ETS exposure and uptake by nonsmokers; and 

• the statistically significant exposure-related increase in lung cancer risk observed in an 
analysis of 30 epidemiology studies of ETS and lung cancer from eight different 
countries. 

The epidemiology studies attempt to estimate the relative risk of lung cancer from actual 

environmental levels of ETS. Such investigations are inherently difficult for a variety of reasons, not the 

least of which is the fact that virtually everyone is exposed to some level of ETS from a variety of 

different sources. Therefore, the studies try to compare risks in people with greater versus lesser 

exposures. All 30 epidemiology studies provide data on female never-smokers classified as "exposed" 

or "unexposed" to ETS on the basis of whether or not their husbands smoke. Spousal smoking is a major 

source of exposure that is relatively stable over time, and these data on female never-smokers and spousal 

smoking status comprise the largest database for analyzing the lung cancer risks from ETS exposure. 

Nevertheless, spousal smoking status is a crude exposure measure, and the studies are prone to exposure 

misclassification which decreases their ability to detect an increased risk if one exists. Furthermore, 

many of the studies are of small size and have a low statistical power to detect an increased risk. 

In the EPA report, the epidemiologic data are analyzed a variety of different ways, and each 

analysis demonstrates an association between ETS and lung cancer. First, the studies were analyzed 

individually. Twenty-four of the 30 studies found an increased risk of lung cancer in the exposed group; 

nine of these were statistically significant. This proportion (9/30) of significant studies is highly unlikely 

to have occurred by chance (probability (1-in-10,000). In addition, ALL 17 studies with data categorized 

by exposure level (i.e., amount of spousal smoking) found an increased risk of lung cancer in the highest 
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exposure group, and 9 of the 17 were statistically significant (probability < l-in-10,000,000), despite 

most having a small sample size. Examining only the highest exposure group helps to minimize exposure 

misclassification in the "exposed" group, because women whose spouses smoke a lot are more likely to 

be exposed to substantial amounts of ETS. Finally, 10 of the 14 studies with sufficient data for a trend 

test showed a statistically significant exposure-response relationship (probability < lin-10,000,000,000) 

such as increasing risk of lung cancer with increasing ETS exposure. 

The study data were also combined by country, using a statistical procedure called "meta- 

analysis" to pool the data. Combining datasets increases the ability to detect an effect, if one is present, 

and provides an objective means of including all studies, both with positive and non-positive results, in 

the analysis. This combined analysis also showed increased risks, consistent with the analyses of the 

individual studies. 

A number of potential modifying factors, such as diet and occupation, were also examined, and 

it was determined that they could not account for the observed increased risks. Furthermore, the 

consistency of the results across numerous independent studies from different countries argues against the 

existence of any one factor other than exposure to ETS as an explanation for the observed results. 

In summary, the total weight of the evidence is overwhelmingly supportive of a conclusion that 

ETS causes lung cancer in humans. 

The population risk estimate of approximately 3,000 lung cancer deaths per year in United States 

nonsmokers is based on the pooled relative risk estimate for the 11 United States epidemiology studies 

on ETS and lung cancer, with an adjustment for other sources of ETS exposure in addition to spousal 

smoking. The adjustment uses biological markers of ETS exposure to assess relative ETS exposure 

between nonsmokers with and without spousal exposure. The estimate of 3,000 is consistent with 

estimates generated in an alternative analysis based on the Fontham et al. study (11), the only study that 

provided data on both relative risk and relative exposure. 

The overall estimate of 3,000 lung cancer deaths is a composite of estimates of 1,500 for female 

never-smokers, 500 for male never-smokers, and 1,000 for long-term former smokers of both sexes. To 

extend the analyses of female never-smokers to male never-smokers and to long-term former smokers, 
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the estimated relative risks were converted to excess risks, and these excess risks were assumed to apply 

to the male never-smokers and the former smokers. This assumption may underestimate the risk in male 

never-smokers and long-term former smokers, since, for example, males are exposed to greater levels 

of background ETS. An alternate breakdown of the estimated 3,000 lung cancer deaths attributes 

800 deaths to "spousal" (or home) exposure and 2,200 deaths to other sources of exposure, such as work 

and public places. The EPA has relatively high confidence in these estimates, especially those for female 

never-smokers, because they are based on increased risks observed in humans exposed to ETS at actual 

environmental levels. 

Noncancer Respiratory Disorders 

The weight of evidence for the noncancer respiratory disorders includes mechanistic information 

on tobacco smoke's effects on the lung, as well as data from over 100 epidemiological studies. Both 

maternal smoking during pregnancy and postnatal exposure to ETS can predispose a child to a variety 

of respiratory effects that can themselves have long-term consequences. Maternal smoking during 

pregnancy can affect the developing lung, causing permanent changes in lung structure and function, (e.g. 

decreased lung elasticity). Postnatal exposures to ETS may similarly affect lung development, as well 

as increase bronchial responsiveness and enhance the process of allergic sensitization of the lung. These 

changes may predispose children to acute lower respiratory tract infections early in life, and to asthma, 

lower levels of lung function, and chronic airflow limitation later in life. 

Epidemiology studies have consistently demonstrated increased risks of lower respiratory tract 

infections in young children whose parents smoke. In addition, epidemiology studies of children show 

that ETS exposure is causally associated with increased prevalence of fluid in the middle ear, symptoms 

of upper respiratory tract irritation (e.g., coughing and wheezing), and reductions in lung function. 

Environmental tobacco smoke exposure is also causally associated with additional episodes and increased 

severity of symptoms in children with asthma. Furthermore, the data are suggestive that ETS exposure 

can cause new cases of asthma in children who have not previously displayed symptoms; however, there 

were too few studies to make a conclusive determination. No conclusions could be drawn about upper 

respiratory tract infections (i.e., colds and sore throats) or middle ear infections in children. The 

epidemiology studies of noncancer respiratory disorders in nonsmoking adults generally relied on spousal 

smoking as a surrogate for ETS exposure, and also demonstrated significant effects, including coughing, 

phlegm production, chest discomfort, and reduced lung function. 
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Because of the widespread exposure to ETS and the high incidence rates for respiratory illnesses 

and disorders, even small increases in risk can result in substantial numbers of cases being attributable 

to ETS. For example, acute lower respiratory tract infections are one of the leading causes of morbidity 

and mortality during infancy and childhood, and the EPA report estimates that ETS exposure is 

responsible for 150,000 to 300,000 cases in children up to 18 months, resulting in 7,500 to 15,000 

hospitalizations, each year. Fluid in the middle ear is another common affliction in young children and 

is the most common reason for hospitalization of young children for an operation. As a final example 

of the public health impacts of ETS exposure, the EPA estimates that as many as one million asthmatic 

children have their condition worsened by exposure to ETS. 
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ABSTRACT 

In 1983, the National Academy of Sciences developed a generic approach to evaluating risks 

associated with exposure to environmental pollutants. The process by which this evaluation occurs would 

appear to be relatively straightforward especially in the case of a well-studied compound where both 

human and animal data and multiple route exposure information exists. The U.S. Environmental 

Protection Agency has recently conducted an extensive review of the health effects data and exposure 

information on Beryllium (Be). Based on the amount of human and animal data available, Be would be 

an "ideal" compound for an holistic risk analysis and risk characterization. This paper discusses how 

health and exposure assessment data on Be examines the inherent difficulties in the identification and 

quantification of risks and the uncertainties underlying the agency risk characterization of Be. Included 

in this review will be a discussion of the lack of quantifiable exposure levels, multiple and concurrent 

human exposures, as well as the use of supportive multiple route, multiple exposure animal data. 
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ABSTRACT 

An international consensus on the need to reduce the use of chlorofluorocarbons (CFCs) and other 

ozone-depleting gases, such as the halons, led to the adoptions of the 1987 Montreal Protocol and Title 

VI of the 1990 Clean Air Act Amendments, "Protecting Stratospheric Ozone". These agreements 

included major provisions for reducing and eventually phasing out production and use of CFCs and halons 

as well as advancing the development of replacement chemicals. Because of the ubiquitous use and 

benefits of CFCs and halons, an expeditious search for safe replacements to meet the legislative deadlines 

is of critical importance. Toxicity testing and health risk assessment programs were established to evaluate 

the health and environmental impact of these replacement chemicals. Development and implementation 

of these programs as well as the structural—activity relationships significant for the development of the 

replacement chemicals are described below. A dose—response evaluation for the health risk assessment 

of the replacement chemical HCFC-123 (2,2-dichloro-l,l,l-trifluoroethane) is also presented to show an 

innovative use of physiologically based pharmacokinetic (PBPK) modeling. This is based on a 

parallelogram approach using data on the anesthetic gas halothane, a structural analog to HCFC-123. 

Halothane and HCFC-123 both form the same metabolite, trifluoroacetic acid, indicative of the same 

metabolic oxidative pathway attributed to hepatotoxicity. The parallelogram approach demonstrates the 

application of template model structures and shows how PBPK modeling, together with judicious 
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experimental design, can be used to improve the accuracy of health risk assessment and to decrease the 

need for extensive laboratory animal testing. 

INTRODUCTION 

Concern about ozone depletion in the stratosphere was first raised in 1974 with publication of 

research by Molina and Rowland(l). They theorized that chlorofluorocarbons (CFCs), due to their 

unique stability, do not decompose in the lower atmosphere but instead slowly migrate to the stratosphere. 

Ultraviolet (UV) radiation breaks the molecules apart and releases chlorine which then reacts with ozone. 

In the 13 years following that original proposal, a consensus emerged that chlorine derived from the 

CFCs, as well as bromine from halons, decrease ozone in the stratosphere. The Protocol on Substances 

that Deplete the Ozone Layer was signed by 24 nations and the European Economic Community in 

Montreal, Canada. Known as the Montreal Protocol, this landmark international agreement sets a 

schedule to control the production and consumption of CFCs and halons. Consequently, a search for 

substitute chemicals for CFCs and halons ensued. This search for substitutes required toxicity testing of 

the chemicals under consideration and a consortium of participating manufacturing companies known as 

the Programme for Alternative Fluorocarbon Toxicity Testing (PAFT) was developed to provide test 

results in an expedited fashion. These data may be the basis for deriving dose—response estimates needed 

to characterize the potential health risk of the substitutes under the Significant New Alternatives Policy 

Program (SNAP) of the U.S. Environmental Protection Agency (EPA). 

In this paper, the dose-response analysis for both short- and long-term exposures to a single 

compound replacement, HCFC-123 (2,2-dichloro-l,l,l-trifluoroethane), is presented in the context of 

the Montreal Protocol, domestic regulations, structural-activity relationships of potential replacement 

chemicals, toxicity testing programs, and health risk characterization scenarios defined by the SNAP. 

Due to its structure and efficacy, HCFC-123 is a key candidate for the replacement of Halon-1211 as a 

liquid stream fire-fighting agent and of CFCs in chillers and rigid foam insulation. HCFC-123 is a 

structural analog to the anesthetic gas halothane and both are metabolized to potentially toxic 

intermediates via the same pathways. An innovative use of physiologically based pharmacokinetic 

(PBPK) modeling is presented that is based on a parallelogram approach using data on halothane. The 

parallelogram approach demonstrates the potential application of template model structures and how PBPK 

modeling, together with judicious experimental design, can be used to improve the accuracy of health risk 

assessment and decrease the need for extensive laboratory animal testing. 
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Theory of Stratospheric Ozone Depletion 

Unlike many other environmental issues, stratospheric ozone protection is a truly global issue 

requiring an international resolution. Given that the consumption of CFCs and halons is ubiquitous, 

numerous developed nations and even some developing nations are involved in their production. Due 

to their chemical stability, CFCs and halons become widely dispersed in the atmosphere over time. Thus, 

the release of these chemicals in one country could adversely affect the health and welfare of other 

countries. Figure 3 shows the theory of stratospheric ozone depletion. Because the stratospheric ozone 

layer shields the earth against UV radiation, ozone depletion would allow increased damaging UV 

radiation to penetrate to the earth's surface. A 1% depletion in ozone has been estimated to increase 

exposure to UV radiation by 1.5 to 2.0%.(2,3,4) 

A risk assessment performed by the EPA to evaluate the impact of such an increase in UV 

radiation focused on the following areas: (1) increases in skin cancer, (2) increases in cataracts, 

(3) suppression of the human immune system, (4) damage to crops, and (5) damage to aquatic 

organisms.(2,3,4) For each area, significant increases in the effects were estimated to result if controls 

on CFCs and halons were not implemented. Other noted impacts of increased UV radiation include an 

estimated increase in ground level (tropospheric) ozone and degradation (increased "weathering") of 

polymers used in outdoor applications. Because these chemicals are also greenhouse gases, contributions 

to climate change by global warming was also estimated. 

Overview of Montreal Protocol 

Recognizing the global nature of the stratospheric ozone depletion problem, the Montreal Protocol 

on Substances that Deplete the Ozone Layer was negotiated and signed by 24 nations and the European 

Economic Community on September 16, 1987. The signatories included the major CFC and halon 

producing and consuming nations. The Montreal Protocol entered into force on January 1, 1989 with 

over 68 nations party to it. The agreement prescribed a timetable for the reduction of specific ozone- 

depleting substances (ODS) for both the production (i.e., quantity of manufactured regulated chemicals) 

and consumption (i.e., production plus imports minus exports). 
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Consumption levels for several CFCs (CFC-11, -12, -113, -114, and -115) were either frozen 

or scheduled for reduction from the 1986 base year levels. Thus, beginning July 1989 consumption levels 

were frozen at 1986 levels, by 1993 they were decreased by 20%, and in 1998 consumption levels are 

scheduled to be decreased by 50%. In 1992, halon consumption levels were frozen also at the 1986 

levels. Because of their relative reactivities with ozone, the CFCs (Group I) and halons (Group II) were 

treated separately. Halons are more potent at ozone depletion although they are produced in much 

smaller quantities than CFCs (see Table 1). 

TABLE 1. OZONE AND GLOBAL WARMING POTENTIALS 

GWP 
Chemical ODP (100 year) 

Carbon tetrachloride LlÖ 13ÖÖ 

Group I: Fully Halogenated Chlorofluorocarbons 

CFC-11 (trichlorofluoromethane)f 

CFC-12 (dichlorodifluoromethane)t 
CFC-113(1,1,2-trichloro-l ,2,2-trifluoroethane)f 

CFC-114 (dichlorotetrafluoroethane)t 

CFC-115 (monochloropentafluoroethane)t 

Group II:   Halons 

Halon 1211 (bromochlorodifluroromethane)t 
Halon 1301 (bromotrifluoromethane)f 

Halon 2402 (dibromotetrafluoroethane)f 

Candidate Replacement Chemicals 

HCFC-22 (chlorodifluoromethane) 

HCFC-123 (2,2 dichloro-l,l,l-trifluoroethane) 

HCFC-124 (2-chloro-1,1,1,2-tetrafluoroethane) 

HFC-134a (1,1,1,2-tetrafluoroethane) 

HCFC-141b (1,1-dichloro-l-fluoroethane) 

HCFC-142b (1-chloro-l, 1-difluoroethane) 

HFC-152a (1,1-difluoroethane) 

HCFC-225cb (1,3-dichloro-l, 1,2,2,3-pentafluoropropane) 

Not available at this time. 
Chemical covered by the 1987 Montreal Protocol. 
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1.00 3500 

0.80 7300 

1.00 4200 

0.05 6900 

0.6 6900 

3.00 * 

10.00 5800 

6.00 * 

0.016 1500 

0.02 85 

0.12 430 

0.00 1200 

0.06 440 

0.033 1600 

0.00 140 

0.00 * 



For calculations in production and consumption quotas, each chemical is assigned an ozone 

depletion potential (ODP). This value is a measure of a chemical's ability to destroy ozone molecules 

in the atmosphere relative to CFC-11 (rated at 1.0). For production quotas, the chemicals are 

interchangeable within Group I or Group II only, provided the ODP weightings (ODP value x amount) 

are equivalent (see Table I). For example, 1000 kg of Halon 1211 (ODP=3) could be traded for 30 kg 

ofHalon-131 (ODP =10). 

Because CFCs and halons are also greenhouse gases, an index called the global warming potential 

(GWP) was developed by atmospheric scientists in order to assist policymakers with risk management 

decisions. The GWP quantifies the relative, globally averaged warming capability of emissions (versus 

atmospheric concentration) of a greenhouse gas compared to that of the reference gas, carbon dioxide 

(COz)1.  Global warming potential values are also provided in Table 1. 

Reassessment of the protocol provisions is regularly scheduled in order to incorporate new data 

on atmospheric sciences, biological effects, technical control options and to reevaluate the coverage and 

stringency of the protocol. At the second meeting of the parties to the Montreal Protocol in London on 

June 27-29, 1990, agreement was reached to phase out the production and consumption of additional 

CFCs, carbon tetrachloride, and methyl chloroform (1,1,1-trichloroethane) (see Table 2). Compounds 

with ODP values lower than the ODP values of the ODS, such as the HCFCs, were to be utilized as 

transitional compounds when other more environmentally suitable compounds were not available. Based 

on data confirming the contribution of CFCs and other chemicals that release chlorine or bromine to 

ozone depletion and global warming, revisions were proposed again at the fourth meeting of the parties 

in Copenhagen on November 23-25, 1992. The Copenhagen revisions included adjustments to the 

original timetable for reductions and amendments to control the hydrochlorofluorocarbons (HCFCs), 

hydrobromofluorocarbons (HBFCs), and methyl bromide. 

Domestic Regulatory Approach 

The United States has been a leading advocate of the Montreal Protocol and its amendments. The 

EPA proposed domestic regulations on December 14, 1987 with a Notice of Proposed Rulemaking 

(NPRM) that would ensure U.S. compliance with the Montreal Protocol. The NPRM proposed to adopt 

the Montreal Protocol's definition of controlled substances and set forth a number of control strategies 

effective July 1, 1989. 
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TABLE 2.  SUMMARY OF REDUCTION SCHEDULES FOR PRODUCTION AND CONSUMPTION 
OF OZONE DEPLETING SUBSTANCES UNDER MONTREAL PROTOCOL AND AMENDMENTS 

Montreal Protocol London Amendments       Copenhagen Amendments 

September 1987 June 1990 November 1992 

CFCs Base year 1986 
11, 12, 113, 114, 115 

Freeze by 1989 
— 20% by 1993 
— 50% by 1998 

Halons 
1211, 1301, 2402 

Other fully 
halogenated CFCs 
13, 111, 112, 211, 
215, 216, 217 

HCFCs 
21, 22, 31, 121, 122, 
123, 124, 131, 132, 
133, 141, 142, 151, 
221, 222, 223, 224, 
225, 226, 231, 232, 
233, 234, 235, 241, 
242, 243, 244, 251, 
252, 253, 261, 262, 
271 

HBFCs 

Methyl bromide 
(CH3Br) 

Base year 1986 

Freeze by 1992 

No regulation 

Carbon tetrachloride        No regulation 
CCh 

Methyl chloroform No regulation 
(CH3CCI3) 

No regulation 

No regulation 

No regulation 

Base year 1986 

Freeze by 1989 
— 50% by 1995 
— 85% by 1997 
— 100% by 2000 

Base year 1986 

Freeze by 1992 
— 50% by 1995 
— 100% by 2000 

Base year 1989 

— 20% by 1993 
— 85% by 1997 
— 100% by 2000 

Base year 1986 

Freeze by 1989 
— 75% by 1994 
— 100% by 1996 

Base year 1986 

Freeze by 1992 
— 100% by 1994 

Base year 1989 

— 85% by 1995 
— 100% by 1996 

Base year 1989 Base year 1989 

— 85% by 1995 
— 100% by 2000 

Base year 1989 

Freeze by 1993 
— 30% by 1995 
— 70% by 2000 
— 100% by 2005 

Transitional substances        Base year 19891 

— 85% by 1995 
— 100% by 1996 

Base year 1989 

Freeze by 1993 
— 50% by 1994 
— 100% by 1996 

non-binding ban by 2040 

No regulation 

No regulation 

Freeze by 1996 
— 35% by 2004 
— 65% by 2010 
— 90% by 2015 
— 99% by 2020 
— 100% by 2030 

Base year 1989 

— 100% by 1996 

Base year 1991 

Freeze by 1995 

'Base = 3% of calculated level of CFC consumption (ODP weighted) plus calculated level of HCFCs in 1989. 
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On November 15, 1990, the Clean Air Act Amendments (CAAA) of 19902, which included 

Title VI: "Stratospheric Ozone Protection"(7), were signed into law. Title VI contains 18 sections which 

provide for: a phase-out schedule for substances with an ODP > 2.0 (Class I); flexibility to tighten or 

accelerate regulations when evidence necessitates it; the reduction of emissions, establishment of a 

recycling program and standards for servicing mobile air-conditioning units, establishment of a program 

to evaluate alternative substances (see "Risk Characterization of the Substitutes - The Snap Program"), 

and the publication of a list of prohibited and acceptable substances based on overall health and 

environmental risk. 

Partly in response to the National Aeronautics and Space Administration's November 1991 

findings regarding the increased severity of ozone depletion, an accelerated phase-out schedule for Class 

1 substances was announced on February 11, 1992. An accelerated review of substitutes that do less 

damage to the ozone layer than do the ODS was also added. On July 30, 1992, the EPA issued 

regulations implementing the phase-out schedules for Class I substances. A subsequent NPRM, under 

the legal authority of the CAAA, proposed an amended schedule in order to respond to the President's 

announcement and to conform with the Copenhagen revisions of the Montreal Protocol(8). The proposed 

domestic reduction schedules for production and consumption of controlled ODS are provided in Table 3. 

The effective date of this regulation was January 1, 1994. 

SEARCHING FOR SUBSTITUTES 

Adoption of the Montreal provisions and the U.S. domestic policy has the potential for a major 

impact on electric power demand and energy consumption^). The CFCs are the major chemicals 

currently used as refrigerants in a wide range of commercial and residential applications, such as blowing 

agents for rigid and flexible foam insulation as well as cleaning solvents. The use categories for the 

various CFCs and the replacement candidates currently under consideration are provided in Table 4(3). 
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TABLE 3. PROPOSED DOMESTIC REDUCTION SCHEDULES FOR PRODUCTION AND 
CONSUMPTION OF OZONE DEPLETING SUBSTANCES 

Class I Substances 

Date CFCS Halons 
Carbon 

Tetrachloride 
Methyl 

Chloroform 
Methyl 

Bromide HBFCs 

(Jan. 1) 

1994 25% 0% 50% 50% 100% 100% 

1995 25% 0% 15% 30% 100% 100% 

1996 0% 0% 0% 0% 100% 0% 

1997 0% 0% 0% 0% 100% 0% 

1998 0% 0% 0% 0% 100% 0% 

1999 0% 0% 0% 0% 100% 0% 

2000 0% 0% 0% 0% 0% 0% 

Class n Substances 

Date Affected Compounds Restriction 

January 1, 2003 HCFC-141b ban on production and consumption 

January 1, 2010 HCFC-142b , HCFC-22 production and consumption 
baseline levels 

frozen at 

HCFC-142b, HCFC-22 

January 1, 2015 

January 1, 2020 

January 1, 2030 

all other HCFCs 

all other HCFCs 

HCFC-142D, HCFC-22 

all other HCFCs 

ban on the use of virgin chemical unless 
used as feedstock or refrigerant in 
appliances manufactured prior to 
January 1, 2010. 

production and consumption frozen at 
baseline levels 

ban on the use of virgin chemical unless 
used as feedstock or refrigerant in 
appliances manufactured prior to 
January 1, 2020. 

ban on production and consumption 

ban on production and consumption 
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TABLE 4.  CFC USE CATEGORIES AND REPLACEMENT CANDIDATES 

Use Category Currently Used Replacements 

Mobile Air Conditioning CFC-12 HFC-134a 

Chillers CFC-11 HCFC-123 
CFC-12 HFC-134a 
CFC-114 HFC-134a 
R-500 (CFC-12/HFC-152a) HFC-152a/HCFC-124/HCFC-22 blend 

Residential Air HCFC-22 HCFC-22 
Conditioning HFC-32 

HFC-32/HFC-125 blend 

Commercial Low-Temp. HCFC-22 
Refrigeration (Cold Storage CFC-12 
Warehouses, Retail Food R-502 (CFC-115/HCFC-22) 
Storage, Process 
Refrigeration) 

Cleaning CFC-113 HCFC-123/HCFC-141b blends 
Methyl Chloroform HCFC-225ca 

HCFC-225cb 

Aerosols CFC-11 HCFC-22 
CFC-12 HFC-134a 

HCFC-142b 
HFC-152a 

Rigid Foam—Insulation CFC-11 HCFC-22 
CFC-12 HCFC-123 

HFC-134a 
HCFC-141b 
HCFC-142b 
HCFC-123/141b 
HCFC-22/142b 

Flexible Foam CFC-11 HCFCs/HFCs not needed 

Rigid Foam—Packaging CFC-11 HCFC-22 
CFC-12 HCFC-142b 
CFC-114 HFC-152a 

HFC-134a 
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Although the halons pose a greater risk to ozone depletion than the CFCs, they are significantly 

beneficial. Halons are widely used as fire-fighting agents. They represent particularly effective agents 

for the special applications required by the U.S. Air Force such as protecting electronic equipment in the 

presence of large amounts of explosive hydrocarbon fuels(ll). Halons do not function by smothering 

fires but instead interfere with the fundamental reactions that cause burning by removing the highly 

reactive free—radical molecules formed during combustion which propagate this reaction. More 

importantly, halons do not conduct electricity and are clean agents (i.e., leave no residue on aircraft 

engines or electronic components). The halons are gaseous substances that can penetrate in and around 

physical objects, thus, they can be used to extinguish liquid fuel fires as streaming agents (e.g., Halon- 

1211) or to suppress fires in three-dimensional spaces as flooding agents (e.g., Halon-1301). The halons 

are highly effective against solid, liquid/gaseous, and electrical fires (Class A, B, and C fires, 

respectively), requiring 5% or less concentrations in air for fire suppression as compared to 30% required 

for C02. Furthermore, halons offer the advantage of relatively low toxicity (e.g., compared to COa), 

properties making them ideal for commercial aircraft, ships, computer rooms, and electric power facilities 

in the private sector. 

The two halons most widely used in the United States are Halons 1211 (chlorodifluoro- 

bromomethane) and 1301 (trifluorobromomethane)4. HCFC-123 and -22 are candidate replacements for 

Halon-1211 and -1301, respectively. Although the Air Force is a major user of Halon-1211, it should 

be noted that the remainder of users when taken together have a much greater demand for Halon-1211 

than does the Air Force(ll). 

The CFC chemical manufacturing companies are now competing to find and develop acceptable 

substitutes or replacements that can be mass produced at an affordable cost. Longer term objectives 

include the redesigning of equipment and retooling plants to manufacture compressors, auto air 

conditioners, commercial chillers, and all kinds of refrigeration systems (including domestic refrigerators 

and freezers) that will be forced to use less efficient and less-than-ideal substitutes(9). Because the halon 

market is small compared to the CFC market, private industry is not as vigorously seeking replacements 

for these chemicals5. 
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Structural Considerations 

The most common refrigerants used before CFCs included ammonia, C02, ethyl chloride, 

isobutane, methyl chloride, methylene chloride, and sulfur dioxide(9). All had disadvantages related to 

their physicochemical properties. Isobutane, for example, although relatively nontoxic is highly 

flammable due to its hydrogen. The chlorinated solvents are toxic. Ammonia and sulfur dioxide are 

noxious, toxic, and flammable. Although safest to use, C02 must operate at high pressure and thus 

requires heavy construction equipment. By eliminating chemicals that were unstable, insufficiently 

volatile, or had too low a boiling point, developers of refrigerant gases began focusing on eight elements: 

carbon, nitrogen, oxygen, sulfur, hydrogen, and the halogens fluorine, chlorine, and bromine. The 

considerations that the refrigerants be chemically inert and stable, of low flammability, and minimally 

toxic focused attention on the strong carbon-fluorine bond of the fluorocarbons (also known as 

halocarbons) which included the CFCs and halons. Fluorocarbons are chemically similar to hydrocarbon 

molecules except that one or more hydrogen atoms are replaced by chlorine, fluorine, or bromine atoms. 

CFCs are fully chlorinated fluorocarbons containing no hydrogen, only chlorine, fluorine, and carbon. 

Halons contain bromine, chlorine, fluorine and carbon. 

It has become general practice within the refrigeration industry to designate various halocarbons 

with a number. This "Halocarbon Numbering System" has now become widely used in both national and 

international regulations6. Figure 4 illustrates the nomenclature system for the halocarbons(12). 

Given that they had the desired combination of low toxicity and the required thermodynamic 

properties, as well as being nonflammable, extremely stable, and unreactive due to the complete lack of 

hydrogen, the halocarbon compounds were hailed as wonder chemicals in the 1930s. Ironically, it was 

these same properties of chemical inertness and stability that would prove to contribute to their long 

atmospheric lifetimes and the resultant stratospheric ozone depletion problem as described above. The 

search for substitutes to the CFCs and halons also involves an optimization of physicochemical properties 

(i.e., trade-off of the desirable properties provided by the different elements in proper proportion with 

the undesirable properties of flammability, reactivity, and toxicity). The pure hydrocarbon, methane, 

with one carbon and four hydrogens is too flammable. The pure chlorocarbon, carbon tetrachloride, is 

too toxic. Fluorine makes liver toxicity less likely than does chlorine. The structural considerations of 

this optimization are summarized in Figure 5. 
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First Digit:       Number of carbon atoms minus 1. 
An initial zero (indicating a one-carbon compound) is omitted. 

Second Digit:   Number of hydrogen atoms plus 1. 

Third Digit:      Number of fluorine atoms. 

All remaining atoms are assumed to be chlorine atoms. 

Examples 

CFC-12: One carbon (initial zero dropped), no hydrogen atoms (0 + 1 =1), two 
fluorine atoms, and by default, two chlorine atoms. Formula = CF2CI2. 
Dichlorofluoromethane. 

CFC-113:  Two carbons, no hydrogen atoms (0 + 1 = 1), three fluorine atoms, and 
by default, 3 chlorine atoms. Formula = CF3CCI3. 
1,1,2-Trichloro-1,2,2-trifluoroethane. 

For two-carbon compounds, absence of a letter indicates the most 
symmetrical isomer, while an "a" indicates the next most symmetrical, 
"b" the next, and so on. The symmetry is determined by adding the 
atomic masses of the substituents on each carbon atom. The isomer 
with the smallest difference in the masses on the two-carbon atom 
receives no letter, the next smallest receives an "a", the next "b", and 
soon. 

Cl— C — C — Cl    HCFC-132 
I       I 
H     H 

Cl     F 
I       I 

Cl— C — C — F   HCFC-132a 
I       I 
H     H 

Figure 4. Halon Nomenclature System With Examples. 
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In the near term, introduction of hydrogen has been a key to the development of replacement 

chemicals. Introduction of at least one hydrogen atom in place of chlorine or fluorine in a CFC molecule 

results in retention of some of the desirable thermodynamic properties, but the compound is less stable 

and more likely to break down in the lower atmosphere. Five such HCFCs have been developed, 

including HCFC-22, -123, -124, -141b, and -142b. Hydrofluorocarbons (HFCs) containing only carbon, 

hydrogen, and fluorine (but no chlorine to deplete stratospheric ozone) are also being developed as 

desirable alternative compounds. HFC-134a and -152a have developed as potential substitutes. 

Figure 6 illustrates how these potential substitutes compare to the CFCs with respect to ODP and 

GWP values as presented in Table 1. Note that the although the HCFCs have ODP values considerably 

lower than the CFCs or halons, they still have the potential for ozone depletion due to their constituent 

chlorine. For this reason, they are considered transition chemicals only and are scheduled for eventual 

phaseout. Hydrofluorocarbons have ODP values of zero but nonetheless can contribute to global 

warming. Both HCFCs and HFCs act physically (cool, dilute, or smother the fire by separating air and 

fuel) to extinguish fires, making them less effective and requiring larger storage volumes and higher 

extinguishing concentrations. Hydrofluorocarbons potentially decompose into greater amounts of hydrogen 

fluoride than do HCFCs. 

Besides evaluation of their efficacy, introduction of these substitute HCFC and HFC compounds 

to commercial production also requires that they be evaluated for their potential toxicity. Chemical 

properties that result in decreased stability in the environment are likely to result in increased reactivity 

(and potential toxicity) in biological systems as well. The remainder of this paper discusses development 

of the toxicity database for these substitutes and aspects of the dose—response component of risk 

characterization for the HCFCs and HFCs, in particular that for HCFC-123. 

Programme for Alternative Fluorocarbon Toxicity Testing (PAFT) 

The recognition of the need to establish the toxicity database and characterize the potential 

hazard of the candidate compounds in an expedited fashion led to the creation of the PAFT in December 

1987. The PAFT represents a unique international effort by most of the CFC producers from Asia, 

Europe, and the United States aimed at evaluating the toxicology of limited production or research 

chemicals in order to support the introduction and use of these chemicals as substitutes for widely used 

compounds(13,14,15). 
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The PAFT consists of three committees: management, toxicology, and product quality(13,14). 

Direction was provided by the management committee, composed of senior representatives of 

participating companies. This committee controlled the budget and decided what chemicals would be 

produced. The management committee also chartered the toxicology committee, which was charged with 

evaluating the existing toxicology data on the first two candidate chemicals, HCFC-123 and HFC-134a. 

The toxicology committee, consisting of 10 senior toxicologists from the member companies, then used 

that information as the basis for the preparation of a toxicity testing program for the substitutes. 

Subsequently, four other groups have been formed to evaluate candidate chemicals as shown in Table 5. 

The unique cooperation engendered by the PAFT is illustrated by Table 6, which shows some of the 

inhalation laboratories participating in the testing. 

TABLE 5. PAFT:  PROGRAMME FOR ALTERNATIVE FLUOROCARBON 
. TOXKTTY TESTING  

• Compounds Currently Under Evaluation 
• PAFT I: HFC-134a and HCFC-123 
• PAFT II: HCFC-141b 
• PAFT III: HCFC-124 and HFC-125 
• PAFT IV: HCFC-225ca and HCFC-225cb 
• PAFTV: HCF-32 

• Estimated Programme Costs 
• $3,000,000 to $5,000,000 per Chemical 
• $25,000,000 to $35,000,000 Total Programme  

 TABLE 6. PAFT:  SOME CONTRIBUTING LABORATORIES  

AG Pharma Forschung (Hoechst) Germany 
Bio/Dynamics USA 
Central Toxicology Laboratory (ICI) United Kingdom 
CIVO-TNO Institute Netherlands 
Duphar (Solvay) Belgium 

Haskell Laboratory (Du Pont) USA 
Hita Research Laboratory Japan 
Huntingdon Research United Kingdom 
IRCHA France 

Japan Bioassay Laboratory Japan 
Kurume Research Laboratory Japan 
Life Sciences Research United Kingdom 
RCC-NOTOX BV Netherlands 

Toxicology Research Laboratory (Dow) USA 
University of Rochester USA 
University of Würzburg Germany  
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The management committee also established a product quality committee to provide support to 

the testing effort. Due to the fact that the compounds were not in commercial production, decisions had 

to be made on which compounds to test, what purity and impurities were likely, and which compounds 

and composition were of relevance to the final product. The analytical chemists comprising this 

committee also developed the analytical and monitoring methods necessary to guarantee the purity of the 

test compound and to assure that established exposure levels were achieved. 

The PAFT program conducted the toxicity testing in a tiered format (phases), with the screening 

and short-term tests first, followed by subchronic tests, and ending with lifetime studies. This design 
allowed the test data of one phase to be evaluated to determine if another parameter required further 

investigation in the next phase. The tiered testing approach to an individual candidate chemical is 

provided in Table 7. 

TABLE 7. PAFT TOXICOLOGY TESTING PROGRAM TIER APPROACH 

• PHASE I (6-8 months) 
Acute Oral Limit Test (rat) 
Acute Inhalation Toxicity (rat) 
Dermal Irritation (rabbit) 
Dermal Toxicity (rabbit, rat) 
Repeat Insult Patch (human) 
Eye Irritation (rabbit) 
Sensitization (Guinea pig) 
Cardiac Sensitization (dog) 
Ames Assay 
In Vitro cytogenetics (human lymphocyte, CHO cells) 
In Vivo Micronucleus Assay (mice) 

• PHASE HA (6-8 months) 
Sub-Acute Study (4 weeks: 3 doses + control) 
Preliminary Pharmacokinetics (blood levels, uptake and elimination rates) 
Teratology Probes (rat, rabbit) 
Environmental Toxicology 

• PHASE IIB (1 year) 
Teratology (rat, rabbit) 

• PHASE III (1 year) 
3-month Toxicity Study (rat) 
Metabolism 
CNS Effects 

• PHASE IV (4-5 years) 
Chronic Toxicity/Carcinogenicity Study (rat) 
Reproduction (optional) 
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The tests incorporated in the tiers also reflect an attempt to address areas of previously observed 

toxicity associated with fluorine-containing organic compounds. Although introduced as "inert" 

refrigerants, reports of fatalities associated with abuse and misuse of aerosol products in general and of 

bronchodilator aerosols in particular pointed to potential cardiopulmonary toxicity(16). Following these 

reports, experimental procedures were developed to evaluate the potential toxicity of the inhalants in 

humans. Comparative studies showed that the dog was the preferred species for evaluating this potential 

toxicity7. A standard protocol was developed to evaluate "cardiac sensitization" (CS), defined as an 

increased susceptibility of the heart to catecholamines (principally epinephrine) that can potentially result 

in fatal cardiac arrhythmias, usually manifested as ventricular tachycardia and/or fibrillation(17)8. The 

CS protocol is included as part of the Phase I testing protocol used by PAFT (see Table 7). 

The subchronic toxicity study by inhalation is the most important single component of the 

program and is included with every compound in order to ensure current protocols(13). The 90-day 

study would be used to evaluate hepatotoxicity (suggested by the presence of constituent chlorine in these 

compounds). Because of relatively short half-lives, little metabolic activity was anticipated with these 

compounds. Thus, the initial pharmacokinetic tests consisted of a study of uptake versus elimination in 

the rat and determination of serum and urinary fluoride levels in the subchronic study together with 

careful review of the clinical results. Developmental toxicity was an important component of the program 

because data available in the literature were equivocal and typically available only in the rat. In those 

cases, the PAFT program called for testing in a nonrodent species, usually the rabbit. If no information 

was available on a particular compound, teratology investigations might be performed in two species. 

Reproductive toxicity evaluation was not included unless triggered by morphologic effects on reproductive 

organs in either sex or on the hormonal axes during the subchronic and chronic testing or by significant 

findings in the developmental studies. 

Table 8 summarizes the data compiled by the PAFT by approximately mid-1989. Many of the 

studies in progress will provide the only data with which to quantitatively evaluate the dose—response 

of these chemicals. The program should be commended for integrating past and present toxicological 

information to perform a comprehensive risk assessment with efficiency of time and resources in order 

to accommodate the uncertain economic future and regulatory schedules imposed on these chemicals. 

These attributes are summarized in Table 9. 
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TABLE 8.  COMPARATIVE TOXICITY OF HYDROFLUOROCARBONS (HFCS) AND 
HYDROCHLOROFLUOROCARBONS (HCFCS) AS COMPILED BY PAFT 

Structure HCFC-22 HCFC-123 HCFC-124 HFC-134a HCFC-141b HCFC-142b 
Formula HCC1F2 HCC12CF3 CF3CCIFH H2CFCF3 H3CCC12F H3CCC1F2 

LCJO 220,000 35,000 207,000 500,000 62,000 400,000 
Ames Positive Negative Negative Negative +/- Positive 
Cardiac 

Sensitization 
5% 1% 2.5% 5% 1% 5% 

Subchronic 
toxicity 

NOEL 

50,000 5,000 20,000 50,000 8,000 20,000 

(ppm) 
Chronic 
toxicity 

NOEL (ppm) 

10,000 IP NT IP IP 20,000 

Carcinogenicity Negative IP NT Positive NT Negative 
Teratology Negative Negative Negative Negative Negative Negative 
Male Fertility Negative NT NT NT NT Negative 

IP = In progress; NT = Not tested. 

TABLE 9. ADVANTAGES TO PAFT CONSORTIUM 

• Pooled existing data 

• Pooled scientific expertise 

• Conserved resources 

• Conserved limited quantities of research-grade test chemicals not in commercial 
production 

• Reduced the time for obtaining results 

• Effectively used the limited toxicology testing laboratory space 

• Collaborated on the development of test data 

• Shared results with all member companies 

• Ensured the rapid publication of results 
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Risk Characterization of the Substitutes — The SNAP Program 

Section 612 of the CAAA requires the EPA to develop a program to evaluate the risks to human 

health and the environment posed by the substitute chemicals to the ODS. Due to the accelerated 

phaseout schedules, review of these risks was expedited to avoid delay in industry's effort to replace the 

ODS. The EPA is referring to this program as the SNAP program. In its May 12, 1993 NPRM, EPA 

introduced its plan for administering the program and issued its preliminary decisions on the acceptability 

of certain substitutes(lO). The Advance Notice of Proposed Rulemaking and Request for Data (57 FR 

1984; January 16, 1992) solicited industry to submit information on substitutes and to identify additional 

alternative chemicals to be considered in the SNAP program. The data received as a result of this call-in, 

together with data submitted by the PAFT, served as the basis for assessments in the risk characterization 

approach to decisions listing the substitutes as either acceptable or unacceptable. This section describes 

the general principles used for the risk characterization process. 

The EPA examined the risks of the substitutes in a comparative framework using risks from 

continued use of the ODS or the use of substitutes as reference points. The evaluation considered factors 

such as effects due to ODP (e.g., skin cancer and cataracts) as well as effects due to direct toxicity. 

Other risk factors considered included direct and indirect (e.g., conversion to hydrofluoric acid) effects 

on air and water quality, direct and indirect contributions to global warming, and occupational health and 

safety. Because the key goal of the SNAP program is to promote the use of substitutes that minimize 

risks to human health and the environment relative to other alternatives, some substitutes designated as 

acceptable may pose some toxic or other environmental risk. Some substitutes, such as the volatile 

organic compounds (VOCs) or hazardous air pollutants are already regulated under other sections of the 

CAAA, and determinations of the SNAP program will take these existing regulations into account. 

Environmental and human health exposures can vary significantly depending on the particular 

application of a substitute so that the risk characterization analysis was directed at eight different sectors 

determined to represent the principal industrial sectors that historically consume large volumes of ODS. 

These sectors are: refrigeration; foam blowing; solvent cleaning; fire extinguishing; tobacco puffing; 

adhesives, coatings and inks; aerosols; and sterilants(lO). Further, substitutes are evaluated in the context 

of particular end uses within each sector. 
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Evaluation of each substitute by end use is based on the following types of information and 

analyses. Atmospheric effects are assessed by predicting ODP and GWP using models. Ozone depletion 

potential is measured in terms of cumulative chlorine loadings and increased incidences of skin cancer 

cases and mortalities. Exposure assessments are used to estimate the concentrations to which workers, 

consumers, the general population, and environmental receptors may be exposed and over what period 

of time. Personal or area data monitoring are used if available. Otherwise, exposures are assessed using 

measured or estimated releases as input to mathematical models. Toxicity data are used to develop dose- 

response estimates to assess the possible health and environmental effects from exposure to substitutes. 

Flammability is examined as a possible safety concern for workers and consumers. Data evaluated 

include flash points and flammability limits (e.g., Occupational Safety and Health Administration [OSHA] 

flammability/combustibility classifications), test data on flammability in consumer applications conducted 

by independent laboratories (e.g., Underwriters Laboratories), and information on flammability risk 

minimization techniques. Some of the proposed substitutes in several sectors are VOCs that increase 

tropospheric air pollution by contributing to ground-level ozone formation. Local and nationwide 

increases in VOC loadings from the substitutes are also evaluated for these sectors. 

DOSE-RESPONSE» ANALYSIS FOR EVALUATION OF HUMAN HEALTH RISK 

Within each sector, candidate substitutes are evaluated in the context of particular end uses. 

These may include both short-term (e.g., occupational) and long-term scenarios. In order to assess the 

potential toxicity of an estimated exposure for one of these scenarios, appropriate toxicity reference values 

must be determined. In general, the EPA uses data obtained in short-term studies to evaluate potential 

risk of acute effects at high concentrations (e.g., episodic emissions in the workplace or accidental 

ambient exposures). Data obtained in chronic bioassays are used to assess potential adverse effects from 

continued exposure to low-level ambient concentrations^8). Reproductive and developmental hazards 

are also evaluated and are considered potential targets for either scenario. 

The strategies used by other agencies for short-term risk evaluation were adapted under the SNAP 

to develop procedures for deriving reference values for potential acute toxicity. Although beyond the 

scope of this paper, the differences in underlying assumptions and intended applications of these various 

short-term exposure limit values are addressed elsewhere(19). These short-term exposure limit values 

were evaluated for applicability to the context to be addressed for short-term exposure to the candidate 

substitutes. For the purposes of evaluations required under the SNAP, two levels are generally estimated: 
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(1) the workplace guidance level (WGL), and (2) the emergency guidance level (EGL). These levels are 

intended as management screening tools. 

The WGL is essentially analogous to an OSHA-permissible exposure level (PEL). When 

available, the WGL is estimated as an order of magnitude greater than the inhalation reference 

concentration (RfC) (see below) because the uncertainty factor generally applied in using the RfC 

methodology to protect sensitive populations was not deemed applicable to a risk estimate intended for 

a healthy worker population. When inhalation RfC data are not available, an estimate may be derived 

using the OSHA PEL, the National Institute for Occupational Safety and Health (NIOSH) recommended 

exposure level, the American Conference of Governmental Industrial Hygienists threshold limit value or 

the American Industrial Health Association (AIHA) workplace environmental exposure level. 

The EGL is similar in intent to the NIOSH immediately dangerous to life and health value. The 

latter is defined as "the maximum concentration from which, in the event of respirator failure, one could 

escape within 30 min without experiencing any escape-impairing or irreversible health effects". The EGL 

also resembles the National Research Council Emergency Exposure Guidance Level and the AIHA 

emergency response planning guidance level in intent. Given that the risk to individuals from exposure 

to the candidate substitutes will generally be from discharges that occur infrequently (e.g., the discharge 

of a fire extinguisher at high concentrations for a short period of time), the EGL derivation is based on 

analysis of acute toxicity associated with exposure to these compounds such as cardiotoxicity or 

developmental toxicity(18). The EGL is thus based on the no-observed-adverse-effect-level (NOAEL) 

or lowest-observed-adverse-effect-level for cardiotoxicity in the dog. This EGL value based on 

cardiotoxicity was also selected as the basis for short-term evaluation of potential toxicity to the general 

population. 

Long-term exposure scenarios were developed for the general population to evaluate the risk of 

ambient emissions. Inhalation RfCs and cancer slope factors (SFs) are used as dose—response estimates 

of potential human health toxicity for noncancer and cancer end points, respectively. 

Noncancer toxicity refers to adverse health effects or toxic end points, other than cancer and gene 

mutations, that are due to the effects of environmental agents on the structure or function of various organ 

systems. Generally, based on understanding homeostatic and adaptive mechanisms, most dose—response 
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assessment procedures operationally approach noncancer health effects as though there is an identifiable 

threshold (both for the individual and for the population) below which effects are not observable. An 

inhalation RfC is defined as an estimate (with uncertainty spanning perhaps an order of magnitude) of 

a daily exposure to the human population (including sensitive subgroups) that is likely to be without 

appreciable risk of adverse noncancer effects during a lifetime(20). The methodology for deriving these 

dose-response estimates is described elsewhere(20). Generally, a NOAEL and the LOAEL are 

determined for the specified adverse effect from the exposure levels of individual studies. These effect 

levels observed in laboratory animal experiments or in human epidemiological or occupational studies are 

then dosimetrically adjusted to human equivalent concentrations (HECs) for ambient exposure conditions. 

These conditions are currently assumed to be 24 h/day for a lifetime of 70 years. Default equations are 

used to perform these dosimetric adjustments when more sophisticated modeling approaches are not 

available(20). Physiologically based pharmacokinetic and dosimetry models are considered the optimal 

approach for these conversions. The critical toxic effect used in the dose—response assessment is usually 

characterized by the lowest NOAEL(HEC) that is also representative of the threshold region (the region 

where toxicity is apparent from the available data) for the entire toxicity profile or data array of the 

chemical. Uncertainty factors (UFs) are then applied to the NOAEL(HEC) to account for recognized 

uncertainties in the extrapolations from the experimental data conditions to an estimate appropriate to the 

assumed human scenario. An additional modifying factor may also be applied when the scientific 

uncertainties (e.g., small sample size or poor exposure characterization) in the study chosen for 

operational derivation are not explicitly addressed by the standard UFs. 

When RfC values are not available from the EPA's Integrated Risk Information System (IRIS), 

surrogate values are estimated from the available data (including oral administration) using analogous 

methods or based on structure—activity analysis of analogous chemicals with well-documented dose- 

response data. Table 10 provides the status of the ongoing RfC dose—response analyses available for 

the candidate substitutes. It can be seen from these data that, as anticipated, these compounds are 

relatively nontoxic with minimal systemic toxicity observed. Exceptions are HCFC-141b that 

demonstrated reproductive toxicity, and HCFC-123 which was shown to be metabolized and to be 

hepatotoxic in a PAFT 2-year bioassay. A dose—response evaluation for the effects of HCFC-123 will 

be described in greater detail below. 
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TABLE 10. NONCANCER INHALATION TOXICITY DOSE—RESPONSE ASSESSMENT 

HaJocarbon 
Study 

Duration 
Critical 
Effect 

LOAEL 
(ppm) 

NOAEL 
(ppm) 

RfC 
Status 

HCFC-22 Chronic Increased Liver, 
Kidney, Adrenal 
and Pituitary 
Weights 

50,000 10,000 Verifiedf 

HCFC-123 Under Review Under Review 

HCFC-124 90-Days Transient CNS 
Effects (narcosis) 

50,000 15,000 Verified 

HFC-134a Under Review Under Review 

HCFC-141b 2-Gen 
Repro 

Decreased 
Reproductive 
Performance 

20,000 8,000 Verified 

HCFC-142b 2-years None N/A 20,000 Verified 

HCFC-152a 2-years None N/A 25,000 Verified 

t   Indicates that concensus agreement has been reached on dose—response evaluation by EPA RfD/RfC Work Group. 

In the absence of data to the contrary, chemicals that produce cancer are assumed to have no 

threshold for their effects (i.e., no NOAEL) and the cancer SF is derived using the linearized multistage 

model(21). This model expresses upper confidence limits on cancer risk as a linear function of dose in 

the low-dose range. The SF is estimated by fitting the model to experimental carcinogenicity data using 

the maximum likelihood method. The 95% statistical upper bound on the linear term is used to reflect 

uncertainty in the extrapolation. Alternative models, (e.g., biologically based dose-response models) 

are considered when mechanistic data suggest that the LMS approach is inappropriate for a particular 

chemical. As for the RfC, the preferred SF values for the dose—response analyses under the SNAP are 

the values provided on IRIS. When these EPA consensus values are not available, SF values have been 

estimated on an interim basis according to the described methods using the recently completed PAFT 

2-year bioassay data. 

HCFC-123 as a Model for Dose—Response Analysis 

There are no human toxicity data for HCFC-123, because, as with most of the candidate 

compounds, the chemical has only recently been produced and introduced into commerce. This requires 
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extrapolation from the available laboratory animal data in order to derive a dose—response estimate for 

potential human toxicity. Unlike some of the other replacement candidates, HCFC-123 does undergo 

considerable metabolism and this may contribute to its observed chronic toxicity. HCFC-123 is a 

candidate replacement for Halon-1211 and for CFC-11, -12, and -113, making it of interest to risk 

evaluation in a number of sectors, including fire-fighting. Thus, it requires both a short- and long-term 

dose—response estimate. A dose—response analysis for each is provided below. 

Acute Toxicity of HCFC-123 

The acute toxicity of HCFC-123 is not remarkable other than observed central nervous system 

(CNS) depression and cardiotoxicity at high exposure concentrations. All laboratory animal species 

exhibit CNS depression; whereas death in rodent LQo (lethal concentration to 50% of exposed 

population) studies is attributable to CNS depression. The rodent LQo values are comparable across 

species and average 3.7% (37,000 ppm) for exposures of 4 to 6 h(22,23,24,25). The lowest HCFC-123 

concentration reported to cause CNS depression (as measured by observed inactivity or an altered 

response to auditory stimuli) is 0.5% (5,000 ppm) in rats(26). A concentration of 0.1% (1,000 ppm) 

does not produce narcosis in rats or dogs(27). 

The potential for HCFC-123 to produce developmental and reproductive toxicity has not been 

evaluated conclusively in two species due to experimental design deficits. No consistent evidence for 

developmental toxicity was observed in the litters of pregnant New Zealand rabbits exposed to 0, 500, 

1,500, or 5,000 ppm on Gestation Days 6 through 18, but maternal toxicity was manifest at all 

concentrations with decreased food consumption and body weight gain(28). The data of Culik and 

Kelly(29) suggest a fetotoxic effect in offspring of female rats exposed to 10,000 ppm; but the results 

were not statistically significant, and no other concentration was tested. No two-generation reproductive 

studies have been conducted. In the 4-week study of Kelly(30), degenerative changes were noted in the 

testes of rats exposed to 20,000 ppm, but these effects have not been observed in rats exposed to lower 

concentrations for longer durations. 

As discussed above, CS is considered to be an appropriate end point by the SNAP program for 

basing the short-term dose—response estimate. Although the phenomenon of CS has been established, 

and despite its potential significance to human health, the causative mechanisms are not yet defined. 

Several   investigators  have   attempted  unsuccessfully  to   correlate  potency  to   induce  CS   with 
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physicochemical parameters such as degree of saturation; molecular size and shape; and degree, type, and 

pattern of halogenation(31). HCFCs and HFCs also act like anesthetic gases and cause CNS depression 

at high concentrations. Noting that the vapor pressure and narcotic potency of anesthetics are directly 

related, a correlation was established between the partial pressure at the EG» (concentration causing a 

50% response rate) for CS and the saturated vapor pressure (P„) of halogenated and unsubstituted 

hydrocarbons(31). It was concluded that because these compounds were relatively stable, lipid soluble 

compounds with high vapor pressures, the effect on the CNS and heart were probably structurally 

nonspecific actions due to "physical toxicity" (simply being present in some part of the cell to disorganize 

its function temporarily rather than specific combination with targets or receptors)(32). Clark and Tinston 

further stated that based on physical rather than specific receptor-based toxicity, the CNS and CS effects 

should disappear without permanent damage to the heart or brain cells when the chemical has been 

eliminated(32). The reversibility of CNS effects by CFCs and the HCFCs has been noted in the 

literature. 

A potential occupational scenario for short-term exposures to HCFC-123 is as a fire-fighting agent. 

The exposure duration of concern involves a 1-min period to simulate an employee discharging either the 

entire contents of a small (1- to 3-lb) extinguisher or the partial contents of a large (150-lb) extinguisher 

while attempting to put out a fire, and subsequently immediately leaving the exposure area(33). An 

HCFC-123 concentration of 5% (50,000 ppm) has been proposed as a dose—response estimate for this 

scenario based on CS(30). Pharmacokinetic studies in the dog are under way which will investigate 

whether this "physical toxicity" is more directly related to chemical concentration or to the product of 

concentration and time (Haber's Law). Beck et al.(34) suggested that CS induced by 

bromochlorodifluoromethane as a prototype HCFC followed Haber's Law. The EC» (95% confidence 

interval) in dogs was determined to be 1.9% (1.29 to 2.82%) for a 5-min exposure. If one applies 

Haber's Law to the low end of the 95% confidence interval, the concentration (ppm) multiplied by time 

(minute) product is 64,500 (12,900 x 5 min). Thus, the selection of 50,000 ppm for a 1-min exposure 

level is below the low end of the 95% confidence interval of the EC» value in epinephrine-challenged 

dogs. 

Chronic Toxicity of HCFC-123 

For evaluation of chronic toxicity, the only data available are from a PAFT 2-year bioassay in 

rats(35).   Crl:CD BR rats were exposed to   0, 300, 1000, and 5000 ppm.   Exposure-related changes 
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consistent with hepatotoxicity included select serum chemistry values (triglyceride, glucose, and 

cholesterol levels), increased hepatic beta-oxidation enzyme activity, and degenerative changes 

(centrilobular fatty change, altered cellular foci, biliary hyperplasia, and focal necrosis). These effects 

were consistent with data from the 90-day study in the same laboratory showing increased relative liver 

weights and lipid metabolism perturbations(36) and with effects observed in a 90-day study on both dogs 

and rats(37). Compound-related decreases in mean body weight that were statistically significant occurred 

in both sexes exposed at the highest concentration and the increased survival also seen in these exposure 

groups was attributed to the weight loss. The incidence data for the hepatic lesions suggest a NOAEL 

at 300 ppm because the majority of histopathology is not statistically significant until the 1000 ppm 

exposure level, but unequivocal effect level designation awaits additional analyses evaluating the response 

function of the hepatic lesions in concert with consideration of the hepatic tumors. The data also identify 

significant diffuse retinal atrophy as a potential critical effect at the highest concentration, but it has been 

proposed to discount this effect as both an artifact of artificial lighting environments and the increased 

survival because the type of atrophy shown appeared to be age-related(35). 

Three types of tumors were increased in incidence at the end of the 2-year bioassay(35): 

(1) hepatocellular adenomas and/or cholangiofibroma, (2) pancreatic acinar cell adenoma, and (3) 

interstitial cell adenoma in the testes. The analysis for SF for HCFC-123 will require determination of 

the appropriate tumor type to model based on statistical and biological considerations. Recent evidence 

suggests that HCFC-123 may be a peroxisome proliferator that may confound the quantitative 

extrapolation of the rat hepatic tumors to human risk(38). Whether the noncancer hepatic end points can 

be biologically related as preneoplastic events or should be evaluated independently remains to be 

elucidated (see below). There is also evidence that suggests Leydig cell adenomas in the testes may be 

hormonally mediated, and this mechanism warrants consideration when evaluating the dose—response for 

the testicular tumors(39,40). 

Comparative Metabolism and Toxicity ofHalothane 

Increased urinary excretion of fluoride was noted in the Malley investigations, indicating that 

HCFC-123 undergoes metabolism(35,36). HCFC-123 (2,2-dichloro-l,l,l-trifluoroethane) is a structural 

analogue of the anesthetic gas halothane (2-bromo-2-chloro-l,l,l-trifluoroethane), differing only by 

substitution of chlorine for a bromine. Brashear et al.(41) have shown that HCFC-123 and halothane 

follow very similar pathways of metabolic degradation.  The pathways for HCFC-123 are presented in 
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Figure 7(41). The dominant pathway (approximately 90%) for both chemicals is via oxidation catalyzed 

by cytochrome P-450 which produces a dichlorogeminal halohydrin that is unstable and releases HC1 to 

form trifluoroacetylchloride(41). The acetylchloride is rapidly hydrolyzed to trifluoroacetic acid (TFA). 

The reductive pathway begins with reductive dehalogenation to produce a radical intermediate that can 

either accept a hydrogen atom from a protein or phospholipid to form HCFC-133a or lose a fluorine to 

yield 2-chloro-l, l-difluoroethylene(41). 

Figure 8 depicts potential mechanisms for halothane hepatotoxicity originally proposed in the late 

1970s. These remain the target of active research to elucidate the toxic mechanisms of action of 

halothane(42,43). Support for the hypothesis that the metabolism of halothane is responsible for its 

hepatotoxicity has been developing ever since the first reports of unexplained postanesthetic jaundice 

appeared with the introduction of halothane into clinical practice. Lunam et al.(44) showed that liver 

damage, indexed by both severity grade of histopathology and amount of serum alanine aminotransferase 

(ALT) released, correlates with the amount of oxidative metabolism. SKF-525A, an inhibitor of the 

P-450 isotype enzyme IE1, was also shown to decrease the effect of halothane on each of these liver 

damage indices. Lind et al.(45) have shown that deuterium-substituted halothane decreases the resultant 

hepatic necrosis and the organic fluoride bound to protein. Plasma TFA, determined as an index of 

oxidative metabolism, was reduced in guinea pigs exposed to deuterium-substituted halothane. Serum 

ALT, an indicator of cellular damage, was also shown in the same study to correlate inversely with 

deuterium substitution. The carbon-deuterium bond strengthens the carbon-hydrogen bond and decreases 

the lability of the halogen leaving group. 

Support for the importance of the oxidative metabolic pathway in producing toxicity comes from 

demonstration that the reactive intermediate, the trifluoroacetyl lysinyl moiety, can act as an epitope to 

alter protein antigenicity. Brown et al.(46) have shown that covalent binding of 14C-labeled halothane 

to guinea pig liver slice proteins increases linearly with the increase in trifluoroacetylated proteins and 

deuterated halothane in the same study did not develop any neoantigens. Harris et al.(47) postulated that 

the hepatotoxicity observed with HCFC-123 exposure may be secondary to its similar metabolism because 

they identified a trifluoroacetylated lysine protein adduct for both halothane and HCFC-123 using 19F- 

NMR (nuclear magnetic resonance) spectroscopy(44). Recent data from the Toxicology Division at 

Wright-Patterson Air Force Base, OH, support this hypothesis(48). The location, incidence, and severity 

of liver degeneration as well as two biochemical indices of damage, isocitrate dehydrogenase and ALT, 

demonstrated a dose—response relationship with compound concentration(48). 
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Parallelogram Approach for PBPK Modeling of Dose—Response 

Based on the considerable evidence that HCFC-123 toxicity is likely to be mechanistically similar 

to that induced by its structural analogue halothane, a parallelogram approach for the dose—response 

analysis of HCFC-123 is proposed as shown in Figure 9. The approach relies on development and 

validation of a PBPK model in the relevant laboratory species. This PBPK model structure is then 

extrapolated to humans using available human data and scaling assumptions. Due to the fact that no 

human data exist on HCFC-123, the human PBPK model is indirectly validated against human exposure 

data for halothane based on its similarity. 

Figure 10 shows the schematic of the model structure developed to simulate the pharmacokinetics 

(absorption, distribution, metabolism and elimination) of both HCFC-123 and halothane. Because 

oxidative metabolism is hypothesized as the key mechanism for hepatotoxicity, production of metabolite 

in the liver is explicitly incorporated. The structure is a six-compartment PBPK model with a hybrid, 

one-compartment classical description for the oxidative metabolite TFA, a structure previously used 

successfully to model trichloroethylene and its principal metabolite, trichloroacetic acid(49). HCFC-123 

equilibrates with lung blood and is distributed in the systemic compartments as described by flow-limited 

conditions. Systemic clearance of HCFC-123 is described by metabolism and exhalation. The production 

of TFA is described as a proportion of the rate of HCFC-123 metabolism and this stoichiometric yield 

distributes into the one-compartment volume. Systemic clearance is described as a first-order rate loss 

from that compartment. Details of the PBPK model development and parameter values are provided 

elsewhere(50), but the approach is described here to illustrate the usefulness of using template structures 

to aid development and validation of models for chemicals that are similar in structure and mechanism 

of action. 

It should be emphasized that many of the key parameters for the model have been developed 

directly using empiric data for each of the compounds. As outlined in Table 11, development of the rat 

model was based on the general PBPK model structure of Ramsey and Andersen(51) with the 

modification to account for TFA distribution and excretion(49). The blood:air and tissue partition 

coefficients, metabolism, and excretion values were each measured in the laboratory and incorporated 

directly into the model structure. Figure 11 depicts data used to derive the metabolic parameters for 

model development in the Fischer 344 (F-344) rat. Gas-uptake studies at various concentrations were 

conducted to characterize metabolism of HCFC-123 in rats(50). In the figure, the squares represent data 

points, and the solid line represents model simulation. The PBPK model predictions were optimized 

against these data points by adjusting the maximum rate of oxidation (V^ and the Michaelis-Menten 

constant (KJ. 
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TABLE 11. TYPES OF DATA FOR DEVELOPMENT OF PBPK RAT MODEL FOR 
PARALLELOGRAM EXTRAPOLATION OF HCFC-123 AND HALOTHANE 

VOC Template with Chemical-Specific Modifications 

■ Structure 

■ Scaling Assumptions 

Empiric Data for Physiological Constants and Metabolic Parameters 

■ Parent Compound (HCFC-123 or Halothane) 

• Partition Coefficients 

• Gas Uptake Experiments to determine V,,,«, K„ (HCFC-123 at 7 concentrations) 

■ Oxidative Metabolism Marker (TFA) 

. • TFA Cumulative 180 h Urinary Excretion after inhaled Halothane at .78% 

• TFA in blood after intravenous dosing with HCFC-123 at .01, 0.1 and 1.0% 
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Validation of the rat model for each compound, HCFC-123 and halothane, was then performed 

by comparing model predictions against other experimental data not used for model development. 

Utilization of data for both compounds increased the confidence that the model structure was sound and 

decreased the need for additional testing for one or the other compound. The types of available validation 

data are summarized in Table 12. HCFC-123 model output for a given measurement were compared 

against experimental data for the same measurement. For example, model predictions were in close 

agreement with measurements of exhaled breath HCFC-123 concentrations during and post a 2-h exposure 

at various concentrations tested(50). 

TABLE 12. TYPES OF DATA FOR VALIDATION OF RAT PBPK MODELS FOR 
PARALLELOGRAM EXTRAPOLATION OF HCFC-123 AND HALOTHANE 

• HCFC-123 

■ Parent Compound 

• Venous Blood Concentration Time Course 

• Exhaled Breath at 0.01, 0.1, and 1.0% Exposures (anesthetized) 

■ Oxidative Metabolism Marker (TFA) 

• TFA Venous Blood Concentration Time Course of 0.01, 0.1, and 1.0% Exposures 

• HALOTHANE 

■ Parent Compound—None 

■ Oxidative Metabolism Marker (TFA) 

• TFA Venous Blood Concentration Time Course after Halothane at .78% 

Model estimates for production of TFA, utilized as a marker for oxidative metabolism, were also 

shown to match well against experimental data for TFA blood concentrations in rats during and after a 

4-h constant exposure to various concentrations HCFC-123(50). Thus, the model also closely predicts 

the experimental data for the marker of oxidative metabolism considered key to the hepatotoxicity of 

interest for the dose—response assessment. 

Human PBPK models for HCFC-123 and halothane were then developed in a similar fashion(52). 

Data from human halothane exposures outlined in Table 13 were used to validate the model. The human 

PBPK model adequately predicts halothane kinetics in humans. The model simulation agrees closely with 

80 



experimental data, for example, of halothane concentration exhaled by a human subject during a '/2-h 

exposure to 0.2% (2,000 ppm)(52). By structural and metabolic analogy, the model is likely to 

adequately simulate human HCFC-123 kinetics also. 

TABLE 13. TYPES OF DATA FOR VALIDATION OF HUMAN PBPK HALOTHANE 
MODEL FOR PARALLELOGRAM EXTRAPOLATION OF HCFC-123 AND HALOTHANE 

• HALOTHANE 

■ Parent 

• Exhaled Breath at 2% Exposure Concentration 

• In Vitro Rates of TFA Formation 

■ Oxidative Metabolism Marker (TFA) 

• Urinary TFA Excretion after Intravenous Halothane Administration 

Given that the PBPK model structures discussed adequately describe the kinetics and the 

hypothesized critical factors (oxidative metabolism) responsible for the observed hepatotoxicity of 

halothane and HCFC-123 in both rats and humans, use of the PBPK models is proposed as a more 

accurate approach to dosimetrically adjust the observed effect levels in the rats to an HEC rather than the 

use of the default equations. In order to extrapolate laboratory animal data using a PBPK model, the 

laboratory animal exposure regimen (e.g., 6 h/day, 5 days/week) is simulated and the resultant 

appropriate dose metric (e.g., the area under the blood concentration curve [AUCB] of the parent 

compound) is calculated. This is done assuming steady-state conditions for chronic studies if it is 

determined that these conditions were met for 90% of the study duration or the entire exposure can be 

simulated with the model(53). The model is then exercised with the human parameters under the human 

exposure scenario (e.g., 24 h/day) to ascertain the exposure concentration that results in an equivalent 

dose metric. This exposure concentration back-extrapolated from the equivalent dose metric is the HEC. 

Human equivalent concentration values calculated using this PBPK model approach and based on two 

different dose metrics, total TFA (mg) produced per gram of liver and the AUCB of the parent 

compound, are provided in Table 14. Because TFA is the marker for the proposed oxidative metabolism 

hypothesized to be the key mechanism of toxicity, adjustment based on this dose metric is considered 

more relevant to the hepatic lesions under consideration as the critical effect than adjustment based on 

the parent AUCB.   Because PBPK modeling to accomplish interspecies extrapolation is considered the 
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optimal approach in the RfC methodology, a decrease in the standard UF applied is also reasonable to 

propose. 

TABLE 14. HUMAN EQUIVALENT CONCENTRATIONS (MG/M3) CALCULATED 
WITH PBPK MODEL PARALLELOGRAM APPROACH AND BASED ON VARIOUS 

INTERNAL DOSE METRICS 

Exposure 
Concentration 

(mg/m3) 

Dose Metric 

Exposure 
Concentration Default 

Total TFA (mg) 
per (g) liver 

AUC Parent 
in Blood 

300 

1,000 

5,000 

1,880 

6,260 

31,300 

335 

1,118 

5,587 

812 

1,520 

3,307 

390 

1,454 

7,270 

SUMMARY 

Against the background of the theory of ozone depletion and the legislative framework for 

phaseout of chemicals contributing to this problem of global importance, expedited development of dose - 

response estimates for health risk assessment required to help characterize the use of proposed 

replacement candidates for the important CFC chemicals has been described. This development required 

consideration of structure—activity relationship when designing the replacement compounds and when 

designing tests to evaluate potential toxicity. Structure—activity considerations were also shown to be 

a useful component of a parallelogram approach for development and validation of PBPK models in rats 

and humans for dose—response analysis of the observed hepatotoxicity data. Such considerations can be 

critical when time is of a premium and can be used to decrease the need for extensive laboratory animal 

testing when coupled with judicious experimental design. 
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FOOTNOTES 

^e GWP is formally defined as the time-integrated change in radiative forcing1 due to the instantaneous 
release of 1 kg of a trace gas expressed relative to that from the release of 1 kg of C02(5,6). A positive 
radiative forcing results in a net increase in radiation energy being retained below the troposphere and 
thus, contributes to a potential warming effect. Because the GWP is defined as a time integral, different 
time horizons yield different future concentration estimates. Future concentration estimates are calculated 
using a combination of factors that include the residence time (lifetime) of the greenhouse gas in the 
atmosphere and its chemical reactivity with other atmospheric constituents. The term radiative forcing 
refers to any change imposed on the climate system that modifies the radiative balance of the climate 
system. Quantitatively, it is the net amount of energy change per unit area caused by a particular gas 
at the tropopause, the boundary between the troposphere and the stratosphere, and is expressed in 
Watts/m2. 

2PubIic Law 101-549. 

3A more detailed set of use categories and replacement candidates can be found in the EPA's Notice of 
Proposed Rulemaking (NPRM) for the Significant New Alternatives Policy (SNAP) Program(lO). 

4Halon 1211 is used primarily in streaming applications in which it is manually dispensed through a 
nozzle from a hand-held or portable extinguisher. Halon 1301 is used in total flooding and explosion 
protection applications in which a predetermined quantity of the gas is dispensed into a fixed location in 
order to achieve a specific extinguishing concentration of gas. 

The leading nonindustry research toward alternatives for these agents is being funded by the Air Force 
Wright Laboratory at the New Mexico Engineering Research Institute and at the National Institute of 
Standards and Technology. 

The "Halocarbon Numbering System" was developed by Du Pont for Freon chemicals in the late 1930s. 
The system was later expanded and formalized into a standard by the American Society of Heating, 
Refrigerating, and Air-Conditioning Engineers (ASHRAE) and the American National Standards Institute 
(ANSI): "Number Designation and Safety Classification of Refrigerants", ANSI/ASHRAE Standard 34- 
1992, 1992)(12). Many of these chemicals were originally given numbers and called "Freons" when first 
introduced but prefixes consisting of a series of letters denoting the constituents in the compound are now 
usually used when naming these chemicals (as has been the convention used in this paper) because this 
is a trade name.  The refrigeration industry will often precede the halocarbon number with an "R". 

7Dogs in general were affected at lower concentrations than rodent species (rat and mouse), are similar 
to humans in catecholamine release mechanisms, and are easier to train and handle. 
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"The procedure exposes healthy male beagle dogs, 1 to 2 years old, to a vapor concentration of the 
chemical in question following a "priming" dose of epinephrine (0.008 mg/kg administered intravenously 
in 1 mL saline over 9 sec = 50 /xg/kg/min). After 5 min of exposure to the test chemical, a "challenge" 
dose of epinephrine is administered under the same conditions as the priming dose. Exposure to the test 
chemical continues for an additional 5 min after the second epinephrine dose. Cardiac activity is followed 
by electrocardiography throughout the 17 min test period. A "marked" response is defined as "those 
arrhythmias considered to pose a serious threat to life (multiple consecutive ventricular beats) or which 
ended in cardiac arrest (ventricular fibrillation)"(17). 

'Although strict definitions that distinguish "response" and "effect" are necessary in order to determine 
appropriate mathematical or statistical models for analysis, the conventions of the NAS paradigm are used 
in this paper. Therefore, in the qualitative sense, the term "dose" may encompass administered dose 
(i.e., exposure concentration), delivered dose, or target tissue dose. Likewise, "response" in the 
qualitative sense, is an indication of an adverse influence regardless of whether the data were measured 
as quantal, count, continuous, or ordered categorical. 
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Issues in the Development of a Risk Assessment for Fire Hazards 

Daniel J. Caldwell 
U.S. Army Medical Research and Development Command 

Wright-Patterson AFB, OH 

ABSTRACT 

In general terms, the risk assessment process determines information on the nature and extent of 

a hazard, as differentiated from the risk management process that encompasses judgements of 

acceptability and determination of degree to which the risks should or can be controlled. Risk assessment 

is primarily scientific, whereas risk management takes into consideration other factors such as cost, 

technical feasibility, public opinion/policy and timing. 

To adequately assess the predominant hazards to humans resulting from exposure to fire 

conditions, the direct effects from heat and flames, visual obscuration due to the smoke density or eye 

irritation, and narcosis or irritation from inhalation of the products of combustion must be addressed. 

These effects may prevent escape and lead to subsequent injury or death. Although the toxic hazard is 

only one element of total risk due to fire, factors that influence smoke production must receive emphasis 

during the risk assessment because 80% of fire fatalities are due to smoke inhalation. 

Assessing the effects of exposure of humans to smoke is extremely difficult because smoke is a 

continuously changing mixture of airborne solid and liquid particles and gases whose production is 

dependent on the burning conditions of the fire. The toxicity of the smoke produced in a fire is therefore 

time-dependent. This dictates that the inherent material properties that influence flammability and flame 

spread and the time course of the fire be examined in detail. To minimize risk from fire hazards, 

emphasis must be placed on SURVIVABLE smoke exposures in which the survival time is measurable 

and dependent upon two variables: potency of each smoke toxicant evolved as well as its rapidity of 

action. Fire conditions influence both the evolution of smoke and performance of a material in the fire. 

Thus, the inherent chemical/physical properties that determine flammability also influence the toxicity of 

smoke produced by a material and the resulting hazard. A methodology was developed to predict the 

hazard due to smoke exposure, which also allows an evaluation of the risk of the fire hazard produced. 
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Research on an OTA Assessment of Federal Research in Health Risk Assessment 

Dalton G. Paxman 
Office of Technology Assessment 

Washington, DC 

INTRODUCTION 

Federal agencies conduct and support a diverse array of research to carry out their missions. The 

burgeoning use of risk assessments for decisionmaking and priority setting in many administrative 

agencies makes research to improve risk assessments an increasingly important agency function. 

At the request of Congress, the Office of Technology Assessment (OTA) surveyed the federal 

programs conducting research to improve health risk assessments to describe the agency research efforts 

and examine how research priorities are established. The scope of the survey was narrowed to research 

programs dealing with environmental and occupational exposures to chemicals and radiation and to 

contaminants in food with a focus on cancer risks because the great controversies exist about 

environmental risks for cancer. 

This paper describes the existing federal research activities designed to improve health risk 

assessments. The first part provides the scope of the agency risk assessment research activities. The 

second section addresses the direction of the federal research effort and the needs for improving the 

process or risk assessment. 

FEDERAL RESEARCH ACTTVTITES IN HEALTH RISK ASSESSMENT 

The OTA, for the assessment of agency research activities, divided health risk assessment research 

into three key areas, based on the research objectives. Methodological research is specifically aimed at 

improving the process of assessing risks by developing quantitative risk assessment methods. Basic 

research contributes to the understanding of how environmental agents perturb normal biological 

functioning. The last category involves research that expands the database of information about specific 

chemicals for use in risk assessments. The results of all three types of research are crucial; inadequate 

development in any one area could impede the progress of the overarching research objectives to make 

risk assessment more credible. Methodological research, for instance, develops models based on the 

biological parameters established in basic research but is driven by chemical-specific data. 
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These three areas were used because OTA could not fully categorize the research according to the 

process of risk assessment, as outlined by the National Research Council of the National Academy of 

Sciences (NRC, 1983). The NRC's sequential four-step process begins with hazard identification, 

progresses to dose-response and exposure assessments, and ends in risk characterization. Whereas the 

NRC "paradigm" has successfully laid out and formalized the process and made it transparent for 

decisionmakers and the public (Paustenbach, 1991; Rosenthal, Graham, and Gray, 1992), it does not 

delineate the role of research and the relationship between research and risk-based decisionmaking as 

rigorously as it did the risk assessment process. Thus, OTA's research led to its defining the following 

three distinct objectives of risk assessment research: (1) research to improve health risk assessment 

methodologies, (2) research to fill in chemical-specific data gaps, and (3) basic research to understand 

how environmental agents produce their adverse effects (Table 15). 

TABLE 15. HEALTH RISK RESEARCH 

METHODS DEVELOPMENT 

1. Methods and model development 
The development of model tests and structure-activity analysis for identifying toxicants. The 
development of models for predicting human exposures.  The development of methods for 
extrapolating effects, dose, and dose—response from laboratory study results to humans. 
Activities include: 
i)    For effects identification and extrapolation 
ii)   For exposure extrapolations 
iii) For dose—response extrapolations 
iv) Uncertainty analysis 

2. Methods Evaluation and Validation 
The iterative process of integrating knowledge from the various disciplines and design 
experiments for acquiring new ones to determine the applicability of testing or extrapolation 
models from learned to new cases. Validated methods are applied to data collection or risk 
assessments. 

(continued) 
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TABLE 15.  Continued 

B. BASIC RESEARCH 

1. Toxicity Mechanisms 
Research for determining the sequence/combination of events (consequences of the 
interactions/effects), The concentration of the toxicant/its metabolite reaching the site of action 
and the rates of the reactions with its target(s) causally linked to disease/toxic effects 
development. 

2. Basic Research 
Biological and biomedical sciences 
Biological and biomedical research on the structure and function of molecules, cells, organs, 
physiological systems, and organism. Knowledge on comparative genetics, biochemistry, 
physiology, will reduce uncertainty in effects, dose, and dose-response extrapolations. 

Chemical and physical sciences 
Research on physical and chemical properties that govern absorption, distribution, and 
transformation in the environment and in biological systems. 

C. CHEMICAL-SPECIFIC DATA DEVELOPMENT 

1. Toxic Effects 
Research design to identify the nature of the toxic effect of agents and the nature of 
dose—response under defined conditions of exposure. 

i) Human studies 
ii) Whole-animal studies using various conditions of exposure such as: 
iii) Mammalian tissue, organ and cellular studies 
iv) Microorganism and others 

2. Exposure Assessment 
Environmental monitoring 
Measuring toxicant levels in different media 

Biological monitoring 
Measuring concentration/amount of toxicants in biological tissue 

Research to Improve Risk Assessment Methodology 

The OTA defines methodological research as research that develops models and methods to 

identify effects, to extrapolate dose-response or exposure relationships, or to measure uncertainty. 

Methodological research is difficult to define, but it can be characterized as research directed at devising 

approaches for extrapolating results from animal models to human estimates of risk, from high- to 
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low-dose exposure, from emissions to population and individual exposure, for estimating uncertainty and 

developing new assay systems. Some scientists expect the results of such research to be incorporated into 

decisionmaking within a relatively short time frame, about 3 to 5 years, and they should improve risk 

estimates by reducing the uncertainty in the ultimate risk numbers. An important and often overlooked 

part of methods research is evaluating and validating these methods with experimental data. 

Arguably, methodological research holds the most immediate promise for providing substantive 

changes in the risk assessment process. To begin with, this research is generic; its results can have a 

large impact on many chemicals. Moreover, these methods are directed at the most uncertain aspects of 

risk assessments, especially extrapolations from high to low dose, extrapolations from animal models to 

human population risk estimates and methods for predicting toxicity of chemicals for which little or no 

toxicity data exist. 

Basic Research in Support of Risk Assessment 

Basic research requires the most time for incorporation into decisionmaking, and it has the lowest 

probability of success, but it also has the potential for broadly impacting the risk assessment process 

(OTA, 1991; Smith, 1991). In fact, the movement of basic research findings into technical fields 

important to risk assessment can sometimes be surprisingly rapid. Within the last several years, many 

molecular biological techniques and perspectives have proliferated throughout the field of toxicology 

(Marshall, 1993; DHHS, 1992). 

Basic research, for the purposes of this report, is separable into two types: basic health risk 

research and basic sciences. Basic health risk research involves investigating the mechanisms of disease 

associated with exposure to possible toxic agents and the experimental tools for use in risk assessment 

research. Further removed from health risk assessment research, basic biological and biomedical sciences 

investigate the structure and function of molecules, cells, organs, physiological systems, and their 

relationship to the functioning organism. Basic chemical and physical scientists investigate chemical and 

physical agents and their reactivities and interactions with the environment. 

Chemical-Specific Data Development 

Chemical-specific data development is designed to identify the nature of the toxic effects of agents 

and to characterize the dose—response under defined exposure conditions. Hazard identification probably 
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represents the broadest, largest, and most diverse category of data development research and involve 

testing of agents relevant to the agency mission. Furthermore, collection of data on exposure to 

environmental agents is included in this research. Some scientists dismiss "data collection" or "data 

gathering" as less important than research, but OTA considers such work to be research. Its accuracy 

is a critical consideration because exposure data and basic toxicologic information usually form the basis 

of agency rulemaking. More important to this report, data collection activities provide essential input 

for both research into risk assessment models and basic research into the mechanisms of research. 

The distinction between methods research and data collection can be blurry. Whereas OTA was 

unable to apply these criteria in every case, in general, "data collection" involves the use of established 

methods, and methods development focuses on changing or substantially refining methods. 

Health Risk Assessment Research Portfolio 

The OTA found that health risk assessment research could not be solely defined by the risk 

assessment paradigm, as originally outlined by the NRC (NRC, 1983). Instead, OTA further classified 

health risk assessment research into three distinct categories: (1) research to improve the method of risk 

assessment; (2) basic research that may provide information to improve risk assessment; and (3) 

chemical-specific data development. The OTA believes that all three areas must progress for a substantial 

improvement in the process of risk assessment and reduction in the uncertainty of risk estimates. 

Taken together, the Federal research effort to improve risk assessment appears incomplete and 

unbalanced. In particular, given the promise of methodology research, resources allotted to it appear 

disproportionately small relative to data gathering and basic research efforts, as it receives only 11% of 

the estimated $639 million spent on health risk assessment research (Table 16). As a result, 

methodological research is a secondary priority for both research and regulatory agencies. In times of 

restricted resources and in the wake of congressional imperatives, the agencies must maintain the core 

programs that support their primary program objectives. Methodological research becomes marginalized 

in the process. Currently, this is evidenced by the shrinking resources allocated to the Environmental 

Protection Agency's (EPA's) Research to Improve Health Risk Assessment (RIHRA) program in the 

current proposed administration budget. 
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NIEHS 129 
DoE 90* 
DoD 18 
USDA 11 
ATSDR 10b 

EPA 40b 

FDA (other than NCTR) 10b 

NCTR 33.6 
NIOSH 34** 
NCI 85b 

other NIH 136b 

ADAMHA 43b 

TABLE 16.  1993 R&D (ENVIRONMENTAL, OCCUPATIONAL HEALTH AND FOOD 
SAFETY) ESTIMATES 

 Agency (Dollars in Millions) Methods Percent Methods 

14 
12a 

2.3" 
1.4" 

21.3C 

1.3" 
7.6 
4.6 
4.3b 

2.4b 

Total 639 7L2 11  

Calculated as 13% of Agency R & D on health. 
b      Estimate based on previous agency trend in Research on Toxicology. 
"      RIHRA estimated to be $5 million, $21.3 is sum of funding for human exposure, health effects and risk assessment methods. 
*     1991 Research in Toxicology 7.8 millions. 
**   1991 Research in Toxicology 4.5 millions. 

Expanding methodological research is not simply redirecting funds at the expense of either basic 

or data collection research. Instead, methodological research should be considered complementary with 

the other types of research and integrated into the research being conducted on them. For methodological 

research, the results of basic mechanistic research provides the biological framework for many of the 

methods and models being developed. Dose—response and pharmacokinetic models, for example, are 

based on the physiologic parameters and metabolic routes obtained from basic research. Similarly, data 

collection research is also required because, for each chemical, risk assessments will need toxicity, 

dose—response, and exposure data. Furthermore, methodological research, especially extrapolation 

models, and basic research are both driven by chemical-specific data. The past decade witnessed nearly 

revolutionary developments in the biological sciences. Researchers are poised to incorporate these 

advances into the field of environmental health, especially into improving health risk assessments 

(Science, 1993; Olden, 1993). Despite the potential for advances, the present federal risk assessment 

research and development infrastructure remains a source of controversy. Many scientists interviewed 

by OTA claim the research system "is broke". Resources, they argue, are squandered on a system that 

is incapable of setting priorities.  Consequently, the perception exists that the areas of highest priority 
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research, those most likely to improve the process of risk assessment, are not being funded or conducted 

at the expense of lower priority or even irrelevant research. The nature of the "right" research, however, 

remains problematic and the source of active debate on how the agencies determine their research 

priorities. 

STRUCTURING THE FUTURE OF RESEARCH ON HEALTH RISK ASSESSMENT 

If policymakers wanted to create the ideal climate to advance health risk assessment research of 

the highest quality, how would the research environment be structured, what scientific areas would be 

nurtured, and what types of research linkages would be pursued to assure necessary funding? 

The OTA has observed some characteristics that are common to high quality research programs: 

leadership, defined objectives, investigator-initiated research, competitive awards and peer review, criteria 

for success, collaboration and coordination, training opportunities, and advisory input. Of course, some 

high quality research programs lack some or most of these characteristics, but these are features which 

many in the scientific community believe to contribute to scientific excellence. 

Research Opportunities 

The current health risk assessment research milieu is different from that of the past 20 years. 

Breakthroughs and rapid developments in the biological sciences — especially molecular biology and 

genetics - coupled with improved microelectronics and high-speed computers provide scientists with 

tools to study environmental health and toxicology that did not exist before. 

One area in which these new techniques have had a significant impact is in stimulating new 

thinking about the role of toxins in the development of diseases. Mechanistic understanding of toxicity 

now calls into question certain accepted practices in health risk assessments. For example, some 

assumptions used in inferring and estimating risk can be examined for validity. The new knowledge, 

techniques, and examination promise methods to enhance our ability in predicting human health risks 

from exposure to toxicants and to reduce the associated uncertainties. 

The need for improved risk assessments to support regulation creates the opportunity for more 

focused research for policy development. Unlike basic research, research in support of policy 

development has to be designed to address the needs of the policy maker, in addition to multidisciplinary 
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collaborations and integration of research efforts feedback from decisionmakers critical to the 

development of such science. 

Methodological Research 

Methods for identifying toxicants, exposed individuals and populations; models for inferring 

human health effects from animal studies; techniques for estimating risks and predicting health effects 

with few data are all in need of improvement or development. Although toxicological and biomedical 

research in the last decade has produced a large volume of information, the most immediate impact on 

risk assessment is expected from evaluating existing data to determine the credibility of current methods 

and to guide the development of alternative approaches. This evaluation can also identify specific 

short-term and long-term research activities to improve health risk assessment. Opportunities for 

methodological research exist in new methods for toxicity studies, biochemical and molecular 

epidemiology, mechanistically based effects and dose—response extrapolations, and human exposure 

methods. 

Basic Toxicological Studies and Data Development 

The results of ongoing basic biological research have long-term implications for future health risk 

assessment research. The application of knowledge from basic biology to basic toxicological research 

may be immediate, usually, however, it requires a considerable amount of time and resources. Scientists 

and decisionmakers interviewed by OTA stressed the importance of the relationship between conducting 

basic research and improving risk assessment methodology. Of, arguably, the greatest long-term 

significance for the environmental health sciences, is the study of the interaction between genetic 

susceptibility and the environment. Molecular techniques give scientists the capacity to focus on specific 

genetic damage associated with environmentally related diseases and to monitor DNA damage following 

exposure to environmental toxicants. These studies can identify genes susceptible to damage by toxicants, 

as well as sensitive subpopulations for adverse health effects of environmental exposures. Areas of 

opportunity in this type of research include basic biomedical research and data development of 

toxicological information on specific chemicals. 
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Risk Characterization, Communication, and Information Management 

The process of risk characterization produces a summary and interpretation of the available 

information needed by risk managers to make decisions and to communicate results to the public. There 

is general agreement that methods to improve risk characterizations are needed. Research on risk 

characterization is directed towards more completely characterizing uncertainties, assumptions, alternative 

choices of analysis, and expressing the full range of plausible risk estimates. For addressing issues of 

uncertainty, statistical decision theory is being used by scientists to estimate the value of new information 

(Finkel and Evans, 1987). This approach could possibly be used by decisionmakers in establishing 

research priorities. 

The explosion of research results useful for risk assessments, arising from many different fields, 

has created a need for improved access to relevant information. More advanced computational tools will 

be developed to store and analyze this information; ultimately, scientists will provide ways to use the 

available information for predicting the toxicity of other chemicals for which limited data or data only 

from related chemicals exist. The broad tasks of data synthesis will play an increasingly important role 

in the characterization and comparison of risk posed by different environmental problems. Scientists are 

seeking ways to improve the size and reliability of the toxicological database on environmental agents. 

Fostering Research Linkages 

Research linkages and collaborations offer enduring benefits to all partners. They bring together 

researchers with different strengths and expertise, they foster the dissemination of knowledge, and they 

permit sharing of resources. Research linkages also permit researchers to undertake projects which might 

otherwise not be possible. 

Linkages can occur within and between federal agencies, as well as between federal and 

non-federal institutions. Linkages in health risk assessment research have traditionally taken place 

between government and universities. Research linkages are fewer between government and industry. 

The paucity of those linkages stems from publicly funded research being primarily devoted to identifying 

hazards and calculating risks, some of which were associated with industry products. This created a 

conflict-of-interest between public and industry concerns. 
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Health risk assessment research must expand into other broader areas of research to foster the 

linkages necessary to develop the field. By building bridges between fields of different research 

disciplines, new perspectives and insights can be encouraged. Furthermore, health risk research provides 

a link to societal needs for more basic research. As represented in Figure 12, health risk research is 

inextricably linked to the basic biological, chemical, and physical sciences, all of which are connected 

to decisionmaking. In addition to the invaluable expansion of the scientific knowledge base, basic 

science, in this perspective, can also be directed towards the "risk sciences" and, by extension, risk 

decisions. Analogous to the Human Genome Project in which collaborations form among scientists 

working to sequence the human genome, scientists from a plethora of disciplines can work together to 

improve health risk assessments as a desirable social and scientific goal. 

By necessity, risk assessment research is increasingly multidisciplinary. No one field of academic 

training or disiplinary focus covers the research needs for risk assessments, which range from basic 

biomedical research to computer models simulating experimental conditions. Inevitably, no single focus 

of research, whether it is epidemiologic or toxicologic studies, will sufficiently provide the information 

necessary for chemical-specific risk assessments. In particular, the larger issues of risk assessment, that 

cut across several topics and are not chemical-specific, require research results from the spectrum of 

public health research disciplines. However, multidisciplinary interactions in most scientific endeavors 

require tremendous resources, from intellectual, to personal and financial; because the requirements are 

so great and barriers so high, many collaborations across disciplines do not succeed (Chubin, et al., 1986; 

Klein, 1990). Nevertheless, the benefits often include establishing new, even revolutionary, frontiers of 

science, arising from the exchange of information across disciplines (Kuhn, 1964). Given the 

extraordinary advances in the biological sciences and the unprecedented collaborative environment, 

advances in the process of assessing risk promise a new era in public health strategies and protection. 
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An example of the benefits of multidisciplinary research includes the new tools and advances in 

cellular and molecular biology that present nearly revolutionary opportunities for many disciplines in the 

environmental health sciences and are becoming increasingly evident in agency research (Olden, 1993; 

Marshall, 1993). These developments are shaping and refining our understanding of the processes 

involved in the pathogenesis of diseases, down to the cellular and molecular levels. Combining these 

molecular approaches, which can serve as indicators of genetic predisposing traits, with our expanding 

knowledge of nongenetic host factors, such as lifestyle or nutrition, provides powerful information for 

studying disease mechanisms and designing prevention strategies (Perera, 1990; NRC, 1991). 

In addition to scientists collaborating to improve risk assessments, health risk researchers can 

transfer knowledge to the private sector to foster economic growth and competitiveness, which has 

become a vital part of the mission of many research agencies. In particular, legislation enacted during 

the 1980s provides federal agencies with incentives to promote technology transfer. This legislation 

encourages commercialization of research by permitting federal grantee institutions, contractors, and 

laboratories to retain the rights to inventions developed with federal funding. Scientists at these 

institutions can collect a portion of the royalties. The legislation also authorizes federal agencies to enter 

into research with the private sector through Cooperative Research and Development Agreements. These 

research agreements can be in place very early in the development process — well before an invention 

has been developed. 
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Glen J. Barrett, Leonard M. Fried, and Jennifer A. Smith 
The Earth Technology Corporation 

Alexandria, VA 

ABSTRACT 

A risk assessment was conducted by The Earth Technology Corporation to evaluate risks to 

human health resulting from soil contamination found at an industrial facility. This paper describes the 

use of several dBASE programs that were developed by The Earth Technology Corporation that greatly 

facilitated rapid review of a large quantity of data. 

A total of 858 soil samples were collected and analyzed for 25 inorganic and 159 organic 

chemicals. Soil analytical data derived from the sampling effort were available in a set of related 

databases in the Air Force Installation Restoration Program Information Management System (CRPIMS) 

format. 

A methodical approach was used to select chemicals of potential concern for risk calculations. 

Unusable data were deleted from the IRPIMS databases with the aid of several dBASE programs. A 

dBASE program, SITESTAT.PRG, was used to calculate statistical data. This program was executed 

separately on individual site databases for all depths sampled and for specific depths-of-concern. Data 

generated by SITESTAT.PRG included maximum concentration detected, arithmetic mean concentration, 

the number of valid detections, and the total number of samples analyzed. Analytical data were evaluated 

with a variety of criteria, including frequency and magnitude of detection and consideration of the depth- 

of-concern. A dBASE program, ABOVEMAX.PRG, was developed to greatly facilitate comparisons of 

site inorganic data to background site data. The collective result of these analyses is a table in which a 

summary is provided to justify retention or deletion of a chemical of concern for further evaluation for 

each site. 
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Human receptors who could be impacted by migration of site contaminants or by direct contact 

with site soil were identified. Soil contact exposure pathways were identified for these receptors. Two 

dBASE programs, AIREXPS.PRG and SOILEXP.PRG, were developed by The Earth Technology 

Corporation to estimate average exposure and reasonable maximum exposure for identified air and soil 

exposure pathways. 

INTRODUCTION 

A baseline risk assessment was conducted as part of a remedial soil investigation to evaluate 

baseline risks to human health resulting from soil contamination found at an industrial facility. A total 

of 858 soil samples were collected from 10 potential hazardous waste sites and analyzed for 25 inorganic 

and 159 organic chemicals. A risk assessment was not conducted for groundwater contamination because: 

• The regional aquifer that supplies drinking water for off-site residents has been 
identified as contaminated, and an operating remediation system is in effect. 

• The remediation system has impeded migration of contaminated groundwater off the 
industrial facility property. 

• Current and future offsite residents will not be impacted by the contaminated plume 
contained on the facility property. 

• Uncontaminated drinking water is supplied to facility workers by a municipal water 
system. 

Several references provided guidance for the baseline risk assessment. These references included: 

• Risk Assessment Guidance for Superfund, Volume I: Human Health Evaluation Manual 
(Part A), Interim Final, U.S. Environmental Protection Agency (U.S. EPA), Office of 
Emergency and Remedial Response, Washington, DC, December 1989 

• Risk Assessment Guidance for Superfund, Volume I: Human Health Evaluation 
Manual, Supplemental Guidance, "Standard Superfund Default Exposure Factors", 
Interim Final, U.S. EPA, Office of Emergency and Remedial Response, Washington, 
DC, March 1991. 

Soil analytical data derived from the sampling effort were available in a set of related databases 

in the Installation Restoration Program Information Management System (IRPIMS) format. These 

databases were constructed as .DBF files and were managed using dBASE III Plus version 1.0. dBASE 

was chosen for its applicability and cost effectiveness. 
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This paper describes the use of several dBASE programs to calculate statistics used for the 

selection of chemicals of potential concern, to calculate the average and 95% upper confidence limit 

(UCL) concentrations for chemicals of potential concern at identified human receptors, and to estimate 

human daily intake values for identified pathways. Statistical results from these programs greatly 

facilitated rapid review of a large quantity of data. 

Although a full, baseline risk assessment was conducted, only the following risk assessment 

procedures will be discussed: 

• Selection of Chemicals of Potential Concern 

• Identification of Human Receptors 

• Identification of Exposure Pathways 

• Estimation of Concentrations of chemicals of potential concern at human receptors 

• Estimation of human intake values. 

OVERVIEW OF DATABASE MANAGEMENT 

The IRPIMS format required the use of several databases; BCHRES.DBF (batch result database) 

was the main database used. It contained the analytical soil results for each analysis performed on all 

samples. Specifically, each BCHRES.DBF record contained the analytical results for a single chemical 

by sample; a trip, equipment, ambient air, or laboratory blank; or for a surrogate spike. 

BCHRES.DBF was used to construct an individual site database for each site evaluated. 

BCHRES.DBF is composed of many fields; only a subset of these fields were used for the risk 

assessment. Table 17 displays the BCHRES.DBF fields used for the risk assessment. 
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TABLE 17. BCHRES.DBF FIELDS USED FOR THE RISK ASSESSMENT 

LOCXREF 

ANMCODE 
EXMCODE 
SBD 
SED 
PAKLABEL 
PARVQ 
PARVALDLUN 
LABDL 
SACODE 
SITEID 
RAQUAUFY 
HTFLAG 
NDBLANKC 

A unique identifier for the location of the sample; typically, the 
borehole ID 
The analytical method code 
The extraction method code 
The sample beginning depth 
The sample ending depth 
Chemical label 
Indicator of sample detection 
Dry weight soil concentration (mg/kg) 
Laboratory detection limit 
Type of sample (blank, field replicate) 
Number designating the site from which the sample was obtained 
Validation qualifier (U,UJ,J,UR,R) 
Indicates the sample exceeded a holding time 
Indicates the sample did not exceed 10 or 5 times, depending on 
chemical, the maximum detection of any blank associated with the 
sample batch 

SELECTION OF CHEMICALS OF POTENTIAL CONCERN 

The following criteria were used to initially screen organic and inorganic soil data: 

1. Data Validation. Ten percent of the data were validated in accordance with U.S. EPA 
guidelines (1)(2). All qualified data were reviewed. Table 18 presents validation qualifiers used 
for soil data. 

TABLE 18. SODL DATA VALD3ATION QUALDJIERS 

R 

The associated numerical value is an estimated quantity 

The data are unusable (compound may or may not be present); Resampling and 
reanalysis is necessary for verification 

UJ The material was analyzed, but the analyte was not detected; The sample 
quantitation limit is an estimated quantity 

UR The material was analyzed, but the analyte was not detected; The data are 
unusable and is rejected 

U The material was analyzed, but the analyte was not detected; The associated 
value is the sample quantitation limit 
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A dBASE program inserted "R" or "UR" qualifiers in the RAQUALIFY field in 
BCHRES.DBF. Any records qualified with a "R" or "UR" were considered unusable and were 
not added to any individual site database. A data qualified with "J", "U", or "UJ" were 
considered valid and were retained in site databases. 

2. Quality Control Analysis. A dBASE program was developed to evaluate the analytical results 
for all quality control blanks in accordance with U.S. EPA Contract Laboratory Program (CLP) 
guidelines. These blanks included trip blanks, equipment blanks, ambient condition blanks, 
laboratory calibration blanks, and laboratory method blanks. The dBASE program performed 
two tasks in the evaluation of quality control blanks: 

A. Quality control blanks were analyzed for the presence of common laboratory contaminants, 
including acetone, 2-butanone, toluene, methylene chloride, and phthalate esters. 
Contaminant detections were considered valid only if the analyte concentration exceeded 
10 times the maximum analyte concentration in any blanks associated with the sample 
batch. If an analyte concentration did not exceed 10 times the maximum concentration for 
an analyte found in any blanks, the dBASE program inserted a "B" in the NDBLANKC 
field of the BCHRES.DBF analyte record. If a "B" was assigned to the NDBLANKC 
field, the analyte concentration was not considered valid and was deleted from further 
consideration. 

B. For any other contaminant, an analyte detection was considered valid only if the analyte 
concentration exceeded five times the maximum analyte concentration detected in any 
blanks associated with the sample batch. If an analyte concentration did not exceed five 
times the maximum analyte concentration in any blanks associated with the sample batch, 
the dBASE program inserted a "B" in the NDBLANKC field of the BCHRES.DBF analyte 
record. If a "B" was assigned to the NDBLANKC field, the sample concentration was not 
considered valid and was deleted from further consideration. 

3. Laboratory Holding Time Analysis. Laboratory holding times are time constraints for stages 
in laboratory sample analysis. Laboratory holding times were evaluated to identify all samples 
which exceeded any laboratory holding time with respect to extraction and analysis. Analytical 
results based on missed holding times were rejected from further consideration. 

To accomplish this task, a dBASE program was developed to evaluate missed holding times by 

analyzing one of the IRPIMS-formatted databases, BCHTEST.DBF (batch test database). In 

BCHTEST.DBF, each record contained a sample collection date, an extraction date, and an analysis date. 

The dBASE program evaluated each record in BCHTEST.DBF to determine if the analysis for a sample 

exceeded a laboratory holding time. Each BCHTEST.DBF record was associated with a set of records 

in BCHRES.DBF which contained the analytical results for the set of chemicals run for the analysis. For 

each record in BCHRES.DBF containing analytical results for an analysis which exceeded a holding time, 

the dBASE program inserted the qualifier "OUT" in the record's HTFLAG field. During the construction 
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of individual site databases, any records qualified with "OUT" in the HTFLAG field were considered 

unusable. 

A dBASE program, SITESTAT.PRG, was used to calculate statistics required for the selection of 

organics and inorganics of potential concern for each site. This program was run separately on each 

individual site database for the entire depth sampled and for a specific soil sample depth-of-concern. A 

depth-of-concern is defined as the soil interval which a receptor could contact. If two receptors could 

contact site soil at different depths (e.g., a current worker contacting surface soil and a future excavation 

worker contacting subsurface soil), the greatest depth-of-concern was used to generated statistical data. 

Statistics included: the maximum and minimum concentration, the average concentration, the 95% UCL 

of the arithmetic mean of the analyte's concentrations, the number of samples evaluated, and the number 

of detections for an analyte. R&R Report Writer was used to print the calculated statistics from the 

statistics databases produced by SITESTAT.PRG and an additional dBASE program, ABOVEMAX.PRG, 

in table form for each site. 

The criteria for retaining or deleting inorganic constituents involved comparing inorganic 

concentrations at each site to inorganic concentrations at a selected background site. To accomplish this, 

output from SITESTAT.PRG was evaluated using the following approach. First, SITESTAT.PRG was 

executed for each site database for the entire depth sampled. An inorganic chemical that was not detected 

in any site samples was deleted from further consideration for the site. Second, comparisons were made 

using the maximum concentration and arithmetic mean for each inorganic chemical at the background site 

and at each individual site for all collected samples. Table 19 provides an example of statistics calculated 

by SITESTAT.PRG for inorganics (i.e., arsenic and magnesium) for a site. Third, the frequency of 

detections above maximum background concentrations for each inorganic chemical within a sample depth- 

of-concern was evaluated. This frequency was obtained by using output from SITESTAT.PRG and 

ABOVEMAX.PRG. Specifically, SITESTAT.PRG identified the number of samples analyzed for each 

inorganic chemical within a sample depth-of-concern. ABOVEMAX.PRG identified the detections above 

maximum background concentrations for each inorganic chemical for all depths. The frequency of 

detections above maximum background concentrations for each inorganic chemical was manually 

calculated by dividing the number of detections above maximum background concentrations within the 

depth-of-concern by the total number of samples within the depth-of-concern. Fourth, the magnitude of 

detections above maximum background concentrations within the depth-of-concern was evaluated using 

output from ABOVEMAX.PRG. Table 20 provides an example of magnesium detections above 

maximum background concentrations for a site. 

108 



CO 
H 
U 
W 
H 

E4 *s 1» 
CO 

< 

Q 
CO y 
H 
aa 
I—i 
H 
-«5 
H 
co 

3 
pa 
< 

X! o 
§ en 

00 

W 
pa 
< 

as 

OJ   00 

<T>    00 

wi to 
vo 
00 

»n  en 
oo 
O oo 

60    60 

oo  oo 
s s 

■* in 
H      \0 

s 
.3 

a s 

CJ\ 

en 
8 
d 

>r> 

oo 

1 

V) 
6 

2 

00 o 

Js"3 
cs 

3    U 
cu  a 

«J8 & 

"3 
CO 

8 
& 

•o 
3 o 

Q 

& 
* 

es 

e« 

Ü 

% 
CO 

CO 

cS 

s 
«g 
•8 

1 

1 

0) 
o 

25 

109 



s 

o 
pa 

1 
U w 
H 
Ed 
P 

I pa 

e 

M 

1 
0) 

© 

1 « OS   ^ 
MS 

i 
< 

? 

o w 

V> © vo o e n H a 
t~^ <s «s O^ 
r-T VO VO 00 

o  o  o  © 
tn  >n  v>  v> 

q q q q 
•* a M r< 

m ifl in « 
O  p   Q  vi 
^H      »      C4      »H 

© © © © 

© o © o 

W   CO   (fl   Kl 

p-l 

a 
33 

na 

60    60    60    60 

< 

e 

o 

s 
CO 

00   00    o f- t~ O     rl    H M H 
^ © © © © 
<£<£<£ d> 6 

io m w ui ui 
§8888 
6 6 6 6 6 

o <o 
^   O   *-> 
»-I   t»    00 

II   II 

O ui  «r> 

' 8 8 

«->©«->©© 

<6 ö ö ö Ö 
H h   oo  5  O 

N M M N N 
00 00 00 00 00 
£ £ £ £ £ 
1/1 CO CO CO 1/2 

pa 

a 
CU 

■*■* 

35 

a   a 

X XX X X 

1 
•a 

1 
w 
> o " w 

en 
< 

5   M 
8 .5 

ST?3 

Uli 

5 
§ 

_ x 

SE2 

II ii 

03 

5 

Ü 
a 

T3 

CO 

8 ff S 

| EP 
►5 o 

110 



For selection of organic chemicals of potential concern, a similar evaluation process was utilized 

with the aid of SITESTAT.PRG output. For organic chemicals, however, the background site was not 

used as a comparison. Consequently, ABOVEMAX.PRG was not used. The primary analysis was made 

using frequency and magnitude of detections. First, as previously described, SITESTAT.PRG was 

executed for the entire depth sampled. All organic compounds that were detected in less than 5% of the 

site samples were eliminated from further consideration. Second, SITESTAT.PRG was executed for each 

site database for the depth-of-concern. The frequency of detections within the depth-of-concern was 

evaluated. Third, dBASE was used to construct a database of detections for all depths. The magnitude 

of each detection within the site depth-of-concern was evaluated. In general, compounds which were not 

detected at levels significantly greater than the laboratory detection limit were eliminated from further 

consideration for the site. Tables 19 and 20 provide examples of SITESTAT.PRG results used to justify 

retention or deletion of organics of potential concern. 

Table 21 provides an example of justification for retention or deletion of inorganic and organic 

chemicals for a site, using criteria previously discussed. 

Figures 13 and 14 provide a general description of the steps performed by SITESTAT.PRG. It 

is beyond the scope of this paper to provide a detailed discussion of SITESTAT.PRG. Note that the 

program requires creation of an index file for analysis of a site database. The index file must group all 

samples for an analyte in ascending order according to the sample beginning depth. This is accomplished 

by indexing the site database using the concatenated fields PARLABEL+SBD. 

IDENTIFICATION OF HUMAN RECEPTORS 

Conceptual site models were developed for each site. Each conceptual site model includes a 

description of previous or current activities, including chemical sources and amounts, identification of 

chemicals of potential concern which can be attributed to site activities, identification of migration 

pathways, and identification of current or future human receptors who could be impacted by contact with 

contaminated site soil or chemicals migrating from a site. 
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TABLE 21.  EXAMPLES OF JUSTIFICATION FOR SELECTION OF CHEMICALS OF 
POTENTIAL CONCERN AT A SITE 

Inorganics Explanation Status 
Silver 
(Ag) 

Arsenic 
(As) 

Magnesium 
(Mg) 

Mercury 
(Hg) 
Zinc 
(Zn) 

Bis(2-ethylhexyl) 
phthalate 
(BEHP) 

Chlorobenzene 

Total Xylenes 

Ag is detected in only 1 of 131 sample concentrations (3.2 mg/kg at    Deleted 
10.5 feet). Concentrations within the depth-of-concern (0 to 58 feet) 
are considered to be at background levels. 
The maximum concentration at the site is less than the background    Deleted 
maximum concentration.   Also, the arithmetic mean for the site is 
less than the background arithmetic mean.     Concentrations are 
considered to be at background levels. 
Only  4  of  158   sample  concentrations  exceed  the  maximum    Deleted 
background level. Three of the samples were taken from soil depths 
which are not of exposure concern (90.5 to 215.5 feet).   Only one 
sample was taken from a soil depth-of-concern (21,765 mg/kg at 
10.5 feet).    The site arithmetic mean only slightly exceeds the 
background arithmetic mean.   Concentrations are considered to be 
within background at the soil depth-of-concern. 
All site sample concentrations are below the laboratory detection    Deleted 
limit. Concentrations are considered to be at background levels. 
Five of 158 sample concentrations exceed the maximum background   Retained 
level.    Four of these samples were taken from soil depths of 
exposure concern (146 mg/kg and 375 mg/kg at 0.0 feet; 264 mg/kg 
at  1.0 foot;   117 mg/kg at 20.5 feet).     Because two  sample 
concentrations    greatly    exceed     the    maximum    background 
concentration (3.6 times and 2.5 times the maximum background), 
concentrations are considered above background. 
BEHP was detected in 37 of 108 samples (0.38 to 4.8 mg/kg at 0.0   Retained 
to 30.5 feet).   Several of these sample concentrations significantly 
exceed the laboratory detection limit.   Because of the significant 
concentrations in the soil depth-of-concern, and because of the 
relatively high sample detection frequency (34%), this analyte is 
retained for further consideration. 
Chlorobenzene  was  detected  in   8  of  126  samples   (0.006  to    Deleted 
0.012 mg/kg at 1.0 to 3.0 feet) for a detection frequency of 6%. 
Three of the detections are very low, only slightly exceeding the 
detection limit.   Consequently, the relative detection frequency is 
4%. Chlorobenzene is deleted from further consideration. 
Total xylenes were detected  in 5  of  191   samples  (0.013  to    Deleted 
0.0108 mg/kg at 10.5 to 100.0 feet).    Because of low sample 
detection frequency (3%) and because there is only one detection 
within the soil depth-of-concern, total xylenes is deleted from further 
consideration. 
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Three migration pathways were identified whereby chemicals of potential concern could 

potentially migrate toward human receptors. These migration pathways are: 

• Migration of volatile organic compounds (VOCs) from the soil saturated and 
unsaturated zone to air 

•    Migration of dust containing particulate-bound contaminants to air 

• Transport of surface soil contaminants by ephemeral surface water runoff. 

Human receptors who could be impacted by migration of site contaminants or by direct contact 

with site soil were identified. These receptors are current workers, current off-site resident children, and 

future excavation workers. 

First, current workers were identified who could contact contaminated site soil directly. These 

receptors were workers in buildings located on sites with contaminated soil or workers whose activities 

brought them in contact with site soil, such as workers who jog across a site with contaminated soil. 

Second, on-site current workers were identified who could be impacted by migration of VOCs from the 

site soil saturated and unsaturated zone or migration of contaminated dust to air. Third, off-site current 

workers were identified who would be maximally impacted by VOCs migrating off site from soil or by 

dust containing particulate-bound contaminants migrating off site. Fourth, current resident children (i.e., 

6 years of age) were identified as a sensitive subpopulation who could be impacted by contaminants 

migrating from a site in ephemeral surface water runoff through drainage channels and ditches. Finally, 

future receptors were identified who could be impacted by on-site excavation activities. Investigations 

revealed that excavation activities could occur in the future at three sites. Therefore, future excavation 

workers were identified at these sites who could be impacted by airborne VOCs or contaminant-bound 

dust, or who could contact the contaminated soil directly. 

IDENTIFICATION OF EXPOSURE PATHWAYS 

Exposure pathways were identified for human receptors who could be exposed to a chemical 

through a migration pathway or by direct contact with the chemical in soil. 
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The following exposure pathways were identified for current worker receptors who could be 

impacted by soil migration pathways or who could contact soil directly: 

• Incidental ingestion of contaminated surface soil 

• Dermal absorption of chemicals from surface soil 

• Inhalation of contaminated dust 

• Inhalation of VOCs. 

Exposure pathways for off-site resident children who could contact chemicals in soil transported 

from a site in the drainage channels and ditches are: 

• Incidental ingestion of contaminated surface soil 

• Dermal absorption of chemicals from surface soil. 

The existence of surface water in the drainage channels and ditches is temporary (i.e., on the 

order of hours), and only 11 in. per year of precipitation falls at the facility. Consequently, the exposure 

of off-site children to contaminated surface water is negligible, and resultant surface water exposure 

pathways are considered to be incomplete. 

The following exposure pathways were identified for future excavation workers: 

• Incidental ingestion of contaminated subsurface soil 

• Dermal absorption of chemicals from subsurface soil 

• Inhalation of contaminated dust 

• Inhalation of VOCs. 

DETERMINATION OF EXPOSURE CONCENTRATIONS AT RECEPTORS 

Both the arithmetic mean and 95% UCL of the arithmetic mean contaminant concentrations at 

receptors were quantified per federal and regional U.S. EPA guidance. Because data were not collected 

in an unbiased manner and goodness-of-fit statistical tests rejected log-normal distribution of a subset of 

soil data, data were assumed to be normally distributed. Consequently, arithmetic concentrations, rather 

than geometric concentrations, were quantified at receptor intake locations. 
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Table 22 presents the formulas used to quantify the arithmetic mean and 95% UCL concentration 

at a receptor for each chemical of potential concern: 

TABLE 22. FORMULAS USED TO CALCULATE THE ARITHMETIC MEAN AND 95% 
UCL OF THE ARITHMETIC MEAN CONCENTRATIONS AT HUMAN RECEPTORS 

Arithmetic Mean: 

i   " 

n i=1 

where:    x     =The arithmetic mean concentration 
n     =Number of contaminant samples 
G    = Contaminant concentration. 

95% UCL: 

95% UCL of the arithmetic mean = x + {t0M B.j) | — ] 

where:     x = The arithmetic mean concentration 
to.95, n-i = The 95% t distribution value for n-1 degrees of freedom 
s = Standard deviation 

         n = Number of contaminant samples. 

Soil Contaminants 

The SITESTAT.PRG program was used to calculate site soil mean and 95% UCL exposure 

concentrations at receptors for varying exposure depths-of-concern. As stated previously, if a "B" was 

assigned to the NDBLANKC field or an "OUT" was assigned to the HTFLAG field, reported analyte 

concentrations were considered unusable. Nondetectable concentrations were represented by an "ND" 

in the PARVQ field of BCHRES.DBF. In accordance with USEPA guidance, for all concentrations of 

chemicals of potential concern which were reported as nondetectable concentrations (i.e., the chemical 

concentration does not exceed the laboratory detection limit), a value of one-half the laboratory detection 

limit was used for calculating exposure concentrations by SITESTAT.PRG (3). All valid analyte 

detections were represented by " = " in the PARVQ field in BCHRES.DBF. If an " = " was assigned to 

the PARVQ field, the dry weight soil concentration in the PARVALDLUN field was used by 

SITESTAT.PRG to calculate exposure concentrations. In those cases where the 95% UCL of the mean 

concentration exceeded  the maximum  detected  chemical  concentration,  the maximum  detected 
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concentration was used as the exposure concentration.   Examples of arithmetic mean and 95% UCL 

exposure concentrations have been presented in Table 19. 

For current worker soil pathway exposures, sample data collected from the surface interval were 

used to calculate surface soil concentrations. For future excavation worker exposure, sample data 

collected from assumed subsurface excavation depths (e.g., 20 ft depths for two sites, 10 ft depth for one 

site) were used to calculate soil exposure concentrations. 

For the current resident child exposure, the resident child was assumed to be exposed directly 

to chemical concentrations detected in site surface soil. It was conservatively assumed that site chemicals 

were totally transported to resident child receptors by surface water runoff, without any chemical dilution 

(e.g., adsorption to soil). Consequently, the site surface soil chemical concentrations calculated are 

assumed to be the surface soil exposure concentrations for the resident child. 

Air Contaminants 

Soil gas data were used to calculate VOC concentrations in air for current worker and future 

excavation worker exposure. The Farmer Model was used to determine emission rates of VOCs from 

each site to determine exposure concentrations for current workers. The Farmer Model is a modified 

Fick's First Law for steady-state diffusion. Fick's First Law assumes that transport of a VOC through 

the soil cover layer is controlled by molecular diffusion. It does not account for the effects of 

atmospheric conditions, such as temperature, wind speed, and barometric pressure, upon emission rates. 

Using chemical air diffusion coefficients for each VOC and assuming the total soil porosity and 

air-filled soil porosity of the site-specific soil to be 30% and 10%, respectively, the Farmer Model was 

applied to the average soil gas concentration and 95 % UCL of each compound. The VOC emission rates 

were determined in units of milligrams per square meter-second (mg/m2-s). The total mass of VOCs 

emitted per second was determined by multiplying the VOC emission rate by the area (in square meters) 

of each site. 

To determine the ambient air concentration of VOCs for on-site or off-site worker receptors, the 

Industrial Source Complex-Long Term (ISC-LT) dispersion model program was used. The ISC-LT is 

a U.S. EPA-approved Gaussian dispersion model. The model operates in both long-term and short-term 
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modes. The model uses meteorological data, including wind speed, wind direction, and atmospheric 

stability class, and area or point-source chemical airborne concentrations, to determine impact at a 

receptor location. The model program was used in the area source and long-term modes to estimate 

worst-case airborne VOC concentrations at maximally impacted worker receptors. The location of the 

nearest (on-site or off-site) suitable receptor was used to determine the maximum exposure for that site. 

The ISC-LT dispersion model was used to estimate exposure concentrations for off-site, 

maximally exposed workers. These workers were identified by selecting the building at which the model 

predicted a maximum concentration. The ISC-LT dispersion model was also used for on-site worker 

receptors because it predicts long-term exposure concentrations needed to quantify chronic worker 

exposure. 

The average and 95% UCL on-site or off-site worker exposure concentrations, in milligrams of 

VOC per cubic meter of air, were determined for each detected VOC. 

For future exposure, an assumption was made that all VOCs in the soil would be released to the 

atmospheric excavation volume. The VOC concentration in the air per hour can be calculated using the 

box model method. The box model method assumes steady-state, hourly emission rates and uniform 

dispersion conditions so that VOC emissions are uniformly distributed throughout a "box" which is 

defined by the area of the source and the mixing height. The box model is applicable for estimating 

airborne VOC exposure concentrations for excavation workers because it uses short-term conditions (e.g., 

average annual windspeed, hourly emission rates) to estimate exposure concentrations for short-term 

excavation tasks. 

Applying the box model method to the average and 95% UCL concentration of VOCs in the soil 

gas yielded the average and 95% UCL air concentration of VOCs which may be inhaled by excavation 

workers. 

Inhalation of contaminated dust by current workers was also investigated. Particulate matter (PM- 

10) data for the site vicinity were obtained, including the 24-h maximum concentrations and the quarterly 

averages for 1990 and 1991. 
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The average and 95% UCL concentrations for chemicals of potential concern were determined 

from surface soil sampling results. Chemical concentrations in airborne dust were calculated by 

multiplying the chemical surface soil concentration by the appropriate PM-10 air concentration. The 

average PM-10 value and an average surface soil concentration were used to determine an average dust 

concentration. The maximum PM-10 value and the 95% UCL surface soil concentration were used to 

determine 95% UCL dust concentrations. 

For future exposure pathways, dust concentrations inhaled by excavation workers were 

determined using similar parameters and assumptions used in the determination of VOC exposure 

concentrations. Using assumed excavation parameters, a particulate emission rate for backhoe excavation 

work was obtained from the U.S. EPA Air/Superfund National Technical Guidance Study Series, Volume 

HI, January, 1989 (5). 

After determining a mixing volume using the box model method, the total amount (in metric tons) 

of soil to be removed was multiplied by the particulate emission rate, yielding the mass of particulates 

emitted per hour of excavation. Assuming an equal dispersion throughout the atmospheric excavation 

volume, the particulate concentration in air per hour can be calculated. Applying this value to the 

calculated concentrations of chemicals in the soil in mg/kg yielded air concentrations of chemicals which 

may be inhaled by excavation workers. 

ESTIMATION OF DAILY INTAKE VALUES 

Intake values were estimated for identified exposure pathways. Human intake (i.e., the magnitude 

of exposure) is expressed as the amount of chemical at an exchange boundary (e.g., skin, lungs, gut) 

which is available for absorption. Chronic Daily Intake (CDIs) were estimated for current worker 

exposure; Subchronic Daily Intakes (SDIs) were estimated for current resident child and future excavation 

worker exposure. In accordance with U.S. EPA Guidance, CDIs were estimated for an exposure of 

7 years to a lifetime and SDIs were estimated for exposure of 2 weeks to 7 years (3). 

The basic formula used to estimate CDI or SDI is presented in Table 23. 
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TABLE 23. BASIC FORMULA USED TO ESTIMATE INTAKE VALUES 

CDI or SDI (mg/kg-day) = C x CR x EF x ED x -L 
BW AT 

Where: 

CDI or SDI        =   CDI or SDI by the receptor in mg/kg body weight-dry 
C =   Chemical concentration; the arithmetic mean or 95% UCL of the 

mean concentration contacted over the exposure period 
CR =   Contact Rate; the amount of contaminated media contacted per unit 

time or event 
EF =   Exposure Frequency (days/year) 
ED =   Exposure Duration (years) 
BW =   Body Weight of receptor; the average body weight over the exposure 

period (kg) 
AT =   Averaging Time; period over which the exposure is averaged (days). 

As previously described, SITESTAT.PRG was used to calculate the mean and 95% UCL of the 

mean soil chemical concentrations at receptors for each site. These data were established in statistical 

databases by SITESTAT.PRG. Concentrations of VOCs in air at receptors were estimated using the 

Farmer Model and air dispersion modeling. PM-10 data and surface soil concentrations were used to 

determine dust concentrations at receptors. The arithmetic mean chemical concentration was used to 

quantify average intake; the 95% UCL of the arithmetic mean chemical concentration was used to 

quantify the reasonable maximum exposure (RME), in accordance with U.S. EPA (3). As stated 

previously, if the 95% UCL concentration exceeded the maximum concentration for a chemical, the 

maximum concentration was used. 

Standard default exposure factors were used to estimate intake where applicable (3)(4); reasonable 

assumptions were made to quantify site-specific exposure factors. 

The exposure frequency for all permanent current workers and future excavation workers was 

assumed to be 250 days/year (4). The assumption is made that an adult is at work 5 days/week for 

50 weeks/years. Workers were assumed to jog on a contaminated site for 30 minutes/day, 5 days/week, 

and 50 weeks/year. 

121 



Resident children were assumed to play off site in the drainage channel for 4 h/day (exposure 

time) at 1 day/week for 50 weeks/year, or 50 days/year (exposure frequency). 

The exposure duration for future excavation at two sites was assumed to be 150 h (i.e., 0.075 

year); the exposure duration for future excavation at the third site was assumed to be 500 h (i.e., 0.25 

year). 

Two dBASEprograms, AIREXPS .PRG and SOILEXPS .PRG, were developed to estimate average 

exposure and RME for identified air and soil exposure pathways, respectively. These programs 

implemented standard default and site-specific exposure factors for each identified exposure pathway. 

For each site with an identified VOC or dust exposure pathway(s), AIREXPS .PRG used the arithmetic 

mean and 95% UCL of the mean chemical concentrations for VOCs or dust at site receptor(s) to quantify 

the average and RME for each chemical. 

For each site with an identified soil exposure pathway(s), SOILEXPS.PRG used the arithmetic 

mean and 95% UCL of the mean chemical concentration at site receptor(s) to quantify the average and 

RME for each chemical. 

CONCLUSIONS 

dBASE was used to manage several IRPMIS-formatted databases containing analytical soil data 

for several hazardous waste sites. Several dBASE programs were developed to automate portions of the 

risk assessment process, including the calculation of statistics used for the selection of chemicals of 

potential concern; the calculation of soil concentrations at receptors; and the calculation of human daily 

intakes for identified exposure pathways. An automated approach provided several advantages: 
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• Analytical soil data were evaluated for consistency and completeness. 

• A large quantity of data were evaluated within a short timeframe. 

• Accuracy of the risk assessment calculations was improved. 

• A large quantity of data were evaluated in a cost-effective manner. 
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Issues in Ecological Risk Assessment: The CRAM Perspective 

Lawrence W. Barnthouse 
Oak Ridge National Laboratory 

Oak Ridge, TN 

ABSTRACT 

In 1989, a Committee on Risk Assessment Methodology (CRAM) was convened by the National 

Research Council (NRC) to identify and investigate important scientific issues in risk assessment. One 

of the first issues considered by the Committee was the development of a conceptual framework for 

ecological risk assessment, defined as "the characterization of the adverse ecological effects of 

environmental exposures to hazards imposed by human activities...." Adverse ecological effects include 

all biological and nonbiological environmental changes that society perceives as undesirable. The 

Committee's opinion was that a general framework is needed to define the relationship of ecological risk 

assessment to environmental management and to facilitate the development of uniform technical 

guidelines. The framework for human health risk assessment proposed by the NRC in 1983 was adopted 

as a starting point for discussion. 

The CRAM concluded that, although ecological risk assessment and human health risk assessment 

differ substantially in scientific disciplines and technical problems, the underlying decision process is the 

same for both. The CRAM, therefore, recommended that the 1983 risk assessment framework be 

modified to accommodate both human health and ecological risk assessment. The CRAM defined an 

integrated health/ecological risk assessment framework consisting of the following four components: 

(1) Hazard Identification, (2) Exposure Assessment, (3) Dose-Response Assessment, and (4) Risk 

Characterization. The CRAM further provided recommendations on the scope of issues to be addressed 

in ecological risk assessment, critical research needs, and mechanisms for providing more detailed 

guidance on the scientific content of ecological risk assessments. 

INTRODUCTION 

In 1983, the National Research Council's (NRC) Committee on the Institutional Means for 

Assessment of Risks to Public Health published a landmark report on human health risk assessment. The 

report, Risk Assessment in the Federal Government: Managing the Process (1), proposed a conceptual 

framework for risk assessment that incorporates research, risk assessment, and risk management.  Risk 
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assessment was defined as "... the characterization of the potential adverse health effects of human 

exposures to environmental hazards." The report proposed a conceptual scheme for risk assessment 

consisting of the following four components: (1) Hazard Identification, (2) Dose—Response Assessment, 

(3) Exposure Assessment, and (4) Risk Characterization. However, the report did not include in-depth 

discussion of scientific issues in health risk assessment. The 1983 Committee's objectives were limited 

to addressing institutional and procedural issues such as whether the analytic process of risk assessment 

should be cleanly separated from the regulatory process of risk management, whether single organization 

could be designated to perform risk assessments for all regulatory agencies, and whether uniform risk 

assessment guidelines could be developed for use by all regulatory agencies. Detailed development of 

technical guidelines was left to the agencies themselves. 

In 1989, a new Committee on Risk Assessment Methodology (CRAM) was convened within the 

Board on Environmental Studies and Toxicology of the NRC's Commission on Life Sciences to identify 

and investigate important scientific issues in risk assessment. The Committee was asked to consider 

changes in the scientific foundation of risk assessment that have occurred since the 1983 report and to 

consider applications of risk assessment to noncancer end points. The first three issues considered by 

CRAM were (1) the use of the maximum tolerated dose in animal bioassays, (2) the use of the two-stage 

model of carcinogenesis, and (3) the development of a conceptual framework for ecological risk 

assessment. The Committee has recently issued a report on these three issues (2). In addition to 

describing an integrated framework for human health and ecological risk assessment, CRAM's report 

discusses the scope of applicability of ecological risk assessment and identifies major categories of 

scientific uncertainty for which additional research is needed. The purpose of this paper is to briefly 

describe the framework recommended by the Committee and compare it to the Environmental Protection 

Agency's (EPA's) recently published Framework for Ecological Risk Assessment (3, 4). 

Ecological risk assessment was defined by CRAM as the "characterization of the adverse 

ecological effects of environmental exposures to hazards imposed by human activities." Adverse 

ecological effects include all biological and nonbiological environmental changes that society perceives 

as undesirable. Hazards include both unintentional hazards such as pollution and soil erosion and 

deliberate management activities such as forestry and fishing that are often hazardous either to the 

managed resource itself or to other components of the environment. The Committee's opinion was that 

a general framework analogous to the 1983 human health risk assessment framework is needed to define 
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the relationship of ecological risk assessment to environmental management and to facilitate the 

development of uniform technical guidelines. For example, a framework for ecological risk assessment 

could be used to do the following: 

• Evaluate the consistency and adequacy of individual assessments, 

• Compare assessments for related environmental problems, 

• Identify explicitly the connections between risk assessment and risk management, and 

• Identify environmental research topics and data needs common to many ecological risk 
assessment problems. 

Like the health risk assessment framework, an ecological risk assessment framework would define the 

boundaries between risk assessment and risk management and identify general categories of scientific 

information relevant to risk assessment, but would not provide specific technical guidance. In addition, 

a general framework applicable to a wide variety of environmental problems would facilitate the 

development of truly interdisciplinary approaches to ecological risk assessment. In the past, 

environmental science has been fragmented into different groups of professionals (e.g., ecotoxicologists, 

fisheries biologists, and foresters) who perform similar work but who rarely interact. This fragmentation 

has impeded the transfer of new knowledge and methods between fields and resulted in significant 

duplication of efforts. 

The Committee chose to investigate the feasibility issue by conducting a workshop in which six 

case studies representing different types of current assessments would be examined with respect to their 

consistency with a common framework. The six case studies were as follows. 

• Assessing the effects of tributyltin on Chesapeake Bay shellfish populations, 

• Testing agricultural chemicals for ecological effects, 

• Predicting the fate and effects of polychlorinated biphenyls, 

• Assessing responses of populations to habitat change, 
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• Regulating species introductions, and 

• Harvesting the Georges Bank multispecies fishery. 

A Workshop on Ecological Risk Assessment was held on February 26 through March 1, 1991, 

at Airlie House, Warrenton, VA. In addition to presentation and discussion of the case study papers, the 

workshop included breakout sessions to discuss conceptual and technical aspects of ecological risk 

assessment. A summary of the workshop presentations and discussion is included as an appendix to the 

CRAM report (2); three of the case study papers have been independently published (5-7). A general 

consensus emerged at the workshop that an ecological version of the 1983 framework is desirable and 

feasible, but no specific endorsement of a particular framework was sought or obtained. On reviewing 

the written materials produced at the workshop, the Committee concluded that the 1983 human health 

framework could be expanded to accommodate both human health and ecological risk assessment. For 

general applicability to ecological assessments, the 1983 scheme requires augmentation to address some 

of the interfaces between science and management, primarily because of the need to focus on appropriate 

questions relevant to applicable environmental law and policy under different circumstances. Specifically, 

the scheme needs modification to address (1) the influence of legal and regulatory considerations on the 

initial stages of ecological risk assessment and (2) the importance of characterizing ecological risks in 

terms that are intelligible to risk managers. The Committee's opinion was that these augmentations are 

as important for human health risk assessment as they are for ecological risk assessment. 

THE INTEGRATED FRAMEWORK 

The CRAM concluded that integration of ecological risks into the 1983 risk assessment 

framework is preferable to developing a de novo ecological risk assessment framework. Like health risk 

assessment, ecological risk assessment must be defined in broad terms if it is to be applicable to the full 

array of environmental problems that regulatory and resource management agencies must address. 

Moreover, any framework chosen for ecological risk assessment must be simple, flexible, and general, 

so that it will be understood by both scientists and the risk managers with whom scientists must 

communicate. The 1983 framework, by any measure, has been extraordinarily successful in 

communicating the broad features of health risk assessment throughout the scientific and regulatory 

communities. Although ecological risk assessment and human health risk assessment differ substantially 

in terms of scientific disciplines and technical problems, CRAM concluded that the underlying decision 

process is the same for both. The function of risk assessment is to link science to decision making, and 
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that basic function is essentially the same whether it is risks to humans or risks to the environment that 

are being considered. 

The 1983 report defined Hazard Identification as "... the process of determining whether 

exposure to an agent can cause an increase in the incidence of a health condition," including "... 

characterizing the nature and strength of the evidence of causation." Dose—Response Assessment was 

defined as "... the process of characterizing the relation between the dose of an agent administered or 

received and the incidence of an adverse health effect as a function of human exposure to the agent," 

accounting for exposure intensity, age, sex, lifestyle, and other variables affecting human health responses 

to hazardous agents. Exposure Assessment was defined as "... the process of measuring or estimating the 

intensity, frequency, and duration of human exposures to an agent currently present in the environment 

or of estimating hypothetical exposures that might arise from the release of new chemicals into the 

environment." Risk Characterization was defined as "... the process of estimating the incidence of a 

health effect under the various conditions of human exposure described in exposure assessment. It is 

performed by combining the exposure and dose—response assessments. The summary of effects of the 

uncertainties in the preceding steps are described in this step." 

On evaluating the consistency of the six case studies presented at the workshop with the 1983 

framework, CRAM concluded that most of the case studies fit reasonably well. The most obvious 

common deficiency related to Risk Characterization. Only one of the case studies, the Georges Bank 

study, included any quantification of risks in terms that could be used for risk-benefit calculations, 

valuation studies, or other quantitative comparisons applicable to decision making. Even in this case, the 

value of the assessment to decision making is uncertain. During plenary discussion, the study author 

emphasized that communication between scientists and managers is still inadequate and that fisheries 

management actions are often only marginally influenced by quantitative assessments. Approaches to 

hazard identification exemplified in the case studies were, on the other hand, substantially more diverse 

and in some cases more sophisticated than envisioned in the 1983 framework. Ecological hazard 

identifications often include identifications of specific species or ecosystems of interest, delineation of 

study areas, and determination of types of laboratory or field data on which an assessment will be based. 

These decisions reflect both scientific considerations (Which systems are vulnerable? What kinds of 

effects are possible?) and management considerations (Which species or ecosystems are to be protected? 

must costs be weighed against benefits? Is the objective to protect the resource or to optimize exploitation 
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of the resource?). The workshop consensus was that definitions of Hazard Identification and Risk 

Characterization proposed in the 1983 report are inadequate for the purposes of ecological risk 

assessment. 

The CRAM agreed with the consensus at the workshop that the 1983 framework is inadequate 

as written for application to ecological problems, because (1) it does not account for legal mandates and 

other policy considerations that influence the initial stages and focus of ecological risk assessments, and 

(2) it pays insufficient attention to the critical problem of effective communication with risk managers and 

the public. The opinion of the Committee, however, is that these deficiencies are not unique to ecological 

risk assessment. Differences in the functions of different regulatory agencies clearly influence the types 

of data and inference guidelines used in health risk assessments, and effective risk communication is as 

important (and often as inadequately performed) in health as in ecological risk assessment. 

The above finding does not contradict the 1983 recommendation that risk management and risk 

assessment must be separated. This recommendation was intended to prevent risk managers from 

attempting to force scientific results to conform with preferred management decisions and to prevent 

scientists from embedding their own risk management preferences within their technical analyses. 

Members of CRAM perceived that the recommendation to separate science and management has often 

been interpreted as requiring minimization of communication between managers and scientists. On the 

contrary, scientists and decision makers must work together to ensure that the technical scope of the 

analysis is relevant to the important management questions and that the results are communicated to 

decision makers in a form that can be readily understood by nonscientists. The need for communication 

is especially acute in ecological risk assessment, because few risk managers have any ecological training 

and because the end points of interest in ecological assessment (e.g., loss of biodiversity) are much less 

intuitive than are typical health risk assessment end points (e.g., cancer and birth defects). 

Hazard Identification was redefined by CRAM to be the determination of whether a particular 

hazardous agent is associated with health or ecological effects of sufficient importance to warrant further 

scientific study or immediate management action. Exposure-Response Assessment was defined as the 

determination of the relation between the magnitude of exposure and the probability of occurrence of the 

effects in question. Replacement of the term "dose" with a more general term is required, because 

"dose" has a distinctly medical connotation and cannot be effectively applied to nonchemical stresses, 
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such as habitat change or harvesting. The "responses" addressed in ecological risk assessments include 

both direct effects of exposure and the much broader indirect effects, such as secondary poisoning of 

raptors due to accumulation of pesticide residues in their prey and effects of harvesting on fish-community 

structure. Exposure assessment was defined by CRAM as the determination of the extent of exposure 

to the hazardous agent in question before or after application of regulatory controls. In the Committee's 

view, the term "exposure" can be applied legitimately to nonchemical stresses, including both physical 

stresses (such as habitat change and ultraviolet radiation) and biological stresses (such as species 

introductions). Alternative terms (e.g., stress or Stressor) were deemed unsuitable because of conflicts 

with medical uses of the same or similar terms. Risk Characterization was defined as the description of 

the nature and often the magnitude of risk, including attendant uncertainty, expressed in terms that are 

comprehensible to decision makers and the public. 

The revised framework is summarized in Figure 15. In addition to the four basic components, 

Figure 15 depicts two key aspects of risk assessment. As noted above, it is essential to recognize the 

influence of policy considerations on hazard identification. The CRAM also wanted to emphasize the 

need to create a connection between the results of today's risk assessments and the science base for future 

risk assessments. The risk assessment process should not end when a regulatory decision is made. 

Follow-up in the form of monitoring (where measurable effects have been predicted), validation studies, 

and basic research are needed to improve the data and models available to technical risk assessors 

whenever the same or a similar problem is encountered in the future. 
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Figure 15. The CRAM Integrated Human Health/Ecological Risk Assessment Framework. 
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COMPARISON TO EPA'S FRAMEWORK FOR ECOLOGICAL RISK ASSESSMENT 

The EPA's recently published Framework for Ecological Risk Assessment (3, 4) is quite similar 

to CRAM's integrated framework, and the similarity is not accidental. The EPA consciously modeled 

its framework on the 1983 NRC health risk assessment framework. Moreover, several of the authors of 

EPA's framework document participated in the CRAM ecological risk assessment workshop and a CRAM 

member served on a review panel that evaluated EPA's framework (8). The CRAM's "Hazard 

Identification" is replaced by "Problem Formulation" in EPA's version. The CRAM's "Exposure 

Assessment" and "Exposure-Response Assessment" are subsumed by EPA in a step called "Analysis," 

which is in turn subdivided into "Characterization of Exposure" and "Characterization of Effects." 

Definitions of the components are more specifically ecological and somewhat more explicit than are the 

definitions in the CRAM framework. Problem formulation, for example, is described as a "systematic 

planning step" that includes discussions with risk managers, a preliminary description of the potential 

ecological effects of the Stressor, identification of the specific effects (termed "assessment end points") 

to be addressed in the assessment, and development of a conceptual model to guide the assessment. 

The relationship between assessment and management in the EPA framework reflects EPA's 

specifically regulatory mission and might be approached differently by another agency or a private-sector 

organization involved in ecological risk assessment. Policy input is provided by a risk manager who 

discusses the assessment with the technical staff during the problem formulation phase. When the 

assessment is complete, the results are discussed with the risk manager, who then is responsible for 

making a decision and communicating the results to the public at large. In more general kinds of 

assessments, such as environmental impact assessments performed to satisfy the National Environmental 

Policy Act (NEPA), the planning phase (termed "scoping" in NEPA regulations) includes substantial 

public involvement. In others, such as assessments performed during development of environmentally 

safe products, frequent iterative interactions between design engineers, marketing staff, and risk assessors 

might be expected. 

THE FUTURE OF ECOLOGICAL RISK ASSESSMENT 

Neither the CRAM framework nor the EPA framework were intended to provide an explicit 

recipe for the scientific content of ecological risk assessment. The EPA expects the process of technical 

guidance development to implement its framework to take several years (4). The CRAM report 

recommends that expert committees be convened to discuss the major scientific issues in ecological risk 
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assessment. The report identifies four major areas in which scientific consensus is lacking: (1) 

extrapolation across scales of time, space, and ecological organization; (2) quantification of uncertainty; 

(3) validation of predictive tools; and (4) economic valuation of ecological resources. The principal 

objective of both frameworks is to provide a common conceptual foundation that can enhance the 

consistency and credibility of ecological risk assessments. 

The CRAM made five specific recommendations concerning the future development and use of 

ecological risk assessment. 

• Risk assessors, risk managers, and regulatory agencies should adopt a uniform 
framework for ecological risk assessment. The extension of the 1983 NRC human 
health risk assessment framework described in the CRAM report and depicted in Figure 
1 is general enough to apply to most assessment problems and emphasizes the common 
elements of health risk and ecological risk assessment. 

• State and federal agencies should expand the issue of risk assessment in strategic 
planning and priority-setting as a means of focusing their resources on critical 
environmental problems and uncertainties. 

• Agencies should support the development of improved methods of risk characterization 
and consistent guidelines for applying them. Specific areas where current approaches 
are inadequate include extrapolation of population and ecosystem effects, expression of 
risks in terms that are useful for decision making and understood by the public at large, 
and evaluation and communication of both quantitative and qualitative uncertainties. 

To improve the science base for future risk assessments, agencies should institute 
systematic follow-up of risk assessments with research and monitoring to determine the 
accuracy of predictions and resolve remaining uncertainties. 

The EPA and other agencies should support systematic research programs to improve 
the credibility and utility of ecological risk assessments, and should draw on scientific 
expertise available outside the agencies themselves to develop technical guidance on the 
scientific content of ecological risk assessments. 

The intent of CRAM's recommendations is to facilitate understanding of ecological assessment principles 

by nontechnical decision makers and the public at large and to ensure consistent improvement in the 

science supporting ecological risk assessment. 

The Committee does not mean to imply that all organizations will perform ecological risk 

assessments exactly the same way. Clearly, different agencies and stakeholders have different interests, 

and specific technical guidelines consistent with the framework will be developed by each organization 
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performing ecological risk assessments. The past few years have seen a major increase in public interest 

in the environment. The adoption of "sustainable development" a as general environmental goal implies 

that economic development strategies should strive to simultaneously maximize both human welfare and 

environmental quality. An integrated framework for risk assessment of the kind recommended by CRAM 

can facilitate achievement of this goal. 
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An EPA Perspective on Ecological Risk Assessment 

William H. van der Schalie 
U.S. Environmental Protection Agency 

Washington, DC 

ABSTRACT 

The U.S. Environmental Protection Agency (EPA) is placing increasing emphasis on using a risk- 

based approach to a wide range of ecological problems. To begin the process of developing Agency-wide 

guidance in this area, EPA's Risk Assessment Forum has developed a simple, flexible approach, or 

framework, for ecological risk assessment. 

There are three major elements in EPA's ecological risk assessment framework. The first phase, 

problem formulation, is a planning and scoping process that establishes the goals, breadth, and focus of 

the risk assessment. Available information on the Stressors, ecosystems potentially at risk, and ecological 

effects are used to select end points and to develop a conceptual model of the assessment. The analysis 

phase uses scientific information to develop exposure and effects profiles for the Stressor. In risk 

characterization, these profiles are compared to determine the expected risk, and the uncertainties and 

limitations of the assessment are discussed. 

Ideally, this framework can be used to evaluate different types of Stressors, ecosystems, levels 

of ecological organization, and spatial and temporal scales, but the applicability of the framework in some 

areas (such as for physical and biological Stressors) needs further evaluation. Other important issues 

include determining ecological significance (e.g., natural versus anthropogenic change and the potential 

for recovery) and evaluating uncertainties. 

(For additional information on this subject, please refer to the article entitled "A Framework for 

Ecological Risk Assessment at the EPA," by S.B. Norton, DJ. Rodier, J.H. Gentile, W.H. van der 

Schalie, W.P. Wood, andM.W. Slimak. Environmental Toxicology and Chemistry, 1992, Vol. 11:1663- 

1672.) 
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Analysis of the Multistep Process of Carcinogenesis Using Human Fibroblasts 

J. Justin McCormick and Veronica M. Maher 
Michigan State University 

East Lansing, MI 

ABSTRACT 

Normal human cells in culture have never been neoplastically transformed by carcinogen 

exposure. One possible explanation is that the life span of such cells is too short for them to acquire the 

necessary changes. To test this hypothesis, we needed normal human cells with a greatly extended or 

an infinite life span. We transfected the v-myc gene and a selectable marker into normal human 

fibroblasts, identified a drug resistant clone expressing v-myc protein, and passaged the progeny of the 

clone until they senesced. A few cells continued to proliferate and gave rise to a diploid, infinite life span 

cell strain, MSU-1.0, that has normal growth control and is nontumorigenic in athymic mice. Analysis 

showed that one more genetic change, in addition to unregulated expression of the v-myc gene, was 

involved in generating MSU-1.0 cells. They spontaneously gave rise to a variant strain, designated 

MSU-1.1, that grows more rapidly and is less dependent on exogenous growth factors. Analysis showed 

that at least two additional changes were involved in generating this cell strain. It has a stable karyotype 

composed of 45 chromosomes, including two markers. Transfection of specific oncogenes was used to 

determine the numbers and nature of additional changes required to transform MSU-1.1 cells into 

malignant cells. Analysis indicated that two changes were involved, but no change in karyotype. 

Exposure of MSU-1.1 cells to a single carcinogen treatment, followed by selection for cells with the 

characteristics of oncogene-transformed MSU-1.1 cells also yielded malignant human cells. We conclude 

that malignant transformation of normal human fibroblasts requires six or seven genetic changes, some 

of which involve suppressor genes. 

INTRODUCTION 

The recent identification of proto-oncogenes and tumor suppressor genes in the mammalian 

genome, including humans, along with many other recent insights, has led to a new understanding of how 

cancer develops. Specific, activating mutations in proto-oncogenes cause such normal genes to produce 

protein in an inappropriate cell type, or to synthesize protein at a higher than normal level in a cell type 
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in which such proteins are ordinarily expressed at a lower level, or to synthesize a protein that functions 

abnormally. On the other hand, for suppressor genes to participate causally in the carcinogenesis process, 

they must lose the ability to produce functional protein. This ordinarily requires inactivating genetic 

changes, deletions or point mutations, in both copies of such genes. 

Mutations in these cancer-related genes (i.e., proto-oncogenes and suppressor genes), can occur 

as a result of exposure to mutagenic carcinogens or, at a much lower frequency, as a result of 

spontaneous DNA replication errors. Such mutations frequently give cells a proliferative advantage (see 

below), which results in the clonal expansion of mutant cells. Obviously, clonal expansion increases the 

chance that a second rare mutational change could occur in one of the progeny cells that has already 

acquired one cancer-related mutational change. According to this hypothesis of carcinogenesis, the process 

is repeated until a cell that has acquired all the appropriate genetic changes needed for tumorigenicity 

arises.  Clonal expansion of this cell gives rise to the tumor. 

Studies, such as those of Knudson (1) on retinoblastoma (Rb), demonstrate that the mutations in 

cancer-related genes need not occur only in somatic cells, but can be inherited. In the case of the Rb 

tumor suppressor genes, rare individuals inherit one mutant copy of the Rb gene and one wild type copy. 

These individuals have a 100% risk of Rb, a tumor of the retinal cells that always arises in early 

childhood, and typically the tumors arise independently in both eyes. The common interpretation of these 

data is that independent inactivating mutations arise in the wild type Rb gene in a retinoblast cell in each 

eye, and that this is sufficient to cause this cell to become a tumor cell. This interpretation has practical, 

as well as theoretical implications. For example, at least one major hospital now uses less aggressive 

tumor treatment protocols involving ionizing radiation and/or chemotherapy with mutagenic agents for 

all individuals assumed to have inherited any of the mutant cancer-related genes, because it is feared that 

such individuals need only a second mutation for a cell to become tumorigenic (2). 

Studies such as those of Knudson contrast with those by Vogelstein and colleagues (3) who 

analyzed colon tumors in adult humans to determine what genetic changes were responsible. The latter 

group found that genes located on chromosomes 5q, 12p, 18q, and 17p, as well as additional genetic 

changes not yet identified, are involved in colon carcinogenesis. Recent studies (4) indicate that although 
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the genetic alterations often occur in a preferred sequence, it is the total accumulation of changes, rather 

than the chronological order of appearance, that is responsible for the tumors' biological properties. 

Renan (5) has recently addressed the question of the number of mutational changes required for 

28 common human tumors by plotting the log of the age-specific death rate against the log of age in years 

of the person affected, and deducing the number of changes (m) from the slope of the straight line (m-1), 

in the same manner as Armitage and Doll (6) had done earlier for colon and pancreatic tumors. 

However, because Renan had a much more extensive data set than Armitage and Doll (i.e., data from 

the Atlas of Cancer Mortality for U.S. Counties, 1950-1969), he was able to determine the contribution 

of various subpopulations. This type of analysis revealed that early onset (childhood) tumors of the nose 

required only three mutational changes after birth, whereas late onset (adult) tumors of the nose required 

six mutational changes. The common adult human tumors of the stomach, pancreas, kidney, skin, and 

colorectum required seven or eight mutational changes, and tumors of very late onset, such as prostate 

cancer, required 12 changes. Retinoblastoma was not analyzed in this study because of the paucity of 

the data. However, bone tumors were analyzed. Individuals that inherit a defective Rb gene are 

unusually susceptible to this tumor. The result was a biphasic curve, with a population of individuals that 

were unusually sensitive to such tumors at a young age (presumably Rb gene heterozygotes), and an older 

population that was much less sensitive. The younger individuals required only three mutational events 

after birth to form a tumor, the older individuals required six mutational events. Renan (5) interprets the 

linearity of the two curves for bone tumors, one with a slope of 2 (early onset) and the other with a slope 

of 5 (late onset) as indicating that the early onset tumors result because such individuals already have 

undergone three mutational changes before birth, one in the germ line (a defect in one copy of the Rb 

gene) and two in utero, whereas persons developing bone tumors after age 35 require six mutational 

changes after birth. 

Obviously, mathematical modeling studies, such as those of Renan, have their limits. They 

cannot identify what genes are involved. Furthermore, they are based on several assumptions, some of 

which are clearly oversimplifications (e.g., that mortality rates provide a true indication of incidence rates 

for particular tumor types, and that the proliferation rate of a particular tissue remains constant throughout 

life).   Nevertheless, they are important because they demonstrate that there are real differences in the 
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apparent number of genetic changes required for various adult tumors to form, and that childhood tumors, 

in general, represent a special subclass that results from fewer post-birth mutations. 

Ultimately, mathematical analyses of the number of genetic changes required for tumorigenicity, 

such as those of Renan, or analysis of cells from tissues exhibiting various degrees of tumorigenicity to 

determine the various types of mutations that are present in specific genes, such as those of Vogelstein 

and colleagues, cannot answer the question of whether these events, by themselves, are causal of cancer. 

Such a demonstration requires that one take normal cells and convert them to cancer cells by a stepwise 

process in which each genetic change is known. We have undertaken just such studies, using normal 

human fibroblasts of foreskin origin. We have not yet identified each gene involved, but the results 

clearly demonstrate that six or more genetic changes are required. Our data fit well with the study of 

Renan (5), as well as those of Vogelstein and his colleagues (3). 

STRATEGY 

Because the process we and our colleagues wished to study involved the transformation of human 

fibroblasts from nontumorigenic cells to tumorigenic cells, we first carried out detailed studies to 

demonstrate that we could identify tumorigenic cells. The most rigorous criterion is that the transformed 

cells form a tumor in a suitable animal host. We, therefore, injected normal human skin fibroblasts or 

cells derived from human fibrosarcomas subcutaneously into the flank or shoulder of Balb C athymic 

mice (107 cells/site). The normal fibroblasts did not produce a growth of any sort; and extensive further 

testing since then has confirmed this. Five human fibrosarcoma cell lines that were tested formed 

sarcomas with a short latency (1 to 2 months). The tumor-derived cells were shown to have a human 

karyotype, which demonstrated that the tumors developed from the injected cells. Recent studies indicate 

that subcutaneous injection of 107 fibroblasts derived from human fibromas (benign tumors) produce 

fibromas in athymic mice (J.J. McCormick, unpublished studies). Therefore, we concluded that if human 

cells transformed in culture are equivalent to the human tumor-derived cells, athymic mice are a suitable 

test system for detecting them. 

Because human fibroblasts in culture have never been observed to undergo spontaneous malignant 

transformation, we considered three possible ways to cause such transformation in culture. One method 

was to infect normal cells with SV40 or similar DNA viruses or to transfect them with the DNA of such 

viruses.  One problem with this procedure is that although such agents cause transformation of cells in 
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culture and on very rare occasions such transformed cells can make tumors (7), there is no evidence that 

such viruses play a causal role in human fibroblastic cancers. Therefore, we did not use this approach. 

A second possibility was to expose normal fibroblasts to repeated carcinogen treatment. Carcinogen 

treatment of rodent fibroblasts in culture can transform them into tumorigenic cells (see 8, for example) 

and can induce mutations in human fibroblasts (see 9, for example). Repeated carcinogen treatments is 

known to lead to immortalization of human fibroblasts, but such results occur very rarely, and the infinite 

life span cells are not tumorigenic (10). An important problem with such studies is that there is no 

straightforward way to determine how many genetic changes are involved or which genetic change leads 

to which phenotypic change. Because there are 50,000 to 100,000 genes in the mammalian genome, it 

is a formidable task to sort out these changes. Therefore, we did not use this method. A third approach 

was to transfect oncogenes into cells. Because oncogenes are dominant-acting, a single copy expressed 

in a cell is sufficient to confer a distinctive phenotype. Because this approach offered us the promise of 

identifying the specific genetic changes involved, it was used for our studies. 

Obviously, success with this strategy is determined by the insight with which one chooses the 

various oncogenes to be transfected into cells, and also the choice of the recipient cells. Our choice of 

particular oncogenes to be transfected into human fibroblasts was based on the following criteria: they 

have been reported to transform human or animal fibroblasts in culture, are found activated in human 

sarcoma-derived cells, are found activated in cells from persons with an inherited predisposition to 

develop sarcomas, or are the transforming genes of acute transforming viruses that induce sarcomas in 

animals. Even though we realized that transfer of activated oncogenes is not the way human cells become 

tumorigenic, the rationale for using this approach was that each of these genes has a homolog in the 

human genome that could be activated by appropriate carcinogen treatment, and each has a proven role 

in sarcoma induction in animals or humans. So far, we have had positive results using the R-ras, K-ras, 

N-ras, v-K-ras, v-K-ras, v-fes, v-sis, and v-myc oncogenes (11-19, and J. J. McCormick, unpublished 

studies). 

Our ultimate choice of recipient cells was based on the following two principles: (1) our failure 

to obtain malignant cells using normal diploid foreskin-derived fibroblasts as recipients (12, 14), and (2) a 

realization that it might be necessary to sequentially introduce more than one oncogene into the cells in 

order to obtain a fully transformed malignant cell. Normal human cells in culture can only undergo two 

sequential clonal selections before they enter crisis and senesce (20).  We considered it important to try 
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to develop cell strains with an infinite life span, rather than merely a greatly extended life span, because 

unlike cells derived from normal human tissue, cells derived from human tumors frequently exhibit an 

infinite life span when placed in culture, suggesting that the infinite life span characteristic plays an 

essential role in the tumor process in vivo. 

ADVANTAGE OF USING THE MSU-1 LINEAGE OF CELLS 

We succeeded in generating the infinite life span MSU-1 lineage (family) of human 

fibroblasts (17). The parental cell line of the lineage, LG1, was a nontumorigenic, diploid cell line with 

normal growth control derived in our laboratory from foreskin tissue of a normal newborn. We 

transfected a plasmid carrying a v-myc gene and selectable marker (neo) into a population of LG1 

fibroblasts, selected for drug resistant colonies, and identified a clonal population that expressed the v-myc 

protein (17). The progeny cells of this clonally derived cell strain were carried in culture for many 

population doublings until the cells entered crisis and senesced. When they did so, a small group of 

replicating cells (presumably a clone) was found among the senescing cells, and these eventually gave rise 

to a diploid cell strain that is indistinguishable from the LG1 cells, except for expression of the v-myc 

gene and neo gene, and an infinite life span in culture. This diploid strain was designated MSU-1.0. 

From MSU-1.0 cells, a spontaneous variant strain with a growth advantage arose and overgrew the 

culture. This strain was designated MSU-1.1. The cells have a stable karyotype composed of 

45 chromosomes, including two unique marker chromosomes (17). 

MSU-1.1 cells are not tumorigenic but have a alteration in growth control because, unlike MSU- 

1.0 cells or LG1 cells, they grow moderately well in culture medium without exogenous growth factors. 

When we and our colleagues transfected MSU-1.1 cells with the H-ras (13) or N-ras oncogene (15) in 

a high expression vector, the transfected cells were found to express high levels of mutant ras protein. 

The ras transfectants were morphologically altered, formed large colonies in 0.33 % agarose, grew rapidly 

in medium without exogenous growth factors, and formed sarcomas in athymic mice at the site of 

injection with a short latency period (see Table 24). However, they did not exhibit any change in 

karyotype beyond the two markers that are seen in the MSU-1.1 cells. This was also true of the cells 

derived from the sarcomas. 

From the successful malignant transformation of MSU-1.1 cells using overexpressed E-ras and 

N-ras oncogenes (13, 15), and our failure to obtain tumorigenic cells by transfection of the same plasmids 
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into diploid, finite life span human fibroblasts, including LG1 (12, 14), or into MSU-1.0 cells 

(J.J. McCormick, unpublished studies), we conclude that the MSU-1.1 cells have acquired sufficient 

changes so that they only require two additional changes to become fully malignant. A judgment that two 

additional changes are needed is based on the fact that only ras oncogene-containing vectors engineered 

to synthesize high levels of mutant ras oncoprotein are able to malignantly transform these cells. For 

carcinogen treatment of MSU-1.1 cells to accomplish this would require two independent DNA changes, 

the introduction of a point mutation into the ras proto-oncogene, and the introduction of some change that 

results in a significant increase in the level of expression of the oncoprotein. 
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If this analysis is correct, it predicts that ras oncogenes with enhanced transforming ability will 

be able to transform MSU-1.1 cells, even in the absence of high levels of ras expression. One example 

of such a ras oncogene is the v-K-ras gene, which contains two activating mutations, a point mutation 

in codon 12 and one in codon 59. To test this hypothesis, we and our colleagues (16) transfected MSU- 

1.1 cells with a plasmid carrying the v-K-ras oncogene and found that it readily transforms the cells and 

that the malignant cells do not exhibit elevated levels of v-K-ras protein. They have relatively low 

expression levels, as predicted. 

An important finding from our transfection studies with the H-ras, N-ras, and v-K-ras genes is 

that each of the oncogene-transformed cell strains derived from MSU-1.1 cells that formed malignant 

tumors exhibit certain common characteristics in culture. They are morphologically altered, grow to high 

saturation densities, form large colonies in 0.33% agarose (> 120 fim in diameter) at a high frequency 

(>5%), and proliferate in growth factor-free medium as rapidly as normal fibroblasts replicate in medium 

supplemented with 10% serum (Table 24). In addition, they maintain the same stable karyotype seen in 

nontransfected MSU-1.1 cells (13,15). 

TRANSFORMATION OF MUS-1.1 CELLS BY CARCINOGEN TREATMENT 

If MSU-1.1 cells are only two steps removed from being malignantly transformed, one should 

be able to transform them into malignant cells by carcinogen treatment and application of suitable 

selection techniques. Such experiments have recently been carried out (21). We and our colleagues 

exposed the cells to a single dose of carcinogen and selected them for focus formation (i.e., cells able 

to continue multiplying on a monolayer of cells in medium with a reduced level of serum [growth 

factors]). We observed distinct focal areas of overgrowth, and cells isolated from these foci grew to a 

higher final density than the parental cells. Only those focus-derived cells that formed large colonies in 

agarose (> 120 urn in diameter) at a high frequency (5 to 19%) and proliferated rapidly in medium 

without growth factors formed malignant tumors. Thus, many of the characteristics acquired by MSU-1.1 

cells malignantly transformed by carcinogens resemble those acquired by cells malignantly transformed 

by a transfected ras gene. There were, however, two important differences. First, there was no evidence 

of overexpression of ras oncoprotein in the carcinogen-transformed cells. We have not yet determined 

whether the ras proto-oncogenes have been activated by a mutation. Clearly, however, some genetic 

change other than higher ras expression is at least partly responsible for the transformation. Second, all 

carcinogen-induced malignant transformants that we have identified so far exhibit chromosomal changes 
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beyond those found in MSU-1.1 cells (21). Because carcinogens cause random damage throughout the 

cells' DNA, this result is not surprising. Such chromosomal changes were not seen in malignant 

transformants created by transfection of oncogenes such as ras, but one does not expect chromosome 

breakage to result from mere random integration of plasmid DNA into the human genome. The fact that 

the carcinogen-induced malignant cells have such chromosomal changes may indicate that loss of 

chromosomes plays a role in bringing about the required number of changes essential for tumorigeniciry. 

However, the altered karyotype of the tumor-derived cell strains is not evidence that the malignant cells 

have acquired genetic instability, because each tumor-derived cell strain maintains its uniquely altered 

karyotype throughout continuous passage in culture (J. J. McCormick, unpublished studies). 

MULTISTEP NATURE OF THE MALIGNANT TRANSFORMATION OF HUMAN 
FIBROBLASTS 

In the above experiments, we transfected various oncogenes (y-myc, K-ras, N-ras, and v-K-ras) 

into cells to confer on them the various properties of transformed cells. However, we also took 

advantage of spontaneous changes that occurred within the cells. Figure 16 indicates two places in the 

MSU 1 lineage, designated Q-l and Q-2, where such spontaneous changes have occurred. In both cases, 

the cells that underwent this spontaneous change(s) exhibited a distinctive phenotype that allowed us to 

detect and isolate the cells in which the change had occurred. For example, the MSU-1.0 cells have an 

infinite life span, and the MSU-1.1 cells have a shorter doubling time than MSU-1.0 cells in medium 

supplemented with 10% serum. 

As indicated above, there is no simple way to determine what genetic changes have occurred in 

such a situation. One can, however, determine whether a particular change has occurred in a proto- 

oncogene or a tumor suppressor gene by carrying out cell fusion experiments between, for example, a 

spontaneous transformant and its parental cell. If the resulting hybrid cells have the phenotype of the 

parental cells, one can conclude that the hybrid cells received a gene from the parental cells that had been 

lost in the generation of the variant (i.e., a suppressor gene). If the hybrid cells exhibit the phenotype 

of the variant cells, one can conclude that the variant cells gained their distinctive phenotype because of 

a dominant change (e.g., the activation of a proto-oncogene). We and our colleague, A. Ryan, carried 

out such fusion studies with the cells of the MSU-1. lineage (22). The results indicate that the MSU-1.1 

cells have lost the function of a suppressor gene that is present in the MSU-1.0 cells. They also indicate 

that the MSU-1.0 cells have lost the function of a suppressor gene present in normal fibroblasts. Because 

the function of both copies of a suppressor gene must be eliminated, two independent genetic events must 
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have occurred (Figure 16). We are presently working to determine what suppressor gene function has 

been lost in these cell strains. Even without this information, we are able to conclude, as shown in 

Figure 16, that the malignant transformation of human fibroblasts minimally requires six or seven genetic 

changes. These results are consistent with the prediction of Renan's study and with the studies by 

Vogelstein and his colleagues with colorectal tumors. 

CONCLUSION 

In humans, it is clear that carcinogenesis is a multistep process in which cells acquire by 

sequential clonal selection, the phenotypic changes required for malignancy. We utilized this principle 

(sequential clonal selection) to develop a lineage (family) of cells (MSU-1) in which clonal variants in 

a population were selected for a tumor cell-like phenotype. As one moves from parent to daughter to 

granddaughter, the characteristics of the cells become more and more similar to those derived from 

malignant tumors. Using these cell strains, we have been able to demonstrate that human fibroblasts must 

acquire the expression of specific dominant-acting genes (oncogenes) and the loss of various supressor 

gene activities. From these cells, we have observed tumors composed of spindle-shaped cells (fibromas, 

spindle cell sarcomas, and fibrosarcomas). We also observed tumors made up of cells with other 

morphologies (myxoid sarcomas, rhabdomyosarcomas, malignant fribrous histiocytomas, and round cell 

sarcomas). Our studies indicate that at least six or seven genetic changes are required for normal human 

fibroblasts to become malignantly transformed. Among the early events must be those that cause 

immortalization. Our data suggest that for fibroblasts in culture, the other genetic changes can occur in 

any order. This multiple mutagenesis model fits well with the results of recent studies on the origin of 

human carcinomas. 
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ABSTRACT 

Noncancer risk assessment traditionally relies on applied dose measures, such as concentration 

in inhaled air or in drinking water, to characterize no-effect levels or low-effect levels in animal 

experiments. Safety factors are then incorporated to address the uncertainties associated with 

extrapolating across species, dose levels, and routes of exposure, as well as to account for the potential 

impact of variability of human response. A risk assessment for chloropentafluorobenzene (CPFB) was 

performed in which a physiologically based pharmacokinetic model was employed to calculate an internal 

measure of effective tissue dose appropriate to each toxic end point. The model accurately describes the 

kinetics of CPFB in both rodents and primates. The model calculations of internal dose at the no-effect 

and low-effect levels in animals were compared with those calculated for potential human exposure 

scenarios. These calculations were then used in place of default interspecies and route-to-route safety 

factors to determine safe human exposure conditions. Estimates of the impact of model parameter 

uncertainty, as estimated by a Monte Carlo technique, also were incorporated into the assessment. The 

approach used for CPFB is recommended as a general methodology for noncancer risk assessment 

whenever the necessary pharmacokinetic data can be obtained. 

INTRODUCTION 

For a number of years, the U.S. Air Force has been performing research to develop safe intake 

simulants for chemical warfare (CW) agents, in order to provide accurate and quantitative real-time 

assessment of troop proficiency and gear efficacy during CW field exercises. Chloropentafluorobenzene 

(CPFB) was identified and evaluated as a candidate inhalation simulant and was determined to possess 

desirable physicochemical and toxicological properties. These include rapid uptake, low metabolism and 

toxicity, rapid and predictable clearance, real-time detectability by existing portable "breathalyzer" 
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technology, gas mask breakthrough similar to the actual agents, and commercial availability. Before 

using CPFB in human trials, it was important to determine safe exposure conditions, taking into 

consideration the exposure levels at which toxicity was observed in animal studies. 

Because of the need to balance protection of personnel during training with the ability to provide 

effective training for a dangerous wartime scenario, an accurate (as opposed to simply safe-sided) estimate 

of acceptable human exposure was needed. The usual practice for noncancer risk assessment (1) uses 

measures of applied dose to relate to toxicity. Safety factors are then applied to account for uncertainty 

regarding the relationship between applied dose and effective target tissue dose across routes of exposure 

and species, as well as for variability in the human population. A more scientifically based approach 

would be to use a measure of tissue dose directly and to use known principles of pharmacokinetics to 

relate different exposure scenarios. For this purpose a physiologically based pharmacokinetic (PBPK) 

model was developed that could be used to perform the route-to-route and cross-species extrapolations 

necessary to develop a human risk estimate. The model also was evaluated by a Monte Carlo analysis 

to estimate the uncertainty associated with the risk estimate. 

PBPK MODEL DEVELOPMENT 

Structure 

The structure of the model is shown in Figure 17, and the assumptions underlying the 

mathematical description follow those of Ramsey and Andersen (2) with the following exceptions: 

1.    The model of Ramsey and Andersen included only saturable metabolism.   An additional 
pathway of metabolism has been added in this model which is linear in concentration. Thus 
the equation for the rate of change of amount of CPFB in the liver contains an additional 
term: 

- KF * CL * VL / PL (where the parameters are defined in Table 25) 
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Figure 17. Diagram of the PBPK Model of CPFB. 
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TABLE 25: PBPK MODEL PARAMETERS UNSCALED PARAMETERS 

Mouse Rat Monkey Human 

BW Body Weight (kg) 0.023 0.22 8.7 70.0 

KA Oral Uptake Rate (/h) 5.0 5.0 5.0 5.0 

ALVS Alveolar Dead Space (Fraction) 0.0 0.0 0.4 0.0 

DS Bronchiolar Dead Space (Fraction) 0.3 0.3 0.45 0.3 

QCC Cardiac Output (L/h, 1 kg animal) 16.5 11.6 12.0 18.0 

QPC Alveolar Ventilation (L/h, 1 kg 29.0 21.2 17.0 35.0 

Tissue Blood Flows (Fraction of Cardiac Output): 

QFC Flow to Fat 0.030 0.058 0.052 0.052 

QGC Flow to GI Tract 0.166 0.183 0.185 0.185 

QLC Flow to Liver 0.036 0.032 0.065 0.065 

QMC Flow to Bone Marrow 0.110 0.110 0.110 0.110 

QRC Flow to Rapidly Perfused Tissues 0.409 0.362 0.348 0.348 

QSC Flow to Slowly Perfused Tissues 0.249 0.255 0.240 0.240 

Tissue Volumes (Fraction of Body Weight): 

VBL Volume of Blood 0.070 0.070 0.070 0.070 

VFC Volume of Fat 0.100 0.070 0.050 0.190 

VGC Volume of GI Tract 0.033 0.033 0.045 0.045 

VLC Volume of Liver 0.050 0.040 0.027 0.027 

VMC Volume of Bone Marrow 0.030 0.030 0.020 0.020 

VRC Volume of Rapidly Perfused Tissues 0.041 0.020 0.026 0.026 

VSC Volume of Slowly Perfused Tissues 0.550 0.600 0.709 0.569 
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TABLE 25. Continued 

PB Blood/Air 12.3 12.3 7.0 7.0 

PF Fat/Blood 75.0 75.0 93.0 93.0 

PG GI Tract/Blood 2.55 2.55 3.65 3.65 

PL Liver/Blood 2.77 2.77 8.0 8.0 

PM Bone Marrow/Blood 11.6 11.6 16.0 16.0 

PR Richly Perfused Tissue/Blood 2.55 2.55 3.65 3.65 

PS Slowly Perfused Tissue/Blood 1.07 1.07 2.1 2.1 

Metabolic Parameters: 

KFC Rate Constant for 1st Order Pathway 
(/h - 1 kg animal) 

2.0 2.0 2.0 2.0 

KM Affinity of Saturable Pathway (mg/L) 0.4 0.4 0.4 0.4 

VMAXC Maximum Velocity of Saturable 
Pathway (mg/h, 1 kg animal) 

0. 0. 0. 0. 

SCALED PARAMETERS 

QC = QCC*BW**0.75 
QP = QPC*BW**0.75 

QF = QFC*QC 
QG = QGC*QC 
QL = QLC*QC 
QM = QMC*QC 
QR = QRC*QC 
QS = QSC*QC 

VBL = VBLC*BW 
VF = VFC*BW 
VG = VGC*BW 
VL = VLC*BW 
VM = VMC*BW 
VR = VRC*BW 
VS = VSC*BW 

KF = KFC/BW**.25 
VMAX = VMAXC*BW**0.75 
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TABLE 25. Continued 

DOSE SURROGATES 

Amet Total amount metabolized per unit body weight (mg/kg) 
AUCB Area under the curve of arterial blood concentration of CPFB (mg/L-h) 
AUCL Area under the curve of liver concentration of CPFB (mg/L-h) 
AUCM Area under the curve of CPFB in the bone marrow (mg/L-h) 
CA Concentration of CPFB in the arterial blood (mg/L) 
CL Concentration of CPFB in the liver (mg/L) 
CM Concentration of CPFB in the bone marrow (mg/L) 
CV Mixed venous blood concentration of CPFB (mg/L) 
Dose Total amount inhaled during exposure (mg/kg) 

= integral of QP * (CALV - CX) / BW 

2. A GI tract compartment has been added. Oral absorption takes place in this compartment 
by a first order process: KA * AST (where AST represents the amount of CPFB 
remaining in the stomach). The liver receives the blood flow from this compartment 
(QG) as well as its own arterial supply (QL). Thus, the equations for the rate of change 
in the amount of CPFB in the stomach (RAST), GI tract (RAG), and the liver (RAL) are: 
RAST     =- KA * AST 
RAG  =QG * (CA - CG / PG) + KA * AST 
RAL   =QG * (CG / PG - CL / PL) + QL * (CA - CL / PL) 

- VMAX * CL / PL / (KM + CL / PL) - KF * CL * VL / PL 

3. A bone marrow compartment has been added. The form of the equation for the rate of 
change in the amount of CPFB in the bone marrow (RAM) is identical to that of the 
other basic tissues in Ramsey and Andersen (2) (e.g., fat, slow, rapid): 
RAM = QM * (CA - CM / PM) 

4. In order to better simulate the measurements of exhaled breath in anesthetized monkeys, 
the description of gas exchange between the lung and the blood was modified to 
explicitly model an alveolar space in which inhaled air at concentration CI and air in 
equilibrium with the blood were mixed. In place of the steady-state assumption used in 
Ramsey and Andersen, the following rate equation for the amount of CPFB in the blood 
(ABL) was integrated along with the equations for the tissue compartments: 

RABL = QP * (CALV - CX) + QC * (CV - CA) 
where: 

CALV = ALVS * ABL / (VBL*PB) + (1. - ALVS) * CI 
The measured exhaled air concentration in parts per million (CXPPM) was then 
described by the equation: 

CXPPM = [DS * CI + (1. - DS) * ABL / (VBL * PB)] * 24450. / 202.51 
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The parameters for the model are shown in Table 25. Physiological parameters for mouse, 

rat, and human were developed from literature data collected (Stan Lindstedt, Northern Arizona 

University, personal communication) as part of an ongoing Physiological Parameters Work Group 

effort sponsored by the International Life Sciences Institute (ELSI), Risk Science Institute. 

Physiological parameters and partition coefficients for the rhesus monkey were adapted from Crank 

and Vinegar (3). Partition coefficients for the rat were taken from Jepson et al. (4). Partition 

coefficients for humans were assumed to be the same as for monkeys, while those for mice were 

assumed to be the same as for rats. Metabolism was modeled as a first-order process, scaled 

allometrically from the value determined in rats (4).  The model was written in the Advanced 

Continuous Simulation Language (ACSL; Mitchell and Gauthier, Boston, MA) and was compared 

with experimental data using SimuSolv (Dow Chemical Co., Midland, MI). Monte Carlo analysis 

was performed on the ACSL model with PBPKSIM (K.S. Crump Group, ICF Kaiser International, 

Ruston, LA). 

Figure 18 shows the results of gas uptake analysis of CPFB in rats (4). In the gas uptake 

analysis, several animals are maintained in a closed chamber, and the air is continuously recirculated. 

Oxygen is replenished and carbon dioxide is scrubbed as necessary to maintain stasis. A known amount 

of a volatile chemical is then added to the chamber, and the concentration of the chemical in the chamber 

is monitored over time. The rapid initial decline in the chamber concentration of CPFB seen in Figure 18 

is due to uptake by the animals' tissues and demonstrates that CPFB is readily absorbed. Following the 

tissue uptake phase, any further decline in chamber concentration would indicate loss of chemical due to 

metabolism. The fact that the concentration curve for CPFB almost levels out after the first few hours 

reflects the fact that CPFB is not extensively metabolized. By way of comparison, the chamber 

concentration of a more rapidly metabolized chemical, bromopentafluorobenzene, decreased by more than 

20% between hours 3 and 6 under the same conditions. Using a PBPK model for CPFB, the closed 

chamber data was analyzed to quantify the rate of metabolism. It was determined in that study that 

metabolism was first-order, with a rate constant of 2/h (scaled to a 1 kg animal by body weight to the 

-0.25 power). 

Model Validation 

As a test of the model, a study was simulated in which rats were exposed 6-h per day by 

inhalation for 21 days to CPFB at 30, 100, and 300 ppm (5).   Figure 19 shows the measured and 
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simulated venous blood concentration of CPFB for the eleventh day of the exposure. As a further 

evaluation of the model, inhalation exposures to CPFB on eight anesthetized rhesus monkeys (3) were 

simulated. In these experiments CPFB concentrations in expired breath were measured during and after 

15 min exposures at 300 ppm. The PBPK model was evaluated in terms of its ability to relate exposure 

concentration and exhaled-air concentrations. The results are shown in Figure 20. 

Monte Carlo Analysis of PBPK Uncertainty 

In the Monte Carlo method, a probability distribution for each of the model input parameters is 

randomly sampled, and the model is run using the chosen set of parameter values. This process is 

repeated a large number of times (250 in this study) until the probability distribution for the desired 

model output has been created. To the extent that the input parameter distributions adequately 

characterize the uncertainty in the inputs, and assuming that the parameters are reasonably independent, 

the resulting output distribution will provide a useful estimate of the uncertainty associated with model 

predictions. 

158 



co 
o 

CM 
o 

o 
o 

(Wdd Ü39WVH0 Q3S010 N! 0NO0) - dO 

"5  s 

&v 
sa> 
«  *5 
s-S :■■"   3 H  « 

o 

O
ve

r 
R

ec
i 

o 
h. 

on
s 

(p
pm

) 
a 

C
lo

se
d,

 

o « .5 
to 

er
 C

on
ce

nt
r 

pp
m
 C

PF
B

 

o •^ © 

CM i* 
^ CO O T3 

oc X    OS 
3 *v 

o V © 
X IfiS 

o 1 A © 
00 H 
CM 

V
er

su
s 

of
 1

0,
 

ce
 4

). 

O 
• d 

L
in

e)
 

ra
tio

ns
 

R
ef

er
en

 

Tm 
la

tio
n 

(S
ol

i 
ia

l 
C

on
ce

nf
 

uc
ed

 f
ro

m
 

O 
O im

u 
In

it 
ir

od
 

o 

C
om

pu
te

r 
S 

E
xp

os
ed

 t
o 

Sy
st

em
 (

R
ep

 

00 

22 
3 ex 

159 



et 

s 
i» o a 

e e 
3 

es 
is 

i a o 
U "° -* II 

S a a 

M 

o e 

?| 
g a 

a >S 

i | 
« a 
"O e e r> 
08  *^ 
^-  «8 

a? 
"3 J= 

ig 

3 
Ml s 

160 
/o*ra 



o 

Nd<nO*o wd<no-o 

w 
i         !                    ' 

i 
i !      1      ;      ;     i 
i 

1 1                   ■                                       . 

!        ■        !        ; 

    : \'±.            {  
r(.\ ■       I      | 
Pv\        ■       ■ 

o 
.in 

o o 
W«M)0-D 

o o © o 

T3 
V 
VI 
O 

i s 
o 

I 

I 
u e o 
U 

e 

a 

i s 

.S o 

«      "öS O .3   CM 
■o 

OH OH 

Is 
W<MXD«c 

e 

a 
s 

161 



The Monte Carlo method was used to investigate the impact of parameter uncertainty on the 

PBPK-based risk estimates for CPFB. Information from repeated assays of the metabolic parameter and 

partition coefficients (Allen Vinegar, ManTech Environmental Technology, Inc., personal communication) 

was used together with estimates from the literature of uncertainty in the physiological parameters (Stan 

Lindstedt, Northern Arizona University, personal communication) to characterize the uncertainty in the 

input parameters for the CPFB model. The coefficients of variation used for the parameters in the Monte 

Carlo analysis are shown in Table 26. Truncated normal distributions were used for all parameters except 

for metabolism and oral bioavailability, for which lognormal and uniform distributions, respectively, were 

used. The estimated uncertainty distributions for each of the parameters were input into PBPKSM, and 

the ACSL model for CPFB was exercised using the Monte Carlo approach to generate a distribution for 

the dose surrogate of interest in both the animal and human. 

It is important to distinguish uncertainty from variability. As it relates to the issue of using PBPK 

modeling in risk assessment, uncertainty can be defined as the possible error in estimating the "true" 

value of a parameter for a representative ("average") animal. Variability, on the other hand, should only 

be considered to represent true interindividual differences. Understood in these terms, uncertainty is a 

defect (lack of certainty) that can typically be reduced by experimentation, and variability is a fact of life 

that must be considered regardless of the risk assessment methodology used. The parameter distributions 

used in the Monte Carlo analysis described here were chosen to represent uncertainty, not variability. 
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TABLE 26.  COEFFICIENTS OF VARIATION (PERCENT) FOR CPFB MODEL INPUT PARAMETERS 
(All distributions are truncated normal unless specified otherwise) 

Mouse 

BW Body Weight (kg) 

KA Oral Uptake Rate (/h) 

Oral Bioavailability (Fraction) 

QCC Cardiac Output (L/h, 1 kg animal) 

QPC Alveolar Ventilation (L/h, 1 kg animal) 

Tissue Blood Flows (Fraction of Cardiac Output): 

QFC Flow to Fat 

QGC Flow to GI Tract 

QLC Flow to Liver 

QRC Flow to Rapidly Perfused Tissues 

QSC Flow to Slowly Perfused Tissues 

Tissue Volumes (Fraction of Body Weight): 

VFC Volume of Fat 

VGC Volume of GI Tract 

VLC Volume of Liver 

VRC Volume of Rapidly Perfused Tissues 

VSC Volume of Slowly Perfused Tissues 

11. 

70. 

0.3-1.0b 

8.5 

58. 

60. 

25. 

96. 

50. 

40. 

30. 

30. 

6. 

30. 

30. 

Rat 
11. 

14. 

26. 

60. 

25. 

96. 

50. 

40. 

30. 

30. 

6. 

30. 

30. 

Human 

30. 

10. 

30. 

30. 

10. 

35. 

20. 

15. 

30. 

10. 

5. 

10. 

30. 

Partition Coefficients: 

PB Blood/Air 

PF Fat/Blood 

PG GI Tract/Blood 

PL Liver/Blood 

PR Richly Perfused Tissue/Blood 

PS Slowly Perfused Tissue/Blood 

15. 

30. 

30. 

20. 

20. 

20. 

15. 

30. 

30. 

20. 

20. 

20. 

10. 

30. 

30. 

20. 

20. 

20. 

Metabolic Parameters: 

KFC Rate Constant for 1st Order Pathway 30. 30. 50. 

a Not applicable 
b Uniform distribution 
0 Lognormal distribution 
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The process of determining the PBPK uncertainty factor for risk estimates derived from a selected 

animal toxicity and dose surrogate can be described as follows: 

1. Monte Carlo simulations are performed with the model using parameters appropriate for the 
animal exposure of interest (e.g., the experimental conditions yielding a no observable 
adverse effect level [NOAEL] for a particular effect), and the distribution of the predicted 
values for a dose surrogate appropriate for the toxicity of concern is generated. The 
uncertainty in the model-predicted dose surrogate for the animal can be characterized by the 
ratio of the mean of the dose surrogate distribution to the 5th percentile (the value which is 
lower than 95% of the predicted dose surrogates). The target dose surrogate value is then 
defined as the 5th percentile of the animal dose surrogate distribution divided by any safety 
or modifying factors. 

2. Monte Carlo simulations are performed with the model using parameters appropriate for the 
human exposure of interest, and the distribution of the predicted values for the same dose 
surrogate is generated. The human dose or exposure concentration is then adjusted and the 
Monte Carlo analysis is repeated until the 95th percentile of the resulting human dose 
surrogate distribution is equal to the target dose surrogate value. The uncertainty in the 
model-predicted dose surrogate for the animal can be characterized by the ratio of the 95th 
percentile (the value which is greater than 95% of the predicted dose surrogates) to the 
mean. 

The PBPK uncertainty factor is defined as the product of the animal and human uncertainty 

estimates derived in Steps 1 and 2. Equivalently, the PBPK uncertainty factor can be calculated from the 

ratio of the animal mean from Step 1 to the human mean form Step 2. The final value for the human 

dose or exposure concentration derived from the iterative process in Step 2 can be used as the human 

exposure guideline. Alternatively, the PBPK uncertainty factor can be used with model calculations based 

only on the preferred values of the parameters, as described below in the section on exposure guideline 

determination. 

TOXICOLOGICAL EVALUATION 

In order to ensure that CPFB could safely be used as an intake simulant, a number of studies were 

performed to evaluate its potential toxicity. These studies were designed to elucidate any short-term or 

long-term effects, and to assess the likelihood that CPFB could be carcinogenic or teratogenic. 

Acute Toxicity 

The primary irritation hazard, sensitization potential, and acute inhalation toxicity of CPFB were 

evaluated by Kinkead et al. (6). CPFB demonstrated no potential for skin sensitization in tests on guinea 

pigs, and was only a mild skin and eye irritant in rabbits. Short-term exposure to CPFB vapor poses no 
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serious hazard by the inhalation route as all rats survived a 4-hour exposure to an upper limit 

concentration of 4.84 mg/L (581 ppm), a concentration many orders of magnitude higher than that which 

is likely to be encountered in the field. Similarly, oral dosing indicates an LDX of greater than 5 g/kg, 

which would classify CPFB as "practically nontoxic" (7). 

Mutagenicity/Genotoxicity 

Chloropentafluorobenzene was tested for potential genotoxic activity by three different 

laboratories (8,9,10) using a battery of in vitro assays (Table 27). The first attempt to perform these 

assays (8) was compromised by experimental difficulties associated with the tendency of CPFB to 

precipitate out of solution and to dissolve the dishes. In the second study (9), it was again noted that 

CPFB dissolved the standard plastic dishes, so the study was performed in specially designed glass dishes. 

A third study (10) was performed by a reference laboratory because the results of the first two studies 

seemed to be somewhat equivocal. 

TABLE 27.  SUMMARY OF IN VITRO RESULTS FOR CPFB 

In Vitro Assay Tuetal. Steele Kutzman et al. 

Ames Salmonella mutagenicity: 

- S9 activation 

+ S9 activation 

CHO/HGPRT gene mutation: 

- S9 activation 

+ S9 activation 

CHO sister chromatid exchange: 

- S9 activation 

+ S9 activation 

CHO chromosome aherration: 

- S9 activation 

+ S9 activation 

Primary rat hepatocyte DNA repair 

BALB/c-313 cell transformation: 

- S9 activation 

+ S9 activation  

Not reported. 

- +/- 

- +/- 

+/- +/- 

+/- +/- 

+/- - 

_ +/- 
a + 
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Chloropentafluorobenzene does not appear to be mutagenic. The Ames Salmonella reverse 

mutation assay was uniformly negative in all studies, both with and without the addition of a rat liver S9 

metabolic activation system. Similarly, all of the laboratories obtained negative results when CPFB was 

tested in mammalian cell culture for mutagenic activity at the hypoxanthine-guanine-phosphoribosyl locus 

in Chinese hamster ovary cells. 

The results of tests for genotoxicity were less consistent. There was some evidence of 

CPFB-induced sister chromatid exchange (SCE) and/or chromosomal aberration in the earlier studies, but 

the final study detected no increases in chromosomal aberrations and only observed SCE with the addition 

of liver S9 metabolic activation (suggesting that generation of significant levels of metabolite may be 

required to observe this effect). In die case of the assay for unscheduled DNA repair synthesis in primary 

rat hepatocytes, the first study suggested that CPFB produced increased repair of DNA damage; however, 

both the second and third studies failed to confirm this finding. Cell transformation results were also 

variable, with only the second study showing any indication of an ability of CPFB to induce 

morphological transformation in vitro in BALB/c-3T3 cells. 

To resolve the question of whether CPFB could act as a genotoxic or cytotoxic agent under 

in vivo conditions, a 21-day exposure of mice to CPFB at 30, 100, and 300 ppm was performed (11). 

Under these conditions CPFB did not induce an increase in SCE in the bone marrow of the exposed mice, 

and the rate of cellular proliferation in the bone marrow was not altered. Similarly, assessment of the 

micronucleated polychromatic and normochromatic erythrocyte populations during the exposures indicated 

a general absence of genotoxic activity. A PBPK model for CPFB was used to assess the tissue exposure 

to CPFB during this study (5). Based on the modeling, bone marrow tissue exposure to CPFB during 

the in vivo study was similar to or greater than the concentrations used in the in vitro assays. 

The PBPK model described in this paper was used to reconfirm the results of this earlier analysis 

in the particular case of SCE. A dose-related increase in SCE was observed in 2-h in vitro exposures 

to CPFB ranging from 100 to 250 mg/L (area under the curve ranging from 200 to 500 mg/L-h) in the 

presence of metabolic activation. For the in vivo study, bone marrow exposure to CPFB (as estimated 

by the model) averaged 288 mg/L during the daily 6-h inhalation exposures to 300 ppm CPFB, with a 

daily area under the curve in the marrow of 2023 mg/L-h. The lack of in vivo response appears therefore 

to reflect differences between the in vivo and in vitro situation rather than failure to achieve sufficient 
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tissue exposure levels. It is possible that the bone marrow does not possess sufficient metabolic activity, 

in comparison with the in vitro situation, to generate the active chemical species. 

Full evaluation of the potential for CPFB to be carcinogenic would require a lifetime animal 

bioassay. However, a reasonable assessment of the likelihood that CPFB could act as a carcinogen can 

be made on the basis of the above results, taken together with the rather unremarkable results of the 

subchronic exposures. Chloropentafluorobenzene does not appear to be mutagenic, either in the presence 

or absence of metabolic activation, and the questionable in vitro suggestions of genotoxicity were not born 

out by the in vivo studies. In addition, subchronic exposure (7) did not produce any of the tissue 

changes, such as peroxisomal proliferation, which typically accompany promotional carcinogenesis in 

rodents. Therefore, it is not likely that CPFB would be carcinogenic, even under the conditions of a 

lifetime bioassay. 

Toxicity from Repeated Exposure 

Repeated exposure of rats to high concentrations of CPFB produced lethargy and incoordination 

(1000 ppm, 6 h/day, 4 days) or unresponsiveness (500 ppm, 6 h/day, 15 days), but no tissue pathology 

(12). No behavioral or histological effects were observed for exposure to 250 ppm, 6 h/day, for 15 days 

(12). (Note: Gage (12) incorrectly shows the concentration of the lowest exposure level as 50 ppm; the 

original ICI report, TR/449, records the concentration as 250 ppm - J.C. Gage, personal 

communication.) 

In a more recent study (11), ten Fischer-344 rats and six B6C3F1 mice of each sex were exposed 

to 30, 100, and 300 ppm CPFB for 3 weeks (15 exposures). Exposure to the highest concentration 

caused a reduction in the growth rate of rats, but did not affect the growth rate of mice. Both rats and 

mice showed a dose-related increase in liver-to-body-weight ratios. Mice showed clear evidence of liver 

toxicity (hepatocytomegaly and hypertrophy) at the highest exposure concentration. Another 

treatment-related change in the livers of male and female mice and female rats was an increase in the 

incidence of single-cell necrosis in all CPFB-exposed groups. The formation of hyaline droplets in the 

kidneys of male rats was also noted, but the severity of the lesion was minimal, and no other kidney 

effects were seen. Consistent with the earlier study, no behavioral effects were noted, even at the highest 

dose. 
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In order to better evaluate the impact of prolonged or repeated exposure to CPFB, as well as to 

determine a NOAEL, a 13-week exposure of rats and mice was carried out at concentrations of 1.2, 6.0, 

and 30 ppm (7,13). No treatment-related effects were observed at any concentration in either species. 

In particular, the single cell necrosis seen in the 3-week study at 30 ppm was not observed in the 13-week 

study at the same concentration. A review of the tissues from the earlier study confirmed the finding of 

an increase over control, but both the number and severity of the lesions were so slight that it was felt 

the finding was biologically unimportant. Thus, the only adverse effects seen were those noted for the 

300 ppm exposure concentration in the 3-week study. A concentration of 30 ppm was therefore 

recommended by the investigators as a NOAEL in humans to protect individuals subjected to repeated 

inhalation of CPFB for extended periods. 

Reproductive Toxicity 

To evaluate the teratogenic potential of CPFB, time-mated Sprague Dawley rats were dosed orally 

at 0.3, 1.05, and 3.0 g/kg/day on days 6 through 15 of pregnancy (14). There was a significant 

reduction in maternal body weight and a significant increase in maternal liver weight at the highest dose. 

The percentage of post-implantation fetal loss was also greater only at the highest dose. Fetal weight and 

length differed significantly from the controls at both the high and intermediate doses, indicating a slightly 

increased fetotoxicity compared to the dam. The number of malformations and variations observed at 

any of the doses did not differ from controls, suggesting that CPFB is not teratogenic. 

Metabolism 

Studies of the uptake of CPFB in a closed, recirculated chamber were consistent with a slow rate 

of first order metabolism (4). In the same studies, the rate of metabolism of the related compound, 

bromopentafluorobenzene, was unaffected by pretreatment with the potent P450 inhibitor, pyrazole, 

suggesting that metabolism of these two compounds is not associated with the mixed function oxidase 

system. This finding contrasts with the metabolism of the related compound, hexachlorobenzene (HCB), 

which is characterized by both an oxidative (P450) pathway and a glutathione conjugation (GST) pathway 

(15). This apparent difference between CPFB and HCB is consistent with the results of a comparative 

study of a series of dihalomethanes (16), which also feature competitive P450 and GST metabolism. This 

study demonstrated that the fluorine-substituted congeners, CH2F2 and CH2FC1, showed little evidence 

of P450 activity, whereas compounds containing chlorine and/or bromine, but not fluorine, were readily 

metabolized by both pathways. Of course, these results were observed in rodents, and the possibility of 
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species differences in the metabolism of CPFB cannot be ruled out. Evaluation of CPFB metabolism in 

human tissues would be necessary to confirm the assumption of equivalent metabolism across species. 

In the case of HCB, the GST pathway initially produces iV-acetyl cysteine conjugates which cleave 

to form chlorothiophenols, which are in turn subject to further metabolism.(15) It can therefore be 

hypothesized that the liver toxicity associated with repeated exposure to CPFB may result from the 

generation of the analogous metabolite, pentafluorothiophenol, a toxic compound with an LDX of 56 

mg/kg (17). 

EXPOSURE GUIDELINE DETERMINATION 

The critical effect for evaluation of safe exposure to CPFB is the liver toxicity associated with 

repeated exposure (5). Specifically, hepatocytomegaly and hypertrophy were observed in mice following 

exposure to 300 ppm CPFB, 6 h/day, for 3 weeks, and the liver-to-body-weight ratio in rats and female 

mice were increased in a dose-related fashion. Increased single cell necrosis was also observed at 30 ppm 

and 100 ppm in the same study, but this effect was not considered toxicologically significant, and neither 

the necrosis nor the increased liver-to-body-weight ratio were reproduced in a subsequent study at 30 ppm 

for 13 weeks (13). In the traditional approach, taking 30 ppm as a NOAEL, adjusting for the difference 

in daily exposure duration (6 h for animal studies, 8 h for humans), and dividing by a factor of 33 to 

provide a margin of safety, yields a recommended exposure guideline of 0.7 ppm for a daily (8-h) time- 

weighted average. 

The rationale for the factor of 33 used in the traditional guideline calculation is as follows. First, 

the animal NOAEL must be adjusted for the relationship between the duration of exposure in the animal 

study and the anticipated duration of exposure in the human scenario. One aspect of this adjustment is 

described above: adjusting for the difference in daily exposure duration. Assuming a maximum daily 

exposure duration of 8 h when simulant training is performed, the adjusted NOAEL is 30 * 6/8 = 22.5 

ppm. However, the actual anticipated human exposures are brief and infrequent, associated with special 

training exercises which are not expected to be a common occurrence. Therefore the 3-week and 13- 

week rodent studies represent much more prolonged exposures than the human exposure scenario, with 

less opportunity for recovery between exposures. It is common practice to apply factors of up to 10 to 

extrapolate from short-term to longer-term toxicity (18). In this case, the extrapolation is in the other 

direction, from relatively long-term to shorter-term, so an inverse factor is justified. To be conservative, 
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a factor of one-third was selected, yielding an adjusted NOAEL of 22.5 / 0.33 = 67.5. The traditional 

guideline then applies a safety, or uncertainty, factor of 100, with one factor of 10 to account for 

uncertainty in the extrapolation from animal to man and a second factor of 10 to account for human 

variability, resulting in the guideline of 0.7 ppm. 

The selection of 100 as the safety factor to be applied in this case follows a convention which, 

although basically empirical, can be at least partially justified on the basis of quantitative pharmacokinetic 

principles (18). For example, the factor of 10 usually applied for extrapolation from animals to humans 

reflects a conventional wisdom based primarily on experience with the more common exposure routes, 

oral and intravenous, for chemicals that are themselves toxic and are cleared or detoxified by processes 

that scale roughly with surface area rather than body weight. Under these conditions, pharmacokinetic 

and empirical allometric considerations justify such a factor for rodent-to-human extrapolation based on 

the relationship between applied dose and tissue exposure (area under the concentration-time curve) as 

a function of body weight (19). However, for inhalation exposure to a volatile, poorly soluble chemical 

such as CPFB, these same principles lead to an expectation of similar area under the curve (AUC) of both 

parent and metabolites for equivalent external concentration and exposure duration (that is, for equal time- 

weighted average concentrations). In order to make quantitative use of these pharmacokinetic principles, 

the model described in this paper was used to calculate the daily AUC in the liver for exposure of rats 

and humans to 30 ppm CPFB for 6 h. The AUC in the liver predicted for rats was 46 mg/L-h, whereas 

for humans, even under conditions of moderate exercise, it was 72 mg/L-h, a difference of less than a 

factor of 2. Thus, the usual animal to human extrapolation factor of 10 is not justified in this instance. 

The second factor of 10, which accounts for human heterogeneity, would similarly be susceptible 

to quantitative evaluation if the distribution of human susceptibilities could be estimated. For a specific 

chemical toxicity, the variance of the response distribution in the human population will depend on the 

steepness of the chemical dose-response curve, which can be determined from animal studies, and on the 

extent of variability in the human population of the pharmacokinetic and pharmacodynamic parameters 

mediating the response (20). Coupling of Monte Carlo analysis and PBPK modeling provides a method 

for directly estimating the impact of parameter variation on risk (21). 

A pharmacokinetically driven guideline calculation is based on calculation of equivalent effective 

tissue doses for the animal and human scenarios.   In the case of the liver toxicity associated with 

170 



prolonged exposure, the AUC for CPFB in the liver was selected as the appropriate tissue dose. The 

AUC is generally regarded as an appropriate dose surrogate for cumulative, reversible toxicity, such as 

that seen with CPFB. The daily AUC in the liver calculated by the model at the rodent subchronic 

NOAEL of 30 ppm was 46 mg/L-h. The selection of an appropriate uncertainty/safety factor for the 

pharmacokinetic approach was based on three considerations. First, it was determined that there was not 

yet sufficient information on the variability of human susceptibility to liver toxicity to permit calculation 

of a more accurate substitute for the default uncertainty factor of 10, so the default value was used. 

Second, based on the 95th percentile of the Monte Carlo analysis of the impact of parameter uncertainty 

on the predictions of the CPFB model for this dose surrogate (AUC in the liver), an uncertainty factor 

of 2.3 was included for animal-to-human extrapolation. This factor represents uncertainty in the accuracy 

of the PBPK model predictions, as distinguished from the default factor of 10, which represents total 

uncertainty in the animal to human extrapolation when pharmacokinetics is not considered. The major 

contributor to the PBPK uncertainty factor is the lack of data on the human metabolic capability for 

CPFB. Additional data (e.g., from in vitro metabolism studies on human liver tissue), could reduce this 

uncertainty factor. 

The final consideration for the overall uncertainty factor was the infrequent nature of the 

anticipated human exposure, as discussed for the traditional guideline. A factor of one-third was again 

used. Thus the overall safety factor for the pharmacokinetic guideline is 2.3 * 10 * 1/3 = 7.7. The 

model was therefore exercised to predict the exposure concentration at which the AUC in the liver for 

a human would be one-eighth of the value in the animal at the NOAEL. For an 8-h time-weighted 

average exposure at 1.8 ppm, the calculated AUC in the liver was 5.6 mg/L-h, a factor of 8 below that 

at the animal subchronic NOAEL. The pharmacokinetically based guideline of 1.8 ppm is more than a 

factor of 2 higher than the traditionally derived guideline. 

In addition to liver toxicity, there is limited evidence (12) of behavioral effects at higher CPFB 

concentrations (500 to 1000 ppm). Any behavioral deficit induced by CPFB could not only degrade 

performance during a training exercise, but could also increase the likelihood of subsequent exposure 

through improper use of protective gear. To avoid any behavioral effects potentially associated with brief 

exposure to higher concentrations, a short-term guideline was also developed. The traditional guideline 

is a 3 ppm ceiling limit based on the 300 ppm NOAEL for behavioral effects (13), with a safety factor 

of 100.   The rationale for this guideline is the same as for the liver toxicity except that no exposure 
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duration adjustment is required since this is a ceiling limit. In the case of acute behavioral effects, 

toxicity generally appears to be correlated with peak concentration rather than AUC. The model predicts 

peak blood concentrations of 24.6 mg/L and 26.6 mg/L in rats and mice, respectively, at the acute 

NOAEL of 300 ppm. The Monte Carlo analysis of the uncertainty in model predictions of peak blood 

levels indicated that a factor of 1.8 should be used in this case for PBPK uncertainty. Adding a factor 

of 10 for interindividual variability, the target blood level was 

24.6/18.0, or 1.4 mg/L. Iterative simulation with the model determined that an exposure of 31 ppm 

CPFB would produce a peak blood level of 1.4 mg/L in humans. This pharmacokinetically derived 

ceiling is roughly a factor of 10 higher than the traditionally derived value. 

Finally, fetotoxic effects were observed in rats dosed orally, with a NOAEL of 300 mg/kg/day 

(14). The traditional guideline calculation requires a dose-route adjustment from the oral route used in 

the animal study to the inhalation route of concern for human exposure. The default calculation equates 

routes on a mg/kg basis, assuming an inhalation rate of 10 cu.m per 8 h: 

300 mg/kg * 70 kg / 10 cu.m. = 2100 mg/cu.m 

2100 mg/cu.m. * 24.45 cu.m./mole / 202.5 g/mole = 254 ppm 

Using safety factors of 10 for animal-to-human extrapolation uncertainty, 10 for oral to inhalation 

extrapolation uncertainty, and 10 for human variability results in a guideline of 0.25 ppm. 

In the pharmacokinetic approach, the oral exposure can be used to develop an inhalation guideline 

by using the PBPK model to estimate the peak blood concentrations and AUC for CPFB in the oral 

rodent study and comparing them with those achieved during human inhalation exposures. Both peak 

concentration and AUC are evaluated as dose surrogates, because the mechanism of fetotoxicity in this 

case is not established, and the choice of preferred dose surrogate is not clear. For an oral dose of 300 

mg/kg in the rat, the model estimates a peak blood level of 123 mg/L and an area under the blood curve 

of 109.2 mg/L-h. In this case, the Monte Carlo analysis indicated that PBPK uncertainty factors of 4.8 

and 5.1, respectively, are required, due to additional uncertainty from the oral uptake parameters. Taken 

together with a factor of 10 for human variability, the target dose surrogates in the human are a peak 

blood level of 2.56 mg/L and an AUC of 2.14 mg/L-h. For human inhalation, the peak blood level is 

predicted to be 2.5 mg/L at 56 ppm, whereas the area under the blood curve for an 8-h exposure is 2.04 

mg/L-h at 5.2 ppm.   Thus the pharmacokinetically derived inhalation guideline for the prevention of 
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fetotoxic effects is 5 ppm, based on AUC in the blood.   This guideline is a factor of 20 above the 

traditionally derived guideline. 

CONCLUSION 

Chloropentafiuorobenzene possesses a remarkable combination of properties, making it an 

attractive candidate for use as an intake simulant in chemical defense field training exercises. It is volatile 

and unreactive, simplifying dissemination, and mimics the performance of typical vapor threats in terms 

of persistence and canister penetration. It does not appear that CPFB would present any significant health 

hazards to personnel under the envisioned use. A thorough toxicological evaluation indicates that CPFB 

is not acutely toxic or teratogenic and is not likely to be carcinogenic. Chronic liver toxicity was 

observed only after prolonged exposure to high concentrations. Based on a pharmacokinetic analysis, 

it is recommended that field exercises be designed to avoid short-term exposures to concentrations greater 

than 30 ppm, with the daily (8-h) time-weighted average not to exceed 2 ppm. Because field analytical 

methods can measure CPFB at part per billion levels, this should not be an impediment to its use in 

training exercises. By comparison, a traditional approach to guideline generation would suggest a short- 

term limit of 3 ppm with an 8-h time-weighted average of 0.25 ppm. 

The pharmacokinetic approach described in this paper for CPFB provides a general alternative 

to the traditional applied-dose methodology when pharmacokinetic data is available. The presumed 

advantage of the pharmacokinetic approach is that using an internal measure of effective tissue exposure 

should provide a more meaningful basis for estimating risk than using applied dose, and that the 

incorporation of pharmacokinetic information should increase the accuracy of the dose, route, and species 

extrapolations required in the risk assessment process. The level of pharmacokinetic information required 

to support a given risk assessment depends on the chemical and the nature of its effects on the animal 

system. For simple chemical toxicities, such as those seen with CPFB, a fairly uncomplicated 

pharmacokinetic description can suffice. The key information required includes the partitioning and 

metabolism of the chemical, together with a sufficient understanding of the nature of the toxicity to select 

the appropriate dose surrogate (22). For other chemicals and toxicities, a more significant effort may be 

required to develop an adequate description of the pharmacokinetics and pharmacodynamics involved. 

Nevertheless, there are a number of examples in the literature of successful 

pharmacokinetic/pharmacodynamic models for relatively complex chemical effects, including cofactor 

depletion and enzyme inhibition (23,24). 
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Countering the desire to incorporate as much science as possible into the risk assessment process 

is the concern for residual uncertainty in the qualitative and quantitative factors underlying the risk 

calculation. For example, in the application of pharmacokinetics for risk assessment there are at least 

two levels of uncertainty at issue: (1) the correctness of the structure of the pharmacokinetic model and 

the values of its parameters, and (2) the relationship of the pharmacokinetic information to the 

semiempirical heuristics of the traditional approach. The first level of uncertainty can be dealt with by 

Monte Carlo analysis as described here and elsewhere (21). To the extent that the uncertainty in the 

model structure and parameters can be characterized, the risk calculations can be performed using a 

conservative measure (the 5th or 95th percentile of the dose surrogate distribution in this case) which 

takes these uncertainties into account. 

The second level of uncertainty is more problematic. The traditional approach has withstood the 

test of time, and has been invested with a level of confidence based more on its success than on its 

scientific basis. For example, the safety factors typically applied in noncancer risk assessment have been 

derived heuristically, over the course of many years and chemicals, and only after the fact have their 

theoretical or experimental basis been postulated (18). Therefore, when new scientific information is 

introduced into the risk assessment process, the inevitable question results: Does this new information 

replace, supplement, or confound the use of the traditional methods and factors? In the methodology 

described in this paper, the calculation of an internal dose surrogate representing tissue exposure was used 

to replace the cross-species and route-to-route safety factors traditionally applied for risk extrapolations 

based on an external dose measure. The assumptions underlying this use were that the model correctly 

predicts the internal dose measure, and that the expected tissue response (toxicity) would be the same, 

regardless of exposure route and species, for the same tissue exposure. As mentioned above, the first 

assumption was dealt with quantitatively using Monte Carlo analysis. The second assumption equates to 

a judgement that for the particular chemical and toxicities dealt with in this paper, there is no expectation 

of species-specific or route-dependent sensitivities, and the purpose for which the safety factors would 

be applied in the traditional process is completely served by the pharmacokinetic calculations. For other 

chemicals and toxicities, it could well be the case that this second assumption could not be supported, and 

that the incorporation in some quantitative fashion of pharmacodynamic considerations into the risk 

assessment would be necessary. 
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Significance of the Dermal Route of Exposure to Risk Assessment 

David R. Mattie, John H. Grabau, and James N. McDougal 
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Wright-Patterson Air Force Base, OH 

ABSTRACT 

The skin is a route of exposure that needs to be considered when conducting a risk assessment. 

It is necessary to identify the potential for dermal penetration by a chemical as well as to determine the 

overall importance of the dermal route of exposure as compared with inhalation or oral routes of 

exposure. The physical state of the chemical, vapor or liquid, the concentration, neat or dilute, and the 

vehicle, lipid or aqueous, are also important. Dermal risk is related to the product of the amounts of 

penetration and toxicity. Toxicity involves local effects on the skin itself and the potential for systemic 

effects. Dermal penetration is described in large part by the permeability constant. When permeability 

constants are not known, partition coefficients can be used to estimate a chemical's potential to permeate 

the skin. With these concepts in mind, a tiered approach is proposed for dermal risk assessment. A key 

first step is the determination of a skin-to-air or skin-to-medium partition coefficient to estimate a 

potential for dermal absorption. Building a physiologically based pharmacokinetic (PBPK) model is 

another step in the tiered approach and is useful prior to classical in vivo toxicity tests. A PBPK model 

can be used to determine a permeability constant for a chemical as well as to show the distribution of the 

chemical systemically. A detailed understanding of species differences in the structure and function of 

the skin and how they relate to differences in penetration rates is necessary in order to extrapolate animal 

data from PBPK models to the human. A study is in progress to examine anatomical differences for four 

species. 

INTRODUCTION 

BACKGROUND 

The skin, constituting approximately 10% of total human body weight, acts as the major interface 

between the homeostatic internal environment of the body and the comparatively unregulated and 

potentially hostile external environment. The skin primarily functions as a protective barrier that restrains 

entry of chemical substances into the body. The potential for occupational or accidental skin exposure 

to nonvolatile and volatile chemicals (both of which may penetrate the barriers of the skin) requires an 
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experiment-based understanding of chemical absorption through the skin to adequately determine risks 

of such exposures. 

Personnel working in an occupational environment are often exposed to a variety of chemicals. 

Maintenance, repair, and fueling operations expose workers to engine oils, lubricants, fuels, hydraulic 

fluids, paints, and solvents. All of these types of compounds present a potential for dermal exposure. 

Up to 40% of all occupational illness may involve the skin (1). For some substances, cutaneous 

absorption is a major contributor to overall exposure (2). The absorbed total uptake of xylene from hand 

skin contact with solvent mixtures for 15 min was greater than that from inhalation over a full 8-h shift 

in auto body repair shops (3). The dermal route was found to be the major contributor to total 

polychlorinated biphenyls body burden of transformer maintenance and repair personnel (4). Gloves are 

of limited protection, as permeation of chemicals through glove material is known to occur (5). 

Absorption of chemicals through the skin now appears to be of greater significance than previously 

suggested by industry or epidemiological experience (6). The dermal route of exposure may not always 

be the most important route, but it may often contribute significantly to total exposure. For a highly fat 

soluble chemical such as dibromomethane, the body burden from dermal penetration compared with 

inhalation was approximately 6% in one rat study (7). If respiratory protection were worn but the skin 

was exposed, absorption of this chemical vapor would still occur. A method to compare dermal vapor 

exposure to inhalation exposure at the same concentration has been described as a ratio of input functions 

for the contribution of each route of exposure, provided that the permeability constant, surface area of 

skin exposed, and aveolar ventilation rate are known or can be determined (8). 

Chemicals in the liquid state must also be considered because many exposure chemicals exist as 

a neat liquid or dissolved in a liquid medium such as water. Concentrations of pure liquid are much 

greater than in their vapor form. This results in greater total penetration through the skin. Even though 

the concentration on the skin is different between a vapor and the liquid form of a chemical, the solubility 

of a chemical in the skin should not be affected once the chemical enters the skin unless the liquid form 

of the chemical alters the skin barrier. Tsuruta (9) and others have reported on the percutaneous 

absorption of organic solvents. Morgan et al. (10) demonstrated that significant amounts of volatile 

organic chemicals (VOCs) can be absorbed through the skin during dermal exposure of rats to low levels 

of this class of chemical in aqueous solutions. Absorption to neat chemical did not appear to result in 

the same absorption rate as chemical in aqueous solution. Permeability constants were not determined 
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by Morgan et al. (10) but peak blood levels after neat chemical exposure were approximately an order 

of magnitude greater than after chemical in aqueous solution. Estimation of the significance of dermal 

absorption of VOCs from aqueous solutions based on data for pure liquids may not provide an accurate 

assessment of actual exposure levels. 

Additional studies in this area have looked at chloroform, a VOC that contaminates 

chlorine-treated municipal tap water (11). Therefore, individuals are exposed to chloroform while 

showering with chlorine-treated tap water. In situations where water should not be consumed due to 

contamination with VOCs, individuals should also consider avoiding bathing with the water. 

Dermal risk is a function of exposure penetration and toxicity. A toxic chemical that cannot 

penetrate the skin may be limited to local toxic effects on the skin. A chemical with a relatively low 

toxicity potential that readily penetrates the skin and enters circulation may have systemic effects or 

produce target organ toxicity. Therefore, it is necessary to know the capacity of a chemical for 

percutaneous absorption in order to assess its overall potential risk. 

ESTIMATES OF DERMAL PENETRATION 

Various methods have been used to measure the potential of a chemical to penetrate the skin. The 

permeability constant (Kj,) of a chemical is a quantitative expression of the capacity of a chemical to enter 

and diffuse through the skin. Permeability constants are used to predict the absorption rate or flux, which 

is the mass of chemical absorbed per unit area of skin per unit time. The solubility of a chemical in skin 

(partition coefficient [PC]) is an important parameter for determining the permeability constant when the 

diffusion coefficient for skin is known. 

Flux, or rate of penetration of a chemical across the skin, is determined by concentration at the 

skin surface, the surface area exposed, and solubility of chemical in the skin (12,13). Skin-to-air PC 

values for a chemical are a measure of the solubility of the chemical in skin and should correlate with 

the permeability constant as shown in the following equation for flux: 

Dkj: 

Flux =   = kpC 
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where Flux is mg/cm2/hr, D is the diffusion constant of the chemical in the skin (cm7h), 1^ is the 

solubility or PC of the chemical in skin (uniüess), C is the concentration of chemical on the surface of 

the skin (mg/cm3), 1 is the skin thickness (cm), and k,, is the permeability constant (cm/h). 

Physical and chemical properties of chemicals such as solubility are important descriptors of skin 

penetration (6,14,15). The PC for skin, a measure of the affinity of a chemical for skin tissue, is the 

ratio of concentrations at equilibrium between the tissue and an adjacent medium, such as air, water, or 

other environmental vehicle. Various experimental methods have been reported in the literature for 

determining PC values for skin. One method uses the octanol/water PC as a surrogate for partitioning 

between the skin (octanol phase) and the environment or vehicle (water phase) (16,17). Octanol/water 

PC values are typically determined by shaking the test compound in a mixture containing equal parts of 

water and octanol. After sufficient time for equilibration to occur, the ratio of the amount of test 

compound in each solvent is determined (16). Hawkins and Reifenrath (18) compared octanol/water PC 

values to the percent of applied dose of pesticides and steroid hormones after exposure in vitro through 

pig and human skin. Kasting, Smith, and Cooper (17) used octanol/water PC values in a mathematical 

model to estimate the flux of chemicals across the skin. Berner et cd. (19) used octanol/water PC values 

to confirm skin permeation rates for a series of chemicals prior to examining the relationship between 

the pKa of these chemicals and acute skin irritation. Octanol/water PC values have been used to estimate 

dermal flux for setting a skin notation guideline for a threshold limit value-time weighted average (20). 

Although the octanol/water PC has been used extensively in estimating dermal penetration, it is an 

oversimplification of the process of chemical interaction with the skin. The octanol/water PC assumes 

that skin is homogenous with respect to octanol and that water is the environmental medium. 

Surber et cd. (15) measured stratum corneum (SC)/water and SC/isopropyl myristate PC values. 

In their study, PCs were determined as a function of equilibration time, initial concentration of drug in 

the vehicle, delipidization of stratum corneum, and source and preparation of stratum corneum. The PCs 

were considered as predictors of percutaneous penetration for the purpose of conducting dermal risk 

assessments (15). 
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TIERED APPROACH 

A tiered approach is proposed for determining the potential hazard of a chemical for dermal risk 

assessment as shown in Figure 21. This approach employs toxicity tests in an orderly sequence that can 

be stopped at various levels depending on the application and potential for exposure of the chemical, 

potential for full scale development of the system of intended use, initial toxicity results, and such. 

The first phase is conducted completely with in vitro tests and structure-activity comparisons. 

Dermal PCs are proposed as an important first step at this level. A procedure for determining skin:air 

PC values was developed in this laboratory and will be summarized in this paper. Exposure assessment 

is also an important early component of the tiered approach. Knowing the physical form of the chemical, 

the expected concentration, and possible environmental medium are essential in planning the appropriate 

tests to conduct initially as well as throughout the tiered approach. 

The second phase involves acute in vivo toxicity studies such as a dermal limit test. The Phase I 

screen is used to eliminate as many chemicals as possible in order to decrease the number of animal 

studies. 

Another relatively early step in the tiered approach is the development of a physiologically based 

pharmacokinetic (PBPK) model with a skin compartment. The use of PBPK models will also be 

discussed and an example of their use will be presented in this paper. Physiologically based 

pharmacokinetic model development spans two levels of the tiered approach because development of a 

model involves in vivo procedures. A PBPK model could still be developed without completing all of 

the end points for a Phase H screen. Completion of a PBPK model and short-term dermal exposure 

studies represent the Phase El screen. 

Phase IV is the screening phase for genotoxicity and carcinogenicity. Completion of this phase 

would provide a comprehensive hazard assessment of potential dermal risk. It is possible that in vitro 

genotoxicity testing will need to be conducted prior to the completion of earlier phases. 
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Figure 21. Tiered Approach to Dermal Risk Assessment. 
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SKIN:AIR PARTITION COEFFICIENTS 

The headspace method for PC determination, developed by Sato and Nakajima (21) and modified 

by Gargas et al. (22), has been used extensively in this laboratory for determining PCs of a variety of 

biological tissues. However, the methodology was not adequate for measuring the skinrair PC. A 

modification in the preparation of skin for the headspace method was developed in order to measure 

skinrair PC values. 

Dibromomethane was used as a prototype for skin:air PCs. Male Fischer 344 (F-344) rats 

(Charles River Laboratories) were between 8 and 16 weeks old at the time the skin was collected for PC 

determination. Clipped dorsal skin was collected and cut into 1 by 0.5 cm strips. The pieces of skin 

were placed on the walls of scintillation vials (24.65 mL volume) without saline. Sample vials containing 

skin and the corresponding empty reference vials were injected with an equal concentration of chemical 

vapor. At equilibrium, vapor from the headspace of the sample and reference vials were measured on 

a gas Chromatograph with a flame ionization detector. After measuring the amount of chemical as area 

counts from all of the reference and sample vials in a set, sample vials were compared with corresponding 

reference vials using the following equation modified from Gargas et al. (22): 

(reference vial area cts)(vial volume) — 
(skin sample area cts)(vial volume — sample volume) 

PC = 
(skin sample area cts)(sample volume) 

After developing the technique for determining a skin: air PC value using dibromomethane, the procedure 

was used for other VOCs of interest (Table 28). 

TABLE 28. RAT SKIN:AIR PARTITION COEFFICIENTS FOR SELECTED VOLATILE 
ORGANIC CHEMICALS 

Chemical 
SkimAir PC 
(± S.E.) n 

Equilibration 
Time 
(hours) 

Dibromomethane 
Perchloroethylene 
Trichloroethylene 
Benzene 

68.3±3.1 
41.5+1.2 
31.8 + 1.5 
34.5±1.9 

10 
16 
19 
19 

4 
4 
4 
4 

(continued) 
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TABLE 28. Continued 

Equilibration 
Skin:Air PC Time 

Chemical (± S.E.) n (hours) 

Hexane 1.9±0.1 18 4 
Toluene 43.0±1.8 16 4 
Xylene 50.4±1.7 24 2 
Styrene 91.9±6.8 20 3 
Methylene chloride 13.6±0.5 17 2 
Carbon tetrachloride 12.4±0.6 24 4 
Methyl chloroform 10.8±0.6 18 4 
Halothane 10.6±0.7 17 3 
Isoflurane 4.5±0.3 16 6 

The skin: air partition coefficient for dibromomethane and selected VOCs is shown in Table 28. 

Approximately 19 samples were analyzed for each chemical. The most common equilibration time for 

this group of volatile chemicals was 4 h. The skin: air PC values ranged from 1.9 for hexane to 91.9 for 

styrene. The octanol/water PC values (23) were compared with the corresponding skin: air PC values for 

11 of the above chemicals. There was no correlation (^=0.09) between the octanol/water PC values and 

skimair PC values (Figure 22). Permeability constants were available for nine of the chemicals for which 

skimair PC values were measured in this study (7,13,24). There was good correlation (r2=0.93) between 

permeability constants and skin:air PC values (Figure 23). When octanol/water PC values were compared 

directly to eight of the permeability constants (minus the octanol/water PC for Isoflurane), the correlation 

was also poor (^=0.04). If a saline:air or watenair PC value is determined for a chemical, a skin:saline 

or skin:water PC value can be calculated for the chemical by dividing the skin:air PC value by the 

saline:air or watenair PC value. Comparison of octanol/water PC values with skin:saline PC values still 

resulted in a poor correlation (r2=0.20). 
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The skin:air PC values were compared to both octanol/water PC values and permeability constants. 

Octanol/water PC values have been used as a qualitative measure of skin permeability (16-18,25,26). 

Skin:air PC values for the chemicals that were tested showed a correlation with permeability constants, 

but did not show as good a correlation with octanol/water PC values. Octanol/water PC values for the 

VOCs examined in this study appeared to be poor indicators of the solubility of these chemicals in skin. 

No single bulk solvent, such as octanol, precisely mimics the solvent properties of the stratum corneum 

transport barrier (25). In addition, the skin: air PC values were determined for chemicals with poor water 

solubility. The predictive ability of octanol/water PC values is most likely lower for these volatile 

chemicals because octanol/water PC values are based on water representing the vehicle or environmental 

medium. The data in this study suggest that skin: air PC values are a better indicator of the relative skin 

permeability for the volatile chemicals examined in this study. Skin:saline PC values would be 

representative of permeability into skin from an aqueous environmental medium. Determining a skimair 

PC or skin: saline PC is proposed as an initial screen to identify the potential for skin absorption of 

volatile chemicals with unknown permeability constants. 

PBPK MODELING 

In addition to indicating potential permeability, skin PCs are necessary for developing the dermal 

compartment in a PBPK model. Physiologically based pharmacokinetic models mathematically describe 

the dynamics of chemicals in the body including permeability of membranes and partitioning of chemicals 

into tissues. A PBPK model is developed by grouping various tissue types together based on similar 

blood flows and PCs. Each compartment has a measured physiological blood flow. Model parameters 

are determined from laboratory studies or literature values, and can be changed to extrapolate across 

species. Absorption, distribution, metabolism, and elimination of a chemical are then mathematically 

described for each compartment which has such a process. The skin:air PC is essential for the rate 

equation in the dermal compartment describing the uptake of chemical from air into the skin. A 

skin: saline PC value is calculated, as described above, for the rate equation for uptake into skin from an 

aqueous medium. A PBPK model with a dermal compartment can then be utilized to determine the 

permeability constant for a chemical. The difference in concentration, surface area, and exposure 

duration between the laboratory and an actual occupational situation can also be described using a PBPK 

model. In addition, metabolism of the chemical, which may be quantitatively or qualitatively different 

between experimental species and humans, can be estimated with existing methods and their impact on 

penetration described using a PBPK model.  Physiologically based pharamacokinetc modeling provides 
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the means to relate laboratory animal exposures to the human situation by extrapolating across exposure 

concentrations, routes of exposure, and species (8). Accurate extrapolation from animal exposures to 

personnel in the workplace will provide the means to more quickly and efficiently set safe, but not overly 

restrictive, dermal exposure standards. 

For a PBPK model to accurately estimate a permeability constant for a chemical in skin, a number 

of conditions are important. A PBPK model with a dermal compartment must be validated based on 

exposure for a second route of exposure, such as the inhalation route. Skin PC data should be 

experimentally determined for the dermal compartment. Actual dermal exposures should be conducted 

in order to measure the uptake of chemical into the blood. The concentration of chemical in blood after 

dermal exposure is then used in model simulations to estimate the permeability constant for that chemical. 

Previous work with PBPK models in this laboratory has demonstrated their usefulness in 

extrapolation and the risk assessment process (27-33). The PBPK models were developed, based on the 

work of McDougal et al. (7,13,24), which described the following three different in vivo dermal 

exposures in rats: whole body dermal exposure to benzene vapor (13), exposure to neat benzene from 

a closed cell on the dorsal skin (unpublished data and 10), and exposure to saturated solutions of benzene 

in water also from a closed cell (10). The models were used to estimate the permeability constants of 

benzene from blood concentrations achieved during exposure to each form of the chemical. The 

estimated permeability constant for dermal vapor was 0.152 cm/h, for neat benzene 0.0025 cm/h, and 

for aqueous solutions 0.05 cm/h. The physical form of the chemical and the presence of water resulted 

in different rates of absorption. The permeability constant for rat skin from aqueous solutions was 

one-half the human permeability constant value used for dermal risk assessment, 0.111 cm/h (34). Rat 

skin has been reported to be more permeable than human skin by a factor of two to four (8), so the rat 

permeability constant was expected to be at least twice as high as the human value for benzene. 

SPECIES DIFFERENCES IN SKIN PENETRATION 

In an attempt to better understand factors affecting dermal penetration and to be able to better 

extrapolate between animal species and humans, a study was initiated to quantitate selected anatomical 

differences in skin from a number of animal species. Anatomical differences that may affect permeability 

include density and size of hair follicles, density of sebaceous and apocrine glands, capillary density and 

distance from the surface, as well as thickness of the various layers of the epidermis and dermis. 
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Anatomical differences in skin between species will be compared to permeability constants for three 

model chemicals to determine possible correlations between structure and permeability. Permeability 

constants will be determined using PBPK models for chloropentafluorobenzene, perfluoroheptane, and 

dichlorobenzene. 

Sections of dorsal skin were collected from IAF/HA Hairless and Hartley Guinea Pigs, Fuzzy and 

F-344 Rats, B6C3F1 and CrlrSKHl Hairless mice, and farm pigs. Pieces of skin were processed at the 

same time and under identical conditions for standard histopathology sections in paraffin. One set of 

sections was stained with hemotoxylin and eosin and another set with Massons trichrome. Image analysis 

was conducted on sections from each strain using an image analysis system. Parameters measured were 

thickness (stratum corneum, stratum granulosum, viable epidermis, and total epidermis); average depth 

and distribution of capillaries, venules and arterioles; surface area of each type of blood vessel relative 

to basement membrane of the epidermis; and depth and surface area of hair follicles and sebaceous glands 

relative to the basement membrane of the epidermis. 

Exploratory data (Table 29) showed that the hairless guinea pig and the farm pig have the thickest 

epidermal layers and F-344 rat and the mice have the thinnest epidermal layers. There was a wide range 

for average depth of capillaries, venules, and arterioles with the hairless guinea pig and mice having 

capillaries and venules closer to the epidermis and F-344 rats having all vessels farther away from the 

epidermis. The farm pig had the greatest volume of hair follicles and sebaceous glands; the F-344 rat 

had the least follicular volume and the Hartley guinea pig had the least gland volume. 

Additional skin samples will be analyzed to confirm these preliminary data. A PBPK model will 

be built for each of the three strains showing the widest variation in anatomical parameters. Exploratory 

information suggests the use of F-344 rats and Hartley and Hairless guinea pigs. A better understanding 

of the anatomical differences of skin in animal species may lead to a better extrapolation of animal skin 

data to human skin. 
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SUMMARY 

The dermal route is an important potential route of exposure. There is still much research to be 

conducted to understand the skin and its significance in risk assessment. 
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Risk Above the Reference Dose (RfD)/Benchmark Dose (BMD) 

Michael L. Dourson and Richard Hertzberg 
Environmental Criteria and Assessment Office 

U.S. Environmental Protection Agency 
Cincinnati, OH 

ABSTRACT 

Current methods to estimate noncancer health risk are limited. Situations exist where 

subthreshold doses such as reference doses (RfDs) or reference concentrations (RfCs) are exceeded and 

little is known about the possible health risk. A recent model indicates that toxicity data viewed as 

categories of pathology has potential for exploring such risk. What appear to be reasonable estimates of 

risk above the RfC are found with toxicity data for manganese. 

This model is also compared to another new approach — the benchmark dose (BMD) for several 

chemicals. Differences between these two approaches are briefly discussed. 

INTRODUCTION 

The RfD and RfC have been the mainstay of noncancer risk assessment in the U.S. 

Environmental Protection Agency (EPA) for several years. The RfD and RfC are defined as an estimate 

(with uncertainty spanning perhaps an order of magnitude) of a daily (for RfD) or continuous (for RfC) 

exposure to the human population (including sensitive subgroups) that is likely to be without an 

appreciable risk of deleterious effects during a lifetime. 

As displayed in Figure 24, much interest exists in the estimation of health risk above some level, 

such as an RfD or RfC. Little progress has been made, however, primarily due to the multiplicity of 

effects, the changing severity and intensity of individual effects as dose increases, and the lack of 

mathematical tools. 
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Figure 24.       Much Interest Exists in the Risk Between the RfD or RfC and the Toxicity Data. 
To date, few methods have been able to address this problem due to a number of 
uncertainties. 

The purpose of this manuscript is to present and analyze toxicity data for manganese with a 

method of Hertzberg (1) that addresses some of these issues. Risks above the RfD or RfC are estimated 

with this model. 

In addition, recent interest has been expressed in replacing the no-observable-adverse-effect level 

(NOAEL) with a benchmark dose (BMD): a statistically derived lower confidence limit on a dose 

associated with a specified level of excess risk such as 1, 5, or 10%. The arguments favoring the BMD 

are that statistical models can be used, and that a consistent interpretation can be made of the BMD across 

studies and across chemicals. We show briefly in this paper, and more extensively elsewhere (2), that 

the BMD, although an improvement in some respects to the NOAEL, still leaves several issues 

unresolved. 
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METHODS 

We reviewed inhalation toxicity data for manganese and judged exposure or dose groups as one 

of four very broad categories of toxicity; either no-observed-effect level (NOEL), NOAEL, adverse-effect 

level (AEL), or frank-effect level (FEL). We regressed these ordered categories against both 

concentration (or dose) and exposure duration using a logit model. Ordered regression obviates 

pathologic "distances" among categories. 

Based on an analysis of all data as shown schematically in Figure 25 for one study, it is possible 

to determine the probability of NOEL, NOAEL, lowest-observed-adverse-effect level, and FEL for a 

given chemical. This is shown hypothetically in Figure 26. In mathematical terms, categorical regression 

can be seen as follows: 

RfD Definition Regression Model 

"is likely to be" P(*)>0.95 

"without appreciable risk" r < 10 •2 

"deleterious effect" toxicity category = moderate or lethal 
adverse effect 

This leads to a new RfD definition: P(r< 10"2| dose < RfD > 0.95, where r = P (severity> 1). 

We selected 10"2 risk and the 95% confidence level only to illustrate the method. Standard values for 

these decision criteria have not been adopted by EPA. The value 10"2 is a more realistic goal than the 

10"6 risk often used for carcinogenic risk because most of the noncancer effects we consider are sublethal, 

and many are reversible. 

RESULTS 

Toxicity data for manganese were excerpted from available literature. These were available 

incidence data from human studies as shown in Table 30. The resulting probability statements for 

manganese are interpretable as human incidence for either an adverse effect (e.g., finger tremor) or frank 

effect (e.g., disturbed gait) as shown in Figure 27. For most published toxicity studies, effects are noted 

only for the dose group, so the probability statements are likewise interpretable only at the dose group 

level (i.e., the probability that a dose group will have the effect). 
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For any chemical it is possible to... 
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Figure 26. Probabilities of Various Effect or No-Effect Levels with Dose Based on a Review of 
all Data. 
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DISCUSSION 

The categorical regression model described by Hertzberg and Miller (3) and later papers 

(Hertzberg,[4,5] Hertzberg and Wymer,[6]; Guth et al.,[7]; Farland and Dourson,[8]) is one approach 

that incorporates judgments of toxicity along with response rate into a statistical characterization of the 

overall exposure-response relationship. The model can be used to estimate a BMD, or can be used to 

estimate toxicity risk at any exposure level. The "risk" is no longer a single number, but a vector of 

numbers, one for each category. 

The categorical regression approach has two distinct advantages over the NOAEL-RfD and BMD- 

RfD procedures described above. First, the approach is easily adapted to most types of toxicity data, 

from judgments of overall severity of toxic effect for the dose group to measured responses on each 

individual. Second, all relevant toxicity data are included in the regression. Third, a consequence of the 

second advantage, the goal of this approach is highly consistent with that of the NOAEL-RfD method: 

to produce regulatory information that incorporates all toxic effects. In particular, an exposure level can 

be estimated by regression that is quite similar in interpretation to the NOAEL-based RfD. Fourth, the 

judgmental step involves evaluation of overall toxic impact on the exposed individual, allowing 

comparison across target organs, and across chemicals when several organs are affected. 

However, the probabilities generated by categorical regression are usually limited to whether or 

not a dose or exposure group, and not an individual, is at risk. When incidence data are used in the 

analysis (such as for manganese shown here), actual population risk estimates are possible. 

Perhaps the greatest advantage of categorical regression is that this method can compare the likely 

health risk above the RfD or RfC for several chemicals. In risk management decisions, such comparison 

is often necessary. Figure 28 demonstrates this concept hypothetically. 

DISCLAIMER 

Although the research (or other work) described in this article has been funded wholly or in part 

by the U.S. EPA, it has not been subjected to the Agency's required peer and administrative review and, 

therefore, does not necessarily reflect the view of the Agency. No official endorsement should be 

inferred. 
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CHEMICALS 

1 -FOLD 1OO-FOLD 

MULTIPLE OF THE RfD 

Figure 28.       For Multiple Chemicals, It Is Thus Possible To Compare the Risk of Unacceptable 
Effect at Existing Exposures Above the RfD or RfC. 
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Defining the "Reference" in the Reference Dose 

J.C. Swartout 
U.S. Environmental Protection Agency 

Cincinnati, OH 

ABSTRACT 

The U.S. Environmental Protection Agency has established the reference dose (RfD) procedure 

as a primary method for human health risk assessment for noncancer end points. United States 

Environmental Protection Agency guidelines for the development of RfDs dictate the use of uncertainty 

factors (UFs) when the experimental database is less than optimal. Five areas of uncertainty have been 

defined, with a possible combination of four UFs for any given RfD. Each of these UFs can be thought 

of as a probability density function (PDF) that must be combined with one another to yield an overall 

PDF for each RfD. Previous work by the U.S. EPA has focused on establishing expected values and 

limits on these PDFs. The approach has been to determine the distribution of ratios of fixed experimental 

dose levels. Consequently, the ratios have exhibited pronounced "spikes," precluding traditional statistical 

treatment for the most part. Additionally, data supporting several of the UFs are sparse or absent, 

entailing the a priori assignment of distributions. The assignment and combination of these distributions 

in an overall PDF for the RfD will be illustrated. Biological and statistical issues pertaining to the 

definition, use and interpretation of such distributions will be discussed. 
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Combination of Cancer Data in Quantitative Risk Assessments: 
Case Study Using Bromodichloromethane 

Susan F. Velazquez, Patricia M. McGinnis1, Sarah T. Vater1, 
William S. Stiteler1, Linda A. Knauf, and Rita S. Schoeny 

Environmental Criteria and Assessment Office 
U.S. Environmental Protection Agency 

Cincinnati, OH 

Syracuse Research Corporation 
Cincinnati, OH 

ABSTRACT 

There are often several datasets that may be used in developing a quantitative risk estimate for 

a carcinogen. These estimates are usually based, however, on the dose—response data for tumor 

incidences from a single sex/strain/species of animal. When appropriate, the use of more data should 

result in a higher level of confidence in the risk estimate. The decision to use more than one dataset 

(representing, for example, different animal sexes, strains, species, or tumor sites) can be made following 

biological and statistical analyses of the compatibility of these datasets. Biological analysis involves 

consideration of factors such as the relevance of the animal models; study design and execution; dose 

selection and route of administration, the mechanism of action of the agent, its pharmacokinetics, any 

species- and/or sex-specific effects, and tumor site specificity. If the biological analysis does not prohibit 

combining datasets, statistical compatibility of the datasets is then investigated. A generalized likelihood 

ratio test is proposed for determining the compatibility of different datasets with respect to a common 

dose—response model, such as the linearized multistage model. The biological and statistical factors 

influencing the decision to combine datasets are described, followed by a case-study of 

bromodichloromethane. 

INTRODUCTION 

The estimation of the carcinogenic hazard posed to humans by a chemical involves a great deal 

of scientific judgement. Uncertainty is inherent in cancer risk assessments, particularly those developed 

from animal data, because assumptions must be made in areas for which data are scarce. These include, 

for example, appropriate transformations for extrapolation of dose from test animals to humans and for 

high to low doses, and the assumption that the same biological processes leading to cancer in laboratory 
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animals are operative in humans as well. Statistical uncertainty is also inherent in the use of sample data 

to derive inferences about a large population. 

A cancer bioassay often generates more than one dataset, demonstrating a statistically significant 

positive tumorigenic response (i.e., by pairwise comparisons with controls or by a trend analysis). The 

term "dataset" is defined here as the tumor incidence data for a single anatomical site or combination of 

sites within a single sex/strain/species of animal. It generally is not known whether one particular animal 

model is more appropriate for extrapolation to humans than another. When the differences in animal 

sensitivities are small (as measured by the quantitative estimates derived from the data), or when the 

estimates incorporate large uncertainties, it could be argued that a more reasonable approach would be 

to derive a risk estimate using more of the available data, rather than just one dataset. A combination 

of data may result in a higher level of associated confidence or in a risk assessment with improved 

statistical properties. 

The use of more of the available information is complicated by both biological and statistical 

issues. The available carcinogenicity data for a specific chemical rarely originate from replicate studies; 

rather, they come from studies using different sexes, strains, or species of animals in which the responses 

depend on a variety of biological factors. Differences in study design and execution may further 

complicate the issue of combining data from different sources. 

APPROACHES TO COMBINING CARCINOGENICITY INFORMATION 

Several methods could be applied to utilize more of the available carcinogenicity information: 

the choice of a risk estimate derived from a single dataset, with additional risk estimates from other 

datasets used as corroboration for the chosen value; the use of some average value (e.g., a geometric 

mean) of risk estimates derived from different datasets; or the combination of individual datasets prior 

to the calculation of a risk estimate. 

Assuming that the datasets represent samples from the same population, then the statistically 

preferred approach is to combine the datasets prior to calculating the quantitative estimate of cancer 

potency (e.g., the 95% upper confidence limit on the slope of the animal dose-response curve at low 

doses). In general, a large dataset will yield tighter confidence limits than a small dataset. Thus, 

averaging two or more quantitative estimates, each based on a small dataset, will incorporate small 
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sample uncertainty.   In contrast, the combination of datasets prior to deriving a quantitative estimate 

decreases this uncertainty and better defines the confidence limits. 

The combining approach described here requires that the responses being considered for 

combination be carefully evaluated with respect to their biological similarities and differences to judge 

whether the datasets can be assumed to represent samples from the same population. Examination of the 

biological basis for combination is used in conjunction with a statistical analysis based on a likelihood 

ratio test to evaluate the compatibility of two or more datasets with the same model. If two datasets are 

determined not to be statistically compatible, this may suggest underlying biological differences. 

BIOLOGICAL CRITERIA FOR COMBINING CARCINOGENICITY DATA 

The criteria for determining the biologic compatibility of multiple datasets are discussed here as 

issues relating to two broad categories: (1) study quality; or (2) the mechanism of action or 

pharmacokinetic disposition of the carcinogen. Study quality factors include elements determined by the 

design of the study that may affect the biological processes involved in carcinogenesis (e.g., dosing 

regimen, duration of exposure) as well as factors contributing to the overall adequacy of the study (e.g., 

number of animals and adequate survival). Other questions pertain directly to the assessment of how the 

chemical induces cancer, such as genotoxicity, or to species, strain, or sex differences in 

pharmacokinetics. Several qualitative indicators of differential sensitivity to a carcinogen (e.g., 

differences in latency, degree of malignancy) also may be important. These considerations have been 

presented elsewhere in the form of decision trees that can be used in the determination of whether to 

combine data (1). 

STATISTICAL CRITERIA FOR COMBINING CARdNOGENICITY DATA 

The traditional interpretation of a cancer bioassay, in which tumor development may be 

considered a dichotomous response, is to express the number of exposed animals developing cancer using 

the binomial probability distribution: 

f(x)   = r"\ Px (1-P)N-X    for x = 0,1,2, >~,N 

where N is the number of animals tested, X is the number of animals with tumors, and P is the 

probability of an animal developing cancer.   By substituting the sample values of X and N from a 
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bioassay into Eq.(l), the unknown value of P can be estimated. This value of P maximizes Eq.(l) and 

corresponds to the highest probability of observing that particular value of X. As a result, the probability 

of observing any number of animals with cancer can be computed, so that Eq.(l) also represents a 

likelihood function for the parameter P. For an experiment having k groups (including a control group 

and k-1 dose groups), the overall likelihood function can be expressed as: 

L = n iNApiXi ^-Pi)NrXi ■ (2) 
i=l \XiJ 

where the data points X; and N; represent the total number of animals with tumors, and the number tested 

in the ith group, respectively. 

An alternate interpretation of a cancer bioassay, however, is to consider the individual animal 

data, indicating a positive or negative carcinogenic response for each animal, rather than for each dose 

group. Given the dichotomous nature of the response, and assuming that the animals respond 

independently, the likelihood function is then expressed as a product of Bernoulli distributions, which, 

except for the exclusion of the combinatoric term, is equivalent to the binomial-based likelihood: 

L = fl   pi*  {l-Pj)
N^  . (3) 

i=l 

The likelihood function expressed in Eq.(3) is simply a product of terms - one for each animal 

in the experiment. Each tumor-bearing animal contributes a quantity Pj to the likelihood and each 

nonresponder contributes a term (l-P;), where P£ is the probability (unknown) of developing cancer for 

the ith group to which the animal belongs. Using this interpretation, the likelihood function can be 

specified for combined datasets from two separate studies by combining the individual likelihood 

functions. The numerical solution to the value of the P; terms is equivalent for both the binomial and 

Bernoulli problems. 

The problem remains, then, of relating the dose of the carcinogen to the likelihood function. This 

may be expressed by assuming that the data follow a particular dose-response model that restricts the 

Pi terms to functions that include a measure of dose. For this application, the linearized multistage (LMS) 

model is used, but it is noted that other models also may be used. The general form of the LMS model 

is: 
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P(d)  = 1 - exp[-(60 + 6^ + - + dsd
s)] ■ (4) 

where s is the number of stages, d is dose, and 0'= (00,0!,...,0„) is an unknown model parameter to 

be estimated from the data. 

The compatibility of two or more datasets with a common dose—response model could be 

determined by testing the following null hypothesis against its alternative: 

H0: The datasets are compatible with a common model, 

Hji The datasets are not compatible with a common model. 

To test the null hypothesis, the method of maximum likelihood can be used to estimate the model 

parameters. If two or more datasets are combined, the resulting likelihood function would be equal to 

the product of the likelihood functions for the individual datasets: 

LT = Lx' L2 (5) 

If each of the individual terms is maximized, then it follows that the product (i.e., the overall likelihood 

function) is maximized. The joint likelihood L-r can be maximized under either of two assumptions: it 

can be assumed that the two datasets can be fit to a common dose—response model (E0); or it can be 

assumed that the two datasets fit different dose—response models (HQ U Hj). In order to test H0, a 

generalized likelihood ratio test can be conducted by comparing the ratio of the two maxima under the 

two assumptions: 

A =       max L(ifp) (6) 
maxL(#0 U Hj)   ' 

Under H0, -21n A has an asymptotic chi-square distribution with one degree of freedom (2). The single 

degree of freedom for the test results from the fact that H0 imposes one constraint on the parameter space 

(2,3). The test, then, is performed by comparing -21n A = 2[max In L(HQ U HJ) - max In L(HQ)] with 

the tabulated chi-square at a chosen level of significance. 

H0 is rejected when there is a significant difference (p-value <_ chosen significance level) between 

the values of the joint likelihood functions under the two assumptions defined by HQ and Hx. In contrast, 

H0 is accepted when there is little difference (p-value > chosen significance level) between the maxima 
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of the joint likelihood functions under these two assumptions.   The statistical theory supporting this 

research is described in more detail elsewhere (4). 

CASE STUDY: BROMODICHLOROMETHANE 

Bromodichloromethane (BDCM) is a volatile trihalomethane formed when chlorine interacts with 

organic constituents in water. Several studies have suggested a possible association between water 

chlorination and cancer incidence, particularly bladder, colon, and rectal cancers (reviewed in 5,6). 

There are no epidemiological studies of BDCM intake alone, and the intake of chlorinated water involves 

exposure to a mixture of compounds, including the trihalomethanes. 

Several animal studies have been performed to evaluate whether chronic oral exposure to BDCM 

can induce tumors. Those that did not induce a statistically elevated tumor incidence are not discussed 

here (see 5 for review). 

In a bioassay by the National Toxicology Program (NTP), Fischer 344 (F-344)/N rats 

(50/sex/dose) were administered 0, 50, or 100 mg/kg/day BDCM (99% pure) in corn oil by gavage for 

102 weeks (7). Groups of 50 B6C3F1 mice received 0, 25, or 50 mg/kg/day (males) or 0, 75, or 

150 mg/kg/day (females) BDCM by gavage in corn oil for 102 weeks. The study in male rats was 

restarted because of decreased survival of the vehicle controls after 10.5 months due to excessive room 

temperature. Several sites showing a statistically significant increased tumor incidence in treated groups 

relative to controls or a statistically significant dose-related increase in incidence (positive linear trend) 

were reported: large intestine adenomatous polyp/adenocarcinoma and kidney tubular cell 

adenoma/adenocarcinoma in both sexes of rats; hepatocellular adenomas/adenocarcinomas in female mice; 

and kidney tubular cell adenoma/adenocarcinomas in male mice. The tumor incidences for these sites 

are shown in Tables 31, 32, and 33. The low historical control incidence for the tumor types seen at 

statistically significant increased incidence in this study indicate that these tumors are uncommon and 

biologically important, thereby constituting datasets suitable for calculation of a risk estimate (8). 
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TABLE 31. BROMODICHLOROMETHANE LARGE INTESTINE AND RENAL 
TUMOR INCIDENCE IN F-344/N RATS1 

Human Combined Combined 
Equivalent Adenomatous Tubular Cell 
Dose2 Polyp/ Adenoma/ 
(mg/kg)/day Adenocarcinoma Carcinoma 

Male Female Male Female 

0.0                                               0/50                Ö/46 Ö/5Ö 0/50 
5.8                                                  -                  0/50                               - 1/50 
6.8 13/49 - 1/49 

10.9                                                 -                  12/47                              - 15/50 
13.0 45/50 - 13/50 

1 Adapted from NTP (4).   Animals that did not have the tissue microscopically examined or that died before the appearance of 
the first tumor were excluded from the denominator. 

2 Based on surface area adjustment (i.e., body weight[2/3]). 

TABLE 32. BROMODICHLOROMETHANE LARGE INTESTINE/RENAL 
TUMOR INCDDENCE (COMBINED) IN F-344/N RATS1 

Human 
Equivalent 
Dose2 (mg/kg)/day Male Female 

0.0 0/50                                         0/46 
5.8 -                                             1/50 
6.8 13/49 

10.9 -                                           24/48 
13.0 46/50 

Adapted from NTP (4).   One high-dose female that was not examined for intestinal tumors had kidney tumors. 
Based on surface area adjustment (i.e., body weight[2/3]). 
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TABLE 33. BROMODICHLOROMETHANE TUMOR INCIDENCE IN B6C3F1 MICE1 

Human Combined Combined 
Equivalent Hepatocellular Renal Tubular 
Dose2 Adenoma/Carcinoma Adenoma/Carcinoma 
(mg/kg)/day                                           in Females in Males 

1 Adapted from NTP (4).   Animals that escaped or died during Weeks 1 and 9 were excluded. 
2 Based on surface area adjustment (i.e., body weight[2/3]). 

Because all the adequate datasets are from the same bioassay, issues related to study quality are 

minimal. The route of exposure for both sexes of both species was gavage in corn oil at similar dose 

rates and dose volumes for the lifetime of the animals. Appropriate controls were employed; complete 

histology was performed; and, with the exception of the female mice, survival was comparable among 

treated and control groups. Although statistically significant, decreased survival in the female mice was 

primarily attributable to ovarian abscesses, and does not compromise the hepatocellular tumor dataset for 

use in quantitative risk estimation. The maximum tolerated dose (MTD) was reached in rats at the high 

dose as evidenced by decreased body weight and liver and kidney lesions. Similarly, histological findings 

in the kidney, liver, thyroid, and testis of the low-dose male mice and decreased body weight and thyroid 

hyperplasia in high-dose female mice suggest the MTD was reached. 

Concerns about the use of corn oil as a vehicle in studies of trihalomethanes have been raised 

(9,10). For this reason, the Science Advisory Board of the United States Environmental Protection 

Agency (EPA) recommended that the mouse hepatocellular carcinomas not be used in quantitative risk 

assessment (11). 

Limited data are available on the metabolism and pharmacokinetics of BDCM, limiting 

comparisons between sexes or species of animals. Much of the information for BDCM has been inferred 

from data on a more studied trihalomethane, chloroform. In vivo and in vitro studies with the 

trihalomethanes demonstrate that there are two primary routes of metabolism, oxidative and reductive 

(reviewed in 5). Thorton-Manning et al. (12) recently demonstrated that cytochrome P450 enzymes are 
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involved in the metabolism of BDCM. The species differences in P450-mediated metabolism may, in 

part, be responsible for the apparent greater sensitivity of mice to the carcinogenic action of BDCM. 

Mice have a greater capacity than rats to metabolize trihalomethanes, by both the oxidative pathway (13) 

and the reductive pathway (14,15). Mink et al. (13) administered single oral doses of 14C-labeled BDCM 

to rats (100 mg/kg) and mice (150 mg/kg). In rats, 14% of the radiolabel was expired as COz, and 42% 

as the parent compound. In mice, 81% was expired as C02, and only 7% as the parent compound. 

Qualitative and quantitative differences in metabolism also have been reported for other halogenated 

hydrocarbons, all of which are expected to undergo similar metabolic processes. For chloroform-induced 

renal toxicity, mice have been shown to be more sensitive than rats (16,17); and male mice have been 

shown to be more sensitive than female mice (18). It has been suggested that human metabolism of 

halogenated hydrocarbons is more similar to rats than mice (19). 

Although the greater metabolism of halogenated hydrocarbons by mice may partially explain the 

greater sensitivity of mice in the NTP bioassay, strain-specific factors also may be involved. In a 

two-year drinking water bioassay of BDCM in CBA x C57B1/6 mice, doses up to 76 mg/kg/day did not 

result in any increased tumor incidences (20). This difference between the tumor response in mice and 

rats in the NTP bioassay may be a result of differences in metabolism, strain-specific (e.g., genetic) 

susceptibility, or a vehicle-related effect (i.e., water versus corn oil). 

Bromodichloromethane is considered by the EPA to have genotoxic potential (5). Conflicting 

results in in vivo and in vitro test systems have been attributed to inadequacies or variation in 

experimental protocols, such as difficulty in achieving sufficient exposure to volatile BDCM and different 

metabolic capability of various cell types (7; reviewed in 5). Based on the premise that BDCM is most 

likely to act by a genotoxic mechanism, and that similar genetic processes form the basis for 

carcinogenicity, all datasets, with the exception of female mouse liver tumors, thus far qualify as the basis 

for a quantitative estimate of risk. 

Renal tubular hyperplasia was reported in both sexes of rats. In addition, renal cytomegaly was 

noted in male rats and male mice at the high-dose levels (7). These findings suggest that an epigenetic 

mechanism, such as regenerative hyperplasia, also may play a role in carcinogenic activity of BDCM at 

this site, although the data are insufficient to establish such a role. Reitz et al. (21) suggested this 

mechanism for chloroform carcinogenesis.    The NTP reported that hyaline droplet formation in the 
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kidney was not seen in the male rats; therefore, it appears unlikely that a^-globulin nephropathy 

(involving a mechanism not relevant to human cancer) contributes to the formation of these tumors. 

Hyperplasia was not reported in the large intestine of either sex or species (7). 

It is difficult to quantitatively assess the role differential pharmacokinetics among the sexes or 

species may have on the dose term for BDCM in these datasets. The interaction of the vehicle (corn oil) 

with BDCM also may be a determinant in site-specificity or sensitivity, although the Science Advisory 

Board of the EPA did not consider a vehicle effect likely in the development of the renal or large intestine 

tumors (11). In the absence of additional data, there do not appear to be radically different processes 

occurring at the different sites or between the different sexes or species that would discourage combining 

across the sites/sexes/species. Therefore, datasets that can be considered for the calculation of a 

quantitative risk estimate BDCM include the following tumor types: male mouse kidney, male and female 

rat kidney, male and female rat large intestine, and combinations thereof (see Table 34). 

TABLE 34. BROMODICHLOROMETHANE LIKELIHOOD RATIO TESTS 

Datasets Potency Estimate1 p value Compatible? 

6 Mouse renal 6.2E-2 —                              — 
9 Rat renal 9.5E-3 
<? Rat renal 8.5E-3 — 
$ Rat GI/renal 1.0E-2 — 
6 Rat GI/renal 2.5E-2 
6 + 2 Rat GI/renal              — < 0.001 No 
6 + 9 Rat renal 6.3E-3 0.067                            Yes 
8 + 9 Rat renal and 
<? Mouse renal                      — < 0.001 No 

TTie 95% upper confidence limit on the slope of the dose—response curve at low doses; also referred to as a q:* or a slope factor. 

The linearized multistage procedure was used to model these datasets, and the likelihood ratio test 

was applied to evaluate the compatibility of the combined dataset of both sexes as described above. 

Table 34 shows that the datasets for the combined kidney and large intestine tumors in male and female 

rats are not statistically compatible with the same multistage model. These results suggest that some of 

the factors influencing the dose—response relationship are not evident from the available information. 

Reexamination of the large intestine and renal tumor incidence shows that large intestine tumors occur 
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at the low-dose in the male rats but not in the female rats. Thus, the incidence of large intestine and 

kidney tumors in the males is comprised primarily of large intestine tumors, whereas kidney and large 

intestine tumors contribute equally to the combined incidence in the females. The disparate responses 

observed across sexes could occur for several reasons, including differential pharmacokinetics, tissue 

sensitivities, or metabolic pathways (e.g., oxidative in the kidney and reductive in the intestine), although 

further research is needed to clarify the underlying biological basis. 

The observation of renal tubular cell adenomas and adenocarcinomas in both sexes of rats and 

the male mice may suggest that a similar mechanism of action may be operating in the two species at this 

site. The renal tumors in mice occurred at lower administered dose levels than the tumors in rats, 

suggesting the mice may be "more sensitive" than the rats, perhaps a reflection of the increased or 

differential metabolism in mice. Moore et al. (22) showed that nephrotoxicity also occurs to a greater 

extent in mice than in rats when BDCM was administered in a subchronic drinking water study. 

Biological similarity of the tumor type may favor combining datasets across both sexes of rats and 

possibly across both rats and mice. The latter options have the advantage of increasing the number of 

dose groups to five and seven, respectively. 

The results of the statistical analysis show that the male and female rat kidney tumor data are 

compatible with the same multistage model (Table 34). The potency estimate of the combined dataset 

of male and female kidney tumors is slightly lower (6.5E-3 per [mg/kg]/day) than either estimate derived 

from the two individual datasets (9.5E-3 for females and 8.5E-3 per [mg/kg]/day for males) because the 

small sample size variability affecting the confidence limits has been decreased. When these combined 

data are tested with the male mice kidney data, however, the likelihood ratio test indicates that these 

datasets are not compatible with the same multistage model, suggesting the possibility of underlying 

biological differences. 

The use of a pharmacokinetic model to account for the greater metabolic capacity of mice for 

halogenated hydrocarbons would allow for a reevaluation of the likelihood ratio test for the rat and mouse 

kidney tumor datasets using the target organ doses as the common denominator. The results of such an 

analysis may indicate whether differences in metabolism are responsible for the greater tumorigenic 

response in mice, or whether other factors also play a significant role. If available, metabolic information 
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in humans can then be factored into this assessment. Ultimately, the result will be a risk characterization 

with more emphasis on biological mechanisms and relevance to the carcinogenic process in humans. 

DISCUSSION 

Our confidence in quantitative cancer risk assessments may be increased by the use of as many 

of the available data as possible. A case study on BDCM illustrated many of the biological and statistical 

issues that must be considered in combining multiple datasets used to calculate a cancer risk estimate. 

A more comprehensive discussion of these issues has been presented elsewhere (1,4). In determining the 

most suitable basis for estimating a cancer potency estimate for BDCM, the NTP bioassay provides 

several datasets for consideration. In this experiment, BDCM was administered by gavage to rats and 

mice, with a positive tumor response observed for the large intestine and kidney of male and female rats, 

liver tumors in female mice, and kidney tumors in male mice. A study design issue (i.e., use of corn 

oil gavage) precluded use of the liver tumors. The remaining datasets seemed plausible candidates for 

combination, and statistical compatibility was subsequently analyzed. Individual risk estimates derived 

from five different datasets (involving mouse and rat kidney and rat gastrointestinal tract) are shown in 

Table 4 to be within one order of magnitude. Application of the likelihood ratio test demonstrates that 

the male and female rat kidney data are statistically compatible with the same model. A further attempt 

to combine these with the male mouse kidney data, which provide the highest risk estimate, reveals that 

the mouse data are not statistically compatible with the rat data from the same tumor site. 

The results of this research provide the risk manager with two reasonable options for estimating 

a cancer potency factor for BDCM: (1) using the male mouse kidney tumor data, which results in the 

highest risk estimate; or (2) using the combined male and female rat kidney tumor data, which is 

supported by data from more dose groups and therefore incorporates less of the uncertainty inherently 

associated with small sample size. As a regulatory Agency charged with the protection of human health, 

the EPA has generally opted to use the dataset that results in the highest risk estimate, unless relevance 

to humans can be disproved. Although a quantitative assessment of species-specific differences in the 

metabolism of BDCM is not yet possible, there are data to suggest that humans may be more similar to 

rats than mice. Together with the larger database provided by the rat kidney tumor incidence, this 

provides a basis for the risk manager to decide to use the rat data in calculating a cancer potency factor. 
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This research demonstrates a systematic approach for considering the biological and statistical 

issues involved in combining datasets in quantitative cancer risk assessments. The limited amount of data 

precludes a definitive answer for this case study; however, when additional pharmacokinetic data become 

available, the compatibility of the mouse and rat tumor incidences can be determined based on target 

organ doses (e.g., kidney) of the active metabolites. Such an analysis would indicate whether the 

difference in tumor responses is a result of differential metabolism, or whether other factors also play 

significant roles. As more of this type of information becomes available, and as physiologically based 

pharmacokinetic models are generated for cross-species comparisons, the use of the likelihood ratio test 

for determining the compatibility of tumor incidence datasets will gain greater utility. 
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ABSTRACT 

Recent advances in quantitative morphology provide all the tools necessary to obtain structural 

information in the lung that can be quantified and interpreted in the three-dimensional world of 

toxicology. Structural hierarchies of conducting airways and parenchyma of the lung provide (1) numbers 

of cells per airway, lobe, or lung; (2) surface areas of cells, airways, and alveoli; (3) length of airways 

and vessels; and (4) volumes of cells, alveoli, airways, vessels, and individual lobes or the entire lung. 

Unbiased sampling of these subcompartments of the lung requires fractionation of lobes or individual 

airways. Individual airways of proximal and distal generations are obtained by airway microdissection 

along one axial pathway and comparisons are made between airway generations. Vertical sections of 

selected airways are used to sample epithelium and interstitium. Using this unbiased approach of 

quantitative morphology, we have shown that inhalation of low ambient concentrations of ozone ([03] 

0.15 ppm) near or at the U.S. National Ambient Air Quality Standard (NAAQS) (0.12 ppm 03) induces 

significant alterations in bronchiolar epithelium and interstitium in nonhuman primates but not rats. The 

alterations do not appear to be concentration or time-dependent, thereby bringing into question the current 

NAAQS that may be at or above the threshold for distal airway injury in primates. Unbiased 

morphometric methods are critical in a quantitative evaluation of toxicological injury of mammalian 

tracheobronchial airways. 
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INTRODUCTION 

An unbiased morphometric assessment of pulmonary toxicity in animal lungs must consider the 

complexity and diversity of the entire branching airways and parenchyma. The extrapolation to humans 

of studies of toxic agents injurious to the respiratory system using animal models assumes comparability 

in the structure and function of the respiratory system of these model species and humans. The 

underlying assumption is that data, especially morphometric data of lung structure, obtained in model 

species can be extrapolated to humans. 

Ozone (03) is the most reactive and toxic oxidant gas in photochemical air pollution. Ozone is 

also the principal air pollutant in many urban areas during the summer months. In recent years, maximal 

monthly concentrations of 03 ranging from 0.1 to near 0.3 parts per million (ppm) have been reported 

in Mexico City (1,2). Ozone inhalation produces injury in at least three target areas of the respiratory 

system of animals: nasal cavity, trachea, and the centriacinar region (3-13). Recent reports that some 

pulmonary function impairment was induced in exercising children and adult humans exposed to 03 

concentrations at or near the ambient concentration in the current U. S. National Ambient Air Quality 

Standard (NAAQS) for 03 (0.12 ppm) have opened to question the health safety of the NAAQS (14-21). 

The majority of studies defining the pathogenesis of 03-induced injury have been conducted using 

the laboratory rodents. Small laboratory mammals show an initial response of cellular necrosis, 

exfoliation, degranulation of secretory cells, followed by epithelial hyperplasia and hypertrophy 

(6,8,9,11,22,23). Experimental studies with rats at concentrations near the NAAQS, suggest that the 

lungs of rats are relatively insensitive to these environmentally relevant concentrations of 03 (4,24). 

Direct assessment of the human susceptibility to injury by 03 inhalation is limited to physiologic 

assessment or measurement of bronchoalveolar lavage cells and fluid following short-term, low level 

exposures; thus, accurate assessment of the risk of ambient 03 to humans is difficult (25,26). 

Extrapolation from data collected using the laboratory rat suggests that there is minimal risk for 

humans at ambient concentrations of 03. In contrast, monkeys exposed to 0.15 ppm 03 for 6 or 90 days, 

8 h per day, had significant nasal epithelial lesions of ciliated cell necrosis, attenuated cilia, secretory cell 

hyperplasia, bronchiolar epithelial lesions of hyperplasia, hypertrophy of nonciliated bronchiolar epithelial 

cells, and intraluminal accumulations of macrophages (10,27). The bronchiolar lesion was also 

characterized by significant thickening of the interstitium (27). These comparative quantitative results of 
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differential sensitivity to 03 inhalation of the nonhuman primate versus the rodent were only possible 

because of the use of carefully applied morphometric methods. This paper reviews the state-of-the-art 

application of morphometric methods to pulmonary tissue evaluated in the assessment of Qrinduced lung 

injury. It should be noted that the application of morphometric methods to the assessment of 03-induced 

lung injury is only one example of the beneficial sensitivity of morphometry in the assessment of organ 

toxicity. 

METHODS 

We will use three guiding principles in morphometry: (1) design-based methods to quantify 

structural changes, (2) structural hierarchies to link and interpret experimental data, and (3) collected 

critical data to detect structural changes (28). 

Design-Based Sampling 

A sample is considered unbiased when all the compartments of the structure have an equal chance 

of being sampled. The most reliable method of satisfying this need of unbiased sampling is to introduce 

randomness in the sampling process. This is a true departure from the traditional approach of assuming 

randomness in the lung. For example, if a structure such as the lung does not have a uniform distribution 

of components, then the best way to avoid sampling bias is to collect samples systematically with a 

design-based approach (29,30). A general approach is to take a lung lobe, measure its longest dimension, 

and divide the length by 10 to obtain 10 equally spaced slabs; use a random start within the width of the 

first slab and space the remaining slab cuts by the equal slab width. All components in the lung lobe 

have an equal chance of being sampled because the cuts can fall anywhere within the intervals, and thus 

the sampling is unbiased. Usually, we are interested in quantitating structures at various magnifications, 

but all compartments must have an equal chance of being sampled. Designed-based sampling ensures 

unbiased sampling at all magnifications and even when the components exhibit striking anisotropy. 

Hierarchical Data 

The lung is a complex organ composed of numerous compartments ranging in size from 

molecules to tissues. Hierarchies allow us to organize data according to the size of the structures. 

Hierarchy equations define the relationships among and link data within and across hierarchical levels 

(28). For example, if we desire the number of Type I epithelial cells in the lung, we only need to 

multiply the number of Type I epithelial cells per volume of interalveolar septal tissue by the volume 
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density of the interalveolar septal tissue per parenchymal tissue, the volume density of parenchymal tissue 

per lung, and the volume of the lung. In this example, the object at one magnification becomes the 

reference at the next higher level of magnification. Also, information is provided at each level or 

magnification and not just at the organ level. Two general guidelines emerge from hierarchy 

organization: (1) use the lowest reasonable magnification (acceptable resolution) to increase sample size 

for measurements, and (2) if major compartments and their subcompartments cannot be measured at the 

same magnification, then the magnification should be increased to optimize resolution in the 

subcompartment. 

Critical Data 

A critical dataset is required to detect and interpret quantitative data in any organ (28). These 

data include the volume of the structure, the number of cells in the structure, and the structural 

components or densities. The critical dataset allows one to move data about a structural hierarchy, detect 

and interpret structural changes, and create links to other data types. 

Abbreviations, Symbols, and Terminology 

Pulmonary structures can be described as having volumes (V), surfaces (S), lengths (L), and 

numbers (N). Structural densities relate these parameters to a unit of reference volume: V/V, S/V, L/V, 

N/V (represented as Vv, Sv, Ly, Nv). These four defining parameters are further defined by 

accompanying symbols. The symbol (i/ref) defines the ratio of two compartments as given for the 

densities: Vv(i/ref), Sv(i/ref), Lv(i/ref), Nv(i/ref). The compartment of interest, the small "i", is related 

to the reference compartment, "ref'. For example, the volume density of capillaries within the lung is 

represented as Vv(ca, lu). We use the first two letters of the compartment to abbreviate the names. For 

example, lung becomes lu, trachea tr, capillaries ca and collagen co. Extra letters can be added to avoid 

duplicates. 

Test Grid Systems 

Point and intersection counting, using coherent test systems are more efficient for collecting raw 

data than digitizers requiring hand tracing of objects (31). Hence, for all stereologic measurements other 

than those that can be done by image analysis (32), point and intersection counting using test grid systems 

prevail. It should be noted that even when image analysis can be applied to lung tissue, such as 

quantitating the volume of stored mucosubstance per surface area of epithelial basal lamina, it is only 
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12-fold more efficient than manual methods (33). We prefer using the efficient point and intersection 

counting methods by employing coherent test systems designed to give reference points (Pr), reference 

line lengths (Lr) and reference areas (Ar) after Weibel (31), Cruz-Orive (34), and Baddeley et al., (35). 

The counting rule of Gundersen (36) should be followed when making profile counts on any of the grids. 

The rule is to count all profiles totally within the counting frame that do not intersect the "forbidden 

lines" at any point. The forbidden lines include two adjacent borders of the frame (left and bottom as 

marked by solid lines on the grids) and extended lines from left top and lower right corners. 

Volume of the Structure 

One of the most common starting points and our first critical data is the volume of the lung or 

its individual lobes. One of the most direct methods is to systematically cut fixed lung lobes into slabs 

of equal thickness, dehydrate, embed, and section sampled slabs and determine all data within a volume 

that is common to all levels of observation (e.g., a volume that is fixed, dehydrated, embedded, and 

sectioned). By incorporating a common reference into the experimental study, it is then possible to move 

data freely across the various levels of the hierarchy without fear of experimental bias. To estimate the 

volume of a lung lobe, take approximately 10 samples from the slabs (selected systematically), determine 

their cumulative area by point counting, and multiply by the average slab thickness (Cavalieri method8). 

The volume of the individual slabs can be estimated more precisely by defining their shape as a 

prismatoid using computer digitization and analysis, but this level of precision is unwarranted and not a 

marked improvement on the Cavalieri method of volume estimation (37). 

Another approach, the optical volume fractionator (OVF), provides estimates for the volume of 

the structure, the total number of cells in the structure, and the numerical density of cells (38). It 

combines two of the primary tools of stereology, the fractionator (39) and the optical "disector" (40). 

The fractionator systematically subdivides a structure into smaller and smaller fractions until a final 

fraction is obtained. Volume is estimated in the final fraction by the Cavalieri method and related by 

fractions to estimate the volume of the entire structure. If we count the number of cells in the final 

fraction using the OVF method, then we can estimate the number of cells per unit volume of compartment 

and within the entire structure. The OVF method allows us to build structural hierarchies for the lung 

by establishing links between light and electron microscopy. As long as specimens are treated the same 

(similarly fixed, dehydrated, and embedded) the links between light and electron microscopy are valid. 
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Number of Cells in a Structure 

The second critical data required are the number of cells in a structure (lung lobe, airway, vessel, 

alveolus, etc.). The most direct and unbiased method is to count cells in three-dimensional (3-D) space 

(41,42). This is the basis of the "disector" principle. Counting methods based on the disector include 

the fractionator (40), optical fractionator (43), OVF (38), and selector (44). 

Using direct counting of cells in 3-D space, we are given three options for estimating the number 

of cells in the structure. If we want to estimate only total cell number, the fractionator or optical 

fractionator will be the easiest. Both methods are efficient and independent of shrinkage and swelling 

artifacts. For hierarchical studies, wherein data are collected from several levels within the structure, 

we will want numerical density estimates for cells (number in the volume of the various compartments). 

These estimates become critical for detecting changes in cell compartments, such as organelles, because 

they allow us to calculate average cell data from stereological densities. For example, assume we 

estimate cell numerical density of Type II cells within the volume of interalveolar septa (Nv(#2,is)) using 

the optical disector and the volume density of Type II cells within the volume of interalveolar septa 

(Vv(ii,is), then we can calculate the average volume of Type II cells (V(ii)) by dividing the volume 

density by the numerical density as follows: 

V(ii,#2) = Vv(ii,is) / Nv(#2,is), 

where #2 represents the number of Type II cells which in the denominator of V(ii,#2) becomes 1. The 

real units for volume are in all the same cm3 units and the reference volumes for Vv and Nv are the same 

and thereby divide to 1. 

Optical Disector 

The optical disector method counts cells directly in a measurable volume (40,45). Whether light 

or laser confocal microscopes are used to optically focus through a thick section (usually about 20 jtm 

thick), a short depth of focus (1 to 3 /mi) is essential to optically section the tissue and a length gauge 

is required to precisely move in the Z direction. Usually a lens with a high numerical aperture satisfies 

the short depth of focus problem. This unbiased counting method is direct provided we use a two- 

dimensional (2-D) unbiased counting frame (36) and extend the counting frame concept by excluding 

structures counted on either the top or bottom of the cube. We estimate the reference volume by point 

counting an optical section in the middle of the cube that provides us with a reference area that is 
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multiplied by the distance traveled in the Z direction for counting structures. Note that we can use the 

area of the 2-D counting frame if it is totally filled with the reference area. 

Densities 

A density is the ratio of two compartments, a compartment i in the numerator and a reference 

compartment, which is usually a volume in cm3, in the denominator. The four standard densities include 

volume, surface, length, and number. Because the numerator and denominator in densities are both 

variables, they cannot reliably detect changes unless they are related to the volume of the structure. 

Two types of sections can be generated when structures are sampled systematically: 

(1) vertical sections (blocks rotated randomly about a vertical axis and sectioned), or (2) isotropic uniform 

random (IUR) sections (blocks oriented randomly in all directions and sectioned). Because the lung 

contains many anisotropic (oriented) structures, only systematic sampling and vertical sectioning guarantee 

unbiased estimates for all four densities. Estimates of surface and length densities in the lung require a 

cycloid test grid oriented with respect to the vertical axis. Volume and numerical densities can be made 

with vertical or IUR sections, and thus the grid type is not specific. 

Volume Density: 
Volume density, Vv, is independent of the sectioning angle and the orientation of 

anisotropic structures because it affects both the object and reference phase equally. Volume 
density should be estimated by point counting techniques. Point counting has been shown to be 
the most efficient method of estimation (31), and it uses the formula 

Vv(i,r)  = Pi;Pr 

where P£ is the number of point "hits" on the compartment of interest and Pr is the number of point "hits" 

on the reference compartment (46). 

Surface Density 

Surface density, Sv, is influenced by both the sectioning angle and the shape of anisotropic 

structures (47). For isotropic structures, surface density can be defined 

SVM-  
=   2^/1^. 
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where Ii is the number of intersections of the object surface and L* is the test system length of the 

reference component (48,49). This equation is valid for test lines that are isotropic uniform random in 

3-D space. To meet this requirement using a lattice grid, the microstructures must be distributed 

uniformly and randomly and their orientation must be isotropic. The use of vertical sections, defined 

along the plane of preferred orientation for anisotropic microstructures, and a cycloid test grid system 

(35), gives surface density estimates that correct for anisotropic orientation directly using the equation 

for Sv. Vertical sections alone, however, do not guarantee isotropic random encounters with the 

orthogonal test lines used to estimate surface and length densities in IUR sections. Sin weighted test lines 

along the vertical axis, arranged continuously as cycloids correct this bias of vertical sections (35). The 

requirements of vertical sections according to Baddeley et cd. (35) are as follows: (1) identify a vertical 

axis (along a preferred or arbitrary axis); (2) all vertical sections must be cut parallel to the vertical axis; 

the test grid must be oriented with respect to the vertical axis; (3) all vertical sections must have random 

positions (systematic sampling of slices) and isotropic random orientation (spin about vertical axis); and 

(4) a test line on vertical sections must be weighted proportional to sin 6, where 0 is the angle between 

the test line and the vertical direction. Some examples of vertical sections are (1) longitudinal sections 

of skeletal muscle, (2) sections of skin and other flat epithelial (e.g., tracheobronchial epithelium in 

microscopic windows) normal to the exterior macroscopic surface, and (3) sections of an arbitrary organ, 

obtained by cutting the organ into parallel slabs (with an arbitrary common direction) and then placing 

some of the slabs on a flat surface (horizontal plane) and sectioning normal to the flat surface. To obtain 

vertical sections of tubular organs (e.g., tracheobronchial airways), the organ or airway must be opened 

along its axis, flattened along its abluminal surface that becomes the horizontal plane. Relative to this 

defined horizontal plane, the vertical sections must be selected in a random orientation. For test grid 

systems, superimposed on vertical sections, a test line is given a weight proportional to sin 6, where 0 

is the angle between the test line and the vertical direction. Either a numerical weight for each 

intersection count obtained with test lines at a given angle or a test system in which test lines at an angle 

0 to the vertical have length proportional to sin 0 is required for a correct weighting factor. The cycloid 

grid has a unique property in which the tangent part of the curve is at an angle 0 to the vertical axis that 

has length proportional to sin 0 (35). Thus, the sin 0 weighting factor is incorporated into the grid and 

with the intersection count per unit length of cycloid test curve gives an unbiased estimate of surface 

density. 
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Length Density 

Estimating lengths with IUR sections can become unusually problematic when linear structures 

have anisotropic orientations in tissues (50). A new design-based method avoids this problem of 

anisotropy by using vertical sections and projected images (50,51). With vertical sections, all linear 

structures contained within the volume of a thick section or slice are projected onto a plane. Counting 

the intersections between a cycloid test line and the linear structure and measuring the section thickness 

with a length gauge provides an unbiased estimate of Lv. To collect data with this method, a cycloid test 

grid must be oriented with respect to the vertical axis of the section, not perpendicular to it as with Sv 

estimates. To estimate the length of capillaries per volume of interalveolar septa (Lv[ca,is]), we need to 

count the total points hitting on the reference component (is) and the number of intersections I(ca) 

between test lines and the capillaries. We then evaluate the Gokhale equation (50): 

Lv(ca,is) = 2/ (t * E I(ca) / E L(is)), 

where t is the mean section thickness and E L(is) the total test line length in the reference component (is). 

Numerical Density 

Numerical density, Nv, was introduced previously in the number of cells in a structure. When 

Nv is desired, one simply uses the optical disector and measures the volume in which the cells are 

contained. If the optical disector is combined with the fractionator method, it provides the most powerful 

method, the optical volume fractionator (38). 

Statistical Considerations 

Statistical considerations relative to stereological measurements have been presented in detail 

elsewhere (52-54). However, a compelling argument on the contribution to the total variance of a group 

of animals in a stereological study of the harmonic mean thickness of the glomerular basement membrane 

was provided by Gundersen and Osterby (54). They showed that animals contributed 70%, blocks 19%, 

fields 8% and intercepts and measuring 3% of the total variance. In our laboratory and those of others 

(55), the results of stereological measurements of lung tissue agree with those in kidney and identify 

animal and block variance as the greatest source of variation in a study. A logical approach to this 

problem means that we always use a sufficient number of animals and blocks per animal in our studies. 

Then, in turn, we use the minimal number of fields per block and points per field to estimate the block 

values. Using ratio estimators, we sum the values over blocks and then use the means of the block values 

to estimate the organ or animal value (52). 
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Fixation 

Fixation and sampling are critical aspects of any morphometric study of the lung. If the 

pulmonary epithelium is to be examined only by light microscopy, a 10% buffered formalin solution is 

adequate. However, the use of electron microscopy usually requires a glutaraldehyde-paraformaldehyde 

fixation (440 mOsm, pH 7.4) (56). Because no true dimensions of cells and their organelles are known, 

some investigators have employed quick-freezing and cryosubstitutionto compare morphological features 

with those in fixed tissues (57), or to examine unfixed antigenic determinants. The relative osmotic 

effects of glutaraldehyde and buffer solutions were evaluated on the harmonic mean thickness of the 

blood/air barrier and the shape of erythrocytes in pulmonary capillaries by instilling fixative in lungs of 

rats (58). Mathieu et al. (58) showed that 300 mOsm was required to maintain erythrocyte shape and that 

glutaraldehyde concentration exerted an osmotic effect, even though it was less important than the buffer. 

In essence, the harmonic mean thickness of the blood/air barrier varies inversely proportionally to the 

total osmolarity. Our most commonly used fixative is 1 % glutaraldehyde, 1 % paraformaldehyde at pH 

7.4 and adjusted to 360 mOsm with cacodylate buffer. However, the goal of a study also dictates the 

fixative to be used. If preservation of antigenic determinants is critical, then mild fixation may be 

required. This had to be determined empirically in most cases. One percent paraformaldehyde adjusted 

to 360 mOsm with cacodylate buffer and applied for about 30 min maintains the majority of antigens 

we are interested in seeing in lung tissue. Perhaps the most critical element of a morphometric study is 

that the composition of the fixative, dehydrating, and embedding solutions be constant. This 

consideration should extend to embedding and sectioning tissue from all experimental groups at the same 

time. 

Airway Microdissection 

The approach we have used for precise sample selection is to employ airway microdissection with 

a specific binary numbering system (59). This can be applied to lungs preserved by a variety of methods. 

Airway microdissection has been used in lungs inflated at a standard air pressure and fixed by perfusion 

of the pulmonary vascular bed with aldehyde fixatives (60). We have also employed specimens that have 

been frozen after expansion with air to total lung capacity (TLC) and lyophilized in a freeze-drying 

chamber. Beginning at the lobar bronchus, the intrapulmonary airways and accompanying parenchyma 

are split down the long axis of the largest daughter branch or down the axial pathway of the primary 

airway. An attempt is made to expose as many minor daughter side branches as possible. Each airway 

is numbered by a binary system originally described by Phalen et al. (61). The binary system is a simple 
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numbering system that provides a branching history for each segment of the conducting airways. Each 

time an airway branches, the larger of the two daughter branches, or the one with the smallest angle of 

deviation from the long axis, is designated with the number one. The smaller branch, or the one with 

the larger angle of deviation from the previous pathway, is designated with a 0. This number provides 

a branching history, the number of generations of branching, and a general size relationship of specific 

levels. From these dissected specimens, samples can be taken from specific locations with known 

generation numbers. 

Tracheobronchial and Centriacinar Airways 

The tracheobronchial airways are uniquely characterized by ciliated pseudostratified columnar 

epithelium, a submucosa with glands and cartilage. Because epithelial and interstitial cell populations 

vary by airway and show different injury and repair patterns by airway generation (62), it seems only 

appropriate to focus our attention on airways to individual generations. Airway microdissection is the 

only practical way to sample airways and still retain knowledge of the generation number (59). 

We will use an example (Figure 29) of airway microdissection, fractionator, optical disector and 

local vertical section method to illustrate how one can estimate the number of epithelial, interstitial or 

inflammatory cells for one airway generation. Airway microdissection uses airway casts in the 

appropriate species to select the best plane to select desired airways. Airways are exposed along the 

longest axial pathway with as many small branching airways as possible in one plane. A binary system 

is used to uniquely record airway branching from the trachea. Once an airway is selected, both halves 

are cut out of the lung for trimming and subsampling. The airway is cut transversely into 2 mm rings. 

Every third ring is selected using a random start, laid flat with the luminal surface up, rotated randomly 

and local vertical sections cut perpendicular to the epithelial basal lamina (Figure 29). Every fifth block 

is selected from the series of rings, and tissue blocks are embedded and cut in alternating step serial 

sections (1 and 20 urn). We use the OVF to count cells in 20 /an sections and 1 jim sections to estimate 

Vv and Sv with local vertical sections. With those unbiased measurements, we can calculate the volume 

of the airway wall and its components, epithelium and interstitium; the number of epithelial and interstitial 

cells in the airway; the total surface area of the airway and number of epithelial or interstitial cells per 

unit of surface.  Data and calculations related to Figure 29 are given below. 
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Figure 29. An Illustration of Airway Selection, Sampling, and Sectioning for Estimating the Total 
Number of Cells in the Airway, the Mean Volume of the Cells, and the Number Per 
Surface of the Airway. Airway microdissection is used to expose airways along the longest 
axial pathway with as many small branching airways as possible in one plane. An airway 
is selected using both sides of the dissected lobe, and cutting the lobes into 2 mm transverse 
rings. Every third ring (f = 3) is selected by stratified sampling with a random start, laid 
flat with the luminal surface up and rotated randomly, and local vertical sections are cut 
perpendicular to the epithelial basal lamina. Every fifth block (f = 5) is selected from the 
series of rings, it is embedded and cut in alternating step serial sections (20 /an and 1 /an) 
and with a random start every ninehundreth section/field is selected (f = 900) to estimate 
Nv using the OVF method to count cells in a known volume, and Sy and Vv using point and 
intersection counting. The "f' is for fraction which represent the fraction used for sampling 
and to estimate total values for the sampled airway. Note that Sv requires a cycloid grid and 
a local vertical section. 
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The volume of the fixed, dehydrated, embedded airway wall (AW). 

V(AW) = f(l) x f(2) x f(3) x EV(fi) = 3 x 5 x 900 x (2.5 X 107cm3) = 0.003375 cm3 

where f(l)....f(3) are the fractions sampled at each level from airway rings (f(l)) to fields (f(3)).  The 

sums of the individual section/field volumes (V(fi)) are used to estimate the volume of the airway wall. 

If we counted 100 epithelial cells in the sections with the optical disector, then we can estimate the total 

number of epithelial cells (epce) in the wall of the airway as: 

N^, AW)  = f(l) x f(2) x f(3) x EN« = 3 x 5 x 900 x 100 = 1,350,000 

In turn, we can calculate the surface area of the epithelial basal lamina (epbl), a good reference surface, 

of the airway indirectly from the Sv of epithelial basal lamina to the volume of the airway wall as: 

Sv(epbl,AW) = 2£I(epH) / L(AW) = 650 cm2 / cm3 

where L(AW) is the total length of the grid line in the reference space (airway wall). The total surface of 

the epithelial basal lamina of the airway is simply 

S(AW)  = Sv(epbl> AW) x V(AW)  = 650 cm7cm3 * 0.003375 cm3 = 2.1938 cm2 

In turn, the number of cells per surface of the airway is calculated as: 

Ns(ep,AW) = N(epce>AW) / S(AW) = 1350000 / 2.1938 cm2 = 6.1538 X 105 / cm2 

One can also calculate the average volume of an airway epithelial cell as: 

V«^ = Vv(epce,AW) / NV(#/AW) . 0.2498 / (4 X 108 / cm3 ) = 6.24 X 10"10 cm3 = 624 fim3 

where 

NV(#/AW) = N(epce>AW) / V(AW) = 1350000 / 0.003375 cm3 = 4 X 108 / cm3 

With these calculations, one can detect hyperplasia, hypertropy, and differential growth of airways under 

numerous experimental or disease conditions. 

DISCUSSION 

Ozone is well recognized as an oxidant injurant to the mammalian respiratory system. A pertinent 

question, particularly considering the recent efforts to assess the costs of bringing major metropolitan 

areas in the United States into compliance with the current NAAQS for 03 at 0.12 ppm, is the level of 

risk posed to human beings by exposure to current ambient levels of 03. Most of the assessment of 

health risks and health effects of 03 have been based on extrapolation of findings reported using 

laboratory rats. Comparisons of quantitative measures of cellular changes occurring in two of the three 

target zones within the respiratory system demonstrate a substantial difference in the sensitivity of rats 

and nonhuman primates. The nonhuman primate appears to be at least one order of magnitude more 

sensitive at low-level concentrations of 03 than is the laboratory rat. 
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The assumption that all species have the same susceptibility to injury from toxic substances such 

as 03 is one of the primary difficulties complicating attempts to extrapolate toxicological data from 

damage in rats to assessment of risks for human health. Clearly, the respiratory system in various orders 

of mammals is substantially different in architectural and cellular composition including the nasal cavity, 

the tracheobronchial airways, and the centriacinar region of the lung. All three of these regions are 

targets for oxidant injury from 03. Recently, quantitative information became available that allowed 

direct comparisons, using the same types of morphometric measurements, of effects of inhalation of 03 

on the respiratory system of species of different orders (Rodentia and Primates). These studies indicate 

that there are both topographic and cellular differences between the rat and macaque monkey. 

This review suggests that nonhuman primates have less ability to protect their respiratory system, 

at least from a cellular perspective, than do rats (i.e., their cells are inherently more susceptible to Q,- 

induced injury than are those of the rat). The nasal cavity that could be expected to remove less 03 in 

the primate than in the rat is more affected at lower concentrations of 03 in the primate. Similarly, the 

centriacinar region of primates is more susceptible to lower concentrations of 03 when compared with 

rats by an order of magnitude. What these comparative findings imply for an assessment of risks to 

humans from inhalation of ambient concentrations of 03 is still questionable. It is reasonable to conclude 

that basing the assessment of human health risk on studies without nonhuman primates and unbiased 

morphometric methods would at best grossly underestimate the potential susceptibility of humans to 

chronic lung injury from ambient concentrations of 03. 

Lesions in the bronchiolar epithelium of the central acinus are also observed from a variety of 

organic compounds found in the environment. The primary centriacinar response to a single injection 

of these compounds, and their subsequent delivery to the bronchiolar epithelium by the vascular system, 

is bronchiolitis (63). The early phase within the first two days shows Clara cell swelling and necrosis. 

This Clara cell response is followed by about a two-fold increase in ciliated cells. Some organic 

compounds also appear to injure ciliated cells as well as Clara cells. In either case, assessment of 

alterations in epithelial cell populations is greatly enhanced by quantitation. It should be noted that the 

new generation of designed-based morphometric methods will allow more precise comparisons to be made 

in studies of 03-induced and organic compound-induced injury in experimental animals and can now 

provide the essential data required for a more accurate assessment of the risk from these agents on human 

health. 
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FOOTNOTES 

Cavalieri method is named for the Italian mathematician Bonaventura Cavalieri (1598-1647), who 
first proposed the method for estimating volume. 
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ABSTRACT 

The normal development and health of all multicellular organisms, including the human being, 

depend on the adaptive maintenance of the integrity of the genetic information (e.g., DNA protective and 

repair mechanisms), as well as of the homeostatic and cybernetic regulatory systems within and between 

tissues. The primary focus of the past and current toxicological studies and risk assessment practices has 

been to ascertain and predict the "genotoxicity" of various physical and chemical agents. The paradigm 

of "carcinogen as mutagen," although valuable for stimulating studies of the detection of mutagens and 

of their potential role in "causing" somatic and germ line diseases, has tended to blunt research on the 

role of nongenotoxic mechanisms in disease causation. 

This brief analysis will emphasize the need to consider the role of modulated gap junctional 

intercellular communication (GJIC) in any biological risk assessment model. It is based on the following 

assumptions and facts. Because gap junctions exist in all metazoans, they have been associated with the 

regulation of cell proliferation, development, differentiation, and the adaptive function of both excitable 

and nonexcitable coupled cells. A highly evolutionarily conserved family of genes codes for proteins 

(connexins), which, as hexameric units (connexons), form membrane-associated channels of gap 

junctions. Cells coupled by gap junctions will have their ions and small regulatory molecules 

equilibrated. Regulation of GJIC can be at the transcriptional, translational, or posttranslational levels. 

Transient down or up regulation of GJIC can be induced by endogenous or exogenous chemicals via many 

mechanisms at any of these three levels. Stable abnormal regulation has been associated with activated 

oncogenes, and normal regulation has been associated with several tumor-suppressor genes. 
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The dysfunction of these gap junctions might play a role in the actions of various toxic chemicals 

that have cell type/tissue/organ specificity. This could bring about distinct clinical consequences, such 

as embryo lethality or teratogenesis, reproductive dysfunction in the gonads, neurotoxicity of the central 

nervous system, hyperplasia of the skin, and tumor promotion of initiated tissue.  Modulation of GJIC 

should be viewed as a scientific basis of "epigenetic toxicology" because the alteration of intercellular 

communication would alter the internal physiological state of the cell.   The inhibition of GJIC is a 

necessary component of mitogenesis (a necessary component of the multistage carcinogenic process). The 

modulation of GJIC can have both toxicological, as well as therapeutic potential. 

"During evolution, long-lived multicellular organisms must have developed defense 
mechanisms to protect them against the carcinogenic and other deleterious effects of 
spontaneous mutations....Protagonists of the theory that cell replication leads to cancer 
do not deal with this aspect or explain how this barrier might be broken during tumor 
development." 

LB. Weinstein (1) 

INTRODUCTION 

Biological Basis for Risk Assessment: What Factors are Involved? 

Implicit in the acute and chronic exposure to radiations and chemicals is a risk to normal short- 

and long-term functioning of a multicellular organism and to its offspring. Predictions of the potential 

"toxicities" are being made on the bases of mathematical models based on incomplete empirical or 

epidemiological data, known or suspected mechanisms of action of the agent on a single level of 

biological organization, and extrapolations from a variety of laboratory animal studies (2). In lieu of 

complete understanding of how these toxic agents might act in the human being (which will never be 

possible), we are left with the challenge to develop risk assessment models that, at least, begin to 

approach having a biological basis (3). 

The quotation of LB. Weinstein serves to illustrate the point that, as toxicologists, we have a long 

way to go. One part of the problem we must recognize is that a multicellular organism, such as the 

human being, is not just a collection of 1014 independent cells in a hairy-covered bag made of skin. We 

are the result of the hierarchical process (4) of cybernetically interacting elements (5). Fundamentally, 

the health and adaptive ability (homeostasis) of a multicellular organism is based on a number of systems 

on the molecular, biochemical, cellular, tissue, organ, system (physiological, immune, nervous) levels 

(4). Biological organisms, both single and multicellular, have developed a series of adaptive mechanisms 

at each of these levels to survive the constant exposure, either acute or chronic, of radiations and 
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chemicals. The toxic end point at the cellular level could be mutation of the genome, cell death, or 

epigenetic alteration of the phenotype (5) (Figure 30). 

EPIGENETIC TOXICANT 

@*»^>© 
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Figure 30.  Diagram Illustrating the Difference Between Genotoxic and Epigenetic Chemicals. 
Those that alter the quality or quantity of genetic information are genotoxic, while those that 
affect the expression of the genetic information, at the transcriptional, translational, or 
posttranslational levels are epigenetic chemicals. (Reprinted from Trosko et al, in In Vitro 
Methods of Toxicology, G. Jolles and A. Cordier, eds, Academic Press, CA, 1992; used 
with permission). 

The presence of melanin in the skin tissue or drug-metabolizing enzymes in the cell could protect 

the DNA from ultraviolet light or chemical-induced damage, respectively. DNA repair enzymes have the 

potential to either restore the genome to its original condition or, if not repaired or repaired in an error- 

prone fashion, can produce viable or nonviable mutations. Depending on the nature of the mutation, the 
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gene mutated, whether the mutated gene is expressed, or whether the mutated cell is replicated, the 

mutation might have little biological significance because of cellular redundancy or it might have 

devastating somatic or hereditary consequences (6). At the tissue level, cell death might or might not 

affect the homeostatic or adaptive status of the multicellular organism, depending on the number of cells, 

which cells die, and at what stage of development. For example, the death of one heptocyte might not 

even elicit a regenerative response in the liver. On the other hand, the death of the single stem or 

progenitor cell of a critical organ during development could have lethal or devastating teratogenic effects. 

The death of many cells could induce compensatory or regenerative hyperplasia, which, depending on 

the cause of the death (apoptosis [7] or induced cytotoxicity), could lead to natural tissue restructuring, 

wound healing, scar tissue formation, or tumor promotion (2). At the organ and system levels, control 

of both cell growth and differentiation is mediated by extracellular communication mechanisms (immune 

systems, neuroendocrine systems) (8). In other words, even if a viable mutation occurs in a single cell, 

if tissue, organ, and system suppression mechanisms prevent the product of that abnormal cell from 

disrupting homeostasis or prevent the mutated cell from clonally increasing, then these systems act as 

another protective barrier to maintain health and homeostasis. 

Although the details of each of these barriers at the molecular, biochemical, cellular, and 

physiological levels have been recognized and studied to various degrees, one seems to have been largely 

ignored in the field of toxicology and risk assessment. How the multicellular organism suppresses the 

potential toxicological consequences of abnormal cell proliferation/differentiation of either normal or 

mutated cells will be the topic of this analysis. Specifically, the role of intercellular communication will 

be examined in the context of acting as a barrier to cell proliferation and how the modulation of 

intercellular communication could contribute to the disruption of homeostasis. This new concept will form 

the basis of the emerging field of epigenetic toxicology (9). 

Current Problems in Risk Assessment 

Fundamentally, extrapolations from data derived from in vitro and in vivo tests, as well as from 

human epidemiological data, are dependent on the theories of the disease end points in which one is 

interested, the limitations of each test system (assuming for the moment the validity of the design and 

execution of the experiment), and the assumptions of the extrapolations from the nonhuman test data to 

the human population/individual. Limitations of in vitro tests, especially those designed to detect 

genotoxic chemicals (10), and of in vivo bioassays (11-15) have been noted. Epidemiological approaches 
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are characterized by poor sensitivity and the inability to determine underlying mechanisms. Compounding 

the problem are the facts of interactions of physical and chemical exogenous agents with endogenous 

factors having genetic, developmental, and sex elements (16). 

Recently, the new concept of molecular epidemiology has emerged (17). It is based on the 

assumption that if a given causative agent leaves a unique molecular "fingerprint" in the diseased 

tissues/cells/macromolecules/DNA, then one might predict and prevent these diseases. Although there 

exists some promise to this new approach, some of the same problems will plague this approach because 

it is based on some of the same assumptions and limitations of the previous approaches. 

In order to limit this discussion, the end point of cancer will be used to illustrate the objective 

of this analysis. However, it should be obvious from this analysis that other disease end points, such as 

teratogenesis, reproductive dysfunction, immune dysfunction, neurotoxicity, cardiovascular diseases, and 

other disease states, will be involved. 

Mutagenesis and Mitogenesis in Carcinogenesis 

Many of the problems of risk assessment to cancer after exposure to radiation or chemicals come 

from the underlying assumption of the mechanism of carcinogenesis. It is now abundantly clear that no 

one thing "causes" cancer (18). Pathology information and epidemiological data show that human cancer 

is the result of multiple steps during the evolution of a normal cell to a metastatic cell (19). Although 

the role of mutations in cancer was well known to geneticists via the various hereditary predispositions 

to cancer (xeroderma pigmentosum, Downs, retinoblastoma, Wilms, Fanconi's, etc.), it took some time 

before a more general acceptance of the somatic mutation theory of cancer became commonly accepted. 

The introduction of the concept, carcinogens as mutagens (20), helped to spur the development of new 

interests, assays, and experiments into the detection of carcinogens. Identification of DNA lesions, such 

as pyrimidine dimers, being correlated with higher mutations and cancers in cells of sunlight-induced skin 

cancer-prone syndromes, xeroderma pigmentosum (21), together with the identification of electrophilic- 

induced DNA lesions in tissues capable of metabolizing chemicals (22), helped to shape the idea that 

mutations were responsible for cancer. 

With the relatively recent identification of oncogenes (23), and more recently the tumor 

suppressor genes (24), more evidence was supplied to bolster the somatic mutation theory of cancer. With 
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modern molecular technology, it became clear that these important oncogenes and tumor suppressor genes 

in tumor cells were often mutated. However, as with most exciting new scientific theories, the beginning 

euphoria began to wear thin and the new paradigm was forced to address challenges. These challenges 

included the animal experiments showing the multistep nature of carcinogenesis (25) being conceptualized 

by the initiation, promotion, and progression stages. In addition, many of the so-called carcinogens in 

the animal bioassay test were shown to be nonmutagens in various in vitro assays presumably designed 

to detect mutagens (26). Furthermore, most of these animal tumor promoters also were shown to be 

nonmutagenic in these in vitro genotoxicity assays (10). 

Recently, the idea emerged that because initiation of the carcinogenic process started in a single 

cell (evidenced by the irreversibility of the event in a single cell and the monoclonal nature of most 

tumors [27]), the ultimate appearance of a multicelled tumor from this single initiated cell must have been 

the result of the promotion process (28). In other words, promotion must be, at least, a mitogenic process 

for the initiated cell (9). Because many tumor promoters and promoting conditions (i.e., surgery, cell 

killing [29]) seemed to be associated with hyperplasia and cell proliferation, it seemed plausible to assume 

that mitogenesis is a necessary component of carcinogenesis (30). The idea was further supported by the 

findings that many tumor promoters acted as nongenotoxic agents in several in vitro tests for genotoxicity 

(31) and many were known to be mitogenic in either in vitro or in vivo systems, such as growth factors 

and hormones. In addition, if multiple genetic "hits" were needed for the carcinogenic process to occur, 

mitogenesis was necessary to complete the process because, by definition, a mutation is the hereditary 

transmission of an alteration of a change in the genome. Both spontaneous and induced mutations depend 

on mitogenesis to "fix" the alteration in DNA. However, as correctly pointed out by Weinstein (1), 

excessive cell proliferation, in and of itself, is probably not the causative factor in most cancers. The 

observations that additional exposures to initiating agents are necessary to convert promoted benign 

tumors to carcinomas also supports the notion that, although mitogenesis is a necessary component of 

carcinogenesis (32,33), it is an insufficient causative agent (34). 

Gap Junctional Communication in Mitogenesis and Tumor Promotion 

In order to explore the role of mitogenesis in carcinogenesis, particularly as to how the tumor 

promotion concept relates to it, the potential role of gap junctional communication in mitogenesis will 

be examined. The concept of contact inhibition (35) was created to explain the fact that most normal cells 

stop proliferating, in vitro, when they come in direct contact with each other. Cancer cells have been 
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characterized by their inability to inhibit their growth by cell-to-cell contact (36). With the demonstration 

that most, if not all, cancer cells exhibit some form of dysfunctional gap junctional intercellular 

communication (GJIC) (37), it seemed logical to link GJIC with the control of cell proliferation. In 

addition, many known endogenous and exogenous tumor-promoting chemicals have been shown to 

reversibly down-regulate GJIC, either at the transcriptional, translational, or posttranslational levels (31). 

Even physical tumor-promoting conditions, such as partial hepatectomy (38), have been associated with 

the down-regulation of GJIC during the regenerative phase (39). Cell killing, which does release 

extracellular mitogenic stimulating chemicals needed for regeneration, could indirectly cause the down- 

regulation of GJIC and bring about a tumor-promoting effect. Prostaglandins and their metabolites have 

been associated with the lysis of dead cells and the down-regulation of GJIC (40,41). Genotoxic agents, 

depending on the dose or concentration (42), could be either initiators or complete carcinogens. At 

noncytotoxic levels, these agents might primarily initiate. At cytotoxic levels, they would initiate as well 

as promote the surviving initiated cell. There also are nongenotoxic chemicals, such as alcohol or 

heptocytotoxic viruses, which could kill cells, thereby forcing compensatory hyperplasia of any surviving 

spontaneous or induced initiated cell. Many alcohols have been shown to inhibit GJIC near or at 

cytotoxic levels (43). 

Although the evidence rigorously supporting the role of GJIC in contact inhibition and growth 

control has not yet been generated, there is strong inferential support for this hypothesis. Few, if any, 

cells that are gap junctionally coupled have been demonstrated to be dividing. In addition, strong 

correlations with the lack of GJIC have been shown with cells that are not gap junctionally coupled (see 

34). Also, as previously noted, tumor-promoting chemicals, growth factors, or physical conditions, such 

as Cell removal or killing, have been associated with both mitogenesis of the initiated cell and reduction 

of GJIC (31). The observations that some mitogens or mitogenic conditions are not promoters (44), are, 

in and of themselves, not rigorous proof that GJIC is not involved. Unless it can be shown that the 

mitogenic stimuli is both sustained (45) and influencing the initiated cell, mitogenic stimuli that are only 

transient and affecting only the noninitiated cell will not be a promoter. In addition, any mitogenic assay 

that indicated that a given chemical did not act as a mitogen in a given tissue/organ does not prove that 

the chemical might not be a tumor promoter because it might not act as a mitogen for normal cells but 

only for the few initiated cells in the tissue. The observation that phenobarbital can be a promoter in the 

liver is not determined by the observation that there exists a sustained hyperplasia in the liver, but by the 

selective clonal expansion of the initiated cells. The fact that apoptosis is inhibited by several agents that 
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are tumor promoters raises an interesting concept that the selective accumulation of initiated cells may 

well be the end result of the blockage of GJIC needed for controlled or programmed cell death (46). In 

other words, in closed organs, such as the liver, apoptosis is a necessary means to control the volume 

of the organ. A balance between cell birth and cell death might be necessary to maintain the stable 

number of cells (47). The inhibitions of GJIC could affect either or both the control of cell division or 

cell death. 

Another line of evidence linking mitogenesis with GJIC comes from the field of oncogenes and 

tumor-suppressor genes. Protooncogenes and their activated counterparts, oncogenes, are defined as those 

genes controlling cell proliferation and differentiation (23). On the other hand, tumor-suppressor genes 

are those normal genes which, by definition, prevent cell proliferation (24). A number of oncogenes have 

now been associated with the down-regulation of GJIC and cell proliferation (48-54). Furthermore, 

several tumor-suppressor genes have been associated with the up-regulation of GJIC (55,56). 

In recent years, several antagonists to promoters or anticarcinogens also have been associated with 

the up-regulation of GJIC. Retinoids (57,58), c-AMP (59,60), carotenoids (61), and lovastatin (62) have 

been linked with increased GJIC and decreased cell growth and restoration of a normal phenotype. 

If, in fact, the lack of GJIC is causative of a lack of growth control and cancer, then it would be 

predicted that a restoration of GJIC in noncommunicating tumor cells should lead to growth control and 

a normal phenotype. Transfection of several noncommunicating tumor cells has led to the restoration of 

GJIC and, at least, partial growth control in vitro and in vivo (63-65). 

Stem Cells - Gap Junctional Communication, Differentiation and Carcinogenesis 

One of the critical assumptions to be made in cancer risk assessment involves the problem, Which 

cells are the target cells for the carcinogenic process? Is any cell in all tissues potentially capable of 

being converted to a cancer cell? Or, are there only a few special types of cells capable of tumorigenic 

transformation? One theory, namely, oncogeny as partially blocked ontogeny (66), supported by the 

theory of cancer as a disease of differentiation (67), leads one to hypothesize that stem cells are the target 

cells, since stem cells are defined as those giving rise to one cell that goes down a differentiation pathway 

and another cell retaining stem cell properties. 
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Evidence showing that only certain cells are transformable came from the observations by T'so 

and colleagues (68). They showed that only a few contact-insensitive cells were the ones that could be 

transformed by carcinogens. These contact-insensitive cells appear to be stem cells, which when 

transformed, have the ability to proliferate but are unable to control their growth or to differentiate. The 

ultimate stem cell, the fertilized egg or zygote, appears to lack GJIC. Only after the early stages of 

development do these cells express various gap junction genes (69), thereby creating a cellular mechanism 

for growth control, tissue compartmentalization, and differentiation. Based on these observations, a 

strategy to isolate normal kidney and breast epithelial stem cells from human tissue has been developed 

(70,71). The question now arises that if normal stem cells do not have GJIC and cancer cells do not have 

GJIC, then why aren't normal stem cells cancerous? The answer appears to be that normal stem cells can 

be induced to express GJIC very easily and they then become progenitor and differentiated cells. 

Moreover, they probably control their cell proliferative activity by extracellular communication 

mechanism, that is, extracellular negative growth regulators, such as TGF-j8 from the differentiated 

daughter cells, might suppress stem cell growth (72). If either the negative growth regulator is reduced 

or mutated, or the receptor on the stem cell is reduced or mutated, the stem cell could grow in an 

uncontrolled manner. If the stem cell cannot regulate its GJIC, it probably cannot differentiate properly. 

These might be the biological control points affected by the carcinogenic process. 

A very significant observation has been made recently, in that tumorigenic and noncommunicating 

glioma cells could be growth arrested when cocultured with sister glioma cells transfected with a 

connexin43 gene (73). These transfected glioma cells, with the expressed connexin43, were able to 

establish GJIC. However, the growth arrest of the tumorigenic and noncommunicating glioma cells was 

via a soluble factor, produced by the newly communicating, transfected glioma cells, not by GJIC 

between the tumorigenic glioma cells (which do not have GJIC) and the transfected glioma cells. In other 

words, growth arrest was via an extracellular communication mechanism (negative growth regulator) 

between heterologous cells, produced by intercellular communication between homologous cells. 

The implication of this study could explain (a) the selective nature of metastatic cells, and (b) the 

growth control of noncommunicating stem cells by communicating differentiated daughter cells. In the 

former example, if a noncommunicating tumor cell lands in a distal tissue which produces an effective 

negative growth regulator, the tumor cell would not grow.   On the other hand, if the metastatic cell 
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invades a tissue that lacks a negative extracellular growth regulator, it would continue to proliferate. This 

could explain the "seed and soil" concept of tumor metastasis (74). 

In the latter case, communicating differentiated cells could produce a negative growth regulator 

which restricts the stem cell from dividing. Removal or blockage of the source of the negative 

extracellular growth regulator would allow the stem cells to proliferate and differentiate. 

If the preceding hypothesis is correct, then the relative number of stem cells in a given tissue 

during the developmental and aging process might change. The question that needs to be answered is, 

Are the number of stem cells in all tissues the same during development and aging? For example, open- 

ended tissues, such as the skin and lining of the gastrointestinal tract, have their stem cells constantly 

proliferating until death. On the other hand, organs, such as the lung and testes, must maintain their 

volume as well as replace lost cells. Other organs, such as the liver and kidney, must primarily maintain 

the volume of the organ once they finish their growth. The human breast might provide the evidence 

linking the stem cell as the target cell for carcinogenesis. Evidence for this comes from the observation 

that risk for breast cancer seemed to be highest in the young Japanese women exposed to the A-bomb 

radiation (75). One explanation might be that the number of stem cells of the breast tissue is highest in 

these women, particularly if they have never conceived. Pregnancy would be expected to deplete the stem 

cell pool by virtue of converting these stem cells to milk-producing terminally differentiated cells. Again, 

if this hypothesis is true, then there might be a need to consider the number of stem cells available for 

transformation in each tissue during each developmental stage of the individual. This would influence the 

initiation phase of carcinogenesis. One would predict that as one ages, the number of stem cells in some 

tissues would decrease, yet at the same time, as we age, the number of initiated stem cells in these tissues 

would increase (spontaneously or by induction). The critical issue to be considered then, would be the 

amount of promotion that occurs after initiation. 

SUMMARY 

Implications to Risk Assessment 

Regulation of cell growth, development/differentiation, homeostasis, and adaptive responses to 

physical, chemical, and biological agents in a metazoan can occur at all levels of the biological hierarchy. 

At the cell level, extra-, ihtra-, and intercellular communication mechanisms help maintain homeostatic 

regulation    of    these  important  functions   (Figure 31).    These communication mechanisms have 
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evolved via evolution to be intimately integrated, such that perturbations of one communication 

mechanism will affect the other communication processes (76). In other words, hormonal-type 

extracellular communication can modulate GJIC via alterations in intracellular communication second 

messages, such as increases in c-AMP. The normal homeostatic control of these integrated 

communication processes can be disrupted by exogenous factors that either mimic, in part, the 

endogenous extracellular communicating signals or interfere with their ability to act. Stable interference 

of this integrative communication process also can occur when the genetic information coding for any of 

the three communication networks is either mutated, eliminated by cell removal/cell death, or 

epigenetically altered. 
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Figure 31. The Heuristic Schemata Characterized the Postulated Link Between Extracellular 
Communication and Intercellular Communication Via Various Intracellular 
Transmembrane Signalling Mechanisms. It provides an integrating view of how the 
neuroendocrine-immune system (mind or brain/body connection) and other multisystem 
coordinations could occur. Although not shown here, activation or altered expression of 
various oncogenes (antioncogenes) also could contribute to the regulation of gap junction 
function. (Reprinted from J.E. Trosko and C.C. Chang, Toxicology Letters 49:283-295, 
1989, Elsevier Science Publisher; used with permission.) 

The question of thresholds or lack of thresholds needed to alter the homeostasis at any of these 

levels (molecular to systems), which could bring about a disease state, needs to be answered. Resolution 

of this problem will not be easy. On one hand, protective systems, redundant genetic information and 

DNA repair systems seem to suggest that both mutagenesis and cell killing, as cellular end points, would 

demonstrate threshold responses. As to whether epigenetic events could occur with nonthreshold kinetics, 
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one can only speculate. If the homeostatic state of a cell in a multicellular organism is one in which the 

cell is either in the G state with a given set of genes expressed or a differentiated cell which is not 

responding to an adaptive stimuli, one can assume that the intercellular communication network has not 

been perturbed. Therefore, if intercellular communication is modulated, either up or down, one could 

expect the cells to respond by turning on or off the genes necessary for cell proliferation, cell 

differentiation, or adaptive differentiation responses. Evidence that gene expression is altered by 

alteration of intercellular communication is almost self evident. There is even evidence that threshold 

levels are needed both for tumor promotors and for modulators of GJIC (54,77-79). 

To complicate the matter of the relevance of GJIC to risk assessment after exposure to toxic 

agents is the role of stem cells to various disease states that are the result of not one dysfunctional cell, 

but the consequence of a dysfunctional cell having been amplified in a given tissue so as to make its 

presence known to the whole body by its ability to disrupt homeostasis at the systems level. The number 

of stem cells in various tissue during aging is one crucial parameter and the accumulation of those stem 

cells that have been blocked in their ability to terminally differentiate, but not in the ability to proliferate, 

will be potential determinants of future disease states. 

The end point of GJIC should be seriously considered in the assessment of toxic agent exposure. 

Abnormal GJIC has been associated with a wide variety of disease states. Because GJIC has been 

associated with development, differentiation, and wound healing (39,69,80), it should not be surprising 

to note that their dysfunction has been associated with teratogenesis (81), neurotoxicity (82), reproductive 

dysfunction (83), cardiovascular diseases (84), cataract formation (85), ischemia, hypertension (86), 

cholestasis (80), hereditary mucoepithelial dysplasia (87), as well as Chagas disease (88). These gap 

junctions exist in all tissues of the body. Each type of gap junction protein is probably regulated 

differently and in different cell types, the same gap junction might be regulated differently because of the 

physiological states of the different cell types. The interaction of multiple endogenous and/or exogenous 

chemicals could, by the net result of that interaction, synergistically, additively, or antagonistically 

modulate GJIC. To ignore this fundamental structure in the maintenance of homeostasis of health of the 

human being will be to ignore one of the parameters of a biologically based risk assessment model. 
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ABSTRACT 

Formaldehyde is a nasal carcinogen in the rat, but the cancer risk this chemical poses for humans 

remains to be determined. Formaldehyde induces nonlinear, concentration-dependent increases in nasal 

epithelial cell proliferation and DNA-protein cross-link formation following short-term exposure. 

Presented in this review are results from a mechanistically based formaldehyde inhalation study in which 

an important end point was the measurement of cell proliferation indices in target sites for nasal tumor 

induction. Male Fischer 344 rats were exposed to 0, 0.7, 2, 6, 10, or 15 ppm formaldehyde for up to 

2 years (6 h/day, 5 days/wk). Statistically significant increases in cell proliferation were confined to 

the 10 and 15 ppm groups and remained elevated throughout the study. The concentration-dependent 

increases in cell proliferation correlated strongly with the tumor response curve, supporting the proposal 

that sustained increases in cell proliferation are an important component of formaldehyde carcinogenesis. 

The nonlinearity observed in formaldehyde-induced rodent nasal cancer is consistent with a high- 

concentration effect of regenerative cell proliferation of the target organ coupled with the genotoxic 

effects of formaldehyde. Cell kinetic data from these studies provide important information that may be 

utilized in the assessment of risk for humans exposed to formaldehyde. 

CELL PROLIFERATION AND CANCER 

The complex process of cancer develops secondary to one or more mutational events that alter 

growth regulatory genes of normal cells, with subsequent clonal growth of the resulting precancerous or 

cancerous cells (1,2). Cell proliferation, an essential component of the multistage process of 

carcinogenesis, is required for both initiation and promotion of neoplasia in certain organs, and it plays 

an essential role in the later stages of carcinogenesis, including the progression of benign lesions to 

malignancy and metastasis (3,4). Each time a cell divides, there is a chance, albeit rare, that a mutational 
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event related to the carcinogenic process will occur (6,7). Enhanced cell proliferation may increase the 

frequency of these spontaneous mutations either by errors in replication or by the conversion of 

endogenous or exogenous DNA adducts to mutations before DNA repair can occur (8). Chemicals that 

induce cytotoxicity and sustained increases in cell proliferation, therefore, could enhance the likelihood 

of cancer development by providing additional cell divisions, each with an opportunity for spontaneous 

or chemically induced mutations (7, 9). 

Epidemiologie evidence indicates that increased cell proliferation induced by external or internal 

stimulation is a common denominator in the pathogenesis of many human cancers. Prolonged irritation 

by physical or chemical agents may cause cell death, and the subsequent cell division that occurs during 

repair of the damaged tissue may eventually lead to a cancer at the irritated site (10). For example, 

tobacco, an established carcinogen, is a well-known irritant. Snuff users develop leukoplakia, and 

eventually, cancer of the buccal mucosa at the site of snuff application. Tobacco smoke is a local irritant 

to the epithelial tissue lining the bronchi, lungs, larynx, pharynx, oral cavity, and esophagus, sites where 

smoking-related cancers arise. 

Many chemicals identified as carcinogenic for humans are genotoxic and also have been 

determined to induce cancer in laboratory animals (11). The primary biological activity of a genotoxic 

chemical or its metabolite, is the alteration of the genetic information encoded in the DNA, inducing a 

mutation in growth regulatory genes (12). A genotoxic chemical administered at a dose that is both 

cytotoxic and a cell proliferation enhancer, would be expected to be a more effective mutagen and 

carcinogen than when given at a noncytotoxic dose which does not induce cell proliferation (7,8). In 

addition to regenerative cell proliferation and cytotoxicity, other cellular responses such as metabolic 

activation and DNA repair also could greatly affect the carcinogenic response of a target tissue to a given 

dose of a chemical (9). Understanding the relationship between chemically induced cell proliferation and 

carcinogenic activity would be of value in the investigation of mechanisms of carcinogenesis, the selection 

of appropriate doses for cancer bioassays, and the improvement of risk assessment models (13). 

Research with some respiratory carcinogens, such as formaldehyde gas, illustrates the principle 

that both genotoxicity and enhanced cell proliferation of the target organ should be considered in 

mechanistic studies and the improvement of risk assessment models. An extensive database on cell 

proliferation and the induction of upper respiratory tract tumors has been generated from a long-term, 
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mechanistically based, formaldehyde pathogenesis study in the Fischer 344 (F-344) rat (14). This 

review presents time-course and concentration-response data on site-specific increases in nasal epithelial 

cell proliferation and compares these data with the formaldehyde-induced tumor response. The 

application of these data in improving the risk assessment process also will be addressed. 

FORMALDEHYDE 

Formaldehyde is an important commodity chemical used widely in the manufacture of resins, 

particle board, plywood, textiles, and many other consumer products. The finding that formaldehyde is 

a nasal carcinogen in rats (15-17) has provoked concern that this chemical also may pose a cancer risk 

for humans. Although there is widespread exposure of humans to formaldehyde, epidemiological data 

for exposed individuals are suggestive, but still short of conclusive with respect to any causal association 

between formaldehyde exposure and nasal cancer incidence (18-21). This finding has stimulated a series 

of research projects aimed at understanding the mechanisms involved in formaldehyde-induced toxicity 

and carcinogenesis. 

The genotoxic effects of formaldehyde have been extensively reviewed (22). Formaldehyde 

induces gene mutations in many organisms including bacteria, fungi, yeast, fruit flies, and in cultured 

mammalian cells. Formaldehyde also has been shown to induce single-strand DNA breaks, sister 

chromatid exchanges, and chromosomal aberrations in a variety of cultured mammalian cells, including 

human bronchial cells (23). 

Formaldehyde induces a variety of toxic effects in experimental animals. It is a potent upper 

respiratory irritant and cytotoxicant that is almost entirely deposited in the anterior nasal cavity of rodents 

(24). Metabolized in the nasal mucosa, formaldehyde reacts covalently with DNA, RNA, and proteins. 

The covalent reactions of formaldehyde with macromolecules are generally accepted as the fundamental 

causes of its toxic effects (24). 

In the chronic formaldehyde bioassay (17), the relationship between the incidence of nasal tumors 

in rats and the concentration of formaldehyde was distinctly nonlinear. At 2 ppm, no nasal tumors were 

present, whereas between 5.6 and 14.3 ppm, the tumor incidence increased 50-fold as exposure 

concentration rose less than 3-fold.    Other concentration-dependent responses in rats exposed to 
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formaldehyde include inhibition of mucociliary function, cytotoxicity, inflammation, and induction of 

DNA-protein cross-links (24-25). 

Molecular dosimetry studies in rats exposed to a range of formaldehyde concentrations using a 

DNA-protein cross-linking assay, have shown that formaldehyde induces cross-links in rat nasal 

respiratory mucosa following exposure to >2 ppm formaldehyde (26). The rate of formation of these 

cross-links is a nonlinear function of the airborne formaldehyde concentration, increasing more rapidly 

at high than at low concentrations (Figure 32). The yield of cross-links at a given exposure concentration 

is probably determined by the ability of host defense mechanisms, such as metabolism and DNA repair, 

to maintain the integrity of the DNA. Companion studies by Casanova and Heck Hd'A (27), 

investigating glutathione mediated metabolism of formaldehyde, have shown that saturable metabolism 

of formaldehyde is an important defense mechanism against the formation of cross-links. Currently, 

DNA-protein cross-links are used as a measure of formaldehyde dose at the site of tumor formation (28). 

FORMALDEHYDE-INDUCED CELL PROLDJERATION 

Increased nasal epithelial cell proliferation, another important biological response of the rat 

exposed to formaldehyde, is a sensitive indicator of respiratory epithelial cell toxicity (29). Increased cell 

proliferation in response to formaldehyde exposure also has been demonstrated in nonhuman primates (30) 

and xenotransplanted human nasal respiratory epithelium (31). However, little is known about the 

mechanisms of these proliferative responses, which may involve autocrine and paracrine growth factors, 

mutation in growth regulatory genes, and/or regenerative stimuli brought about by death of adjacent cells 

(6, 32-34). 

Epithelial injury with consequent hyperplasia is a common feature of many chemically induced 

toxic responses, including those induced by formaldehyde gas. Following cytotoxic insult, epithelium 

of the upper respiratory tract, including the nasal passages, may undergo a dynamic series of alterations 

to include hyperplasia, metaplasia, dysplasia, carcinoma in situ or intraepithelial neoplasia, and carcinoma 

(35). These alterations are all characterized by a common feature, increased cell proliferation (35). 
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Figure 32. The Average Concentration of DNA-Protein Cross-Links (B), Formed Per Unit Time 
(t), in the Anterior Nasal Mucosa of F-344 Rats Versus the Airborne Concentration 
of 0.7, 2, 6, or 10 ppm of [14C] Formaldehyde. (Modified from Casanova et al., 
Fundam. Appl. Pharmacol, 12, 397, 1989) 

Recent studies have demonstrated that formaldehyde-induced lesions and increases in cell 

proliferation in rats following acute (1, 4, or 9 days or 6 weeks), or subchronic (3 month) exposure were 

concentration-dependent. Nasal epithelial lesions occurred in specific regions of the anterior nasal 

passages, primarily the walls of the lateral meatus, mid-septum, and medial aspect of the maxilloturbinate 

(29, 36) (Figure 33). The increases in nasal cell proliferation were associated with formaldehyde-induced 

nasal lesions, which included epithelial degeneration, necrosis, hyperplasia, and squamous metaplasia. 
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Figure 33. Diagram Depicting (A) Lateral View of the Rat Nose and Levels I to V of the Nasal 
Passages. (B) Level H and (C) Level DJ Demonstrate the Sites Selected for Cell 
Proliferation Studies. NT, nasoturbinate; MT, maxilloturbinate; S, septum. (Reprinted 
from Monticello et al., Toticol. Appl. Pharmacol., Ill, 409, 1991, with permission.) 

Increased nasal cell proliferation was present in rats exposed to 6, 10, or 15 ppm formaldehyde 

following up to 6 weeks of exposure (Figure 34), whereas no increases were detected in the 0.7 or 2 ppm 

groups (29). After 3 months of exposure, increases in cell proliferation were confined to only the 10 and 

15 ppm groups (14). These short-term studies demonstrated that 0.7 and 2 ppm formaldehyde do not 

induce increases in nasal cell proliferation and that 6 ppm formaldehyde induces transient increases in cell 

proliferation that return to control levels by 3 months. The transient increase in cell proliferation 

observed at 6 ppm emphasizes the importance of evaluating multiple time points during a cell proliferation 

study. Time-course data on site-specific increases in cell proliferation provide important information that 

is necessary for certain biologically based risk assessment models of formaldehyde carcinogenesis (37). 
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Figure 34. Bar Graph Depicting Mean Cell Proliferation Indices Expressed as a Unit Length 
Labeling Index, (ULLI), for Specific Sites in the Rat Nasal Passages Following (A) 
6 ppm, (B) 10 ppm, or (C) 15 ppm Formaldehyde Exposure. No increases in cell 
proliferation were present in the 0.7, or 2 ppm formaldehyde groups, and control animals 
averaged a 1.3 ULLI. L2, level II of the nasal passages, L3, Level III of the nasal 
passages. LAT WALL, lateral meatus; MAXTURB, medial aspect of the 
maxillorurbinate. (Reprinted from Monticello et al., Toxicol. Appl. Pharmacol., Ill, 
409, 1991, with permission.) 
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Various metaplastic-dysplastic or preneoplastic lesions occur in the respiratory epithelium of both 

laboratory animals and humans following exposure to carcinogens (38,39). Preneoplasia is generally 

believed to be a precursor response that has a high probability of developing into neoplasia. 

Formaldehyde exposure induces putative preneoplastic lesions in rat nasal epithelium following exposure 

to carcinogenic concentrations (15 ppm) for several months (40,41). The preneoplastic lesions were 

characterized by epithelial hyperplasia-metaplasia with atypia, similar to those reported in extranasal 

respiratory epithelium (38). 

Cell proliferation rates in formaldehyde-induced preneoplastic lesions were significantly higher 

than those of control nasal epithelium (40). Tritiated-thymidine-labeled cells were present throughout the 

lesion, including the superficial layers, suggesting either a rapid migration from the basal cell population 

to the surface, or the capability of cells throughout the lesion to undergo replicative DNA synthesis (40). 

Data on formaldehyde-induced putative preneoplastic lesions, such as number of cells per lesion, cell 

proliferation rate per lesion, and other parameters, can be utilized in multistage models of carcinogenesis. 

The tumor incidence from the long-term formaldehyde cell proliferation study (14) confirmed the 

previously reported bioassay tumor response (17). Similar to the bioassay (17), the majority of tumors 

were squamous cell carcinomas and arose from the nasal epithelium lining the walls of the anterior lateral 

meatus and the nasal septum (14), the same locations reported in other chronic formaldehyde studies 

(42,43) and the sites evaluated for alterations in cell proliferation. Nonneoplastic nasal lesions following 

long-term exposure were concentration-dependent, and included inflammation, epithelial hyperplasia, 

squamous metaplasia, and necrosis with exfoliation. 

There were no detected treatment-induced responses in cell proliferation in the three lowest 

formaldehyde concentration groups, 0.7, 2, and 6 ppm, following exposure for up to 18 months. 

Increases in cell proliferation were present only in the 10 and 15 ppm groups, and were generally greater 

in the 15 ppm group as compared to the 10 ppm group (14). At each time point evaluated (3, 6, 12, 

and 18 months), a good correlation existed between the concentration-dependent increases in cell 

proliferation and the tumor incidence, supporting the proposal that sustained increases in cell proliferation 

are an important component of formaldehyde carcinogenesis (14). 
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Site-specific increases in cell proliferation following long-term exposure to formaldehyde were 

not only present at the lateral meatus and nasal septal locations, but also at the medial maxilloturbinate 

(MMT) site, even though the number of tumors originating from this site was disproportionately lower 

as compared to the other sites at risk (Figure 34). This discrepancy may be attributed to a decreased 

probability of cell mutation and subsequent cancer, due to the significantly smaller MMT target area and 

cell population at risk. Site-specific nasal responses also could be due to differences in regional 

susceptibility to formaldehyde, or other, as yet unidentified, factors. 

The association of epithelial cytotoxicity, cell proliferation, and nasal cancer also has been 

demonstrated in a study where male rats with damaged or undamaged nasal mucosa were exposed to 10 

ppm formaldehyde (44). The nasal damage was induced by bilateral intranasal electrocoagulation of the 

anterior third of the nasal passages. Rats with damaged nasal mucosa exhibited increases in 

formaldehyde-induced rhinitis, hyperplasia, and metaplasia of the nasal epithelium. Exposure to 10 ppm 

formaldehyde for 28 months produced an 8-fold increase in nasal squamous cell carcinomas in rats with 

damaged noses when compared to a similarly exposed group with intact noses (i.e., not pretreated with 

nasal electrocautery). These researchers concluded that both severe damage to the nasal mucosa and 

hyperproliferation are important in the development of nasal tumors in rats exposed to formaldehyde. 

CELL PROLIFERATION AND FORMALDEHYDE RISK ASSESSMENT 

Cell death and renewal are predominant features of most toxicologic injuries to the respiratory 

epithelium. Toxicant-induced cell necrosis, followed by regeneration, could, therefore, be a major 

determinant in chemically induced respiratory tract carcinogenesis. The studies of cell proliferation and 

nasal epithelium in formaldehyde-exposed rats demonstrate a good correlation of cellular injury and cell 

proliferation. The proliferative and tumor response are dependent on formaldehyde concentration. 

Induction of nasal carcinoma in rats by formaldehyde requires long-term exposure to high concentrations 

that result in cell death, followed by regenerative hyperplasia and metaplasia, changes associated with 

increases in cell proliferation. Because cell proliferation is clearly involved in chemical carcinogenesis, 

these concentration-responsive changes represent potentially important data that could be included in the 

risk assessment process. 

A pharmacokinetic model, utilizing the rate of formaldehyde-induced DNA-protein cross-link 

formation, has been described in which the concentration of formaldehyde-induced cross-links formed 
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in corresponding tissues of different species can be predicted by scaling certain parameters (45). DNA- 

protein-cross-links are not the only biological factor affected by formaldehyde exposure, however, and 

a biologically based risk assessment strategy for inhaled formaldehdye has been proposed (37). The 

biologically based model incorporates molecular dosimetry and cell kinetic data, because both of these 

factors are causally involved in formaldehyde-induced rodent nasal carcinogenesis (37). 

Over the past decade, mechanistic studies have provided a great deal of information on the 

pathogenesis of formaldehyde-induced nasal carcinogenesis. These data are important for the assessment 

of human risks at formaldehyde concentrations below those at which cancer develops in rodent bioassays. 

Quantitative risk assessment methods should improve our understanding of the shape of the formaldehyde 

nasal cancer exposure—response curve, and the quantitative importance of cell proliferation and mutation 

in this process. Moreover, the incorporation of mechanistically based data will improve low-dose and 

interspecies extrapolation of formaldehyde risk. 

REFERENCES 

1. H.C. Pitot,"Fundamentals of Oncology," (3rd ed., Marcel Dekker Publ., New York, 1986). 

2. A.J. Levine, J. Momand, and C.A. Finlay, "The p53 Tumor Suppresser Gene,"  Nature 351, 
453-456 (1991). 

3. J.W.  Grisham,  W.K.  Kaufmann,  and D.G.  Kaufman,   "The Cell Cycle and Chemical 
Carcinogenesis," Surv. Syn. Pathol. Res. 1, 49-66 (1983). 

4. E. Färber and D.R.S. Sarma, "Hepatocarcinogenesis: A Dynamic Cellular Perspective," Lab. 
Invest., 56, 4-22 (1987). 

5. J. Russo and I.H. Russo, "Biological and Molecular Bases of Mammary Carcinogenesis," Lab. 
Invest.,  112-137(1987). 

6. L.A. Loeb, "Endogenous Carcinogenesis: Molecular Oncology into the Twenty-First Century," 
Cancer Res. 49, 5489-5496 (1989). 

7. B.N.   Ames   and  L.S.   Gold,   "Too  Many  Rodent  Carcinogens:   Mitogenesis  Increases 
Mutagenesis," Science 249, 970-971 (1990). 

8. B.E. Butterworth and T.L.  Goldsworthy,  "The Role of Cell Proliferation in Multistage 
Carcinogenesis," Proc. Soc. Exper. Biol. Med. 198, 683-687 (1991). 

9. S.M. Cohen and L.B. Ellwein, "Genetic Errors, Cell Proliferation, and Carcinogenesis," Cancer 
Res. 51, 6493-6505 (1991). 

266 



10. S. Preston-Martin, M.C. Pike, R.K. Ross, and B.E. Henderson, "Cell Division and Human 
Cancer," Prog. Gin. Biol. Res. 369, 21-34 (1991). 

11. International Agency for Research on Cancer, Chemicals and Industrial Processes Associated with 
Cancer in Humans, IARC Monographs, Suppl 1. (Lyon, France, 1979). 

12. B.E. Butterworth, "Consideration of Both Genotoxic and Nongenotoxic Mechanisms in Predicting 
Carcinogenic Potential," Mutat. Res. 239, 117-132 (1990). 

13. S.R. Eldridge, L.F. Tilbury, T.L. Goldsworthy, and B.E. Butterworth, "Measurement of 
Chemically Induced Cell Proliferation in Rodent Liver and Kidney: A Comparison of 5-Bromo- 
2'-deoxyuridine and pH]Thymidine Administered by Injection or Osmotic Pump," 
Carcinogenesis 11, 2245-2251 (1990). 

14. T.M. Monticello, "Formaldehyde-Induced Pathology and Cell Proliferation," Ph.D. Dissertation 
(Duke University, Durham, NC, 1990). 

15. J.A. Swenberg, W.D. Kerns, R.I. Mitchell, E.J. Gralla, and K.L. Pavkov, "Induction of 
Squamous Cell Carcinomas of the Rat Nasal Cavity by Inhalation Exposure to Formaldehyde 
Vapor,"  Cancer Res. 40, 3398-3402 (1980). 

16. R.E. Albert, A.R. Sellakumar, S. Lashkin, M. Kuschner, M. Nelson, and C.A. Snyder, 
"Gaseous Formaldehyde and Hydrogen Chloride Induction of Nasal Cancer in the Rat," /. Natl. 
Cancer Inst. 68, 597-603 (1982). 

17. W.D. Kerns, K.L. Pavkov, DJ. Donofrio, EJ. Gralla, and J.A. Swenberg, "Carcinogenicity 
of Formaldehyde in Rats and Mice After Long-Term Inhalation Exposure," Cancer Res. 43, 
4382-4392 (1983). 

18. U.S. Environmental Protection Agency, Formaldehyde Risk Assessment Update, Final Draft, 
(Office of Toxic Substances, U.S. Environmental Protection Agency, Washington, DC, 1991). 

19. Universities Associated for Research and Education in Pathology, Inc. "Epidemiology of Chronic 
Occupational Exposure to Formaldehyde: Report of the Ad Hoc Panel on Health Aspects of 
Formaldehyde,"  Toxicol. Ind. Health 4, 77-90 (1988). 

20. T.B. Starr, J.E. Gibson, C.S. Barrow, C.J. Boreiko, Hd'A. Heck, R.J. Levine, K.T. Morgan, 
and J.A. Swenberg, "Estimating Human Cancer Risk from Formaldehyde: Critical Issues," in 
V. Turoski (ed.), Formaldehyde: Analytical Chemistry and Toxicology, Advances in Chemistry 
Series No. 210 (American Chemical Society, Washington DC, 1985), pp.300-333. 

21. A. Blair, P. Stewart, M. O'berg, W. Gaffey, J. Walrath, J. Ward, R. Bales, S. Kaplan, and D. 
Cubit, "Mortality Among Industrial Workers Exposed to Formaldehyde," J. Natl. Cancer Inst. 
76, 1071-1084 (1986). 

22. T.H. Ma and M.M. Harris, "Review of the Genotoxicity of Formaldehyde," Mutat. Res. 196, 
37-59, (1988). 

267 



23. R.C. Grafstrom, A. Fornace, H. Autrup, J.F. Lechner, and C.C. Harris, "Formaldehyde 
Damage to DNA and Inhibition of DNA Repair in Human Bronchial Cells," Science 220, 216- 
218 (1983). 

24. Hd'A. Heck, M. Casanova, and T.B. Starr, "Formaldehyde Toxicity - New Understanding," 
Critical Rev. Toxicol. 20, 397^26 (1990). 

25. J.A. Swenberg, C.S. Barrow, C.J. Boreiko, Hd'A. Heck, R.J. Levine, K.T. Morgan, and T.B. 
Starr, "Nonlinear Biological Responses to Formaldehyde and Their Implications for Carcinogenic 
Risk Assessment," Carcinogenesis 4, 945-952 (1983). 

26. M. Casanova, D.F. Deyo, and Hd'A. Heck, "Covalent Binding of Inhaled Formaldehyde to 
DNA in Nasal Mucosa of F344 Rats: Analysis of Formaldehyde and DNA by High Performance 
Liquid Chromatography and Provisional Pharmacokinetic Interpretation," Fundam. Appl. 
Pharmacol. 12, 397-417 (1989). 

27. M. Casanova and Hd'A. Heck, "Further Studies on the Metabolic Incorporation and Covalent 
Binding of Inhaled [3H]- and [14C]Formaldehyde in F344 Rats: Effects of Glutathione 
Depletion,"  Toxicol. Appl. Pharmacol. 89, 105-121 (1987). 

28. U.S. Environmental Protection Agency, Formaldehyde Risk Assessment Update, June 11, 1991. 
(Office of Toxic Substances, U.S. Environmental Protection Agency, Washington, DC, 1991). 

29. T.M. Monticello, FJ. Miller, and K.T. Morgan, "Regional Increases in Rat Nasal Epithelial Cell 
Proliferation Following Acute and Subchronic Inhalation of Formaldehyde," Toxicol. Appl. 
Pharmacol. Ill, 409-421 (1991). 

30. T.M. Monticello, K.T. Morgan, J.I. Everitt, and J.A. Popp, " Effects of Formaldehyde Gas on 
the Respiratory Tract of Rhesus Monkeys," Am. J. Pathol. 134, 515-527 (1989). 

31. A.J.P. Klein-Szanto, H. Ura, and J. Resau, "Formaldehyde-Induced Lesion of Xenotransplanted 
Nasal Respiratory Epithelium,"  Toxicol. Pathol. 17, 33-37 (1989). 

32. A.B. Pardee, "Biochemical and Molecular Events Regulating Cell Proliferation," /. Pathol. 149, 
1-2 (1986). 

33. W.K. Lutz and P. Maier, "Genotoxic and Epigenetic Chemical Carcinogenesis: One Process, 
Different Mechanisms," Trends in Pharmacol. Sei. 9, 322-326 (1988). 

34. L. Recio, S. Sisk, L. Pluta, E. Bermudez, E.A. Gross, Z. Chen, K.T. Morgan, and C. Walker, 
"p53 Mutations in Formaldehyde-Induced Nasal Squamous Cell Carcinomas in Rats," Cancer 
Res. 52, 6113-6116 (1992). 

35. A.J.P. Klein-Szanto, "The Role of Chemically Induced Epithelial Hyperplasia in the Development 
of Human Cancer,"  Prog. Clin. Biol. Res. 369, 35-41 (1991). 

268 



36. K.T. Morgan, J.S. Kimbell, T.M. Monticello, A.L. Patra, and A. Fleishman, "Studies of 
Inspiratory Airflow Patterns in the Nasal Passages of the F344 Rat and Rhesus Monkey Using 
Nasal Molds: Relevance to Formaldehyde Toxicity," Toxicol. Appl. Pharmacol. 110, 223-240 
(1991). 

37. R.B. Conolly, T.M. Monticello, K.T. Morgan, H.J. Clewell, and M.E. Andersen, "A 
Biologically-Based Risk Assessment Strategy for Inhaled Formaldehyde," Comments Toxicol. 4, 
269-293 (1992). 

38. P. Nettesheim, AJ.P. Klein-Szanto, A.C. Marchok, V.E. Steele, M. Terzaghi, and D.C. 
Topping, "Studies of Neoplastic Development in Respiratory Tract Epithelium," Arch. Pathol. 
Lab. Med. 105, 1-10 (1981). 

39. AJ.P. Klein-Szanto, D.C. Topping, C.A. Heckman, and P. Nettesheim, "Ultrastructural 
Characteristics of Carcinogen-Induced Dysplastic Changes in Trachea! Epithelium," Am. J. 
Pathol. 98, 83-100 (1980). 

40. T.M. Monticello and K.T. Morgan, "Cell Kinetics and Characterization of "Preneoplastic" 
Lesions in Nasal Respiratory Epithelium of Rats Exposed to Formaldehyde," Proc. Amer. Assoc. 
Cancer Res. 30, 195 (1989). 

41. K.T. Morgan and T.M. Monticello, "Formaldehyde Toxicity: Respiratory Epithelial Injury and 
Repair," In D.G. Thomassen and P. Nettesheim (eds.), Biology, Toxicology and Carcinogenesis 
of Respiratory Epithelium, (Hemisphere Publ., New York, 1990), pp. 155-171. 

42. K.T. Morgan, X.Z. Jiang, T.B. Starr, and W.D. Kerns, "More Precise Localization of Nasal 
Tumors Associated with Chronic Exposure of F344 Rats to Formaldehyde Gas," Toxicol. Appl. 
Pharmacol. 82, 264-271 (1986). 

43. R.A. WoutersenandV.J.Feron, "Localization of Nasal Tumors in Rats Exposed to Acetaldehyde 
or Formaldehyde," in V.J. Feron and M.C. Bosland (eds.), Nasal Carcinogenesis in Rodents: 
Relevance to Human Health Risk (Pudoc, Wageningen, 1989). 

44. R.A. Woutersen, A. van Gardeen-Hoetmet, J.P. Bruijnjes, A. Zwart, and V.J. Feron, "Nasal 
Tumors in Rats After Severe Injury to the Nasal Mucosa and Prolonged Exposure to 10 ppm 
Formaldehyde," /. Appl. Toxicol. 9, 39-46 (1989). 

45. M. Casanova, K.T. Morgan, W.H. Steinhagen, J.I. Everitt, J.A. Popp, and Hd'A. Heck, 
"Covalent Binding of Inhaled Formaldehyde to DNA in the Respiratory Tract of Rhesus 
Monkeys: Pharmacokinetics, Rat-to-Monkey Interspecies Scaling, and Extrapolation to Man," 
Fundam. Appl. Toxicol. 17, 409-428 (1991). 

269 



Apoptosis and Chemical Carcinogenesis 

Daniel S. Marsman1 and J. Carl Barrett2 

Environmental Toxicology Program 

Environmental Carcinogenesis Program 

National Institute of Environmental Health Sciences 
Research Triangle Park, NC 

ABSTRACT 

Long recognized as a normal component of organogenesis during development, apoptosis 

(programmed cell death) has recently been implicated in alterations of cell growth and differentiation. 

Tissue homeostasis is normally maintained by a balance between cell division and cell death, with 

apoptosis often functioning in complement to cell growth. Thus, antithetical parallels in chemical 

carcinogenesis can be drawn between apoptosis and the proliferative events more commonly addressed. 

Whereas enhanced cell replication may contribute to an increased frequency of mutation, apoptosis within 

a tissue may counteract chemical carcinogenesis through loss of mutated cells. Many strong carcinogens 

act as tumor promoters, selectively expanding an initiated cell population advantageously over 

surrounding cells. Similarly, chemicals with a selective inhibition of apoptosis within an initiated 

population would offer a growth advantage. In contrast, chemicals causing selective apoptosis of initiated 

cells would be expected to have an anticarcinogenic effect. Selective apoptosis, in concert with cell- 

specific replication, may explain the unique promoting effects of different carcinogens such as the 

peroxisome proliferating chemicals, phenobarbital, and 2,3,7,8-tetrachloro-dibenzo-^-dioxin. Cell 

turnover, both cell growth and cell death, is central to the process of chemically induced carcinogenesis 

in animals and understanding its impact is a critical determinant of the relevance of chemically induced 

effects to man. 

APOPTOSIS:  SYSTEMATIC, GENE-DIRECTED CELL DEATH 

During the development of an organism, considerable remodeling takes place, involving not only 

cell proliferation and differentiation, but highly organized apoptosis, or programmed cell death. Nowhere 

has this been more elegantly demonstrated than in the nematode Caenorhabditis elegans where, in route 

to the adult organism of 959 cells, precisely 131 cells systematically die (1,2). In this animal model, the 
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genetic control of apoptosis involves unique sets of controlling genes. Some apparently function in 

negative roles, controlled by gene products in which gain of function mutations prolong the life of the 

cell, and deletions of specific regions result in cell death. The targets of these inhibitors are the activators 

of the orderly and systematic process of cell death (1). Thus, the apoptotic process is highly active and 

controlled by numerous molecular events, some of which can be recognized histologically. 

Apoptosis, as recognized in liver and other tissues, has been well described elsewhere (3,4). In 

hepatocytes, these stages histologically involve a brief period of cytoplasmic basophilia and nuclear 

condensation, followed by eosinophilia and cytoplasmic condensation, and finally, nuclear and cellular 

fragmentation and dissolution of the cell. Typically, when taking place within a solid organ, apoptosis, 

also characteristically involves phagocytosis by neighboring cells. However, luminal sloughing or 

"shedding" also occurs in epithelial organs such as the kidney (5). Early cytoplasmic changes are 

considered to be an indicator of the active involvement of specific gene products in the orderly demise 

of the cell; however, to date, few definitive nonmorphological markers exist. Although active 

transcription of a few genes is initiated, the majority of cellular functions are diminishing, consistent with 

the observed nuclear and cytoplasmic condensation. Coinciding with nuclear condensation is the 

induction of an endonuclease, cleaving chromatin at internucleosomal DNA linker regions and generating 

a characteristic oligonucleosomal ladder (~ 185 base-pair units), observable following agarose gel 

electrophoresis (6). One promising new approach for identification of single apoptotic cells may be 

through DNA double-stranded break end labeling of terminal linker DNA (7). The appearance of 

cytoplasmic eosinophilia and condensation coincides with fibrin organization, arranged concentrically 

around the periphery to collapse the cell on itself. When phagocytosis by neighboring cells does occur, 

apoptotic cells may be recognized by cell-surface signals, such as the vitronectin receptor (8). Cellular 

blebbing, fragmentation, and packaging of detergent-insoluble structures appears to involve a tissue 

transglutaminase. However, the significance and generality of this marker for apoptosis remain to be 

established (9,10). Final degradation of the apoptotic remnant or "body" occurs within phagocytic cells 

and the time from the first detectable alterations consistent with apoptosis to disappearance of the 

apoptotic body may be as rapid as 1 to 3 h (11). Subsequently, smaller insoluble membrane products 

(morphologically recognizable as lipofuscin) may remain for a considerable period of time (12). 

Several types of cell loss or irreversible growth arrest occur in mammalian systems in addition 

to apoptosis; these would include terminal differentiation, senescence, and necrosis and will only be 
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mentioned briefly here (9). Terminal differentiation is often associated with a cessation of cell replication 

and the expression of a specialized function of a tissue. In contrast, cellular senescence may involve 

genes that are activated or whose functions become manifested only at the end of the life span of the cell. 

Defects in the function of these gene products may allow cells to escape the route to senescence to 

become 'immortal'. Immortalization may be one mechanism by which tumor suppressor genes may 

operate in some neoplasias (13,14). Necrosis, in contrast to apoptosis, is not an orderly cellular process 

but rather the disorganized death of a cell. Loss of osmotic and ionic gradients, membrane rupture, 

release of cellular constituents, random dissolution of all cellular components, and often the induction of 

an overt inflammatory response are all characteristics of necrosis, and are not typically associated with 

apoptosis (15). Apoptosis, even when involving a considerable portion of an organ or tissue, is not 

associated with an inflammatory process (16), although apoptosis and necrosis may coexist (17). 

Although markedly different both morphologically and in their modes of induction and genetic control, 

all of these forms of cell loss effectively result in exclusion of cell(s) from the replicating population. 

Despite considerable evidence that apoptosis is under tight genetic control, only a few genes have 

been identified. The cellular signalling and genetic control of apoptosis have been reviewed recently 

elsewhere (9) and will not be discussed here. Candidate genes that have been identified include bcl-2, 

and the tumor suppressor gene p53. Signalling factors that have been indicated to be involved include 

cytosolic Ca2+, IL-2, IL-3, colony stimulating factor, and TGF-0. Paradoxically, factors such as 

cytosolic Ca2+, and induction of c-fos and c-myc immediate early genes are shared by both the cell death 

and cell proliferation signalling pathways. 

Impact of Apoptosis-Inhibition and Enhanced Cell Replication on Initiated Cells 

Carcinogenesis has been described in risk assessment paradigms as a multistage phenomenon 

involving multiple, discrete genetic mutations. More recently, mathematical descriptions of this 

phenomenon have become increasingly biologically based, recognizing the potential contributions of both 

cell proliferation and cell loss (18). These models have been constructed to describe cancers involving 

two heritable changes Qxl and /*2; Figure 35), recognizing that although useful for this discussion, it is 

likely to be an oversimplification. 

Enhanced cell replication has been implicated as a risk factor in several cases of chemically 

induced carcinogenesis (19,20).   In these instances, it is stated or implicitly implied that background 
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errors in DNA replication or other undetectable forms of mutagenesis resulted in "spontaneous" initiation 

of cells (21). Theoretically, in cases where either the replicating cell population (N; Figure 35) or the 

replication rate of this population (RO) exceeds baseline levels, the normally rare probability of a 

intermediate cell with a critical gene alteration (I; Figure 35) to form and persist is increased. Although 

this probability-mutagenesis is often discussed in relation to cell proliferation, it is often neglected that 

cell loss may play a complementary role. Thus, inhibition of apoptosis may similarly increase mutational 

frequencies by increasing the population at-risk (N or I populations). Although this decreased cell loss 

may impact on carcinogenesis, apoptosis-inhibition may play a more critical direct role by its impact on 

mutational frequencies 0*1 and/or fi2), as discussed below. 

Inhibition of Apoptosis is Reversible 

One important characteristic of the inhibition of apoptosis by chemicals is reversibility. A 

synchronized wave of apoptosis occurs within the liver following the withdrawal of numerous hepatic 

mitogens/hepatocarcinogens, indicative of homeostatic reversal of apoptosis-inhibition (16,22-25). 

Induction of apoptosis following withdrawal of endogenous hormones or growth factors has similarly been 

demonstrated (9,26,27). Inhibition of apoptosis, counterbalanced by apoptosis-controlled regression is 

now considered a normal homeostatic mechanism and these observations suggest that only proper 

sampling intervals will detect evidence of these events. Within the context of chemical carcinogenesis, 

these observations also suggest that chemicals may exert important yet transient effects. Critical 

alterations occurring secondary to a transient, chemically induced inhibition of apoptosis may be 

untraceable by examination of the end product, the tumor. 

APOPTOSIS AND INITIATION 

The blockade of cell death becomes even more intriguing when one considers that aborted cell 

death may itself lead to initiation of the carcinogenic process. If apoptosis-resistance is due to blockade 

of a stage of apoptosis after DNA fragmentation has begun (6), outcomes of genomic instability may 

increase. Inappropriate activation and cleaving of genomic DNA by the apoptotic endonuclease may 

directly give rise to such heritable alterations as deletions, frame shift mutations, and genetic 

recombinants. Thus, apoptosis-inhibited cells may not only have a growth advantage over their 

neighboring cells, but possess an error-prone mutator phenotype, hypothesized to be a critical event in 

some forms of chemical carcinogenesis (21). As mentioned above, apoptosis-inhibition may be through 

a reversible alteration of signal transduction. In these instances chemicals could act as indirect initiators, 
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with no demonstrable form of DNA reactivity. Indeed, a common feature of many diverse 

hepatocarcinogens is their lack of DNA reactivity. These chemicals are not only strong promoters 

(28,29), but are also carcinogenic in long-term feeding studies in the absence of an initiator (30,31). 

Cells normally programmed to die, due to an accumulation of spontaneous or chemically induced genetic 

damage, may persist and even replicate if apoptosis is inhibited. 

Figure 35. Biologically Based Cancer Model. In this quantitative cell growth model of carcinogenesis, 
a normal (N) cell is required to undergo two, step-wise mutational events (jil and /*2) to 
become a malignant cell (M). In addition, this model is structured to incorporate the impact 
of cell replication and death within both the N and initiated (I) cell compartments over time. 
Thus, cell replication (R0) within the N cell population, in the excess of cell death (DO), will 
increase the size of the N cell population. Similarly, the size of the I cell population is 
directly dependent upon Rl and Dl. Generation of the first I cell may be accelerated by 
directly increasing pA. Also, as yxl is considered a probabilistic event dependent on the 
number of replicating cells, increasing the number of N cells (via relative increases in R0 
or decreases in DO) would generate a larger population at risk of mutation. Finally, 
increased generation of I cells could occur when the N cell population is constant, in cases 
where cell replication (R0) is high but equivalent to cell death (DO). A similar scenario of 
interrelationships would be expected at later stage(s) of carcinogenesis (i.e., M cells 
dependent on relative values of fi2,1, Rl, and Dl). 
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Promotional Factors in the Context of a Single Mutated Cell 

Following the mutation of a single cell, tumor promotional factors (Rl and Dl; Figure 35) 

become critical to the survival of any subsequent initiated cell population (I). Survival of a single 

initiated cell, assuming that cell loss is comparable to the surrounding tissue, can be described as 

D1=D0. Clearly, apoptosis inhibition directed at the initiated cell (Dl <D0) would have a significant 

impact; an incremental decrease in Dl results in an incremental increase in the number of surviving 

initiated cells and I-clones. Enhanced cell replication within a proliferating tissue (RO) may similarly 

contribute to tumor promotion. Experimentally, this presumably occurs for mutagenic liver carcinogens 

such as diethylnitrosamine during the regenerative period following a necrogenic dose or when low doses 

are administered to young, growing animals (32). These studies have shown that despite the high DNA 

reactivity of diethylnitrosamine, cell replication is instrumental in fixing the genetic damage. However, 

the continuing regenerative response likely ensures survival of a genetically altered population by 

encouraging additional rounds of replication within these initiated cells. This nonspecific promotional 

contribution can be described mathematically in the context of the model as an enhancement of Rl equal 

to the enhancement of RO. Cell growth model simulations are consistent with the hypothesis that the 

impact of random cell death (D0=D1) on the loss of an entire altered cell population, such as an altered 

hepatic focus, quickly diminishes as the size of the intermediate clone (I) increases. 

Apoptosis and Promotion 

In many growth-selection carcinogenesis experiments, the clonal growth of altered cells is 

hypothesized to occur through their selective resistance to a mitoinhibitory effect of the chemical (33). 

This would result in a passive growth advantage to the subpopulation of altered cells. Similarly, cell 

death may simply be overwhelmed in an initiated cell population by the activation of growth signals and 

thus a heritable proliferation advantage. However, selective cellular resistance to apoptosis may also 

generate the emergence of subpopulations of altered cells with a selective growth advantage over 

surrounding cells. Enhanced hepatocyte apoptosis has been observed in the livers of rats fed the strong 

rodent hepatocarcinogen, Wy-14,643 (12). In cases such as this, apoptosis-resistant hepatocytes would 

have dual growth advantage: a passive resistance to excess cell loss, and an accelerated growth advantage 

as these resistant cells may be recruited for cell proliferation due to the surrounding cell loss. 
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Cell-Specific Apoptosis and Lesion Regression 

Elevated apoptosis is central to the regression of liver hyperplasia following the removal of a 

mitogenic carcinogen. However, rapid induction of apoptosis is also observed within proliferative hepatic 

adenomas (23-25). A hopeful line of research in cancer chemotherapy is to exploit the induction of 

apoptosis, directed at specific cell types. Enhanced apoptosis within a tumor would directly decrease 

tumor size, rather than simply inhibit further growth. High selectivity would still be highly desirable for 

such an agent however, as complete loss of the tumor will not likely result unless the tumor is very small 

(i.e., the size of the I population near 1; Figure 35), or the efficacy is very high (Dl significantly greater 

than Rl). 

In peroxisome proliferator-treated rats, many of the common histologic markers indicative of 

preneoplasia are negative, with numbers of hepatic foci often less in treated animals than in control 

(34,35). Although this may be simply due to selective expression of certain phenotypes, the relative 

decrease of individual hepatic foci may actually represent loss of initiated cell populations. As noted 

above, unless apoptosis was specifically directed at these cell types, only small populations of initiated 

cells would likely be eliminated. Cell-directed specificity is not unlikely however, with many rodent liver 

tumor promoters (such as the dioxins and the peroxisome proliferators) now thought to exert all or some 

of their effects through receptor mediated events (36, 37). Where this selective promotional activity is 

targeted to a subpopulation of cells, promoters may take on a very distinct pattern of phenotypic 

expression. For instance, Dl > DO may eliminate some phenotypes, whereas Rl > RO and Dl < DO 

within another altered cell population would give this second population a clear growth advantage. 

APOPTOSIS AND TUMOR PROGRESSION 

A hallmark of tumor progression in chemical carcinogenesis is the persistence and autonomous 

growth of a tumor, despite the removal of the inciting agent. As mentioned above, escape from cellular 

senescence or apoptotic inhibition may lead to unrestrained growth of cells or immortality (9). In 

hepatocellular tumors induced by the peroxisome proliferating chemical, Wy-14,643, tumor progression 

is particularly evident (38). Despite the induction of numerous large hepatocellular adenomas by 

Wy-14,643, withdrawal of this carcinogen results in few persistent tumors (Figure 36). In contrast, 

hepatocellular carcinomas induced by 52 weeks of treatment are no longer dependent on Wy-14,643 for 

either growth or metastasis. Either escape from senescence or loss of apoptotic control may be critical 

in the progression of these hepatocellular adenomas to hepatocellular carcinomas. 
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Figure 36. Biological Potential of Hepatocellular Adenomas and Carcinomas Induced by 
Wy-14,643. Incidence (cross-hatched bars) and multiplicity (solid bars) of tumors 
(ADENOMAS and CARCINOMAS) detected in male F-344 rats (n=20/group) fed Wy- 
14,643 (0.1 %) for 22, 37, or 52 weeks, with additional animals returned to control diet until 
sacrifice at 104 weeks (STOP groups). No tumors were detected in control animals. 
Asterisks (*) denote incidence and multiplicity values significantly greater than control values 
(p < 0.05). Adenomas were not significantly increased in stop animals over age matched 
controls. 
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CONCLUSION 

Human health assessments of cancer risk associated with exposure to environmental chemicals 

are most reliable when a full understanding of the carcinogenic mechanism in animals and the relevance 

of this response to man are known. To this end, understanding the chemical induction and inhibition of 

apoptosis becomes a necessary component in our understanding of the carcinogenic mechanism and 

extrapolation of the animal data to humans. 
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Implications of the Two-Stage Clonal Expansion Model for 
Interaction Between Two Carcinogens 

J.M. Zielinski, D. Krewski, R.L. Kodell, and J. Denes 
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Ottawa, Ontario, Canada 

ABSTRACT 

Both toxicological and epidemiological studies have provided evidence of interactive effects 

between two or more carcinogens. In this article, the effects of exposure to two carcinogens are 

examined within the context of the two-stage clonal expansion model of carcinogenesis. This biologically 

based model provides a useful framework for the quantitative description of laboratory and human data 

on carcinogenesis, and for defining carcinogenic agents acting as initiators, promoters, or completers. 

Depending on the mechanism of action of the two agents involved, the two-stage model predicts a 

spectrum of joint effects leading to additive, supra-additive, multiplicative, and even supra-multiplicative 

age-specific relative risks. Similar findings are presented in terms of cumulative lifetime risk rather than 

age-specific relative risk. 
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Reducing Conservatism in Risk Estimation for Mixtures of Carcinogens 

Ralph L. Kodell and James J. Chen 
National Center for Toxicological Research 

Food and Drug Administration 
Jefferson, AR 

ABSTRACT 

The excess cancer risk that might result from exposure to a mixture of chemical carcinogens 

usually must be estimated using data from experiments conducted with individual chemicals. In 

estimating such risk, it is commonly assumed that the total risk due to the mixture is the sum of the risks 

of the individual components, provided that the risks associated with individual chemicals at levels present 

in the mixture are low. This assumption, although itself not necessarily conservative, has led to the 

conservative practice of summing individual upper-bound risk estimates in order to obtain an upper bound 

on the total excess cancer risk for a mixture. Less conservative procedures are described here and are 

illustrated for the case of a mixture of four carcinogens. 

INTRODUCTION 

In the absence of appropriate human data, animal bioassay data often are used to estimate 

(predict) human cancer risk that might result from exposure to chemical carcinogens. In the case of 

individual chemical exposures, this involves both extrapolation (within animals) of risks observed at high 

experimental doses to low exposure levels usually more relevant to the human experience, and 

extrapolation of those low-dose risks predicted in animals to risks that might be expected in humans. 

Because several chemicals may be present in air, water, food, and commercial products, 

frequently humans are exposed to many carcinogens simultaneously. In most situations, data on multiple- 

chemical exposures are not available, even in animals. Thus, predictions of cancer risk due to exposure 

to several carcinogens simultaneously must be based on the results of single-carcinogen experiments. 

This represents, in effect, a third type of extrapolation (i.e., from single-chemical to multiple-chemical 

exposure situations). 

The principal assumption that has provided the basis for cancer risk estimation for mixtures is 

that the total risk due to the mixture is simply the sum of the risks of the individual components, provided 
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that the risks associated with individual carcinogens at levels present in the mixture are low. The 

Environmental Protection Agency (EPA) (1) has discussed the implications of this assumption in the 

context of low-dose linearity. The National Research Council (NRC) (2) identified conditions under 

which the additivity assumption applies theoretically, and indicated that it is reasonable in a wide variety 

of situations, including cases for which joint effects are far from additive at high-exposure levels. 

Although empirical validation of the NRC's conclusions might not be feasible, in the absence of specific 

information on chemical interactions (e.g., synergism or antagonism), the principle of low-dose additivity 

of risks continues to offer the best approach to cancer risk assessment for mixtures. 

It was long ago recognized that various mathematical models that all fit a given set of observed 

experimental tumor data reasonably well could give extrapolated doses corresponding to low-risk levels 

that differed by several orders of magnitude (3). Thus, reliance solely on model-based point estimates 

of risk at low doses has been avoided. Instead, statistical upper-confidence limits (UCLs) corresponding 

to specific exposure (dose) levels generally have been used to characterize the experimental low-dose risk 

(4-7). In order to avoid model dependency, it is also desirable to characterize the cancer risk for 

mixtures in terms of statistical UCLs. 

In the absence of a formal procedure for calculating upper bounds for mixtures, regulatory 

agencies have adopted the practice of summing upper-bound risk estimates for individual components. 

For example, the Food and Drug Administration (FDA) has stated that in the absence of specific 

information on the interactions among carcinogenic impurities in color or food additives, estimated upper- 

bound risks should be summed (8). Likewise, the EPA has stated that, assuming low-exposure levels 

and no synergistic or antagonistic interactions, the substance-specific upper-bound cancer risks should be 

summed to estimate the cancer risk due to exposure to mixtures found at Superfund sites (9). As a case 

in point, the latter procedure has been followed by the Army Environmental Hygiene Agency in its health 

risk assessment for Kuwait oil fires (10). 

This paper addresses the calculation of statistical UCLs on total cancer risk for mixtures of 

carcinogens, assuming the additivity of excess cancer risks at low doses. For the calculation of these 

UCLs, usually a single experimental dataset will be selected to represent each chemical in the mixture, 

based on criteria such as sensitivity of species and relevance of end point. In addition, various 

conversions (e.g., species, route, dose units, duration) will be made to translate the administered animal 
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dose to a human-equivalent dose in the appropriate metric. In the single-chemical case, such UCLs on 

excess risk that are derived from selected experimental data and converted to human-equivalent UCLs 

often are referred to as "plausible upper bounds." 

The problem is not as simple as summing statistical UCLs (or plausible upper bounds) for 

individual components in the mixture. In fact, such a procedure is generally conservative in the sense 

that it tends to overestimate the true underlying risk when such risk is truly additive. Thus, formal 

procedures for calculating upper limits on cancer risk for mixtures that are less conservative than simply 

summing upper-bound estimates could have an important impact on the regulation of chemical 

carcinogens. 

PROBLEM DEFINITION 

The problem is most easily visualized for a mixture of two carcinogens. Suppose, for example, 

that R(Di) and RQDj) define excess risks above background risk for dose levels Dj of chemical 1 and D2 

of chemical 2, and that R(Dj) < =Rt and Rp^ < =R2 with 95% confidence. Rj and R2 might be upper- 

bound estimates of risk calculated using GLOBAL86 (11). What is needed is a procedure for calculating 

a 95% UCL on RfD^Dj) which is not so conservative as simply using Ri+R2, the sum of upper bounds. 

The reverse problem to that just defined is also encountered in practice. In this case, the 

objective is to fix the total excess risk at a particular value, for example RQ, where already R^) < =RQ 

and R(D2)<=Ro with 95% confidence. That is, values d^Dj and d2<D2 are needed, such that 

R(d!,d2)< =RQ with 95% confidence. Assuming low-dose linearity, the conservative approach for this 

reverse application that is equivalent to summing upper bounds is to select dt and dz to satisfy the 

equation dj/Di + d2/D2 =1. In practice, solutions for dx and d2 using this equation have been found by 

choosing a particular mixing proportion, p, such that d^pd and d2=(l-p)d, where d represents the total 

mixture dose. The value of d that satisfies the equation gives unique solutions for dt and d2, for the given 

value of p (12). 

The problem for a mixture of K>2 carcinogens is defined similarly as for K=2. As would be 

expected, the reduction in conservatism that can be achieved by using a direct method rather than 

summing upper bounds increases as the number of carcinogens in the mixture increases. This reduction 
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will be most apparent for mixtures whose components have individual upper-bound risk estimates of 

approximately the same order of magnitude. 

QUANTITATIVE METHODS FOR SINGLE CARCINOGENS 

The approach to developing strategies for the mixture problem will be to extend procedures that 

have been used for the case of a single carcinogen. An experiment for a single carcinogen consists of 

g dose groups, including an untreated control. The ia group contains n; animals, each of which is 

subjected to a constant dose rate dj throughout its lifetime. At the end of the experiment, X; of the n 

animals are tumor-bearing. The binomial likelihood function for these data is 

1=1 

where P(d,0) is a dose—response function (e.g., generalized multistage model) representing the 

probability of a carcinogenic response at dose d, and 0 is a vector of parameters of the dose—response 

function. 

The excess risk due to a carcinogen may be defined either as the "additional risk," 

R(d,0)=P(d,0)-P(O,0), or as the "extra risk," which is additional risk divided by 1-P(O,0). A virtually 

safe dose is defined as a low level of the carcinogen, for example do, that satisfies R(do,0)=ir, where TT 

is a preselected small number (e.g., ir=10"6). 

Procedures for obtaining UCLs on excess risk (lower-confidence limits [LCLs] on dose) for single 

carcinogens include likelihood-based methods and bootstrap techniques (13). To calculate a 100(l-a)% 

UCL on R(do,0) for fixed do using the likelihood approach, one solves 

max9{R(d,0):d=do, 2[L(0>L(0)]=X2
u.2a}, 

where L is the loglikelihood function, 0* is the maximum likelihood estimate of 0, and X2^^ is the (1- 

2a)th percentage point of a Chi- square distribution with one degree of freedom. 

To obtain UCLs on excess risk using bootstrap resampling, one may first obtain the maximum 

likelihood estimate of P(d,0), i.e., P(d,0*), based on the given experimental data. Then, Monte Carlo 

simulation methods are used to generate a large number (e.g. 1000) of similar datasets using binomial 

sampling at each dose level, with n=n; and p=P(di,0*). For each of these generated datasets, the 

dose—response model is reestimated and R(do,0') is calculated, where 0' is the new maximum likelihood 
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estimate of 0. The lOOOa01 largest value of R(d<„0') out of the 1000 would represent the bootstrapped 

upper-100(l-a)%-confidence limit on excess risk at do. This method is referred to as a parametric 

bootstrap resampling method. Alternatively, the bootstrap procedure may be implemented 

nonparametrically by randomly resampling the original data with replacement using Monte Carlo 

techniques, instead of generating samples based on P(d,0*). Lower-confidence limits on virtually safe 

doses for fixed excess risks may be obtained by reversing the likelihood and bootstrap procedures. 

METHODS FOR TWO OR MORE CARCINOGENS 

Suppose now that experimental data are available from K separate experiments on K components 

of a mixture. Chen et al. (14) have proposed a formal likelihood-based method to obtain an upper bound 

on the total excess risk for such a situation. As stated above, the risk-addition procedure assumes that 

the total excess risk due to d=(di, d2,..., d^ is R(d,0)=EkRk(dk,0k), where 0=(01, 02,...,0K). TO calculate 

a 100(l-a)% UCL on R(do,0) for fixed do=(d10, d»,..., dK0), one solves 

max,{R(d,0):d=do, 2Ek[Lk(0k*)-Lk(01[)]=X2
1>1.2a}, 

where 1^(6^ is the loglikelihood function for the k* dataset. 

A computational algorithm for implementing the procedure of Chen et al. (14) is outlined in the 

following steps. 

1. Fix do = (d10, da,,..., dK0). 

2. Partition 'K2
ul.2a into K components, Ck (i.e., SkCk=X2

11.2J. 

3. For the given partition, and for each k, solve max6v{Rk(dk,0k):dk=dkD, 2[Lk(0k*)-Lk(0k)]=Ck}. 

4. Calculate R(do,0)=2kmaxRk(dko,0k) for the given partition. 

5. Repeat steps 2-4 iteratively to find the partition of 

X^i-a* sucn that R(do,0) is maximum. 

This algorithm may be implemented for the generalized multistage model using either GLOBAL82 or 

GLOBAL86 (11) sequentially, iteratively. 

Use of the bootstrap method to generate upper bounds on the total excess cancer risk for a 

mixture of carcinogens involves a straightforward extension of the method for a single carcinogen. For 

each of a large number, N, of simulations (e.g., N= 1000), a representative dataset is randomly generated 

for each of the K chemicals.  For each such dataset at each simulation, Vk(dk,6^) is estimated (k=l, 2, 
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..., K), and R(do,0) is calculated. The Na* largest value of R(do,0) out of the N values would represent 

the bootstrapped upper-100(l-a)%-confidence limit on total excess risk at do. 

The inverse problem of finding an LCL on the virtually safe dose for a mixture is slightly more 

complicated than finding a UCL on total excess risk. For this problem, not only is the total excess risk 

preselected, but also the dose levels of K-l chemicals in the mixture are fixed in advance. Then, an LCL 

on the remaining dose level is found using an algorithm similar to the one outlined above. Of course, 

the K-l dose levels must be selected in such a way that the total excess risk for the K-l carcinogens does 

not already exceed the preselected total excess risk for all K carcinogens. An alternative approach to the 

inverse problem is to fix the proportions px, p2,..., pK of each component in the mixture, where E^ = 1, 

and then solve for the total mixture dose that gives the preselected risk. 

For the inverse problem, the bootstrap method is much easier to implement than the likelihood 

method, particularly for K>2. A brief description of the bootstrap method for K=2 is as follows. Let 

the value of dt be fixed at d10 and the total excess risk, R(do,0), be fixed at the value IT, where R(d10) < ir. 

A lower-100(l-a)%-confidence limit, dx, on d2 is desired. For each of N (e.g., N=1000) simulations, 

generate a representative dataset for each of the two chemicals. For Chemical 1, fit the model and 

calculate R(dlo,0i). For Chemical 2, fit the model and solve for the value of dj such that R(d2,6^)=ir- 

R(dioA)-  The LCL, d^, will be the Na* smallest value of dj calculated this way. 

LOW-DOSE LINEAR EXTRAPOLATION 

For the case of a single carcinogen, Gaylor and Kodell (15) recommended calculating confidence 

limits below the lowest experimental dose level using linear extrapolation, rather than by direct 

calculation of such confidence limits. The purpose of the recommendation, which was later clarified to 

encourage linear extrapolation below the dose corresponding to a predicted 1 % excess risk level (16), was 

to minimize model dependency at extremely low dose (low risk) levels. A similar approach may be used 

in the case of a mixture of K carcinogens. For purposes of illustration, the case in which K=2 is 

described below. 

Asssume that an upper 100(1-0;)% confidence limit on the total risk is desired for a mixture 

containing levels d10 and d^ of Chemicals 1 and 2, respectively. Assume further that d10<ED0U and 

d20<ED012, where ED0U. represents the predicted dose level at 1 % excess risk for Chemical k. Using 

288 



the bootstrap method, a large number, N, of representative datasets for Chemicals 1 and 2 are randomly 

generated. For each pair of datasets, the generalized multistage model (or some other model) is fitted, 

and the predicted ED01JC (k=l,2) is calculated; this involves an iterative routine for models such as the 

multistage model. The excess risk at dose level d^ of Chemical k (k=l,2) is calculated by linear 

extrapolation as 

R(d»,0*) = <P.01)äJEDax. 

The No* largest value of R(dio,0i)+R(d2o,02) calculated this way will be the linearly extrapolated 100(1- 

or)% UCL on the total excess risk. Lower-confidence limits on dose may also be calculated using this 

linear-extrapolation approach. 

ILLUSTRATION OF LIKELIHOOD AND BOOTSTRAP APPROACHES 

The health effects of 21 chemicals found in drinking water have been evaluated by the NRC 

(17,18). In the evaluation, the multistage model was used to calculate cancer risk for chemicals that 

showed evidence of carcinogenicity in animal bioassays. Various conversion factors were used to 

translate the UCLs on risk calculated for the administered animal doses to upper bounds on lifetime 

human risk associated with concentrations (in /tg/L) in drinking water. Four chemicals from the 21 

evaluated by the NRC are used for illustration of the confidence-limit methodology. These chemicals, 

their associated relevant bioassay data identified by the NRC (18), and their estimated multistage model 

coefeicients are given in Table 35. 

Individual 95% UCLs on lifetime excess cancer risk for each chemical, calculated using the 

bioassay data and conversion factors identified by the NRC (18), and assuming daily consumption of 1 L 

of water containing the chemical at a concentration of 1 /ag/L, are given in Table 36 for both the 

likelihood-based and nonparametric bootstrap methods. For the likelihood approach, UCLs were 

calculated based only on direct model predictions, while for the bootstrap approach, UCLs were 

calculated based both on direct model predictions and on extrapolation below the ED01s of the individual 

chemicals. Calculations were made on the basis of extra risk, as defined above, with 1000 simulations 

being used for the bootstrap method. The results in Table 36 suggest that upper bounds on risk produced 

by the bootstrap method tend to be lower than those produced by the likelihood method. There is no 

difference between the UCLs for individual chemicals computed by the two different bootstrap methods; 

for mixtures, UCLs based on linear extrapolation below the ED01 tend to be slightly larger. 
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TABLE 35. BIOASSAY TUMOR DATA AND MULTISTAGE MODEL PARAMETER 
ESTIMATES FOR FOUR CHEMICALS IN DRINKING WATER" 

Chemical 

Sex/ 
Strain/ 
Species 

Doses 
(mg/kg/d) 

Tumor 
Site 

Tumor 
Rates 

Parameter 
Estimates 

Chlorobenzene Male 
F-344 
Rat 

0 
60 

120 

Liver 2/50 
4/49 
8/49 

q0=4.08E-2 
qx=3.33E-4 
q2=6.77E-6 

Hexachlorobenzene Male 
Swiss 

Mouse 

0 
6 

12 
24 

Liver 0/47 
0/30 
3/29 
7/44 

qo=0 
q!=2.04E-3 
q2=2.47E-4 
q3=0 

Trichloroethylene Male 
B6C3FX 

0 
1,000 

Liver 8/48 
30/50 

q0=1.82E-l 
q!=7.34E-4 

1,1,1-Trichloroethane Male 
B6C3F! 
Mouse 

0 
1,500 
3,000 

Liver 16/50 
24/50 
20/50 

q0=4.38E-l 
q!=4.93E-5 
02 = 0 

1 Tabulated data were selected for risk assessment by the NRC (18). 

TABLE 36. UPPER-95%-CONFTOENCE LIMITS ON EXTRA CANCER RISK FOR 
SELECTED CHEMICALS AT CONCENTRATIONS OF 1 jtG/L IN DRINKING WATER 

Statistical Method for UCL 

Direct Direct EDoi 
Chemical Likelihood Bootstrap Bootstrap 

A. Chlorobenzene 2.14xl0"7 1.91xl0'7 1.91xl0"7 

B. Hexachlorobenzene 1.92x10* 1.50x10-* 1.50x10"* 

C. Trichloroethane 2.74xl0"7 2.79xl0"7 2.79xl0"7 

D.  1,1,1-Trichloroethane 3.70xl0'8 3.78xl0"8 3.78x10s 

Direct Direct EDoi 
Mixture Mixture Method Likelihood Bootstrap Bootstrap 

A. and B. Sum UCLs 2.14x10-« 1.69x10* 1.69x10"* 

Proposed 2.01x10"* 1.63x10"* 1.65x10-* 

A. and C. Sum UCLs 4.88xl0"7 4.70xl0"7 4.70xl0"7 

Proposed 4.30xl0"7 4.01xl0"7 4.03xl0"7 

A., B., C. Sum UCLs 2.41x10* 1.97x10* 1.97x10-* 

Proposed — 1.83x10^ 1.86x10* 

A., B., C, D. Sum UCLs 2.45x10* 2.01x10"* 2.01x10* 

Proposed — 1.84x10"* 1.88x10* 
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Comparison of upper bounds in Table 36 computed by summing individual UCLs to those based 

on the method proposed in this paper demonstrates the reduction in conservatism that can be achieved 

using the proposed method. Note that the reduction in conservatism of 12 to 15% for water containing 

only chlorobenzene and trichloroethylene (A and C) is considerably greater than the reduction of only 

2 to 6% for water containing only chlorobenzene and hexachlorobenzene (A and B). This is because the 

individual upper bound for chlorobenzene (A) is of the same order of magnitude as that for 

trichloroethylene (C), but is an order of magnitude smaller than the upper bound for hexachlorobenzene 

(B). This illustrates the property that the greatest reduction in conservatism is achieved when individual 

UCLs are roughly of the same order of magnitude. When they are not, the chemical with the highest 

individual UCL tends to dominate the UCL for the mixture. This is also illustrated in Table 36 by the 

addition of trichloroethylene (C) to water already containing chlorobenzene (A) and hexachlorobenzene 

(B), because hexachlorobenzene continues to dominate. It is further shown by the insignificant change 

in the UCL for the mixture after the addition of 1,1,1-trichloroethane (D) to water already containing the 

other three chemicals. 

DISCUSSION 

The calculation of UCLs on excess carcinogenic risk due to mixtures of chemicals does not have 

to be as conservative as simply summing upper-bound risks for individual components of the mixture. 

If carcinogenesis data on individual chemicals are available, then it is fairly easy to implement the 

methods described in this paper. Although, in principle, the likelihood-based method that is popular for 

individual chemicals can be extended to apply to a mixture of K chemicals, developing a computational 

algorithm for K>2 is somewhat difficult. Because it will involve considerable iteration, it might not be 

all that less computer-intensive than the bootstrap method. The bootstrap method is easy to implement, 

and the fact that it is computationally intensive is not a major concern in light of the speed of modern 

computers. 

Large differences between the likelihood and bootstrap UCLs are seen in Table 36 for certain 

individual chemicals and certain mixtures, with the bootstrap values being less than the corresponding 

likelihood values. In general, the more linear the data and corresponding fitted model (Table 35), the 

closer the agreement between the methods. This is in line with expectations, because for highly nonlinear 

data, the bootstrap approach would be expected to overcome some of the conservatism for which the 

likelihood approach has been criticized. However, this reduction in conservatism is meaningful only if 
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the bootstrap-based confidence limits actually maintain appropriate coverage. Smith and Sielken (19) 

conducted a Monte Carlo simulation study to compare the behavior of the likelihood approach to various 

bootstrap procedures, including the simple parametric approach described above. Their study was 

directed at the inverse problem, namely, finding an LCL on the dose corresponding to an excess risk of 

1/100,000. Smith and Sielken (19) concluded that the simple bootstrap procedure offers improvements 

over the likelihood-ratio-based confidence limit procedure with virtually no undesirable side effects. 

However, for multistage models that had only linear and cubic terms, the parametric bootstrap procedure 

did not maintain nominal coverage in their study. None of the fitted models for the chemicals in 

Table 35 are of this type. Smith and Sielken did not simulate the simple nonparametric bootstrap 

approach used in this paper. 

One interpretation of the results in Table 36 is that the conservatism associated with adding upper- 

bound risk estimates does not appear to be of great concern, at least for a mixture with a small number 

of components. In fact, using the ED0][-bootstrap approach, the proposed method leads to only a 7% 

reduction in the UCL for the four-chemical mixture (Table 36). However, as has been stated above, for 

a mixture of equipotent chemicals, the reduction in conservatism will be more striking. Furthermore, 

because the proposed method is easy to implement, there is no compelling reason not to use it to reduce 

unnecessary conservatism. Of course, the validity of the procedure rests on the assumption of additivity 

of risks at low doses. To evaluate this assumption, it would be desirable, and perhaps not infeasible, to 

have low-dose experimental data on a mixture of a small number of chemicals. 

Whereas in this paper, attention has centered on the generalized multistage model for fitting 

tumorigenicity data, other models, such as the two-stage clonal expansion model, may just as 

appropriately be used to implement the bootstrap procedure. The main consideration is having a suitable 

model-fitting routine. The entries in Table 36 were generated using GLOBAL86 (11) in conjunction with 

a FORTRAN routine for resampling and sorting. Calculation of the bootstrapped UCL for the four- 

chemical mixture in Table 36 took approximately 4V£ min. for the direct method and just over 5 min. 

for the linear extrapolation method, using a 486-33 machine with OS/2. The authors are considering the 

development of a computational algorithm for the general user. 
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ABSTRACT 

The regulation of noncancer toxicants, including neurptoxicants, has usually been based upon a 

reference dose (allowable daily intake). A reference dose is obtained by dividing a no-observed-effect 

level by uncertainty (safety) factors to account for intraspecies and interspecies sensitivities to a chemical. 

It is assumed that the risk at the reference dose is negligible, but no attempt generally is made to estimate 

the risk at the reference dose. A procedure is outlined that provides estimates of risk as a function of 

dose. The first step is to establish a mathematical relationship between a biological effect and the dose 

of a chemical. Knowledge of biological mechanisms and/or pharmacokinetics can assist in the choice of 

plausible mathematical models. The mathematical model provides estimates of average responses as a 

function of dose. Secondly, estimates of risk require selection of a distribution of individual responses 

about the average response given by the mathematical model. In the case of a normal or lognormal 

distribution, only an estimate of the standard deviation is needed. The third step is to define an adverse 

level for a response so that the probability (risk) of exceeding that level can be estimated as a function 

of dose. Because a firm response level often cannot be established at which adverse biological effects 

occur, it may be necessary to at least establish an abnormal response level that only a small proportion 

of individuals would exceed in an unexposed group. That is, if a normal range of responses can be 

established, then the probability (risk) of abnormal responses can be estimated. In order to illustrate this 

process, measures of the neurotransmitter serotonin and its metabolite 5-hydroxyindoleacetic acid in 

specific areas of the brain of rats and monkeys are analyzed after exposure to the neurotoxicant 

methylenedioxymethamphetamine. These risk estimates are compared with risk estimates from the 

quantal approach in which animals are classified as either abnormal or not, depending upon abnormal 

serotonin levels. 

295 



INTRODUCTION 

Most disease risk estimation techniques have focused on quantal data in which an animal can be 

classified with or without a biological effect, (e.g., tumor or birth defect). For nonquantal (continuous) 

data, different procedures are needed. Examples of continuous data are organ weights and hematological 

measurements. Crump (1) utilized several dose-response models to estimate the doses corresponding 

to various changes, (e.g., 1, 5, and 10%), from the control means. No attempt was made to define an 

adverse change or to estimate the risk for continuous end points. 

Gaylor and Slikker (2) proposed a technique for estimating risk of an adverse effect for 

continuous data. In the absence of a specified level defined to be adverse, the risk of an abnormal level 

was estimated. Abnormal was defined as outside the normal range (e.g., below the 0.1 percentile or 

above the 99.9 percentile), for a continuous end point in untreated control animals. Unless a large 

number of animals are available, extreme percentiles cannot be determined directly and must be estimated 

from a sample of animals. This requires establishing a distribution of the end point about the average 

value. For a normal or lognormal distribution, estimates of the mean and standard deviation provide 

estimates of percentiles. The estimate of the mean, as a function of dose, is provided by fitting a 

dose-response curve to bioassay data. Then the risk (probability of being outside the normal range for 

a biological end point) can be estimated as a function of dose. 

Let y denote the measurement of a biological effect in an individual animal, y the sample average, 

and s the sample standard deviation. If y is normally distributed, then the proportion of measurements 

estimated to be below ( y - Zps) is approximately p, where Zp can be obtained from statistical tables (e.g., 

Beyer [3]). For example, the estimate of the 0.1 percentile for control animals is y.^ = ( y - 3.09s), 

where y is the average and s is the standard deviation for the controls. This value can be used to define 

the abnormal range. Let y (d) represent the estimate of the average at a dose (d). As given by Gaylor 

and Slikker (2), the probability of an abnormal level at dose (d) is estimated by calculating Z = (yM1- 

y (d))/s(d), where s(d) is the estimated standard deviation at dose (d). The estimated probability of an 

abnormal level at dose (d) is p(d), which is the probability corresponding to Z obtained from standard 

tables, (e.g., Beyer [3]). The excess risk above background is estimated to be (p(d) - 0.001). Obviously, 

a different percentile could be used to define an abnormal level. 
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If there is concern about large values of an end point, values above the 99.9 percentile (y.^ = 

y  + 3.09s) may be considered abnormal. The probability of an abnormal level at a dose (d) is estimated 

by the probability that Z is greater than (y^ - y (d))/s(d). 

If the measurements are described by a lognormal distribution, then y is the average of the 

logarithms of the ys (i.e., the geometric mean) and s is the standard deviation of the logarithms of the 

ys. A detailed example of the calculation of risk is given by Gaylor and Slikker (4). 

In the above calculations of risk, it is necessary to establish a dose-response function to provide 

an estimate of the average response y (d) at dose (d). For most bioassay data, there generally will be 

several dose-response models that will describe the data equally well. For predictions of risk within the 

experimental dose range, the choice of the dose-response model generally has little effect. However, 

for risk estimation below the experimental dose range, the choice of the dose—response model is critical. 

To the extent possible, the dose-response model should be based upon knowledge of pharmacokinetics 

and the biological mechanisms of toxicity. In this paper, the risk estimation procedure proposed by 

Gaylor and Slikker (2) will be reviewed and illustrated with data on rats and monkeys. A comparison 

will be made between the analysis based on continuous data and converting the data to a quanta! analysis. 

Benchmark Dose 

The regulation of noncancer toxicants generally is based upon establishing a no-observed-adverse- 

effect level (NOAEL) and dividing by uncertainty (safety) factors to obtain a reference dose (allowable 

daily intake). A comprehensive description of the choice of uncertainty factors and calculation of 

reference doses is given by Barnes and Dourson (5). It is recognized that the NOAEL is ill-defined, 

depends on the dose levels tested, and does not make full use of dose—response data. More importantly, 

use of the NOAEL does not encourage good experimentation. In fact, just the opposite is true. The 

poorer experiment that has less power to detect biological effects may result in higher NOAELs and 

correspondingly higher reference doses. Further, the risk at the NOAEL is not necessarily zero and 

varies from case to case. Gaylor (6) showed from published data on 93 developmental toxicants that the 

risk of malformations or dead/resorbed fetuses at the NOAEL exceeded 1 % in about one-fourth of the 

cases. 
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Because of the shortcomings of the NOAEL, various authors (e.g., Crump [1] and Kimmel and 

Gaylor [7]), have suggested that the NOAEL be replaced by a dose corresponding to a low level of risk 

on the order of 1 to 10%. These levels of risk generally can be estimated with adequate precision from 

bioassay data. Specifically, the benchmark dose (BMD) is defined as a lower confidence limit estimate 

corresponding to a low level of risk. For example, if the effective dose corresponding to a risk of 5% 

is chosen (ED05), the BMD would be designated as its lower 95% confidence limit (LED05). Now, a 

better experiment with tighter confidence limits will result in a larger BMD. Uncertainty (safety) factors 

would still be applied to the BMD to account for variation in sensitivity among individuals, animal to 

human extrapolation, and different exposure conditions. 

The BMD approach will be illustrated later for neurochemical effects in the brains of rats and 

monkeys. 

Neurochemical Examples 

Neurochemical effects measured in experiments conducted at the National Center for 

Toxicological Research reported by Slikker et al. (8,9) will be used to illustrate methods of risk 

assessment for continuous data. In these studies, methylenedioxymethamphetamine (MDMA) was 

administered orally to male rats and female monkeys for 4 consecutive days. Neurochemical 

measurements were made in various areas of the brain 2 and 4 weeks later. For purposes of illustration, 

concentrations of the neurotransmitter serotonin (5-HT) and its metabolite 5-hydroxindoleacetic acid (5- 

HIAA) in the hippocampus and frontal cortex will be used. Gaylor and Slikker (2) showed that 5-HT 

and 5-HIAA are approximately lognormally distributed. Thus, all calculations were performed on the 

logarithms of 5-HT and 5-HIAA. Also, the standard deviation of the logarithm of 5-HT and 5-HIAA 

were approximately equal across doses. That is, the coefficient of variation of 5-HT and 5-HIAA 

measurements are nearly constant for all dose levels. Thus, pooled estimates of the standard deviation 

were used. 

Based on pharmacokinetic and mechanistic considerations, Slikker and Gaylor (10) used a 

saturation-type model to describe the dose—response. The concentrations (y) of 5-HT and 5-HIAA in 

the brain relative to the background level in control animals was modeled by 
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1 + Ad 
y  =  

1 +Bd 

where A and B are constants estimated from bioassay data and d is dose. At the background level d=0, 

y = 1. At large doses, the relative concentration approaches A/B. The low-dose slope is (A-B). The SAS 

procedure NLIN (11) was used to fit the nonlinear saturation-type model to the bioassay data. 

The geometric means (based on the averages of the logarithms of 5-HT and 5-HIAA) are 

displayed in Tables 37 and 38 for male rats and female monkeys, respectively. Doses are expressed as 

milogram per kilogram body weight per day. The fitted dose-response curves are given in Tables 39 

and 40 for rats and monkeys, respectively. The results for 5-HT in the hippocampus are also displayed 

in Figure 37. The estimated proportions (risk) of abnormal concentrations of 5-HT in the hippocampus 

are shown in Figure 38. 

The abnormal levels were based on the 0.1 percentile of the lognormal distribution of the control 

animals. To illustrate the benchmark dose process, the dose corresponding to a risk of 5% (i.e., the 

ED05) was calculated. Chen and Gaylor (12) and Kodell and West (13) provide procedures for 

calculating confidence limits for continuous data. Here, approximate variances (V) of estimates of the 

logarithm of relative concentrations (y) were obtained for the Taylor's Series expansion of the dose- 

response model 

V(lny) 
V(A) V(B) 2 Cov(A,B) 

+ 
(1+Ad)2 (1+Bd)2       (1+Ad)(l+Bd) 

V(A) is the variance of the estimate of A, similarly for V(B), and Cov (A,B) is the covariance 

of the estimates of A and B. 

The asymptotic upper 95% confidence limit on the relative concentration is U = exp(ln y + 1.645 

V V(ln y)). Solving U = (1 + Ad)/(1 +Bd) for d gives the approximate LED05 which could be used as 

a BMD in place of the NOAEL. A "safe" or "reference" dose is calculated by dividing the NOAEL or 

BMD by appropriate safety or uncertainty factors. The results are shown in Tables 39 and 40 for male 

rats and female monkeys, respectively. 

299 



TABLE 37.  GEOMETRIC MEAN RESPONSE EXPRESSED AS PROPORTION OF THE 
CONTROL MEAN 30 DAYS AFTER ORAL ADMINISTRATION OF MDMA 
IN MALE RATS ON 4 CONSECUTIVE DAYS 

Dose 5-HTin 5-HTin 5-HIAAin 5-HIAAin 
(mg/kg/day) Hippocampus Frontal Cortex Hippocampus Frontal Cortex 

0 1.00 (13)a 1.00 (13) 1.00 (13) 1.00 (13) 
5 0.88 (5) 0.80 (5) 0.75 (5) 0.89 (5) 

10 0.79 (4) 0.66 (4) 0.56 (4) 0.74 (4) 
80" 0.46 (8) 0.39 (8) 0.41 (7) 0.62 (7) 

160" 0.54 (6) 0.44 (6) 0.42 (6) 0.64 (6) 
160 0.53 (5) 0.44(7) 0.41 (7) 0.62 (7) 

'Number of animals examined. 
bAnimals examined 14 days after last administration of MDMA. 

TABLE 38.  GEOMETRIC MEAN RESPONSE EXPRESSED AS PROPORTION OF THE 
CONTROL MEAN 30 DAYS AFTER ADMINISTRATION OF MDMA IN 
FEMALE MONKEYS ON 4 CONSECUTTVE DAYS 

Dose 5-HTin 5-HTin 5-HIAAin 5-HIAAin 
(mg/kg/day) Hippocampus Frontal Cortex Hippocampus Frontal Cortex 

0 1.00 (7)a 1.00(7) 1.00(7) 1.00 (6) 
2.5 0.87 (4) 0.95 (4) 0.78 (4) 0.92 (4) 
5.0 0.69 (3) 0.60 (4) 0.84 (3) 0.74 (4) 

10.0 0.26 (3) 0.23 (3) 0.38 (3) 0.42 (3) 
20.0 0.17(3) 0.11 (2) 0.20 (3) 0.05 (2) 
40.0 0.09 (4) 0.19(4) 0.15 (4) 0.42 (4) 

"Number of animals examined. 

300 



TABLE 39. SUMMARY OF NEUROCHEMICAL RESPONSES 30 DAYS AFTER ORAL 
ADMINISTRATION OF MDMA IN MALE RATS ON 4 CONSECUTIVE DAYS 

5-HTin 5-HTin 5-HIAAin 5-HIAAin 
Hippocampus Frontal Cortex Hippocampus Frontal Cortex 

Saturation model" l+0.031d l+0.043d l+0.069d l+0.078d 
l+0.068d l+0.114d l+0.179d l+0.129d 

Standard deviationb 0.318 0.312 0.354 0.250 
Abnormal level0 0.37 0.38 0.33 0.46 
ED05d 30.9 13.0 11.1 28.0 
LED05e 17.3 6.6 5.4 4.6 
Quantal ED05f 61.1 17.3 19.9 h 
Quantal LED058 23.1 9.8 10.8 h 

'Geometric mean relative to controls at a dose of mg/kg/day of MDMA. 
'Standard deviation of log«, (level of 5-HT or 5-HIAA). 
c0.1 percentile of control levels expressed as proportion control mean. 
''Estimated dose from saturation model corresponding to excess risk of 5% abnormal animals. 
Tower 95% confidence limit on estimated ED05. 
*ED05 estimated from binomial incidence of abnormal animals. 
"Lower 95% confidence limit on the binomial estimate of the ED05. 
'Inadequate number of abnormal animals for binomial analysis. 

TABLE 40. SUMMARY OF NEUROCHEMICAL RESPONSES 30 DAYS AFTER ORAL 
ADMINISTRATION OF MDMA IN MALE RATS ON 4 CONSECUTIVE DAYS 
(ADAPTED FROM SLIKKER AND GAYLOR [10]) 

5-HTin 5-HTin 5-HIAAin 5-HIAAin 
Hippocampus Frontal Cortex Hippocampus Frontal Cortex 

Saturation model* 1 1 1 l+0.027d 
l+0.137d l+0.100d l+0.099d 1+0.127 

Standard deviationb 0.35 0.65 0.41 0.40 
Abnormal level0 0.34 0.13 0.28 0.29 
ED05d 4.8 16.5 8.3 10.0 
LED05e 2.0 1.7 3.9 4.2 
Quantal ED05f 3.0 8.0 5.9 5.3 
Quantal LED058 0.6 2.2 0.9 1.2 

"Geometric mean relative to controls at dose of mg/kg/day of MDMA. 
'Standard deviation of log. (level of 5-HT or 5-HIAA). 
c0.1 percentile of control levels expressed as proportion control mean. 
dEstimated dose from saturation model corresponding to excess risk of 5% abnormal animals. 
'Lower 95% confidence limit on estimated ED05. 
*ED05 estimated from binomial incidence of abnormal animals. 
gLower 95% confidence limit on the binomial estimate of the ED05. 
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An alternative approach to calculating a BMD is to classify the measurements as abnormal or 

normal and then proceed with a quanta! analysis of the binomial proportion of abnormal animals. The 

values below the 0.1 percentile of the control animals were classified as abnormal. The proportion P of 

abnormal animals was assumed to be described by an exponential-polynomial of dose (d) 

P  = 1 - exp[b0 + bxd + b2d
2 + ...] . 

Procedures given by Howe and Crump (14) were used to estimate the LED05 for a BMD. These 

results are given in Tables 39 and 40 for rats and monkeys, respectively. 

DISCUSSION 

These analyses demonstrate that female monkeys are more sensitive to MDMA than male rats 

when compared on the basis of the concentrations of 5-HT and 5-HIAA in the hippocampus and frontal 

cortex relative to the concentrations in unexposed control animals. 

For the male rats, the lowest dose of 5 mg/kg/day giving a mean of 88% of the controls (Table 

37) might not be considered as showing an adverse effect; although, it is not clear if 5 mg/kg/day would 

be selected as the NOAEL. If the LED05 were used as a BMD in place of the NOAEL, a larger value 

of 17.3 mg/kg/day would be used to set allowable doses based upon 5-HT in the hippocampus (Table 39). 

For the other end points, the LED05 is close to the purported NOAEL. 

For female monkeys, the lowest dose of 2.5 mg/kg/day giving a mean of 87% of the controls 

(Table 38), might not be considered as showing an adverse effect. Again, it is not clear if this would 

be considered the NOAEL. The LED05 is close to 2.5 mg/kg/day for each of the four end points 

(Table 40). 

Further use of these techniques is needed to determine what level of risk should be used for the 

BMD. 

For the rats, the LEDs obtained from the continuous data analysis and the quantal analysis were 

similar (Table 39). For the monkeys, the LED05s were often considerably much lower when the quantal 

analysis was used. This may be a result, in part, of the small number of animals per dose in the monkey 
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studies. Again, a large simulation study could probably resolve the relative efficiency of the continuous 

analysis compared to the quantal analysis. 

The continuous data analysis requires an estimate of the standard deviation. Estimates of the 

standard deviation can become quite imprecise for small numbers of animals. Fortunately, compensating 

errors tend to reduce the effects of imprecision of the estimate of the standard deviation. For example, 

if the estimate of the standard deviation is too large, the estimated spread of the distribution is too large, 

but the estimate of the difference from the mean for the abnormal level also will be too large. Again, 

an examination of the effects of imprecision of estimates of the standard deviation could be studied by 

computer simulations. This could also lead to recommendations for the number of dose levels and 

number of animals per dose to use in bioassays. 

In the analyses conducted to date, it is encouraging that reasonable results appear to be obtainable 

from the continuous data approach even with a relatively small number of animals. 
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ABSTRACT 

Tetrachloroethylene (PCE) is a commonly used organic solvent and a suspected human 

carcinogen, reportedly transferred to human breast milk following inhalation exposure. Transfer of PCE 

to milk may represent a threat to the nursing infant. A physiologically based pharmacokinetic (PBPK) 

model was developed to quantitatively assess the transfer of inhaled PCE into breast milk and the 

consequent exposure of the nursing infant. The model was validated in lactating rats. Lactating Sprague- 

Dawley female rats were exposed via inhalation to PCE at concentrations ranging from 20 ppm to 

1000 ppm, and then returned to their nursing, 10- to 11-day-old pups. Tetrachloroethylene concentrations 

in the air, blood, milk, and tissue were determined by gas chromatography and compared to model 

predictions. The model described the distribution of inhaled PCE in maternal blood and milk, as well as 

the nursed pup's gastrointestinal tract, blood, and tissue. Several computer simulations of PCE 

distribution kinetics in exhaled air, blood, and milk of exposed human subjects were run and compared 

with limited human data available from the literature. It is concluded that the PBPK model successfully 

described the concentration of PCE in both lactating rats and humans. Although predictions versus 

observation were good, the model slightly underpredicted the peak whole pup PCE concentration and 

underpredicted systemic clearance of PCE from the pup. 

INTRODUCTION 

Transfer of toxic chemicals via mother's milk represents an important, although not widely 

recognized health risk to the infant. An evaluation of the hazards of exposure to occupational chemicals 

transferred from mother to baby must include qualitative and quantitative determinations of chemicals that 

contaminate breast milk. 
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A review of the literature conducted by Cone et al. (1) for the U.S. Environmental Protection 

Agency (EPA) revealed that many chemical compounds may be transferred with breast milk during 

feeding. Most of these chemicals were either environmental pollutants or drugs. An extensive list of the 

chemicals detected or excreted in human milk (about 150 compounds) has been published recently by 

Giroux et al. (2). The lactational transfer of both environmental pollutants and drugs was reviewed in two 

recent publications (3, 4). 

Volatile organic solvents deserve special attention because exposures to these chemicals occur 

very often in industrial facilities. Inhaled volatile organic chemicals quickly transfer to systemic 

circulation where they are likely to partition into fat stores, including breast milk. The residence time for 

volatile organic chemicals in the body (including breast milk) is not long when compared to persistent 

environmental contaminants such as polychlorinated biphenyls, but the levels achieved in the fat stores 

and breast milk may be substantial. For instance, tetrachloroethylene (synonym: perchloroethylene or 

PCE) was detected in milk from one Canadian woman who regularly visited her husband during his lunch 

hour at a dry-cleaning factory (5). The concentration of PCE in breast milk was 10 ppm/1 h after the 

visit and over the next 24 h the PCE concentration in breast milk decreased to 3 ppm. Her infant 

developed jaundice at the age of 6 weeks, but recovered quickly after cessation of breast-feeding (5). 

Although the disease was attributed to the contamination of breast milk with PCE, it is still not clear 

whether the association with obstructive jaundice was causal or spurious. 

Tetrachloroethylene is a volatile, nonflammable liquid widely used in the dry-cleaning industry 

and in metal degreasing operations. Acute inhalation of PCE vapor by humans has produced central 

nervous system depression ranging from lightheadedness and muscular incoordination at low 

concentrations, to loss of consciousness and respiratory paralysis at higher doses (6-9). The development 

of minor, reversible hepatic dysfunction several days following accidental human exposure to anesthetic 

concentrations of PCE also has been noted (6, 7). 

There was a limited amount of information in the literature on tissue concentrations of PCE in 

rats or mice, resulting from test exposures, from which a physiologically based pharmacokinetic (PBPK) 

model describing the pharmacokinetics of PCE was developed and validated by Ward et al. (10). Using 

this generic model, without milk compartment, Schreiber (11) has estimated human breast milk 

concentrations of PCE and excess cancer risk for infants exposed to PCE in breast milk. These estimates 
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by Schreiber (11) were based on solubility of PCE in fat but not in milk. Thus, without the actual 

measurements of breast milk PCE concentrations in either occupational or experimental exposure, this 

kind of estimate remains rather speculative and has limited value for appropriate risk management until 

its predictions can be validated experimentally. 

In this report, a PBPK model for lactational transfer of PCE is described and validated in nursing 

rats. Several computer simulations and predictions for the long-term PCE distribution in exhaled air, 

blood, and milk of exposed human subjects were done and compared with available human data from the 

literature. The model predictions appear to be in good agreement with the measured values. The computer 

simulation of the kinetics of lactational transfer of PCE may aid a quantitative assessment of the dose 

passed by the exposed mother to the nursing infant. 

MATERIAL AND METHODS 

Gas Uptake 

The amount of PCE metabolized by animals was estimated from a sustained decrease of PCE 

concentration in a closed gas-uptake chamber (7.9 L), measured by gas Chromatographie (GC) analysis 

as described by Gargas et cd. (12). The amount of PCE in the sampled air was measured by the Hewlett- 

Packard 5890 Series II GC with flame ionization detector. A standard curve was prepared by injecting 

known amounts of PCE into empty chambers and sampling the chamber atmosphere immediately after 

equilibrium was reached. At each PCE concentration level, a loss run was performed for 6 h in an empty 

chamber to quantify any unspecific absorption, leakage, or other loss of PCE from chamber atmosphere 

(the determined loss rate was 0.05"1)- For each gas-uptake run, three lactating female Sprague-Dawley 

rats were used. 

The decrease in PCE chamber concentration was indicative of the rate of metabolism of the 

chemical by the animal (12). Analogous to the description of kinetics for isolated enzymes by Michaelis 

and Menten theory, a "pseudo V^" and an "apparent KJ' were determined by PBPK modeling. 

Blood and Milk Analysis 

Samples of blood or milk were collected in triplicate from each animal into glass capillary tubes 

of known volume, transferred directly to autosampler vials, and extracted using n-hexane. The extracts 

were analyzed by a GC equipped with a Vocol™ fused silica column and an electron capture detector. 
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Calibration curves were prepared and evaluated statistically for the best fit. Concentrations in blood and 

milk were corrected for appropriate extraction efficiency, determined by spiking blood and milk with PCE 

(90.0% ±2.4 and 95.5% ±2.8, respectively; n=9). The standards also were processed with each series 

of samples. 

Tissue Analysis 

Tissues of pups, euthanitized with C02 and bled, were placed either in sample bags and frozen 

in liquid N2, or in jars with n-hexane and processed fresh. Thawed or fresh samples were homogenized 

and extracted with rc-hexane. The extracts were analyzed by GC in a manner analogous to that used for 

blood and milk extracts. The difference between extraction efficiency calculated for frozen tissues 

(56.0% ±6; n=3) and fresh tissues (57.0% ±9; n=3) was insignificant. Calibration curves were prepared 

using tissues of control pups spiked with known amounts of PCE. 

Determination of Partition Coefficients 

A smear method was used for determination of tissue, milk, and blood partition coefficients. The 

fresh or frozen tissues were homogenized and approximately 0.1 g of muscle, liver, kidney, or pup; 

0.05 g of adipose tissue; or 250 fiL of blood or milk were smeared on the walls of tared, 25 mL, 

borosilicate glass scintillation vials. The vials were weighed, sealed, and then injected with known 

amounts of PCE vapors from an equilibrated standard bag. The vials were then incubated with vortexing 

for 3 h at 37 °C. Aliquots of 1 mL of head space were injected automatically onto the GC and analyzed 

as described above for blood and milk. The blood/air and tissue/air partition coefficients were then 

calculated, essentially as described by Gargas et al. (13). 

Animal Exposure 

Lactating female Sprague-Dawley rats (body weight 232 to 352 g) were used as test animals. 

After delivery, litters were reduced to 8 pups per dam and kept undisturbed for 10 to 11 days (the range 

of body weight for 10- to 11-day-old pups was 16.2 to 27.9 g). On Day 10 or 11 post partum, the 

lactating females were exposed to PCE either in the closed gas-uptake chamber (3 rats per 7.9-L chamber) 

for up to 6 h or in an open inhalation chamber (5 rats per 30.0-L chamber) for 1 to 6 h. Numbers of rats 

included in the inhalation exposures are reported in figure captions. 

309 



Inhalation was selected as the route of administration most relevant to occupational exposure of 

women. Concentrations for inhalation exposures of rats were set between 20 and 1000 ppm for 1 to 6 h. 

At a selected exposure level (600 ppm), the measurements were performed in dam's milk and blood after 

1-, 2-, 3-, 4-, and 5-h exposures to PCE. An additional group of dams, exposed to 600 ppm of PCE for 

2 h, was returned to their nursing pups after the exposure, and at selected times blood and tissue levels 

of PCE were measured in pups. 

The animals used in this study were handled in accordance with the principles stated in the Guide 

for the Care and Use of Laboratory Animals prepared by the Committee on Care and Use of Laboratory 

Animal Resources, National Research Council, Department of Health and Human Services, National 

Institutes of Health, Publication No. 86-23, 1985; and the Animal Welfare Act of 1966, as amended. 

Computer Simulations 

A PBPK model was written in SIMUSOLV, a Fortran-based continuous simulation language, and 

simulations were performed using SIMUSOLV software package with optimization capabilities (DOW 

Chemical Co., Concord, MA) on a VAX/VMS mainframe computer (VAX8530, Digital Equipment 

Corp., Maynard, MA). 

RESULTS 

PBPK Model Construction 

Figure 39 shows the scheme of PBPK model, essentially as described by Ramsey and Andersen 

(14). Additional compartments were added to describe milk (15) and nursing pups (16). Initially, for 

simplicity, the pups were described by the lungs, arterial and venous blood, and the "other tissues" 

compartment (17). However, this simplified model did not describe adequately the kinetics of PCE in pup 

blood and tissues. Thus, milk was retained in the gastrointestinal tract of nursing pups, apparently causing 

delayed absorption of PCE for several hours. To describe this phenomenon, an additional compartment 

was added simulating the pup gastrointestinal tract (Figure 39). 
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Figure 39. Scheme of physiologically based pharmacokinetic (PBPK) model used to simulate 
lactational transfer of PCE in nursing rats and humans. Abbreviations: CI = 
concentration in inhaled air (mg/L); QP = alveolar ventilation rate adjusted for body weight 
(L/h); CX = concentration in exhaled air (mg/L); QC = cardiac output adjusted for body 
weight (L/h); CVF = venous concentration leaving the fat tissue (mg/L); QF = blood flow 
to fat (L/h); CVS = venous concentration leaving the slowly perfused tissues (mg/L); QS 
= blood flow to slowly perfused tissues (L/h); CV = concentration in mixed venous blood 
(mg/L); CA = concentration in arterial blood (mg/L); CVR = venous concentration leaving 
the rapidly perfused tissues (mg/L); QR = blood flow to rapidly perfused tissues (L/h); 
CVL = venous concentration leaving the liver tissue (mg/L); QL = blood flow to liver 
(L/h); QPP = alveolar ventilation rate in pups, adjusted for body weight (L/h); CXP = 
concentration in air exhaled by pups (mg/L); CVMT = venous concentration leaving the 
mammary glands tissue (mg/L); QCP = cardiac output in pups adjusted for body weight 
(L/h); CVP = concentration in venous blood in pups (mg/L); CAP = concentration in 
arterial blood in pups (mg/L); RPUP = elimination rate for PCE from milk to pups (mg/h); 
VMAX = pseudo-maximal velocity of PCE metabolism (mg/h); KM = apparent Michaelis- 
Menten constant for PCE metabolism (mg/L); AM = amount of PCE metabolized (mg); 
RMR = the rate of gastrointestinal tract loading with PCE in pups (mg/h); RAP = the rate 
of gastrointestinal absorption of PCE in pups (mg/h). 
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The Differential Equations 

Mass transfer differential equations describing each compartment building the PBPK model for 

lactational transfer of PCE (schematically shown in Figure 39) are described below. 

For well-stirred compartments without metabolism or other losses (fat tissue, slowly perfused and 

rapidly perfused tissues, pup tissues), the amount change (dA/) over time was described as follows: 

dAz/dt = Q/(CA - CVi) 

where A represents amount, subscript i represents "i-th" compartment; Qi represents the blood flow 

through the "i-th" compartment; CA represents the arterial concentration; CVz represents the venous 

concentration leaving the "i-th" compartment (CVr = GYP/; where G is a concentration in the tissue in 

"i-th" compartment and P/ is the tissue/blood partition coefficient for "i-th" compartment. G = Ai/Vi, 

where Vi represents the volume of the "i-th" compartment). 

For the liver compartment, a loss term (RAM) was added to the well-stirred compartment 

description to account for metabolism (RAM = VMAX*CVL/(KM + CVL) + KF*CVL*VL; where 

* is multiplication, VMAX is pseudo-maximal velocity rate of PCE metabolism, CVL is venous 

concentration leaving the liver, VL is liver volume, KM is apparent Michaelis-Menten constant, KF is 

the first-order rate of metabolism): 

dAL/dt = QL(CA - CVL) - RAM 

where dAL is change of amount in the liver. 

Analogously, for the mammary glands compartment, the change of amount (dAMAT), described 

as above, contained a loss term for elimination for PCE from milk to pups, RPUP (RPUP = 

CMAT*OUTX; where CMAT is concentration in milk, OUTX is periodic zero order milk yield per 

dam): 

dAMAT/dt = QMT(CA - CVMT) - RPUP 

where QMT represents mammary blood flow, CVMT represents venous concentration leaving the 

mammary glands. CMAT = AMAT/VMILK, where CMAT is concentration and VMILK represents 

volume of milk. It was assumed that the milk compartment is in intimate contact with the arterial blood 

perfusing the mammary tissue, and that PCE rapidly equilibrates with the milk. 
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The rate of change in the amount of PCE in the pup gastrointestinal tract (d AGIT) was described 

as a difference between the rate of ingesting of PCE with mother's milk (RPUP) and the rate of 

absorption from the gastrointestinal tract, RAP (RAP = MR*KAP; where MR is the amount remaining 

in the pup gastrointestinal tract, KAP is absorption constant for pup, determined to be equal to 0.5 hrx): 

dAGIT/dt = RPUP - RAP 

The concentration of PCE in the pup gastrointestinal tract (CGIT) was calculated as CGIT = MR/GIW, 

where GIW represents weight of gastrointestinal tract of pup, adjusted for the pup's weight. 

Closed Chamber Exposure 

The closed chamber gas-uptake data were used to estimate and optimize the metabolism constants 

(VMAXC = 0.03 mg/kg/hr; and KM = 0.32 mg/L). These values suggested a very slow metabolism 

rate of PCE by lactating rats (17). Kinetic constants and physiological parameters are listed in Table 41. 

Computer simulations were conducted of 6-h gas-uptake exposures to an initial air concentration 

of 670 ppm of PCE. The predictions of blood and milk levels were compared to the results of 

measurement of respective concentrations at the end of exposure 

(CV = 6.14±0.29 mg/L; CMAT = 89.18± 12 mg/L; n = 3; results not shown here). Model predictions 

appeared to be in good agreement with the measured values, supporting further the validity of the 

estimated metabolism constants (17). 

Open Chamber Exposure 

Further validation of the PBPK model was completed using lactating rats exposed for 2 h to 

constant concentrations of PCE (ranging from 20±2 to 1000±47 ppm). The dependence of PCE 

concentration in milk versus concentration in air (CI) is shown in Figure 40. The data for blood and milk 

collected from rats exposed to these different concentrations of PCE were compared to the simulated 

levels by PBPK model. Similarly, the data collected from lactating rats exposed for different times to 

constant concentrations of 600 ppm PCE were compared to the levels in blood and milk simulated by 

PBPK model (results not shown). In both cases, the dose- and time-dependent courses of PCE 

concentrations were in agreement with those predicted by the PBPK model (17). 
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TABLE 41. KINETIC CONSTANTS AND PHYSIOLOGICAL PARAMETERS USED IN 
PBPK MODELING OF LACTATIONAL TRANSFER OF PCE IN RATS AND 
HUMANS 

Description [Units] Rat Human 

Tissue Volumes [Fraction of Body Weight:BW] 
Maternal 

Liver VLC = 0.04 0.04 
Fat VFC = 0.1 0.2 
Mammary VMATC = 0.044 0.05 

Perinatal 
Pup (Infant) Tissue VTCP = 0.9 0.9 

Maternal [L] 
Slowly Perfused VS = 0.79*BW-VF-VMAT 
Rapidly Perfused VR = 0.12*BW-VL 
Milk Volume VMILK = 0.00233 0.03542 

Flow Rates [L/h/kg] 
Maternal 

Alveolar Ventilation QPC = 14.5 19.7 
Cardiac Output QCC = 14.3 18.0 

Perinatal 
Alveolar Vent. Pup (Inf.) QPCP = 30.0 25.2 
Cardiac Output Pup (Inf.) QCCP = 22.0 22.0 

Maternal [Fraction of Cardiac Output] 
Liver QLC = 0.25 0.25 
Fat QFC = 0.07 0.05 

Partition Coefficients [Ratio of Solubility] 
Maternal 

Blood/air PB = 33.5 19.8 
Liver/blood PL = 1.9 6.83 
Fat/blood PF = 42.35 159.03 
Slowly Perf./blood PS = 0.93 7.77 
Rapidly Perf./blood PR = 1.67 6.83 
Milk/blood PMILK = 12.0 2.8 

Perinatal 
Blood/air Pup (Inf.) PPB = 24.3 8.0 
Other Tiss./bld.Pup (Inf.) PPT ~ 4.54 6.596 

Metabolism 
Maternal [mg/L] 

Apparent Michaelis-Menten KM 
[mg/kg/h] 

= 0.32 0.32 

Pseudo Maximal Velocity VMAXC =r 0.03 0.151 
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Exposure of Pups via Mother's Milk 

Another group of 20 lactating rats was exposed for 2 h using the same exposure concentration of 600 

ppm of PCE. The dams then were returned to their nursing pups and concentrations of PCE were 

followed for the next 24 h in blood and milk. The time-dependent model predictions appeared to be in 

good agreement with the measured values. 

Concentrations of PCE were measured for up to 24 h in 10- to 11-day old pups nursing from exposed 

dams. The time-dependent model predictions for pups were compared with measured values. The nursing 

pup whole body burdening of PCE was slightly underpredicted by the model (Figure 41a). On the other 

hand, PCE concentrations in pup venous blood were slightly overpredicted for times longer than 6 h 

(Figure 41b). 

DISCUSSION 

PBPK Models in Lactational Transfer of Chemicals 

The implementation of PBPK models by Shelley et al. (15, 18) represented significant progress in 

estimating the infant's exposure to chemicals transferred with breast milk, and in assessment of the overall 

risk to the infant. Their approach involved a physiologically based mathematical simulation capable of 

modeling, for instance, the transfer of volatile organic solvents from mother's breathing zone to the 

nursing infant. Such PBPK models of lactational transfer of chemicals may be scaled up or down, 

according to algorithms for the body weight, and can be validated using laboratory animals, such as 

lactating rats (16). 

We have used the same approach in the present study. However, PCE distribution in the dam was 

described better by five compartments rather than three, as in the general PBPK model presented by 

Shelley et al. (15, 18). On the other hand, the pup was at first described by one, and finally by two 

compartments only, without incorporating a negligible rate of metabolism. This was in contrast to the 

PBPK model for well metabolized trichloroethylene by Fisher et al. (16). Elimination of PCE in the pup 

was assumed to occur by exhalation. The physiological parameters, partition coefficients, and metabolism 

parameters estimated or determined by experiments are shown in Table 41. Using these parameters, the 

PBPK model fairly accurately described both blood and milk concentrations of PCE in lactating rats 

exposed to different concentrations of this chemical for different periods of time (17). 
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On the other hand, differences between the kinetics of loading of a pup's gastrointestinal tract and 

blood required explicit description of the gastrointestinal tract as a virtual initial compartment that was 

loaded with PCE several hours prior to the venous blood and solid tissues (Figure 41a). Using these 

assumptions, the PBPK model reliably predicted the distribution of PCE inhaled by dams and then passed 

onto their nursing pups via breast milk. 

Computer Simulation of Repetitive Exposures in Rats 

Assuming 2-h exposures to 600 ppm of PCE, five times per week, a simulation was run to predict 

the time-course of PCE concentration in rat milk for up to one month (Figure 42a). The total dose of 

PCE received by pups was estimated to reach as much as 600 mg/kg during this time (Figure 42b). Under 

these exposure conditions, the model predicted that the concentration of PCE retained in pup blood may 

reach 1 mg/L, which is a concentration referred to by the American Conference of Governmental 

Industrial Hygienists (ACGIH) as the index of biological exposure (BEI) to the threshold limit 

concentration (TLV-TWA = 50 ppm) for PCE inhaled by an adult human subject (19). 

Computer Simulations and Predictions of PCE Distribution in Humans 

The attempt was made to scale-up the PBPK model and to test its predictions versus available data 

for humans. The blood/air and milk/air partition coefficients for PCE were measured by our laboratory 

in the samples collected from volunteer donors (20). Initially, a set of physiological parameters and 

kinetic constants, pertinent to PCE in humans, was adopted from Ward et al. (10). The other values 

describing human milk, infant, and mammary glands compartments were calculated from data published 

for "Reference Man" (21), and finally the constants were optimized using the SMUSOLV software 

package, over the experimental data from literature describing inhalation exposures of human subjects 

to PCE (7-9, 22, 23). The final set of parameters and constants is listed in Table 41. 

Using these parameters, with the milk compartment turned off, and adopting the exposure 

scenario described by ACGIH (19), the computer simulations of PCE concentrations in human blood 

(Figure 43a) and exhaled air (Figure 43b) were run and then compared to the published BEI values. The 

model slightly underpredicted both blood and exhaled air PCE concentrations for human subjects, prior 

to the last shift of the workweek (Figures 43a,b). Much better fit of the computer-simulated time-course 

was obtained with the data reported by Fernandez et al. (22) for exhaled air of human subjects exposed 

to 100 ppm of PCE for 1 h (Figure 44a) and 8 h (Figure 44b). Similarly, the model accurately predicted 

PCE concentrations in exhaled air of human subjects exposed to 194 ppm of PCE for 90 min and 3 h 
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(Figure 45), as reported by Stewart et al. (7). Figure 46 shows computer simulation of the rate of PCE 

exhalation (RAX) run versus data reported by Bolanowska and Golacka (23) for two selected human 

subjects, a slim man and an obese woman (Bolanowska, personal communication). The model predictions 

of PCE exhaled breath clearance rates for both subjects were in general agreement with values measured 

by Bolanowska and Golacka (23), with modest overprediction of experimental data after the first 

measured time point. However, the model predictions fit better to the experimental data from the slim 

man than from the obese woman (Figure 46). 

Computer Simulations and Predictions of PCE Distribution in the Mother and Her Nursing Infant 

We have attempted also to simulate the only documented case of the lactational transfer of PCE 

from mother to infant, described by Bagnell and Ellenberger (5). Although the PCE concentration in 

inhaled air was not measured, the reported incidents of dizziness after exposure of mother to PCE without 

symptoms of general anesthesia (Bagnell, personal communication) suggested the PCE air concentration 

within the range of several hundred ppm. The best approximation of the computer-simulated values to 

PCE concentrations determined in blood and breast milk by Bagnell and Ellenberger (5) was achieved 

when the exposure concentration in inhaled air was assumed to be 600 ppm (Figures 47a,b). This 

concentration, exceeding more than 10 times the air TLV-TWA level recommended by ACGIH (19) for 

PCE, could result in the infant blood concentration of not more than 0.035 mg/L within one month of 

exposure to PCE via mother's milk (Figure 48). This concentration is more than one order of magnitude 

lower than the no-effect threshold assumed for adults by ACGIH (19). It is unknown if this concentration 

may cause any health effect in the infant. 

From these several predictions of PCE distribution and its kinetic behavior in exhaled air, blood 

and milk of exposed human subjects, and especially from the comparison of computer simulations with 

the available human data from literature, it is concluded that the PBPK model successfully described the 

concentrations of PCE in both lactating rats and humans. It seems that the validated PBPK model may 

be used, consequently, to predict the absorbed doses of PCE by nursing infants from the concentration 

in the mother's breathing zone. Although this approach will require monitoring of concentrations of PCE 

and other volatile chemicals in the air, it would aid the future attempts of risk assessment for infants. 
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Figures 42a,b. 
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Computer Simulation of Time-Dependent Concentrations of PCE in Rat's Milk (A) 
and Cumulative Uptake of PCE Received by 8 Pups With Milk From the Dams 
(B). The computer simulation was run assuming 2-h exposure of dams to 600 ppm of 
PCE, five times per week (Monday through Friday, beginning on Friday), during 1 
month. 
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Figures 43a,b. Computer Simulation of Time-Dependent Concentrations of PCE in Blood (A) and 
Exhaled Air (B) of Human Subjects Exposed to 50 ppm of PCE (TLV-TWA), 
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Monday Through Friday, Beginning on Monday). Small rectangles show biological 
exposure indices (BEI) measured in blood (A) and exhaled air (B). Data according to 
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Computer Simulation of Time-Dependent Concentrations of PCE in Blood (A) and 
Milk (B) of Lactating Mother Assumed to be Exposed to 600 ppm of PCE for 1 h, 
According to the Scenario Reported by Bagnell and Ellenberger (5). Small 
rectangles show data measured in blood or milk of human subject according to (5). 

325 



!   ^____ ■?—■ " 

_L—-i—-^1 
i ■":      ™ 

i 1" 
'■■ 1 "' " 

i -j " 

J_____l4_----f 
: ■ T' 

 r,         """   "" 
:            — ?  

 !——  

\y 
J_____——^r ! 
 . 1  

;          -—.—r  
_BBI i—  

 J-— " "  ; 

i ______X-—A^ 
 i  

-i ■ " | 

~i ■ ' i    ' 

•- \ 

o o 
CO 

o 
CM 

e-01. * (I/Bui) pooia snoueA UJ uoßejiuaouoo god 

53   M 5 e 
c 3 
•2"5b 
.2 xi 
3    - 
.§ 5> 
«1  -o 

o 
o 

od
. T

he
 c

om
pu

 
on

da
y 

th
ro

ug
h 

r(
5)

. 

© 
o 

e »5  ai ses? 
(O 

nf
an

t's
 V

en
ou

s 
tim

es
 p

er
 w

ee
k 

ne
ll 

an
d 

E
lle

nb
e 

o 
o 
m 

h"1    4)    M 

•S to CQ 
W „- >> 

^mm^ U W x> 
o 
o CO 

1_ -a>? 'S 3 rr,     O     O o leg- sz 
"—* « °\2 
Q) iSia o 

o 
CO 

£ 

t C
on

ce
n 

th
er

 to
 6

1 
th

e 
se

en
 

C  2  o 5 S *» 
"°   Z, M 

o S g?.s 
o 

D
ep

 
ct

at
i 

co
re

 

CM 

a-2 a 
H2s 

o o 3 2 w «a g 
e o e o 

m
ul

at
io

 
1-

h 
ex

p 
iu

ri
ng

 1
 

o 
> 

Fi
gu

re
 4

8.
   

C
om

pu
te

r 
Si

 
ru

n 
as

su
m

in
g 

on
 M

on
da

y)
 

326 



From these several predictions of PCE distribution and its kinetic behavior in exhaled air, blood 

and milk of exposed human subjects, and espectially from the comparison of computer simulations with 

the available human data from literature, it is concluded that the PBPK model successfully described the 

concentrations of PCE in both lactating rats and humans. It seems that the validated PBPK model may 

be used, consequently, to predict the absorbed doses of PCE by nursing infants from the concentration 

in the moter's breathing zone. Although this approach will require monitoring of concentrations of PCE 

and other volatile chemicals in the air, it would aid the future attempts of risk assessment fr\or infants. 
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Improving Risk Communications 

Robert A. Coppock 
World Resources Institute 

Washington, DC 

Let me begin with an anecdote about communicating with the public in general. In the winter 

of 1947 to 1948, a coalition of civic organizations in Cincinnati determined to raise public knowledge 

about the newly established United Nations, and launched an intensive six-month public information 

campaign. One radio station broadcast 150 spots. Sixty thousand pieces of literature were distributed. 

The Parent Teacher Association organized presentations to 13,000 people, and a speakers bureau made 

presentations to 2,800 clubs. To evaluate the campaign, a survey was made before it began, and the 

same individuals were again surveyed after the campaign had run for six months. It was a simple six- 

item test. Before the program, 15% of those surveyed got five or six of the questions right. After six 

months of the intensive public information campaign, 15% of the respondents got five or six of the 

questions right. 

This illustrates a basic principle in communications: most messages reach people who are already 

informed. Few people pay attention, except when they have a reason. This applies especially to risk 

communications. Most people ignore or quickly forget risk messages. But when they believe something 

impinges on their lives, or those of their family, they become information seekers. In that situation, 

people from all socioeconomic classes become information seekers. And they use it effectively, as well. 

There is a second aspect of risk communication that I would like to highlight. It draws upon our 

experience with smoking. When the Surgeon General issued the first report on smoking in 1964, there 

was not widespread opposition to smoking in our society. But 20 years of reading the same warnings 

in newspapers that are heard on television and radio, of having the family doctor urge quitting, of having 

the kids come home from school with the same message, and finally of hearing complaints from one's 

colleagues, we can observe significant reductions in the numbers of people smoking. 

Risk communications aimed at changing people's behavior takes time. It takes many messages 

from many different sources. In essence, it means that risk communications cannot be thought of as the 

sending of a single message which stimulates some change in behavior. Thus, it is almost impossible to 
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observe simple cause-and-effect relationships regarding risk communications. Evaluations of risk 

communications require a more sophisticated understanding of the processes by which people receive and 

process risk information. 

In 1989, the Committee on Risk Perception and Communication of the National Research Council 

issued Improving Risk Communication. It focused on the context within which people receive information 

and how that context influences the way they process risk messages. It also looked mostly at human 

health effects of exposure to environmental chemicals, although it did examine other topics like exposure 

to ionizing radiation and bridges falling down. The committee felt its findings generalized to most risk 

communications situations, and those findings are the basis for my comments. 

The committee said that risk communication is successful to the extent that it raises the level of 

understanding of relevant issues for those involved, and satisfies them that they are adequately informed 

within the limits of available information. 

That is a challenging goal. Not only must risk communication be clear and understandable, but 

people must be satisfied with the information they are receiving. In other words, solving risk 

communications problems usually requires changing the procedures with which one interacts with the 

target audience as much as it requires changing what is said. 

The committee identified several common misconceptions that interfere with good risk 

communications. I want to present those briefly. 

The first misconception, and the most important, is that there is no simple solution. There is no 

single overriding problem, and thus no simple way of making risk communication easy. It requires a lot 

of effort, and a lot of time. 

Next are two unrealistic expectations. The first of these is that good risk communications always 

reduced conflict and smoothed management of risk issues. However, many conflicts are based in people's 

different preferences regarding the outcomes rather than disagreement about the facts of the matter. If 

risk communications helps them better understand the issues and those hinge on preferences regarding 

outcomes, they may become more convinced of the need to defend their own position. Even though it 
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may make risk management more difficult in a given instance, the committee felt that our democratic 

system makes good risk communication an imperative. 

The second unrealistic expectation is that risk comparisons can establish acceptable levels of risk. 

This is most easily illustrated by referring to risks with which we are all familiar. The annual risk of 

death in this country due to fire or electrocution in the home is about one-fortieth that of death in an 

automobile accident. But this does not mean that a homeowner should ignore fire or electrical hazards. 

Appropriate action should be taken to reduce risk or each type even though the risk is greater in one 

category than in another. Risk comparisons can help people understand the unfamiliar magnitudes 

encountered in looking at risks. But simple comparing risk levels is never adequate to establish an 

acceptable level of risk in a particular instance. 

Then there are three mistaken beliefs about risk communications. First is that scientific 

information resolves all important risk issues. I do not have to elaborate on this—you have been hearing 

about issues in risk assessment throughout this conference. Second is that scientists always agree about 

the meaning of the available scientific evidence. The conference has also described many of the 

alternative ways of treating key components of risk assessment. The third, however, has not been treated 

by other sessions in this meeting. It is that the values, preferences, and information needs of people can 

be easily identified. Unfortunately, this is not so. Despite the fact that individuals often stand on a 

platform and talk about "the people" and their "needs and wishes," the attitudes and beliefs of people in 

a particular situation are extremely difficult to determine. They are hard to specify in a scientific way, 

so that the findings can be replicated. It takes hard work, and risk communication efforts can be 

misplaced and ineffective if that hard work is not done. 

Finally, there are two false stereotypes. The first is that journalists and the media are a 

significant, independent cause of risk communications problems. To be sure, risk communicators often 

have problems with journalists. Journalists often present information in quite different ways than we 

would. That should be no surprise — they are not writing scientific articles. They have to attract 

people's attention (remember the good citizens of Cincinnati), and to do so, they need dramatic tension. 

Part of what we expect from the news media is that they ferret out all the relevant positions in instances 

of political or social conflict. We also want them to illuminate even those that are uncommon or 

unpopular. When they do so, regarding scientific issues or conflicts about risk issues, however, we are 
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less understanding. The committee felt that the treatment of scientific and risk issues in the print media 

has improved greatly over the last decade. It also admonished scientists and risk assessors to learn more 

about how journalists do their work and the way the news sector functions. 

The other false stereotype is that people always want simple, clear-cut answers. Think about 

medical problems. It used to be that medical doctors were expected to make decisions about their 

patients. Now, however, many patients want full explanations and data about success rates of procedures. 

Often, second opinions are sought as a matter of course. In some instances, people do want simple 

directions about what to do. But, often they prefer to understand the issues and make up their own mind. 

This briefly summarizes the common misconceptions described in Improving Risk 

Communications. If you are interested in going into these issues in more detail, the book contains an 

excellent summary of these ideas, as well as the committee's findings and recommendations regarding 

management of the process of risk communications and the content of risk messages. 
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Role for Risk Communication in Closing Military Waste Sites 

B. Jon Klauenberg and Col Erik K. Vermulen 
Occupational and Environmental Health Directorate 

Armstrong Laboratory 
Brooks Air Force Base, TX 

ABSTRACT 

Lessons learned from environmental and occupational hazard risk management practices over the 

past 30 years have led the Department of Defense to explore alternative risk management approaches. 

Policies for cleanup of environmentally hazardous waste sites are undergoing examination and are being 

refrained. A Demonstration Risk Communication Program is described that incorporates principles that 

integrate risk-based scientific information as well as community values, perceptions, and needs in a 

democratic process that includes the public as an active participant from the earliest stages. A strong 

scientific foundation for assessment and characterization of risk is viewed as necessary but not sufficient; 

the public's values must be actively integrated into the negotiated criteria. The Demonstration Program 

uses a model to prepare the participants and to guide them through the. process. A five-step process is 

presented: (1) create risk communications process action team including at least one member of the 

specific site audience; (2) professionally train participants on team dynamics including interpersonal 

communication skills; (3) train risk communicators to deliver a cogent presentation of the message to 

secure a decision acceptable to both the government and the public; (4) identify existing biases, 

perceptions, and values held by all participants; and (5) develop risk message incorporating science and 

values. The process action team approach assumes the participants enter into the effort with the goal 

of improved environment and safeguarded public health. The team approach avoids confrontational or 

adversarial interactions and focuses on a dialogue from which a negotiated team response develops. 

Central to the program is the recognition that communication is only effective when the dialogue is two- 

way. 

INTRODUCTION 

The federal government has placed significant emphasis on the cleanup of environmentally 

hazardous waste sites. This emphasis is increasing as installations are identified for closure and as the 

commitment to complete cleanup in this decade becomes one of the principal management goals (1). 

Reflecting the current views on good practice, the Department of Defense (DoD) adopted the separately 

337 



funded Defense Installation Restoration Program. In a systematic approach modeled after the 

Comprehensive Environmental Response, Compensation, and Liability Act (CERCLA, also known as 

Superfund), waste sites are identified and characterized, cleanup levels are defined, and restoration 

programs are implemented. The various governmental and regulatory bodies interact under a set of 

federal facilities agreements. Typically, preferred action consequences are compared to consequences 

of alternatives or no action, the criteria for site cleanup are negotiated, and then submitted to the agency 

for a Record of Decision (ROD). Historically, the public usually only had input into the decision making 

towards the end of the process. This practice is undergoing transition toward a more democratic process 

that includes the public earlier and gives greater weight to perceptions and values. An Air Force 

Demonstration Risk Communication Program in the format of a process action team (PAT) addresses the 

need to incorporate the public into the cleanup management process. 

Communication of risk of hazardous environment to the public is required by statutes, regulations, 

and court decisions. Enhanced risk communication rules are being required by Occupational Safety and 

Health Administration, the Clean Air Act Amendments of 1990, the Resource Conservation and Recovery 

Act of 1986, the National Environmental Policy Act of 1969 (NEPA), and CERCLA, as amended by the 

Superfund Amendment Reauthorization Act (SARA) of 1986, and as specifically outlined in SARA Title 

III (Federal Emergency Response and Community Right To Know). Risk communication is a critical 

component of the Environmental Impact Assessment (EIA) process required under NEPA. 

Attaining these mandates has proven to be a difficult task. Budgets for cleanup for some of the 

federal agencies, even though extremely large, will not yield closed sites for 10 to 100 years (1,2). Cost 

effectiveness is a powerful driver in any environmental cleanup action. Recent review of the successes 

and failures of environmental practices cautions that society will "face heavy costs... if finite resources 

are expended on low priority problems at the expense of high priority risks" (3). The recently drafted 

Environmental Risk Reduction Act (S.110, originally Bill S.2132) calls for the Environmental Protection 

Agency (EPA) to identify a prioritized list of risks, evaluate the public awareness of each risk, determine 

alternative options for reducing risks with estimates of cost and time required, and to identify uncertainty 

associated with the assessment process. 

Two significant initiatives are occurring within the scientific community, which promise to 

facilitate progress in site closure.   First, we are slowly evolving towards use of redefined risk-based 
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health effects criteria in the assessment and prioritization of environmental protection and occupational 

safety and health issues. To more thoroughly evaluate various approaches, the Congressional Office of 

Technology Assessment currently is assembling data on the various agencies' efforts in risk assessment 

research. Second, the agencies are developing an awareness of how little impact our knowledge of risk- 

based criteria has on the public. The Department of Energy (DOE) has initiated a senior-level Steering 

Group (4) of representatives from their National Laboratories with the specific objective of improving 

public understanding of the risks existing at DOE sites. In their report on lessons learned, they identified 

three areas as requiring emphasis: public understanding of the scientific underpinnings of risk-based 

standards, prioritization based on risk-based criteria, and use of cost-benefit analysis in standards setting. 

This approach places emphasis on development and adherence to standards that can provide credibility 

for risk-management practices and risk communication. 

Significant scientific controversy continues over whether the practices employed during the last 

decade in estimating risk are yielding clear national objectives for environmental restoration (2, 5-14). 

Economic pressures on strategy selection (15) have given rise to controversial concepts of risk 

management, for example that of risk-risk reduction (16). Review of alternative cleanup policies (2) 

suggests that we may need to redefine our approach to bring the human health and environmental benefits 

more in-line with the very large cleanup investments. The public must be involved in this dialogue, 

particularly at individual sites. 

Environmental Protection Agency policy recently stated that...."solid scientifically based risk 

assessment is critically important to our ability to set risk-based priorities" (17). However, scientific 

consensus on health risk is only one of the variables currently involved (14). Social and political values 

held by all participants in the risk process are becoming recognized as important variables. This is a 

recent development in the evolution of risk assessment and risk communication. The 1991 Regulatory 

Program of the United States Government stated that risk assessments under federal oversight should be 

based on science only (16), continuing an EPA management policy set a decade earlier that "risk 

assessment must be based on scientific evidence and nothing else." (18). The EPA Science Advirsory 

Board (SAB) recently concluded that "there has been little correlation between the relative resources 

dedicated to different environmental problems and the relative risks posed by those problems," (3). In 

fact, the EPA report, Unfinished Business (19), concluded that the only factor that correlated with EPA 

programmatic priorities of budget and staff allocations was apparent public perception of risk.   Thus, 
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public perception, rather than scientific understanding, appears to drive Congressional allocation of 

resources to the EPA. 

The EPA's Comparative Risk Assessment (CRA) process (3) proposes that environmental 

priorities be based on expert scientific opinion regarding the greatest and/or most cost-effective 

opportunities for reducing risks. However, it has been shown that the public is not the only participant 

that is influenced by values and experiences. Scientists' interpretations of the facts can be influenced 

by personal values and experiences (20). This influence appears especially when the data are unclear and 

when social and political stakes are high (21,22). The PAT should recognize that data that are less than 

complete, at threshold values, and thus not especially convincing, will present the greatest challenge to 

communication. 

The EPA strategy to guide risk reduction efforts has evolved during the last two years from a 

"hard" version of the CRA process to a "softer" version that integrates science, values, and democracy 

(23). "Hard" CRA refers to experts calculating aggregate risk to populations and cost of reducing risk 

and then setting priorities by allocating resources to interventions that have the lowest cost per unit of 

risk reduction. In contrast, in the "soft" version of CRA, experts and the public would negotiate in an 

attempt to reach consensus on risk rankings that reflect the magnitude of possible hazard reductions and 

other social and political considerations that affect perception of risks. Risk characterization is more than 

the single dimension of hazard assessment; it directly involves public values focusing on the outrage 

(24,25) perceived by the general public. Achieving the goal of site closure to protect the public health 

requires meeting the public's (and often the scientists' and regulators') value sets. To fully develop the 

"soft" version, the public must be informed and scientific data must be decoded and expressed in language 

that the public/nonscientists can evaluate. Only then can true negotiation proceed in setting risk 

communication and risk management strategies. The Demonstration Program embraces the "soft," more 

democratic, version as we believe attention to public perceptions and concerns is critical to success, yet 

it incorporates a "hard" central foundation of sound science. 

Any risk communication PAT must understand that differing degrees of evidence are judged as 

cause for action by individuals following varied policy agendas. For example, although scientists tend 

to demand solid evidence before acceptance, public health officials adopt a standard of taking action on 

the basis of suggestive but still inconclusive evidence (26).   As a result, public health policy is often 
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promulgated based upon social and political considerations and not solely upon science. The EPA SAB 

noted (3) that "some view risk reduction in the face of incomplete or uncertain risk assessment as a kind 

of insurance premium, since the risks of postponing action can be greater than the risks entailed in taking 

inefficient or unnecessary action." The SAB deemed this appropriate stating that "because they 

experience risks first hand, the public should have a substantial voice in establishing risk-reduction 

priorities" (3).   This Demonstration Program includes the public throughout the process. 

APPROACH 

The risk communication PAT should be formed early, be professionally trained on team dynamics 

including interpersonal communication skills, and interact routinely and concurrently with discovery steps 

in the risk assessment process until a ROD is signed. Previous experience with PATs formed under Total 

Quality Management guidance has shown that preliminary training results in greater team success. The 

team will be responsible for preparing informational materials and fostering dialogue between the 

government and the public including town meetings, official scoping meetings, and public hearings. The 

team will have responsibility for interagency communication required during the approval process. 

Models for the communication process identify the elements and the transfer functions that impact 

the effectiveness of communications (25, 27-34). Most models of communication presume a single 

communications event is occurring. Figure 49 represents the classical models for risk assessment (5) and 

instantaneous communication (35). For our demonstration, we develop the risk communications structure 

with the expectation that at least four separate, but interacting, scenarios may occur simultaneously. 

First, health-based risk assessment information must be conveyed to the public. Risk communicators have 

been criticized for incorrectly assuming the public is naive about environmental and health issues (28,36). 

The interested public can be expected to include members representing the full spectrum of risk 

awareness, subject knowledge, acceptance/avoidance, and bias. Second, the risk must be conveyed to 

the environmental activists and government/industry special interests which are often at opposite poles 

of the spectrum. These participants have distinct biases that can impact communication. Third, the risk 

assessment, the risk management plan, and current public perceptions must be conveyed to the media in 

a concise and unambiguous style that can be easily formatted to the particular media channel. Lastly, 

the risk must be communicated to the scientific community and the regulators/lawyers/public policy 

officials who have objectives of protecting the public but also frequently strive to maintain status quo. 

Each of the scenarios involves audiences with varying levels of existing expertise, varying levels of 
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commitment and outrage, and varying objectives. Risk communication strategies should not be directed 

at winning over those whose objectives are planned attempts to obfuscate the process (37) but instead 

should be directed towards those who have legitimate concerns. The National Research Council's 

suggestions (38) that (a) the process of communication, not just the message, should be important, and 

(b) communication should be two-way are central to the approach. Figure 50 represents the situation 

when multiple simultaneous communications occur where participants each have their own encoders and 

decoders actively impacting information exchange. At any instant, communication is in one direction. 

The role of sender and receiver switch as the direction of information flow switches instant to instant. 

Meaningful risk communication is a component of effective risk management (39). Risk 

communication becomes integral to environmental performance and not just an arm of Public Affairs. 

Amplification of risk communication has been shown to enhance an organization's ability to reduce risks 

(39). An open, two-way dialogue facilitating information flow between external as well as internal 

sources and those responsible for risk management is necessary to establish credibility and to maintain 

trust. Thus, risk communication may be viewed as integral to environmental performance rather than 

merely a mouthpiece for it or, at worse, a tool to make the public see and accept the issue from 

management's view point. 

This procedural approach (40) to risk communication tailors messages to the concerns of the 

particular audiences. The public is empowered to influence risk management efforts through participation 

in the Risk Communication PAT, advisory groups, and at public meetings. Citizen input is encouraged 

and efforts are taken to inform the population about the risk assessment and risk management processes. 

Citizen criteria and citizen-initiated management suggestions are considered especially valid and are taken 

into account. The model focuses on issues (e.g., hazardous waste), venues (e.g., public meeting or 

advisory group), and concepts demonstrated to be effective tools for PATs (e.g., trust, respect, concern). 

The process stresses understanding people's concerns and the constraints that they perceive they must 

operate under. 
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With careful design and evaluation, it is possible to develop balanced materials that provide the 

public with the information that they may need to make informed decisions about the risk that they face. 

The design must include communication of choices people have. It must assess their present cognitive 

set about the risk, their beliefs and values, and what information they have and need (36). This education 

step must occur early and possibly reoccur as participants change to facilitate real discussion of risk. The 

"Mental Models" approach (36) suggests that understanding the "intuitive thought processes" the public 

uses will facilitate communication of information that is needed for making informed judgements. This 

approach attends to individual costs including those incurred by thinking about hazards. "Prudent 

Avoidance" (41) springs from this emphasis on encouraging private management of the hazard when 

possible and when individual costs are acceptable. 

Sustained risk communication involving citizen-participatory advisory groups substantially 

improves negotiations toward a ROD. Several public meetings occur during the process and the risk 

communication PAT must be prepared with a well-developed message. The risk communication team 

must receive training in interacting with the public and the media, as well as training in meeting the 

challenges of activist techniques, and sensitization to the concerns of the specific community involved 

(25,28,34,37). With the complex communications scenario that develops, a significant amount of 

structure will be required to accommodate the existing diverse set of personal objectives. 

In order for any of the attendees at the public scoping meetings or the public hearings to express 

their objectives, a discipline for the process needs to be established. A "model format" will be presented 

and negotiated with the attendees in order that all the objectives be recognized. It is structured for the 

necessary condition of including sound science but recognizes science in itself is not sufficient (14). The 

intent of the discipline is to focus the dialogue on the explicit issues and reduce the confusion over 

hazard, exposure, scientific uncertainty, and the acceptability of those factors with respect to public 

values. Discipline in the agenda assures each participant an opportunity to air issues and resolve 

conflicts. 

To establish and maintain discipline, a respected but neutral party must act as a moderator. In 

public hearing scenarios, a Trial Judge or similar official is typically required by statute. The moderator, 

as part of the introduction, negotiates a "contract" with the audience for rules of order and the use of the 

model format as part of the conduct of the meeting.   Because it is expected that the attendees may be 
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suspicious of a government assessment, all the tools to establish credibility and achieve transference must 

be employed prior to the development of the hazard characterization phase (25,29,35). Care must be 

taken to ensure that the audience is "calibrated" for the concepts of comparative risks to be addressed. 

Communication must address both the relative levels of previously accepted risk and must also explicitly 

include the issues of equity; whether the risk is voluntary, catastrophic, novel, or embodies any of the 

20 to 30 factors that have been identified to impact the perception and acceptability of risks (24). This 

"calibration" needs to be tailored to each specific risk situation. The lessons learned by the DOE Steering 

Group (4) support the concept of added attention to understanding the objective and processes of the 

attendees along with the need for discipline in the communications process. 

DISCUSSION 

Establishing priorities for environmental risk management continues to be an inexact process. 

Not only are we dealing with concepts and probabilities that we find difficult to grasp in total, but we 

are dealing with personal values that vary widely across the population. Journal policies not to publish 

and pressures on scientists not to pursue "no effect" studies continues to artificially skew the literature 

toward positive findings (14). Additionally, our policy makers in their attempt to deal with uncertainty 

are pursuing questionable practices such as incorporating concepts like "prudent avoidance" into risk 

management decisions. With these pressures to distort risk and with the difficulty we have in perceiving 

(28) the extent of risk, if we are to arrive at a sound decision for the extent and priority of risk 

management actions, discipline must be involved in the dialogue. Through the use of a structured PAT 

model format, the tendency to propagate conservative assumptions and distort margins of safety may be 

partially controlled. It also keeps the focus on protecting the public health in an open and full disclosure 

process. As stewards of our natural environment and of the taxpayers' trust, our goal must be to 

establish health-based criteria that reduce our population risks to levels that are agreed upon in a 

negotiated open forum. It ensures that scientific assessments and public values and perceptions are taken 

into account. The described demonstration's approach at characterizing the risk, empowering the 

community through communication, and searching for effective risk management through a priority 

process reflecting public concern and finite resources promises to aid the DoD in its risk reduction 

management goal. 
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CONCLUSION 

The risk communication PAT approach needs to be tailored to each situation. It provides an 

organized procedure for incorporating the public into the process to achieve protection of the public health 

while providing stewardship of the taxpayers resources. The approach describes concurrent processes 

that must occur over a significant period of time leading to a sound scientific and value-based decision. 

It contains the necessary and sufficient conditions of both scientific and social processes to reach a sound 

cost-effective value and risk-based decision. 
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ABSTRACT 

The author advocates adoption of a convergence model in place of the traditional source-receiver 

model of communication for communicating with members of the public who have a stake in remediation 

of a nearby site. The source-receiver model conceives of communication as the transmission of a 

message from a risk management agency (sender) to a target audience of the public (receivers). The 

underlying theme is that the sender intends to change the perception of the receiver of either the issue or 

the sender of information. The author draws on her experience at a Department of Energy (DoE) site 

undergoing remediation to illustrate why the convergence model is more appropriate in the context of 

cleanup. This alternative model focuses on the Latin derivation of communication as sharing or making 

common to many, (i.e., as involving a relationship between participants who engage in a process of 

communication). The focus appears to be consistent with recently issued DoE policy that calls for 

involving the public in identifying issues and problems and in formulating and evaluating decision 

alternatives in cleanup. By emphasizing context, process, and participants, as opposed to senders and 

receivers, the model identifies key issues to address in facilitating consensus concerning the risks of 

cleanup. Similarities between the institutional context of DoE and Department of Defense (DoD) suggest 

that a convergence model may also prove to be an appropriate conceptual foundation for risk 

communication at contaminated DoD sites. 

INTRODUCTION1 

At a national conference on risk communication held in 1986, William Ruckelshaus (1), former 

Administrator of the Environmental Protection Agency (EPA) emphasized: 

My point is not to say whether a sharing of power to make risk management decisions 

is right or wrong; it is simply to state that it is a fact of life in the United States. We 

have decided in an unprecedented way, that the decision-making responsibility involving 

risk issues must be shared with the American people .... So the question before us is 
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not whether there is going to be any sharing, whether we will have participatory 

democracy with regard to the management of risk, but how. 

This paper discusses risk communication in the context of sharing in risk decisions with members 

of the public who have a stake in remediation of a nearby contaminated site. First, the paper summarizes 

and provides the author's personal perspective on developments occurring under the Environmental 

Restoration and Waste Management (EM) program of the Department of Energy (DoE). Subsequently, 

it outlines two models of communication — the linear model and the convergence model. The focus of 

the discussion is on the implications of each model for practice: which model provides the more 

appropriate basis for risk communication in the context of sharing in the management of risk? I argue 

that lack of clarity concerning the purpose of risk communication in different contexts and for different 

types of policy is contributing to continued confusion over how to structure the sharing process. 

EXPERIENCE FROM THE FIELD 

Creighton (2) has recently pointed to changes that have occurred over the past few decades in 

public expectations concerning agency decision making. He argues that, in the post World War II era, 

expectations were limited to information, which was provided at the agency's discretion. Expectations 

shifted to procedural public involvement in the 1960s and 1970s, while the 1980s witnessed increasing 

calls for "meaningful" participation in agency decisions (i.e., a role in defining the problem and in 

determining the range of alternatives considered and the criteria used to evaluate those alternatives). 

Creighton has identified collaborative decision making as the expectation of the 1990s. 

Changed expectations, in combination with pervasive public distrust of government institutions 

(3), have had particular impact on the DoE, where decision making was formerly cloaked in the secrecy 

afforded by a national security mission. In the post-cold war era, the agency is now faced with the need 

to remediate over 9,000 sites in full compliance with a range of environmental regulations. The Decide- 

Announce-Defend approach of former years perforce is giving way to attempts to develop a new culture 

of openness and involvement of the various publics (stakeholders)1 in agency decision making. Culture 

changes begun under the Bush Administration are receiving increased emphasis by the Clinton 

Administration through appointment of service personnel who are strongly supportive of public 

participation. 
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As with any culture change, the transition will not occur overnight. The agency is likely to 

encounter disagreements, lack of understanding, and confusion over the extent and implications of this 

new approach to decision making. Individual staff may be expected to vary in their commitment to public 

participation; preferred approaches are likely to span the continuum from maintaining public control to 

public persuasion (i.e., providing information "with the intent of putting DoE in the best possible light"), 

and ultimately to providing for public involvement in formulating and reaching decisions (4). 

Meanwhile, public participation activities are increasing at the many sites in the DoE complex. 

Within the past year, a newly established office of policy and program information in the EM program 

has provided for increased coordination among the sites and between headquarters and field offices. At 

the national level, two advisory groups meet and interact on a regular basis with program staff: the State 

and Tribal Government Working Group and the EM Advisory Committee for the Programmatic 

Environmental Impact Statement. Additionally, the Department has instituted training in public 

participation for managers across the DoE complex. 

These activities will need strong management support if they are to address what I consider to 

be the most critical need in meeting public expectations of the 1990s and in increasing public trust in the 

decision-making process. In my view, this is the need to integrate public participation activities into the 

technical decision-making process specified under the Comprehensive Environmental Response, 

Compensation, and Liability Act (CERCLA). Significantly, although the CERCLA regulations provide 

for a more formal program in public participation than other environmental statutes do, DoE (or the 

applicable regulated entity) is not required to engage the public in early discussion of plans and 

alternatives, including discussion of risks. All that is required is availability in a nearby information 

repository of site information and notification of the availability of Technical Assistance Grants, and 

formal public comment on the agency's preferred cleanup alternative. The regulations therefore do little 

to facilitate a change in DoE's normal way of doing business (i.e. of making decisions, frequently 

classified as "purely technical," without benefit of early public input). Too often, public participation 

becomes an add-on to the real action: public participation activities consist of informing the public and/or 

seeking formal comments on decisions that, essentially, have already been reached. Such an approach 

is unlikely to meet public expectations in the 1990s or to engender public trust. 
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The lack of integration between technical and public participation activities is especially marked 

in addressing and communicating about risk, which frequently symbolizes and serves as the lightning rod 

for disagreement between technical and lay communities on cleanup issues. An increasingly formalized 

approach to risk assessment underlies the entire Remedial Investigation/Feasibility Study (RI/FS) decision- 

making process, culminating in selection of a preferred cleanup alternative. Here, the lack of CERCLA 

requirements for early public input is reinforced by EPA policy which has consistently attempted to make 

a clear distinction between risk assessment and risk management.2 The theoretical premise underlying 

this policy assumes that risk is a completely objective, neutral entity. The unfortunate practical result 

of the policy is that it contributes to continuation of a technocratic, rather than a participatory approach 

to decision making. This approach views risk communication as a process of providing technical risk 

information to the public - in effect, attempting to persuade the public to accept as the basis for action 

the technical risk assessments from which they are excluded. Fiorino (5) summarizes the current situation 

as follows: 

The risk community has focused its attention on the technical and economic aspects of 

policy making. Yet the challenge to effective risk management may not be so much the 

technical or economic as political. By political, I mean the ways people view their 

relationship to institutions making collective decisions about environmental risk and their 

capacities for influencing those decisions. Yet the literature on environmental risk - 

whether it assumes the label of risk assessment, management, or communication - often 

ignores this aspect of risk problems and their solutions. . . . We refine, polish, and 

perfect our formal models for determining acceptable levels of risk, despite evidence that 

the assumptions and methods bear little relationship to the lay public's conception of the 

problems. We test techniques for communicating risk information to the public, but 

conduct almost no research on mechanisms for the lay public to communicate with 

government officials and technical experts. 

The notion that risk is a completely objective, neutral entity has been challenged by writers who 

adhere to a social constructivist viewpoint (6-13). This viewpoint conceives of risk as a socially 

constructed attribute rather than a physical entity that exists independently of the humans who assess and 

experience its effects. Authors who adhere to this viewpoint emphasize the inherent uncertainties in risk 

assessment and the element of judgment that underlies both technical and lay assessments of risk. 
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Accordingly, they advocate negotiation on value differences as the appropriate approach to programs and 

policies involving risk issues. 

Several events that have occurred within the past few months may, in combination, provide 

greater support for early stakeholder input and foster collaborative decision making among DoE and its 

various stakeholders. First, EM public participation policy, which was issued in the fall of 1992, 

commits the program to provide opportunities for public participation in program planning, design, and 

implementation. The policy specifically promises to provide "opportunities for the public to assist DoE 

in identifying EM-related issues and problems and in formulating and evaluating decision alternatives." 

Second, the interim report of the Federal Facilities Environmental Restoration Dialogue Committee 

includes a recommendation that will impact all Federal agencies involved in remediation.3 The Committee 

recommends establishment of site-specific advisory boards composed of a representative cross-section of 

stakeholders and including senior staff of the agency subject to regulation. Third, the Defense 

Reauthorization Act for Fiscal Year 1993 requires DoE to submit a report to Congress on the 

effectiveness of existing advisory groups, the desirability of establishing new or replacement advisory 

groups, and methods for improving public participation in EM activities. The DoE is already in the 

process of forming advisory groups of stakeholders at five large sites within the DoE complex. 

Establishment of site-specific advisory boards may prove to be a critical development. Over time, 

such boards could provide for genuine dialogue, setting the stage for negotiation on contentious issues 

surrounding cleanup. Confusion in the social and communication sciences, however, has hindered 

development of a sound theoretical foundation for risk communication in such settings. The lack of 

conceptual clarity is particularly regrettable, given DoE's need for guidance in structuring participation 

during an era of fundamental culture change. 

TWO MODELS OF COMMUNICATION 

Everett Rogers, a leading scholar in the field of communication, has distinguished between two 

models of communication: the linear model and the convergence model. The practical implications for 

risk communication in the context of remediation are demonstrated by an examination of the graphical 

illustrations of the models provided by Rogers and Kinkaid (14). 
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The linear Model portrays communication as the transmission of a message, via a channel 

(media), from a source (sender) to a receiver. Communication, here, is conceptualized as a one-way 

process, albeit with feedback loops that allow for a reaction, in which information is provided to 

someone. As emphasized by Rogers, information is viewed as context-free, to be "carried from a source 

to a receiver the way a bucket carries water" (15). The focus of the linear model is the effect of 

communication on the receiver - essentially the goal is persuasion; typically, as suggested recently by 

Renn (16), a risk management agency is viewed as the communicator and groups of the public are the 

audiences. Important issues for research and practice include how to facilitate attitude change and how 

to promote consistency between attitudes and behavior in the intended receiver. Training and assistance 

for technical personnel is likely to focus on ways to ensure that the technical message gets across. 

Renn has observed that the linear model continues to be the dominant model underlying much 

of the current discussion of risk communication. Covello, von Winterfeldt, and Slovic (17), for example, 

emphasize problems with the source, message, channel, and receiver that hinder the recipient's ability 

to receive (and act on) the message. This emphasis, implicitly incorporating the "blame the receiver" 

orientation of the linear model which has been criticized by Rogers, reinforces the viewpoint that the 

problem lies in lack of public understanding of the so-called "real" risks. More explicitly, Renn (18) 

asserts that "most authors" view the general purpose of risk communication as "aimpng] at changing 

behavioral response." 

In their discussion, however, these authors distinguish different types - and associated purposes 

- of risk communication. Covello, Von Winterfeldt, and Slovic provide a typology of four risk 

communication objectives: 

• Information and education 

• Behavior change and protective action 

• Disaster warnings and emergency information 

• Joint problem solving and conflict resolution 

Renn similarly distinguishes three specific purposes of risk communication: 

• To make sure that all receivers of the message are able and capable of understanding 

and decoding the meaning of messages sent to them 
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• To persuade the receivers of the message to change their attitudes or their 

behavior with respect to a specific cause or class of risk 

• To provide the conditions for a rational discourse on risk issues so that all 

parties can take part in an effective and democratic conflict-resolution process 

The authors' recognition that risk communication may be employed for different purposes, 

however, is not accompanied by recognition that the linear model provides an inadequate foundation for 

all of these purposes. It is questionable whether engaging in risk communication to "change [the public's] 

behavioral response" is consistent with Ruckelshaus's goal of "sharing. . . [and] participatory democracy 

with regard to the management of risks" or with DoE's new, participatory approach to decision making. 

Indeed, the social engineering orientation of the linear model is likely to prove counterproductive: risk 

bearers such as citizens affected by contamination and remediation of a nearby site are more likely to 

demand involvement in the decisions that affect them and to resent implications that their attitudes are 

in need of change. 

The linear model may initially appear to provide an appropriate conceptual foundation for 

programs such as health campaigns that seek to persuade targeted groups of the need for changes in 

behavior. In this context, the database is firmly established and programs that seek to change behavior 

seem justified: an accumulation of data indicates that changing public behavior (in relation to smoking, 

diet, etc.) would result in improved health and longevity. Even here, however, the model fails to address 

the element of interpretation that enters into all human communication. The need for a different model 

on which to base policy is more pronounced in the context of remedial programs, where needed data may 

be lacking and uncertainty is a key aspect of the decision problem. Moreover, implementing an effective 

cleanup remedy that is acceptable to stakeholders calls for joint problem solving and conflict resolution 

rather than persuasion. 

The need for a different model is highlighted by contradictions discernable in the National 

Research Council 1989 publication, Improving Risk Communication. The authors emphasize that risk 

communication is a two-way, interactive process — a "form of democratic dialogue," rather than a 

persuasive attempt to "get one's message across" (19). However, continued reliance on the terminology 

of the linear model for risk communication undermines their attempt to provide an interactional 

orientation.  The implicitly persuasive orientation of the linear model provides a foundation that is in 
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fundamental contradiction to an explicit emphasis on communication as a mutual process. The authors 

acknowledge the lack of "complete knowledge" that forms the basis for risk assessment, the difficulty of 

separating the underlying values of the risk assessor, and the factors that affect human, including 

scientific, judgment. However, they fail to address this key issue of the inherent uncertainty and value- 

embedded nature of risk assessment by implicitly adhering to a concept of risk as a physical attribute of 

hazardous technologies rather than a social construction that is affected by the social and cultural context. 

While advocating democratic dialogue on risk, the authors' frequent use of the term "risk messages" 

endorses a view of communication as the transmission of context-free information. This emphasis on 

what is transmitted, rather than interpretation of the transmission and the transaction between groups who 

adhere to different values, reinforces the orientation toward communication as persuasion. Consequently, 

the authors fail to provide an adequate basis for structuring risk communication as a more participatory 

process. 

The Convergence Model, in contrast, draws on the Latin derivation of communication: sharing, 

making common to many, or giving to another as a partaker. As Rogers and Rogers have emphasized, 

"Sharing implies a relationship . . . that two or more people do something together, not that one 

individual does something to another .... [it] is not simply a matter of action and reaction - it is a 

transactional exchange between two or more individuals" (20). 

The convergence model shows communication as an iterative, long-term process in which 

participants are mutual communicators rather than senders and receivers. The model highlights the role 

of interpretation and the creation and sharing of information. As indicated by the phrase "and then," 

participants bring to the process their own cultural frame of reference — their different experiences, 

values, and organizational background. The written or verbal symbols, which are the physical aspects 

of communication, may have a different meaning to each. In the communication process, participants 

share and create information, either diverging or converging on a common meaning or understanding. 

This sharing, transactional process is inherently a dialogue which takes place over a period of time. It 

is important to note that convergence on meaning does not necessarily mean agreement and the 

elimination of conflict. 

Adopting a convergence model shifts the linear model focus on the effect of the transmission on 

a recipient to a focus on the mutual nature of the communication process. The model also shifts the focus 
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from differences between expert and laypersons to differences in expertise among all stakeholders, 

indicating different contributions that various parties provide in the communication process. As a result 

of this shift in focus, the model is better able to address the political challenge to risk management 

identified by Fiorino. Issues for research and practice include identification of these different sources 

of expertise, differences between frames of reference that hinder communication, and how and when to 

include risk bearers in the decision-making process. Training and assistance for technical managers is 

more likely to focus on how to integrate public participation within overall planning (21), so that 

communication with the various stakeholders occurs on a continuous, iterative basis. 

SELECTING AN APPROPRIATE MODEL 

The convergence model provides a more appropriate foundation than the linear model for risk 

communication in the context of dialogue among stakeholders concerning site remediation. Key, relevant 

features of the model are: (1) the focus on risk communication as a transaction process; (2) justification 

for early stakeholder input; (3) the long-term, interactional nature of the process; and (4) consistency with 

relevant theoretical developments in the social sciences. 

Risk Communication as a Transaction Process. The literature on public perception of risk has 

illuminated ways in which laypersons' assessments of risk differ from those of the technical risk assessor. 

There has been less widespread recognition, however, that technical judgments also represent 

perceptions.4 In particular, there has been less attention paid to the implications for policy of cultural 

differences among stakeholders in terms of perspectives and in acquiring and using knowledge (23). The 

convergence model points to the cultural filters that all participants bring to the communication process 

and highlights the need to take public concerns and knowledge seriously. It emphasizes the importance 

of communication as a transaction between participants with different frames of reference. The issues 

to address are not the effect of communication on the receiver and on how technical experts can convey 

their message more effectively (i.e., convince the public, as in the linear model). Rather, the issues are 

the barriers to communication on the part of all participants and the best way to structure a constructive 

dialogue among them. 

Need for Early Stakeholder Input. By highlighting cultural differences between participants and 

the context in which communication occurs, the convergence model indicates the importance of 

communicating with rather than to stakeholders in the early stages of the risk assessment process. The 
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level of acceptable risk to a community may depend on a variety of factors, including intended use of the 

site after remediation and the human health and environmental issues of most concern to those involved. 

Value-laden factors like these, which underlie many of the decisions that guide the conduct of risk 

assessment, confirm the fundamental impossibility of neatly distinguishing between the facts of risk 

assessment and the values of risk management. Establishing an early mechanism for communication will 

facilitate identification of value differences between risk assessors and other stakeholders, bringing risk 

bearers into the process to provide early guidance on their values. This guidance is required throughout, 

not simply after the conduct of the risk assessment. 

The Ongoing Nature of Communication. In the convergence model, communication is an 

iterative, long-term process rather than a single act of transmission. The model underscores the 

interactional nature of constructing common meanings. It also points to the importance of building a 

relationship as the basis on which a civilized debate can proceed. 

Consistency with Theoretical Developments in the Social Sciences. Perhaps most significantly, 

the convergence model is consistent with several related trends in social thought that, in combination, 

provide a sound basis for designing policy on issues involving risk. First, the model provides a 

conceptual basis for communication as dialogue, consistent with the insights of Ravetz (24). Ravetz 

explicitly addresses the value-embedded nature of risk assessment in recommending a policy approach 

that is directly applicable to remediation policies and programs. He differentiates between types of policy 

problems according to location on two dimensions: a factual and a valuative dimension. A traditional, 

technical approach is suited to problems where a substantial body of data exist and value disputes among 

stakeholders are lacking. However, where the database is not well established and value disputes arise, 

Ravetz recommends dialogue among stakeholders as a more appropriate approach to policy resolution. 

Second, the convergence model is consistent with knowledge utilization theory, which highlights 

the role of frames of reference in interpreting new information and constructing meanings. Differences 

in frames of reference, which serve as "the unreflected basis for structuring inquiry," are associated with 

different ways of assessing the validity, relevance, and cogency of new information (25). Accordingly, 

knowledge is transacted among rather than transmitted to groups with different reference frames. Risk 

communication, essentially involves this process of negotiating shared meanings (though not necessarily 

shared agreement) over time.5 
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Third, the convergence model supports an approach to policy that recognizes the limits of analysis 

as the basis for consensual social action. Habermas (26) has been a leading contributor to the argument 

that stakeholders use different forms of rationality in evaluating proposed social actions. Forms of 

rationality include subjective and social dimensions in addition to the objective, analytic dimension 

provided by technical risk assessment. Issues such as trust and legitimacy of the decision process, which 

have been frequently discussed in the literature, are key components of the subjective and social forms 

of rationality, respectively. The value of the convergence model is that the emphasis on establishing 

dialogue over a long period of time explicitly provides for the development of consensus based on all 

forms of rationality. 

CONCLUSION 

The convergence model provides a conceptual foundation consistent both with theory and with 

the trend toward collaborative problem solving that is evident in the field. A key feature that 

demonstrates this consistency is the emphasis on communication as a transactional exchange between two 

or more individuals that involves developing common meanings and implies building a relationship. 

Communicating with rather than to the public is more likely to meet public expectations in the 1990s. 
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FOOTNOTES 

1. The terms public and stakeholder are used interchangeably throughout to include the range of 
individuals and groups that are interested in or potentially affected by a policy or project (e.g., 
regulators and other federal, state, tribal, or local agencies; civic groups; national and regional 
interest groups; and the general public). 

2. These distinctions, endorsed by the U.S. Environmental Protection Agency (EPA) in 1984 (Risk 
Assessment and Management: Framework for Decision Making), were relied on to develop risk 
assessment guidelines (51 Federal Register, 33992-34054, September 24, 1986). The most recent 
statement confirming EPA's position is the Habicht memo, Guidance on Risk Characterization 
for Risk Managers and Risk Assessors, February 26, 1992. 
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3. The committee, which was established by EPA, is composed of 40 representatives of federal, 
tribal, and state governments and associations, and local and national environmental, community, 
and labor organizations. The goal of the committee is to develop policy recommendations aimed 
at improving the decision-making process to ensure that cleanup decisions reflect the priorities 
and concerns of all stakeholders. 

4. As noted by Fischhoff, Slovic, and Lichtenstein: "Although there are actual risks, nobody knows 
what they are.  All that anyone does know about risks can be classified as perceptions" (22). 

5. Differences in frames of reference for structuring inquiry, assessing knowledge, and constructing 
meanings can be linked more broadly to cultural theory, as discusssed by Rayner (27). Rayner, 
who adopts a social accountability view of cultural theory that conceptualizes culture as "the 
framework by which we justify our actions to others and call them to account to us for theirs," 
has identified three ideal types of organizational cultures. These cultures - market, hierarchical, 
and egalitarian/collectivist — frame the way in which decisions concerning technology and the 
environment are made. 
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Why Rules for Risk Communication Are Not Enough: 
A Problem-Solving Approach to Risk Communication 

Katherine E. Rowan 
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West Lafayette, IN 

ABSTRACT 

Current work on risk communication offers practitioners helpful guidelines and rules such as 

"speak clearly" and "speak with compassion." Although important, these guidelines have limitations. 

They offer practitioners and scholars little aid in determining why a communication encounter failed. 

Also, they do not help practitioners anticipate and overcome likely difficulties in future risk situations, 

nor can they help locate information about how to reduce these difficulties. 

To overcome the limitations of rule-based approaches to risk communication, this paper describes 

a diagnostic or problem-solving approach. This approach maintains that instead of rules, people need 

bases for anticipating likely obstacles to effective communication and selecting approaches that reduce 

these difficulties. Research on building trust, increasing awareness, deepening comprehension, gaining 

agreement, and motivating action is available in fields such as communication, educational psychology, 

science education, marketing, counseling, negotiation, and disaster response. This paper describes a 

framework that assists scholars and practitioners in (a) identifying communication goals, (b) determining 

principal obstacles to those goals, and (c) selecting research-based methods for overcoming or minimizing 

these difficulties and achieving communication objectives. 

INTRODUCTION 

The date is June 15, 1990. You live in a home bordering Wright-Patterson Air Force Base, and 

you are reading the Dayton Daily News. Seeing a story headlined "Toxic Waste in Well Water Near 

Base," you read, "Dayton's environmental officials have found extremely high levels of a toxic solvent 

in a groundwater monitoring well drilled at the Wright-Patterson Air Force Base property line." The 

story continues: 

"Trichloroethylene [TCE] concentrations of 876 parts per billion were found in one 

of five monitoring wells drilled by the city in an area just west of the base." According 
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to Douglas "Dusty" Hall, Dayton's environmental protection manager, "Those are the 

highest numbers of TCE levels in this region that I have ever seen." 

Asked whether the "high TCE contamination found in the city's monitoring well was 

caused by the base," a base spokesperson is quoted as saying: 

"It's not important. We're investigating and whatever we find, we are going to fix 

it up" (1). 

Although the spokesperson's comment may have been sincere, it does not address the 

understandable concerns of those who are wondering whether they or their families have been 

unknowingly exposed to unsafe water, or the concerns of property owners worried that safe or not, their 

homes may now be difficult to sell. Obviously, this spokesperson's comment does not inspire confidence. 

And yet, responding to a reporter's question about this TCE situation is not easy. The spokesperson may 

have felt reluctant to express concern, worrying that concern may imply fault. Further, he may not have 

been fully aware of the TCE situation himself. Or, he may have been as aware of it as anyone else but 

uncertain about what the data on TCE and health effects meant. 

This story illustrates some of the many complexities associated with risk communication, the 

process of communicating about physical hazards. Because risk communication is a challenge to nearly 

everyone's communication skills, practioners need a framework for thinking about how best to respond 

in such situations. More specifically, risk communicators need an understanding of the reasons why risk 

communication situations are so challenging, a framework for identifying the particular tensions likely 

to characterize a risk communication situation, and a repertoire of research-supported approaches for 

acknowledging and, ideally, overcoming these tensions. 

This paper offers risk communicators a sketch of these conceptual tools. To enhance 

understanding of the difficulties facing risk communicators, it first describes two common, intuitive 

responses to risk situations. Second, it discusses the strengths and limitations of these responses. 

Particular attention is focused on showing why these two common responses have led to the development 

of "rule-based" approaches to risk communication. The paper then shows that although these rule-based 

approaches are well intended, they are often inadequate. Instead, communicators need a diagnostic 

framework for identifying clusters of tensions that characterize risk communication situations and tested 

methods for overcoming these communication obstacles.  This diagnostic framework is sketched in the 
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paper and its use illustrated by examining two communication goals in detail:   building trust and 

explaining complex material. In brief, the paper's organization is: 

1. INTRODUCTION 

2. INADEQUACIES IN TWO COMMON RESPONSES TO RISK 

3. THE PROBLEM-SOLVING (PS) APPROACH TO RISK COMMUNICATION 

4. USING THE PS FRAMEWORK TO BUILD TRUST 

5. USING THE PS FRAMEWORK TO EXPLAIN COMPLEX MATERIAL 

6. CONCLUSION 

INADEQUACIES IN TWO COMMON RESPONSES TO RISK 

Scholars have described two common responses to risk situations. Fiorino calls these responses 

the "technical" and the "democratic" (2). On learning about some physical hazard, such as high levels 

of TCE, technicals tend to focus on the physical hazard itself. They want more information about its 

nature, the methods used to assess its amount, potential consequences, and so forth. They are interested 

in the instrumentation used to locate and analyze the hazard and the accuracy of the hazard estimate. In 

general, "technicals" tend to be people who have had considerable scientific and technical training. The 

technical response to risk situations is also common when people view themselves as responsible for the 

existence of some potentially problematic and humanly produced hazard. That is, the officials at a plant 

accused of emitting large amounts of potential carcinogens into the air and water are apt to react as 

technicals and want as much information as possible about the physical hazards this situation may or may 

not pose. They are also apt to focus on ways of defending their actions, and perhaps tend to minimize 

the severity of the risk. 

In contrast, an equally common and understandable reaction to risk situations is that of the 

"democratic." Fiorino calls this response the democratic because it functions as an alternative to the 

potentially paternalistic tendencies of the technical orientation. Instead of focusing on whether a physical 

hazard is severe or not, democratics focus on the people affected by the risk and the extent to which they 

participated in the decision to have this risk imposed on them. In addition, democratics wonder whether 

the "imposers" have reaped the benefits of the risky substance's use, and those imposed upon have 

principally reaped its harms. In the TCE situation, a homeowner living near the base might 

understandably react as a democratic after reading the Daily News story. Such individuals may wonder 

how long responsible individuals have known about the TCE problem and to what extent these responsible 
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parties have delayed in alerting them to the existence of this problem. They may at first be worried and 

frightened. Later, they may become angry, believing they were lied to and treated unjustly. In general, 

democratics tend to be people whose backgrounds in science and technology are less extensive than those 

of technicals, though this is not always the case. Often, simply feeling that a humanly produced risk has 

been imposed upon one's self or one's family is the context in which people evince a democratic reaction. 

If an official asserts that the hazard is minimal, such assertions may be met with deep suspicion by 

democratics. 

Strengths and Limitations to Both Responses 

Strengths. The strength of the technical response to risk communication situations is its focus 

on careful inquiry and respect for scientifically derived knowledge. Technicals respect the scientific 

method and are aware of the enormous strides society has made in conquering infectious disease and 

overcoming sanitation problems because of advances in microbiology, sophisticated instrumentation, and 

statistical analysis. 

The strength of the democratic approach is its appreciation for issues of justice. Democratics are 

keenly aware that risk situations are rarely matters of scientific analysis alone. Instead, they require 

considerable judgment, value analysis, and participation by all affected parties in decision-making 

processes (3). 

Limitations. First, both responses tend to delegitimate or denigrate the merit of the other's 

concern. The technicals' focus on determining the nature of the hazard makes issues of justice moot: 

if we do not know how hazardous a situation is, technicals reason, we cannot know whether it is just or 

unjust. Conversely, the democratic perspective makes the technicals' very reasonable interests seem 

trivial: the exact nature of the hazard is often viewed as irrelevant by democratics because focus is given 

to the fact that the rights of unsuspecting parties have been violated, either in a small or a big way. 

A second inadequacy in both the technical and democratic perspectives lies with their implications 

for risk communication. Technicals tend to assume that risk communication is exclusively an educational 

process, a process of instructing the ignorant. If the less scientifically trained individual understood the 

TCE situation as fully as the more technically trained individual did, technicals reason, then this fuller 

understanding would lead to agreement and acquiescence.   Similarly, democratics have different but 
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equally inadequate prescriptions for risk communication. Democratics believe that the principal obstacles 

to effective risk communication are unequal power relations. If only citizens were granted as much 

power and credibility as experts, democratics reason, then communication about risk could proceed 

effectively. 

A third limitation lies with the approaches each suggest to risk communication. Both offer sets 

of rules for communicating. Because technicals think risk communication is principally a matter of 

education, they offer rules for risk communication such as "speak clearly" and "avoid jargon." 

Democratics also offer rules. Their rules include "accept the public as a legitimate partner" in risk 

decision making and "listen to the public's specific concerns" (4). Democratics' rules are premised on 

the assumption that if only all affected parties in risk situations were granted equal chances for input and 

respect, the resulting decisions and communication processes would have the best possible chance of being 

fair to all. 

These rules describe ideal behaviors and states toward which risk communicators should strive. 

However, as tools for communication, rules have limitations. First, they offer practitioners and scholars 

little aid in determining why a communication encounter failed. Second, they do not help practitioners 

anticipate and overcome likely difficulties in future risk communication, nor can they help locate research 

in varied fields that are useful in reducing communication difficulties. 

THE PROBLEM-SOLVING APPROACH TO RISK COMMUNICATION 

To overcome the limitations of rule-based approaches to risk communication, this paper offers 

a diagnostic or problem-solving approach. This approach assumes that risk communication situations are 

like all communication situations except in one respect. Risk communication situations involve 

threatening and often poorly understood physical hazards (e.g., toxic substances, unfamiliar technologies, 

environmental pollutants); consequently, they are steeped in suspicion, lack of awareness, 

misunderstanding, disagreement, and apathy. To communicate effectively in such situations, one cannot 

follow rules alone. Instead, people need bases for anticipating likely obstacles to effective communication 

and selecting approaches that reduce these difficulties. 

There are at least five general obstacles and goals risk communicators must understand. First, 

because risk communication situations are frequently riddled with suspicion, participants need strategies 
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for diagnosing this problem and creating trust. Second, because risk communication situations are 

characterized by lack of awareness (about whether some substance is cancer-causing or not, or the 

difference between tornado watches and warnings, or what evacuation route to take in an emergency), 

there is a need for awareness creation strategies. Third, because risk communication situations involve 

difficult ideas (such as what irradiation is, or how nuclear generators work, or why water containing a 

known carcinogen may still be safe to drink), practitioners need strategies for determining why these ideas 

are difficult and methods of overcoming these difficulties to create understanding. Fourth, because risk 

communication situations involve frequent disagreements among the well informed, there is a need for 

skills in gaining agreement. And fifth, because risk communicators must sometimes stimulate action, in 

emergencies or in efforts to improve health and safety habits, risk communicators need strategies for 

motivating action. 

The problem-solving approach integrates the technical and democratic approaches by 

acknowledging the importance the technical framework places on informing and persuading and the 

importance of full and fair participation in risk communication as stressed by the democratic perspective. 

In addition, it offers a specific and systematic conceptual system for transcending the confines of these 

two approaches. The problem-solving approach offers no "magic words," but it does provide a 

framework for communicative problem-solving. 

In brief, this approach to risk communication says that to be effective, risk communication 

requires knowledge, fair processes, and communication skills. It focuses on enhancing practitioners' 

communication skills by providing conceptual tools for analyzing and responding in risk communication 

situations. These tools are: 

• Specifying goals for risk communication 

• Identifying obstacles to each goal 

• Presenting research-supported methods for addressing each obstacle. 

First, risk communication situations typically involve pursuing one of five goals. To keep these 

goals easily in mind, the mnemonic CAUSE can be used. That is, risk communication involves building 

trust or establishing Credibility; creating Awareness; deepening Understanding of difficult material; 

gaining agreement on Solutions to complex problems, and moving from agreement on solutions to their 

Enactment: 

370 



Build trust: Credibility 

Create awareness Awareness 

Deepen understanding Understanding 

Gain agreement on solutions Solutions 

Motivate action Enactment 

Communication theorists have maintained for centuries that these goals are generally best pursued in this 

order (5). That is, usually people are uninterested in understanding a subject more deeply if they do not 

trust those individuals who wish to explain it or believe that a partnership of trust and mutual respect has 

not been established. Similarly, it makes little sense to urge action if there is not first agreement on the 

nature of a situation and the desirability of a given action. Thus, individuals need to determine first if 

communication in a given situation has faltered principally because of suspicion, lack of awareness, and 

so forth. Communication goal selection should be determined by an analysis of which obstacles to 

communication in a given case are the greatest. 

Once a communicator has determined that, for example, lack of trust is the principal obstacle and 

trust-building or credibility management must be pursued, the problem-solving framework provides sets 

of heuristics for determining more precisely the ways in which that goal might best be achieved. These 

analyses of principal obstacles to enhancing credibility, awareness, understanding, agreement, and action 

are developed by reviewing research in a wide range of fields including communication, rhetoric, social 

psychology, instructional design, educational psychology, science education, counseling, negotiation, 

marketing, and disaster response. Knowing about the more frequent obstacles to these communication 

goals provides communicators with inquiry or diagnostic tools. Instead of applying rules for risk 

communication unreflectively, communicators using this problem-solving framework know (a) what goal 

they have selected and why; (b) what obstacles are likely, given this goal, and (c) what research- 

supported options are available for addressing that goal. 

To illustrate the problem-solving framework, I present discussions of obstacles and options 

associated with the pursuit of two goals: building one's own credibility and deepening others' 

understanding of complex material. In another work, I discuss obstacles to the other three goals 

(enhancing awareness, gaining agreement, and moving people from agreement to action), and methods 

of addressing these obstacles (6). 
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USING THE PS FRAMEWORK TO BUILD TRUST 

Risk communicators confront suspicion frequently. In fact, government and industry officials 

sometimes seek advice on risk communication because they have just been shouted down at a public 

meeting or chastised by angry citizens. One response to such situations is to see them as a sort of 

warfare between members of the public and governmental or corporate representatives. This response 

is dangerous. It implies that the public comprises irrational groups to be subdued and overcome instead 

of people to work with in partnerships. As Peter Sandman has said, to earn trust, one first has to grant 

it (7). 

We chiefly build reputations for trustworthiness by making our actions consistent with our words 

and by showing, over time, respect for the goals and perspectives of others. No words by themselves 

build trust. However, there are better and worse responses to difficult questions, responses that can 

provide a foundation for trust-building. Research shows that the credibility of a speaker is threatened 

when an audience suspects that person's motives, competence, or willingness to act in their best interests 

(8-10). Risk communicators need to consider which of these obstacles is predominant in a given situation 

and focus on addressing it first. The following are responses to three principal obstacles in establishing 

trust. They are effective, in the long run, only if matched by trust-building, responsible actions. 

In fact, there are two rules of risk communication: 

First and Last Rule: Be sincere. People approach risk situations already irritated, frustrated, 

and alert to any hint of deception. If they sense they are being misled, patronized, or put off, your cause 

is lost. The only way to appear sincere is to be so. In addition to being sincere, though, communicators 

can analyze risk situations, determining if suspicions about motives, competence, or willingness are the 

principal problems. 

Suspicion of Motives 

Option A: Show understanding of and respect for an audience's concerns. Suspicion about 

motives can be minimized to some extent if risk communicators simply acknowledge the existence and 

understandability of one another's concerns. People do not like having their feelings ignored, trivialized, 

or dismissed without explanation. People's perceptions of a situation may or may not be accurate, but 

the fact that they are upset, worried, concerned, or angry can be acknowledged and respected. If a plant 
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official is asked whether emitted chemicals could cause harm to children playing near the plant, that 

official might show understanding of and respect for these concerns by saying: 

"Your question is an important one. I will tell you what I know about the health effects 

of benzene. I can also give you information on how to reduce your children's probable 

exposure to benzene, and steps you can take to gather additional information on benzene 

exposure from public health officers, environmental scientists, and physicians." 

In situations of this sort, it is often appropriate to acknowledge that nearly anyone is interested 

in avoiding physical harm and that currently available information gives cause for concern. 

Acknowledging the understandability of concern and providing health effects information are two steps 

that assist affected parties in taking steps to protect themselves and their families. These steps do not also 

have to imply fault or wrongdoing. 

Option B: Offer to work toward mutually satisfactory solutions, rather than impose a 

preformulated one. Insisting on a preformulated solution, regardless of its merit, implies that an 

individual is not truly concerned with listeners' problems and increases feelings of suspicion. Risk 

assessors sometimes face hostility if they wait for lengthy periods of time before releasing their 

recommendations to the public and then insist that the recommendations are a thorough response to the 

situation at hand. People who were not party to the decision-making process become suspicious of any 

solution in which they played little or no role. As Bradbury and Cottrill have argued, one needs to 

involve the public as early as possible in decision making about local risks (11, 12). In addition, when 

asked about risk situations, communicators can respond in ways that show interest in working toward 

mutually agreed upon solutions. For instance, if someone complains about strong odors coming from 

a nearby manufacturing facility, a spokesperson interested in showing a desire to work toward a mutually 

satisfactory solution might say: 

"The odors from the plant ARE strong sometimes. We work at the plant, and we are 

interested in minimizing our exposure to emissions. You would help us if you would 

report times when you find these odors objectionable. The more information we have 

the better we can address this problem. Also, you may want to attend meetings of the 

Local Emergency Planning Committee. Our plant officials belong to this group, which 

includes citizens, officials from other area plants, and local government representatives. 
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This group meets to ensure that all manufacturing facilities in this area handle emissions 

responsibly." 

Option C: Call for a fair hearing, just as you have given your audience. If you have a record 

of listening to others' concerns and responding to them fairly, you earn a right to request a fair hearing 

when accusations are made against you. In essence, you can gently show that the suspicion directed 

toward you may be unwarranted. For example, if concerns have been raised about the amount of sulfur 

dioxide a plant has been emitting but plant officials have a good record of cooperating with governmental 

requests for emission controls, the plant officials can more legitimately ask to be treated fairly, just as 

they have treated others. So, they might respond by saying: 

"You say that the sulfur dioxide levels are too high. That's what EPA officials have 

said, based on estimates of our emissions, rather than actual measurements. We think 

it is important to get accurate information about the amount of sulfur dioxide actually 

being emitted before millions of dollars are spent solving a problem that may not be as 

severe as has been estimated. We will fix the problem if there is one, but first, it seems 

fair that those who say the problem exists support their claims." 

Option D: Offer complete messages. Discuss both benefits and harms of substances you are 

asked about. Many risk communication publications note the importance of discussing both the benefits 

and harms of a potentially hazardous substance or policy. For example, physicians who oppose 

mandatory testing of health-care workers for AIDS may seem overly defensive if they discuss only the 

potential harms associated with this policy option — and then only the harms to themselves. Being 

willing to discuss both potential benefits and harms for health-care workers and the public may enhance 

the average person's willingness to think carefully about this issue and minimize suspicions about your 

motives. 

Suspicion about Competence 

Suspicion about the competence of a speaker concerns the relevance of that individual's 

experience and training to a new assignment. Once again, it is easiest to establish oneself as credible 

through actions, in this case by performing the task in question reliably over a period of time. However, 
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there are also messages one can send to enhance perceptions of competence.  Clark discusses some of 

these messages (13). 

Option A: Describe your personal successes and relevant background in solving similar problems 

in the past. Parents who move to a new city and find the playground equipment dangerous may be 

viewed as competent to address this problem if they discuss their past successes in improving playground 

safety at their old neighborhood. Similarly, a military officer who has detonated bombs at Aberdeen 

Proving Grounds in Maryland should describe his past experiences doing so, if people wonder whether 

he will handle a current situation effectively. Information about relevant personal experience and 

expertise supports the impression that these individuals have the competence necessary to address these 

problems. 

Option B: Explain how judgments were reached. Clark notes that we tend to find experts more 

credible if they describe not only the conclusions they have reached, but also the reasoning processes that 

led to these conclusions (13). If your group has debated long and hard before deciding that building an 

incinerator is the best of several plans for dealing with increased municipal waste, your decision is more 

apt to be viewed as competent if it is compared with the other options considered and the advantages and 

disadvantages of each option discussed. 

Option C: Indicate knowledge of and appreciation for local expertise. Farmers have more 

opportunities to experience an insecticide's effects on human skin than scientists do: scientists study the 

substance; farmers live with it. Consequently, before giving precautionary advice, a scientist commenting 

on adverse effects of insecticides might acknowledge the existence of this important set of local 

information and indicate interest in learning as much as possible about it from area fanners. 

Suspicion about Willingness 

Option A: Provide names and phone numbers to call, so concerned citizens can monitor progress 

in resolving some problem. A risk communicator may be seen as trustworthy and competent but not 

sufficiently motivated to solve a problem as quickly as affected parties might like. To enhance the 

perception that one is willing to help others, invite them to call or write you to monitor your progress. 
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Option B: Describe ways you personally benefit from serving your audience's best interests. 

Safety officers sometimes earn awards or salary bonuses for actions that enhance employee and public 

safety. If you will benefit in multiple ways from actions you take to investigate safety matters, say so. 

You might also discuss your personal pride in being able to overcome safety problems that affect many 

people. 

Option C: Locate power in entity larger than oneself. Another way of showing willingness to 

address problems is to note that you are required by law to do so. Federal law currently requires that 

states develop plans for monitoring lead in school drinking water supplies. School principals interested 

in showing parents that they are taking steps to monitor lead levels might note that they see such activity 

as part of their job and that, in addition, they are required to view matters in this manner by federal law. 

Option D: Speak with confidence in your position. If you think the water is safe to drink, say 

so. Make sure your posture, manner, and vocal tone look and sound confident as well. Your behavior 

can enhance or undermine perceptions of your credibility. 

One might reasonably object to any of these sample messages, saying they sound simplistic or 

could be viewed as rule-like themselves. But the problem-solving approach to risk situations is not a new 

list of messages or guidelines. The framework rests in the diagnostic process. Communicators need to 

ask themselves why trust (or any of the other four communication goals such as awareness of new 

information or understanding of complex material) is lacking. They then can consider the traditional 

sources of trust breakdown (doubts about another's motives, competence, or willingness) and select 

communication approaches designed to minimize these difficulties. By making themselves aware of their 

own diagnostic processes, risk communicators also can do a more effective job of evaluating the 

effectiveness of their approaches. 

USING THE PS FRAMEWORK TO EXPLAIN COMPLEX MATERIAL 

Because so many physical risks are difficult to understand, risk communicators also need effective 

approaches to explaining difficult ideas. Currently, most textbooks on technical speaking and writing 

provide textual forms such as analogies, comparison and contrast schemes, diagrams, examples, and the 

like. This focus on form ignores the crucial step of diagnosis. Communicators need to determine why 

an idea is difficult to understand before they can design an effective explanation of it. 
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Prior to offering explanations, risk communicators should recall that people do not learn complex 

material unless they are ready and interested in doing so (remember the CAUSE mnemonic, where 

Understanding can occur only after Credibility and Awareness are established). Patients awaiting surgery 

are sometimes given the option of watching the procedure, conducted on some other patient, on video; 

some patients choose to watch, others do not. The former feel a desire for graphic information; the latter 

do not. Similarly, people are more apt to learn complex information about environmental hazards when 

they themselves request explanations. Lectures forced on people or offered "for their own good" may 

not be understood or appreciated. 

Nevertheless, good explanations of difficult material are often useful. To produce them, risk 

communicators need to know the principal reasons why technical material may be difficult to 

comprehend. To identify these sources of difficulty, I reviewed research in instructional design, 

educational psychology, reading, document design, and science education (14, 15). Three obstacles were 

identified. Specifically, comprehension usually falters over hard words (e.g., the distinction between 

specificity versus sensitivity in testing; the meaning of teratogenesis), hard to envision structures or 

processes (classification principles for viruses, the process of photosynthesis, tumor development), and 

ideas that are hard to understand because they are hard to believe (e.g., that there are much larger 

quantities of "natural carcinogens" in wholesome foods than there are humanly produced carcinogenic 

pesticide residues). Risk communicators can enhance comprehension of difficult ideas if they first 

determine the main reason why an idea is hard to understand and then address that difficulty by selecting 

research-based approaches for overcoming that particular difficulty. 

Hard Words and Concepts 

Research in instructional design shows that when people struggle to understand the meaning of 

a term or concept, they are in fact struggling to distinguish the term's critical (always present) features 

from its variable (frequently present but necessary) features. In several decades of research, these 

strategies have been found effective in helping people master the meaning of difficult terms and concepts 

(16). 

Option A: Substitute a more easily understood term if doing so will not mislead. Journalists 

writing about "false positives" in cancer detection tests avoid confusion by referring to them not as false 

positives but as "false alarms."  Similarly, Fischhoff calls false negatives "misses" (17). 
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Option B: If the difficult term is really the best choice, use it and then define it by its critical 

(always present-) attributes rather than its variable (frequently associated with the term but not crucial to 

its meaning) attributes. Radiation is frequently associated with harm or danger, but because radiation is 

not always dangerous to health, "harmful" is a variable, not a critical, feature of its meaning. 

Option C: Give examples and "nonexamples" of the term's use. The critical or essential features 

of a term become more evident to people as they consider a range of examples of the term's use and a 

range of nonexamples, or instances they might think are examples but are not. Learning that radiation 

is a broad term describing a wide array of electromagnetic energy forms allows one to understand that 

harm comes from radiation in some contexts but not all (radiation from the sun is harmful if one receives 

too much of it while sunbathing; X-ray radiation is not harmful in small doses but is in large ones). 

People's notions of radiation are further refined when they examine "nonexamples," instances one might 

think are examples of radiation but are not. Thus, if I wrongly begin to think that radiation is a synonym 

for any sort of energy, someone can correct me by noting that mechanically produced energy is not 

radiation. In this case, "mechanical energy" is a nonexample of radiation. 

Hard to Envision Structures or Processes 

Research in educational psychology shows that when people struggle to understand a complex 

structure or process (e.g., the periodic table, the human reproductive system), they can be viewed as 

attempting to build a mental model of such phenomena (18). They begin with crude approximate models 

and refine them. Educational psychologists have identified two general strategies that facilitate mental 

model building. They are as follows: 

Option A: Provide a sense of "the big picture." Good explainers have large repertoires of 

strategies for helping people understand the key points, major components, or the "gist" of complex 

structures and processes. They use, for example, simplifying previews ("there are four principal 

questions in risk assessment"), diagrams, and model-generating analogies ("the Earth is like a 

greenhouse"). The broad claims these tactics produce often frustrate experts because of their ultimate 

inaccuracy. However, these broad claims are useful to the lay person. People (like scientists) come to 

understand complex structures and processes by building a series of mental models, each a better 

approximation than the last. Thus, for example, when asked to explain why cancerous tumors develop 

in humans, a toxicologist might begin by saying that "four of the body's defense mechanisms must fail 
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for a malignant tumor to develop" (19). This statement oversimplifies, but it provides an initial 

framework for people to use in constructing more refined understandings of malignant tumor 

development, especially if they initially believed a single disease, cancer, was caused by a single type of 

exposure to a carcinogen. The goal in explaining difficult information is not to make precise claims that 

only the latest research can support, but instead to anticipate likely confusions and facilitate further 

learning. In many cases, scientists and top science journalists do such explaining quite well. A recent 

article in the New York Times science section described the human immune system as a "defense system" 

against the onset of disease. This broad and familiar analogy was used throughout the article. For 

instance, viruses such as chicken pox and cytomegalovirus were described as human-like invaders 

"lurking latent in the body after an initial infection," and the puzzling HIV was described as slipping "into 

some types of cells and waitpng] there quietly" (20). These images of defense systems and "lurking" 

viruses obviously anthropomorphize and probably oversimplify, but they also provide vivid models of 

highly complicated processes, models people can mull over and refine with further study. 

Option B: Use text features that highlight connections among main points. In addition to 

providing a broad approximation of how something works or what its principal components are, good 

explanations of complex structures and processes use carefully chosen transitions, headings, and reviews 

to highlight key links and components in complex structures and processes (21). A lecture that began 

by saying four of the body's defense mechanisms have to fail for a cancerous tumor to form could 

reinforce this point by having the lecture itself be divided into four parts, one on each of these four 

failing mechanisms. A good lecture would also help people build their understanding of these phenomena 

by continually reinvoking the general model of "defense systems" failing, discussing for example, the 

various ways in which these mechanisms might fail (e.g., one life form being killed; another being 

disabled) and perhaps noting the remarkable fact that such a series of failures is relatively rare. 

Hard to Understand Because Hard to Believe 

In communicating about risk, you may find yourself needing to explain ideas that are difficult to 

understand chiefly because they are counterintuitive. For instance, you may want to help people 

understand how studies of the effects of huge quantities of some substance ingested by rats can tell us 

anything about the effects of much smaller quantities ingested by humans over decades. Or, you may 

want to explain the implausible idea that even when TCE levels are substantially above the legal limit, 

TCE-tainted water may still be safe to drink. 
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According to research in science education, the best way of explaining aspects of the physical 

world about which people have powerful lay or alternative notions is to treat these notions as one would 

any other respected but erroneous idea (22, 23, 24). Specifically, when an idea is difficult to understand 

because it is difficult to believe, explainers must follow these four steps: 

Step A:   State the erroneous but plausible notion. 

Step B:   Acknowledge its apparent plausibility. 

Step C: Demonstrate its inadequacy by noting inconsistencies between it and evidence familiar 

to the audience but not yet considered. 

StepD:  Present the more accepted view and demonstrate its greater adequacy. 

Research shows that science teachers often wrongly begin explanations of counterintuitive ideas 

by simply stating the correct notion (22). This approach does not help students recognize, consider, and 

reject intuitively appealing lay notions. Like teachers, risk communicators may wrongly assume that an 

idea is difficult to understand principally because of the terms in which it is expressed or because the 

structures and processes it involves are hard to envision. Instead, the larger obstacle to understanding 

may be a powerful, but tacit lay mental model. Just as scientists do not give up their own theories easily, 

neither does anyone else. In fact, because lay notions about the physical world seem to be reinforced by 

daily experience, they are very difficult to give up. However, it is possible to address these obdurate 

notions and sometimes overcome them, using Steps A through D above. 

For instance, assume that the base spokesperson in the TCE story, presented at this paper's 

beginning, has established his credibility and a relationship of trust with area residents. Assume further 

that these residents now have requested an explanation of whether or not their drinking water is dangerous 

because of the high levels of TCE found near their homes. Assuming the spokesperson knew that his 

audience had a "lay theory" about this situation of the sort "if the levels of TCE are higher than what 

EPA says they should be, then this is a dangerous situation," he might respond this way: 

[Step A: State the lay notion]. The amount of TCE found in a monitoring well near the 

base is certainly high: 876 parts per billion. I share your concern and interest in this 

problem. Here is what I know about it. 
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[Step B: Acknowledge the plausibility of the lay view, in this case, the reasons for 

concern about TCE]. TCE or trichloroethylene is an industrial solvent used for cleaning. 

It is used to clean machinery and aircraft parts. Certain amounts of TCE have been 

found to cause cancer in laboratory animals, and so EPA wants to be very cautious about 

having this substance in or near our drinking water supply. However, scientists do not 

know precisely how or whether this chemical affects human health. To be on the safe 

side, EPA officials have set the maximum allowable amount for TCE at a very low level, 

that of 5 parts per billion. 

[Step C: Demonstrate the inadequacy of the lay view.] The water you are drinking 

comes from Rohrers Island production wells, NOT from the monitoring wells where the 

high levels of TCE were found. Your drinking water contains TCE but in amounts lower 

than 5 parts per billion, the standard set by EPA. 

[Step D: State the alternative view and explain its greater adequacy.] This very small 

amount of TCE is quite different from what was found in the monitoring well near the 

base. So, this finding of extremely small amounts of TCE in your drinking water 

suggests to me that your water is safe to drink. Because I live nearby, I drink it myself, 

as does my family. As far as our best measuring efforts show, our drinking water has 

not been affected by the high TCE levels found in the monitoring wells. 

The bottom line for you is that your water is safe to drink, but you will want to see this 

TCE situation solved. The bottom line for us is that we need to be even more vigilant 

than we have already been in determining the nature of any TCE problem in this area. 

I am one of the people charged with making progress in this regard. Here is my phone 

number. You should call me if you have any additional questions or if you wish to see 

how we are doing in terms of getting this TCE situation resolved. 

Explaining why high levels of TCE in a monitoring well are not necessarily a cause for alarm is difficult: 

the health effects of TCE are not yet understood. Given the facts in this case, however, it seems 

reasonable to discuss both the reasons why there should be some concern and why, in this case, the 

drinking water is probably safe.  This kind of explanation should be accompanied by efforts to provide 
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listeners with some control over this situation (in this case, a phone number to call) because this is their 

right and because, in the long run, we are all safer from such risks if their existence and resolution are 

everyone's concern. 

I offer this sample message not as a set of "magic words" for this kind of situation, but rather 

as a text to be analyzed for its strengths and limitations. It may or may not be an ideal response to this 

situation. Again, explaining complex material is most appropriate only when mutual trust is well 

established and listeners are genuinely interested in deepening their comprehension of something 

confusing. 

CONCLUSION 

The problem-solving approach to risk communication has several advantages over rules-based 

approaches. First, it recognizes the range of problems characterizing risk situations. They rarely call 

solely for educating the uneducated or solely for encouraging full and fair participation by all 

stakeholders, as the technical and democratic responses suggest. Instead, this framework says risk 

situations are characterized by breakdowns in Credibility, Awareness, Understanding, agreement about 

Solutions, and Enactment of effective response (the CAUSE mnemonic). Second, the problem-solving 

approach locates key obstacles to these five communication goals and offers message-generation principles 

likely to overcome identified difficulties. These principles are supported by decades of research in fields 

such as rhetoric, communication, educational psychology, instructional design, and science education (14- 

16; 18, 21-24). Finally, the framework integrates research from diverse fields. It does so by focusing 

on ways similar risk communication difficulties can be reduced with analytic communication skills. 

In the long run, risk communication, like risk management, will be most effective if it is viewed 

as every affected party's responsibility. Effective communication skills are one essential element of good 

risk communication, but they must be accompanied by knowledge and a commitment to justice. The 

more we can recognize the understandability of people's concerns and the power their concerns provide 

in solving challenging problems, the more we can work together to create rational and fair procedures 

for the management of hazardous substances and situations. 
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Tri-Service Initiatives in Risk Communication: 
A Training Experience 

William E. Legg 
U.S. Army Environmental Hygiene Agency 

Aberdeen Proving Ground, MD 

ABSTRACT 

In response to rising concerns about health and environmental risks and ever increasing 

requirements for public meetings, the U.S. Army Environmental Hygiene Agency (AEHA) recognized 

the need for a structured course in risk communication. Past practices by the Tri-Services in attempting 

to communicate risk to the public, other government agencies, and the media have proven to be deficient 

in "getting the message across" effectively without distortion. The central cause of this deficiency is due 

to lack of a systematic approach to communicating risk and heavy reliance on past experiences and 

observations. 

After review of many risk communication philosophies, the AEHA contracted with Dr. Vincent 

Covello of Columbia University to develop and implement a program of instruction in the basics of risk 

communication. The first workshop was held in August 1991. In January 1992, a second presentation 

to management level staff of the AEHA, the Army Environmental Center, USAF Armstrong 

Laboratories, and the Navy Environmental Health Center resulted in the development of a Tri-Service 

Workplan Schedule for five presentations of the course. 

For 1993, the AEHA has concentrated its risk communication efforts to reach Army NPL Site 

Commanders, Environmental Coordinators, and Public Affairs Officers, while continuing to provide 

access for Tri-Service oriented courses. 
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The NAS Risk Paradigm as a Medium for Communication 

Dorothy E. Patton 
Risk Assessment Forum 

U.S. Environmental Protection Agency 
Washington, DC 

ABSTRACT 

Many journalists and other recipients of risk assessment information are familiar with the National 

Academy of Sciences risk assessment paradigm. From time to time, paradigm concepts such as "risk 

characterization" and the risk assessment/risk management distinction appear in news features or 

community group discussions on environmental issues. With knowledge of the paradigm common to 

scientists, journalists, and other interested parties, the paradigm is a potentially important medium for 

communication between risk scientists, journalists, and the public. Specifically, the paradigm offers 

widely accepted organizing principles for presenting risk information, a common language for addressing 

a variety of issues and concepts, and a flexible analytical system that accommodates the diversity of 

scientific information and policy perspectives that characterize the risk assessment process. In addition, 

the paradigm outlines important relationships and distinctions between risk assessment and risk 

management. Informed and creative use of these features of the paradigm can guide and simplify 

interviews between journalists or community groups and their scientific sources, clarify presentation of 

risk science information, and promote collaboration between risk scientists, journalists, and others to 

ensure complete, objective and fair comment on risk issues of interest to the public. 

THE NAS RISK PARADIGM AS A MEDIUM FOR COMMUNICATION 

The program for this conference demonstrates the important role the National Academy of 

Sciences (NAS) paradigm (1) has assumed over the last 10 years as a medium for communicating risk 

science information. Many in the risk assessment community use the paradigm as a framework for 

discussing principles and for developing risk assessments for some of the chemical agents reviewed in 

this conference. Risk assessors also use the paradigm to present their work to scientists, decision-makers, 

and the public. The paradigm is used broadly, providing an organizing system not only for EPA's risk 

assessment guidelines (2,3), but also for a wide range of professional organizations (4,5). 
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LISTENING TO RISK SCIENCE INFORMATION 

These uses of the paradigm — development and presentation of the science of risk assessment - 

represent the vantage point of those who generate risk assessments. A comparably useful, but often 

overlooked, use of the paradigm represents the vantage point of the recipient of risk assessment: the 

paradigm also is a useful aid for receiving, understanding, and mastering risk science information and 

translating that information for others in the communication chain. In this sense, the paradigm empowers 

the recipient by offering a diagnostic tool for studying the science used in the risk assessment process or 

any particular assessment. 

My theme today is that the paradigm is a useful medium for communicating risk science 

information from scientists to journalists and from journalists to the public, or from scientists to 

community groups, because the paradigm offers a straightforward system for asking and answering 

questions about risk science issues. 

The paradigm as a "listening device" is important because of the great — and ever increasing — 

number and diversity of participants in risk conversations. Some of the participants are scientists who 

contribute relevant scientific information (e.g., practicing biologists, geologists, statisticians). Other 

participants are decision-makers in regulatory agencies (including EPA and other federal and state 

agencies), industrial organizations, the military, community organizations, and public interest groups. 

These recipients use the risk assessment, along with other non-scientific considerations, to make 

individual and institutional judgments on the use or nonuse of agents that may pose a risk to human health 

or the environment; they gauge their judgments and reactions — concern, confusion, outrage, indifference 

— in part, on the basis of the completeness, clarity, and comprehensibility of the risk science information 

presented to them. 

The deliberately limited scope of this presentation is important. As stated at the outset, this 

presentation considers the NAS paradigm as a medium for communicating risk science information and 

analyses. Consistent with the 1983 NAS report, science here refers mainly to the physical sciences and 

natural sciences, with information and analyses drawn from the social sciences having important roles in 

the overall regulatory decision. Other systems take different approaches and often offer other advantages. 

However, for this conference on the NAS paradigm, this presentation focuses not on the overall 
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regulatory decision, but only on scientific information used for risk assessment as discussed in the 1983 

report. 

RISK CONCEPTS 

Risk assessment is often regarded as confusing, excessively complicated, and needlessly 

controversial. Indeed, some observers describe it as a "black box," a place where government hides 

policy decisions, or a "political tool." Given the complexity, diversity, and uncertainty that characterize 

both the information content and the practices of risk assessment, such impressions are not surprising. 

Together, all of these factors explain why misunderstanding and miscommunication are so 

prevalent that they act as a bar to effective risk communication. This is where the NAS paradigm enters 

the picture. By offering a simple but flexible system designed to accommodate all of the information and 

policies that are necessary to describe risk and make related regulatory decisions, the paradigm provides 

a medium for communication between the various participants in the risk conversation. 

As a starting point, perhaps the most useful aspect of the NAS paradigm is its emphasis on 

defining terms and distinguishing among risk concepts. The paradigm is useful for distinguishing among 

the several diverse contexts in which risk is analyzed and discussed: risk assessment, risk management, 

risk communication, risk perception, risk reduction, comparative risk, and relative risk. All embrace risk 

concepts, all are sometimes used interchangeably, but each has a somewhat different usage. 

As published in 1983, the NAS paradigm focuses on differences between the closely related 

concepts of risk assessment and risk management (Figure 51). Much of the miscommunication (i.e., 

confusion, controversy) on risk matters stems from failure to discriminate between these closely related 

terms or to specify the term used in any particular risk conversation. This presentation uses the term risk 

assessment as the NAS used the term in its 1983 report, Risk Assessment in the Federal Government- 

Managing the Process: 

... We use risk assessment to mean the characterization of the potential adverse health 
effects of human exposures to environmental hazards. 

... The term risk assessment is often given narrower and broader meanings than we have 
adopted here. 
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... Broader uses of the term than ours also embrace analysis of perceived risks, 
comparisons of risks associated with different regulatory strategies, and occasionally 
analysis of the economic and social implications of regulatory decisions - functions that 
we assign to risk management, (ibid., p. 18.) 

Risk Assessment in EPA 

NAS Risk Assessment Paradigm 

Risk Assessment!    Risk Management | 

Figure 51. Risk Assessment in EPA. 
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In limiting this discussion to risk assessment as defined by the NAS in 1983, this presentation 

excludes information on cost-benefit analysis, risk reduction options, the social and economic impacts of 

risk reduction, technological feasibility, and public outrage. All of these factors are important and 

legitimate factors in some risk conversations and in all risk management activities, but not in risk 

assessment as defined then by the NAS. Indeed, the presence of information on these topics in a risk 

discussion suggests that the analysis addresses risk management matters and thus goes beyond the NAS 

description of a science-based risk assessment. 

STRUCTURAL FRAMEWORK 

The NAS paradigm offers several principles to guide comprehension and further 

communication of risk assessment information. The paradigm defines four fields of analysis, which the 

recipient should look for in each assessment: 

• identification of hazard (i.e., a demonstrated relationship between an agent and an 
injury, ideally in human epidemiology studies, but usually in laboratory animal studies); 

• relationship between dose and response in the foregoing studies; 

• assessment of exposure, actual or projected, in populations that are expected to be 
exposed; and 

• characterization of risk, a summary of qualitative and quantitative information, with 
special emphasis on uncertainties, limitations, alternatives, and identification of policy 
choices. 

Informed recipients of risk information look for analyses in each of these four areas and for three 

general kinds of information in each analysis: (1) scientific data, (2) uncertainties and data gaps, and (3) 

clearly identified policy preferences regarding the use and (nonuse) of available scientific theories, 

principles, and methods for predicting human risk. 

An example is instructive. Hazard identification may rely on several well-conducted, 

corroborative studies establishing an undisputed adverse health effect in laboratory animals exposed to 

Agent X. Despite this strong database, in the absence of related human studies, uncertainty exists about 

the effect of Agent X in humans. To address this uncertainty, some participants assume the data are 

predictive of potential human risk, while others may assume the data are not predictive for humans. Such 
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uncertainties and policy preferences mark each aspect of the assessment; all require highlighting and 

discussion as a major feature of risk characterization. 

The emphasis on risk characterization, like the emphasis on the risk assessment/risk management 

distinction, is one of the major contributions of the paradigm toward more effective risk communication. 

The converse of this feature demonstrates its importance. 

Incomplete and oversimplified presentations of risk information often offer a single value (e.g., 

"ten to the minus 6" or "30 excess cancer cases"). This provides no information on the source of the 

estimate, its data content and quality, uncertainties in the data, alternative analyses, or policy input. It 

does not reveal whether human studies, animal studies, cost considerations, opinion polls, or all of these 

factors lie behind the number. 

Risk characterization calls for full disclosure of these factors in describing risk, including 

uncertainties and policy choices, along with the underlying scientific information. As explained in the 

NAS report, "the final expressions of risk derived in this step will be used by the regulatory decision- 

maker when health risks are weighed against other societal costs and benefits to determine appropriate 

action" (p. 36). 

DIAGNOSTIC PRINCIPLES 

These paradigm principles suggest several criteria for defining and identifying incomplete 

communication and miscommunication about risk. 

• Establishing definitions. Although distinctions between risk assessment and risk 
management seem obvious, risk assessment and risk management are often confused, 
inadvertently or deliberately. This confusion precludes meaningful communication. 
Risk assessment (as defined by the NAS) draws primarily on the natural and physical 
sciences with the objective of describing risk in scientific terms, whereas risk 
management utilizes information on social and economic considerations, as well as 
scientifically defined risk information, to fashion regulatory options. 

• Characterizing risk. Risk assessments should always be presented with enough 
information to inform users of the information content of the analysis, and related 
uncertainties and limitations. A bare number reveals little about the kind of data used 
(e.g., animal or human studies), the uncertainties in the data (e.g., whether the cancer 
in humans exposed to multiple chemicals is due to chemical X or chemical Y), and the 
relevance of animal data to human risk. 
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Science policy. Incomplete scientific information is often supplemented by policy 
judgments about the meaning and use of the information for risk assessment. Such 
science policy depends on many factors, including the nature of the available data and 
related gaps, social and political philosophies, and peer involvement and peer review, 
among other things. Policy judgments should be identified as such and explained. 

The authors of the NAS report introduced a concept that distinguishes not only the information 

content of risk assessment and risk management, but also related differences in the policy components 

of environmental decision-making. Referring to choices regarding uncertainties and unknowns in 

scientific data and methods, the authors explained that "such judgments made in risk assessment are 

designated risk assessment policy, that is policy related to and subservient to the scientific content of the 

process, in contrast with the policy invoked to guide risk management decisions, which has political, 

social, and economic determinants" (pg. 37). This approach helps systematize the policy components of 

the risk assessment and risk management processes. 

If risk characterization is thorough and complete, use of the paradigm simply serves as a receiving 

medium for the recipient to collect and review information on the assessment. Often, however, risk 

characterization is incomplete. For example, an assessment may be stated only as a number (e.g., 10-6 

additional cancer cases), without any other information. In this situation, the recipient learns about the 

assessment through these questions. These questions go to the core of the assessment by disclosing the 

scientifically defined "known" and "unknown" aspects in each of the four paradigm analyses, and the 

related policy choices. 

SUMMARY 

Effective communication on environmental risk issues requires commonly understood principles, 

concepts, and terminology. Without agreement among all members of the communication network — 

scientists, journalists, and community groups — miscommunication and confusion result. Consistent, 

informed use of the 1983 NAS risk assessment paradigm can assure clear, comprehensible presentation 

and reception of risk science information. Use of the paradigm ensures that risk management information 

and concerns - what will it cost, how shall we regulate - will be discussed separately from questions 

regarding the scientific assessment — what does science tell us about the nature and extent of injury to 

human health and the environment. 
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IN VITRO CYTOTOXIC EFFECTS OF HYDRAZINE HYDRATE TO WB344 AND 743X 
CELL LINES 

T.L. Pravecek, S.R. Channel, and B.L. Hancock 

Armstrong Laboratory, Toxicology Division, Wright-Patterson AFB, OH 

Hydrazine toxicity studies recently gained importance due to the change in the Threshold Limit Values 
(TLV) recommended by the American Conference of Government Industrial Hygienists (ACGIH) from 
O.lppm to O.Olppm occupational exposure. In vitro studies assessed detrimental levels of hydrazine. 
For comparison, the 743X male Chinese hamster lung cells were used to represent the respiratory tract 
and WB344 rat liver epithelical cells as hepatocytes. The study examined cytotoxicity in cell metabolic 
processes and intracellular protein synthesis by means of growth curves, colony-forming efficiencies 
(CFE), and the Sulfarodamine-B (SRB) assays. The growth curves were completed using 0.25mM 
hydrazine hydrate. Cell counts reflected that hydrazine-dosed WB344 cells double at a rate 15.6% faster 
than controls. The 743X-dosed cells double at a rate 26.3% slower than controls. The CFE used five 
incremental doses of hydrazine and reflected significantly reduced growth only at the highest dose of 
0.3mM in both cell lines. The EC» for intracellular protein synthesis were 0.9mM for WB344 and 
1.2mM for the 743X cell lines. Membrane damage was indicated by enzyme leakage in the lactate 
dehydrogenase/aspartate amino transferase (LDH/AST) assay. Doses of 0.5, 1.0, and 2.0mM hydrazine 
were used over a 24-h exposure period. There was a dose-dependent increase in LDH leakage, but 
insignificant AST leakage in both cell lines. Hydrazine hydrate demonstrated a cytotoxic effect in both 
cell lines. 
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EFFECT OF DICHLOROACETIC ACID AND TRICHLOROACETIC ACID ON CELL 
PROLDJERATION IN LIVER AND PRECANCEROUS LESIONS OF B6C3F1 MICE 

Barry Phelps and Michael A. Pereira 

Environmental Health Research and Testing, Inc., Lexington, KY 

Dichloroacetic acid (DCA) and trichloroacetic acid (TCA) are formed during chlorination of drinking 
water and are present in finished water. Trichloroethylene and tetrachloroethylene, common contaminates 
of ground water, are metabolized to DCA and TCA. Dichloroacetic acid and TCA are hepatocarcinogens 
in mice and appear not to be genotoxic, so that a proposed mechanism is enhanced cell proliferation in 
precancerous cells resulting in their clonal expansion. Dichloroacetic acid at 0.26, 0.86, or 2.6 and TCA 
at 0.32, 1.06, or 3.2 g/1 were administered in the drinking water to female B6C3F1 mice. Five days 
prior to sacrifice, the mice had pumps containing 30 mg/mL bromodeoxyuridine (BrDU) implanted 
subcutaneously and were sacrificed at 5, 12, or 33 days after the start of exposure. Dichloroacetic acid 
produced a dose-related increase in the BrDu labeling index (LI) after five days of exposure, but not after 
12 and 33 days. After five days of exposure, all three dose levels of TCA increased the LI greater than 
DCA. Similar to DCA, TCA exposure for 12 or 33 days did not affect the LI. The effect of DCA and 
TCA upon cell proliferation in precancerous cells is in progress to determine whether they remain 
sensitive to exposures longer than five days. In conclusion, DCA and TCA can induce cell proliferation 
in the liver of B6C3F1 mice, however, the liver is sensitive for only a limited duration. Precancerous 
hepatocytes could, therefore, remain sensitive to DCA and TCA for a longer period which would result 
in their clonal expansion (i.e., tumor promotion). 

398 



ACTIVATION OF ras ONCOGENE IN MOUSE LIVER TUMORS INDUCED BY 
DICHLOROACETIC ACID, TRICHLOROETHYLENE, AND TETRACHLOROETHYLENE 

Wollene Anna, Michael A. Pereira, 2J. Barry Phelps, ^Tulie F. Foley, Robert R. Maronpot, and 
Marshall W. Anderson 

National Institute of Environmental Health Sciences, Research Triangle Park, NC; and 
Environmental Health Research and Testing, Inc., Lexington, KY 

Trichloroethylene and tetrachloroethylene are common contaminants of ground water. Dichloroacetic acid 
is a metabolite of trichloroethylene and is found in chlorinated drinking water. These three chemicals 
have been demonstrated to induce liver tumors in B6C3F1 mice. Liver tumors were induced in male 
B6C3F1 mice and analyzed for mutations in the ras protooncogene. Hepatocellular adenomas and 
carcinomas in dichloroacetic acid- and trichloroethylene-treated mice had the same incidence of point 
mutations in H-ras gene as found in untreated mice. In tetrachloroethylene-treated mice these tumors had 
a lower incidence of mutations in the ras gene family in spite of the occurrence of point mutations in K- 
ras, which were not present in "spontaneous" mouse liver tumors. In dichloroacetic acid-treated animals 
mutations occurred only in the 61st codon, while the two chloroethylenes also had mutations in codon 
13 and 117. The mutation spectrum in the 61st codon was different for these three chemicals compared 
to spontaneous tumors. 

In conclusion, the mechanism of dichloroacetic acid and trichloroethylene appear similar, resulting in 
tumors containing mutations in H-ras at the same yield as spontaneous tumors. However, the different 
spectrum of mutations in the H-ras gene in tumors from these two agents compared to vehicle controls 
suggest that they promote different precancerous hepatocytes to tumors that occur in untreated animals. 
Tetrachloroethylene appears to induce tumors by a different mechanism which does not involve mutations 
in the H-ras gene but does to a limited extent involve the K-ras gene. 
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ROUTE OF ADMINISTRATION DETERMINES WHETHER CHLOROFORM ENHANCES 
OR INfflBITS CELL PROLIFERATION IN THE LIVER OF B6C3F1 MICE 

M.A. Pereira 

Environmental Health Research and Testing, Inc., Lexington, KY « 

Chloroform administered by gavage has been shown to induce liver cancer in B6C3F1 mice whereas, 
when administered in the drinking water, chloroform inhibited liver cancer in mice.   The effect of 
chloroform administered by these two routes upon cell proliferation in mouse liver was determined. i 
Female B6C3F1 mice were divided into five groups. Five days prior to sacrifice, an osmotic minipump H 

containing 30 mg/mL bromodeoxyuridine was implanted subcutaneously. After five days of treatment, 
the livers from Group 1 which were treated daily with 263 mg/kg chloroform in corn oil by gavage, had e 
a labeling index (LI) of 81.1 ± 6.2; Group 2: 1800 ppm chloroform in the drinking water, a LI of a 
0.61 ± 0.25; Group 3: 1800 ppm chloroform in the drinking water and daily 10 mL/kg corn oil by »1 
gavage, a LI of 0.29 ± 0.14; Group 4: 10 mL/kg corn oil daily by gavage, a LI of 17.2 ± 2.51 and II 
Group 5: untreated controls, a LI of 9.15 ± 1.56. After 12 and 33 days of chloroform administered by c 
gavage, the Li decreased to 61.8 and 22.8, respectively and by drinking water approached control level. i 
Therefore, chloroform administered (1) by corn oil gavage enhanced cell proliferation and (2) in the k 
drinking water inhibited cell proliferation, which corresponds to its enhancement or inhibition of 
hepatocarcinogenicity by these two routes.    The co-administering of corn oil by gavage with the r 
chloroform in the drinking water did not affect the inhibition of cell proliferation.  Thus, the different n 
routes of administering chloroform determined these contrasting effects. I 

a 
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DIFFERENCES IN THE TISSUE PARTITIONING OF HCFC-123 AND ITS ANALOG, 
HALOTHANE, IN THREE MAMMALIAN SPECD3S 

John C. Lipscomb, Capt, USAF, BSC 

Armstrong Laboratory, Toxicology Division, Wright-Patterson AFB, OH 

Through the Montreal Protocol, governments of the United States and other nations have agreed to cut 
the production of compounds which deplete atmospheric ozone. The niches held by many of these 
chemicals must be filled with replacement compounds. The fire extinguishants have potential 
replacementswhichincludehydrochlorofluorocarbonl23(l,l,l-trifluoro-2,2-dichloroethane,HCFC-123), 
a structural analog of halothane, (1,1, l-trifluoro-2-chloro-2-bromoethane). Over the past 30 years, much 
data on the pharmacology, toxicology, metabolism, and pharmacokinetics of halothane have been derived 
in the human. Only recently have data on HCFC-123 begun to appear from rodent surrogates. A 
favorable comparison of the biologically relevant parameters of halothane and HCFC-123 will greatly 
assist in the assessment of risk involved with human exposures to HCFC-123. In an attempt to identify 
a proper surrogate species for modeling purposes and to quantitate differences in tissue partitioning 
between these two compounds, we have assessed differences in the tissue:air partitions of these two 
compounds in the rat, monkey, and human. 
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CRITICAL REVIEW OF RODENT LIVER TUMOR PROMOTION DATA FOR DEHP 

A.W. Lington, M.S. and A.I. Nikiforov, Ph.D. 

Exxon Biomedical Sciences, Inc., East Millstone, NJ 

Di-2-ethylhexyl phthalate (DEHP), a non-genotoxic chemical, produces liver tumors at high dietary doses 
in both rats and mice. Tumor initiation in rodent liver has not been shown, suggesting that DEHP may 
have promoting effects on spontaneously initiated rodent liver cells. Indeed, DEHP was a liver tumor 
promoter in mice at doses which produced liver tumors. 

More than 10 in vivo studies have looked at the liver tumor promotion potential of DEHP in rats. 
Although many of these studies were negative, they were less than optimal to assess for tumor promotion. 
More sensitive test conditions indicated that DEHP is a liver tumor promoter in rats with thresholds at 
<100 mg/kg/day. A weight-of-evidence evaluation of in vitro data (gap junctional intercellular 
communication and JB6 epidermal cells), in vivo markers (inhibition of mitogens and alterations in 
receptors or membrane fluidity) and structure-activity relationships indicate that DEHP is a liver tumor- 
promoting agent in the rat. The putative toxic form of DEHP appears to be its phthalate monoester, 
MEHP. 

By understanding the species differences in mechanism of action for DEHP, it is concluded that cancer 
risk assessment using the Linearized Multi-Stage model is inappropriate for DEHP. An alternative risk 
assessment approach such as a NOAEL/Uncertainty Factor can be justified. This alternative approach 
indicates that DEHP presents a negligible cancer risk for man. 
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DETERMINATION OF HEPATOCELLULAR GLUTATfflONE USING 
MONOCHLOROBIMANE IN A MULTIWELL FLUORESCENT PLATE READER 

N.J. DelRaso, S.R. Channel, and M.J. Walsh 

Armstrong Laboratory, Toxicology Division, Wright-Patterson AFB, OH 

Monochlorobimane (MCB) is a fluorophore that emits at a wavelength of 470 nm when enzymatically 
bound to GSH by glutathione-S'-transferase. Flow cytometric and biochemical analysis has indicated that 
MCB has a relatively high specificity for GSH with minimal reaction with protein sulfhydryls. Using 
a multiwell fluorescence plate reader, GSH-MCB associated fluorescence in primary rat hepatocytes and 
a rat hepatocyte cell line (WB-344) was accurately reflected in control, GSH depleted and chemically 
exposed ceHs. Primary hepatocytes depleted of GSH were found to be more sensitive to a Q halogenated 
fatty acid compound when compared to identically exposed normal hepatocytes. A newly developed 380 
nm excitation filter with a 485 nm emission filter yielded the highest MCB fluorescence sensitivity. The 
results of this study indicated that MCB can be used in a multiwell fluorescence plate reader to screen 
the effects of chemicals on cellular GSH. 
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EVALUATING LOW LEVEL ACUTE TOXICITY TO HUMANS FROM AIRBORNE 
CHEMICALS:  THE INTERPLAY OF TOXICOLOGY, AIR MODELING, AND PUBLIC 
HEALTH 

Hugh A. Barton 

ManTech Environmental Technology, Inc., Wright-Patterson AFB, OH 

Risk assessment has become increasingly widely used in environmental regulatory processes. This has 
led to the need to develop health-based criteria for forms of toxicity that have not previously been 
considered. One example of this is recent attempts to evaluate low level acute toxicity. In the absence 
of existing dose-response values it is necessary to select an approach and develop the needed criteria. 

Low-level acute toxicity refers to effects such as tearing, coughing, or headache that may occur as the 
result of a short (minutes to hours) exposure to a chemical. These kinds of effects are commonly 
involved in nuisance complaints about indoor and outdoor air quality. Several types of end points that 
may be identified are respiratory irritation, eye irritation, and central nervous system effects. The 
chemicals involved vary widely including aldehydes, acid aerosols (sulfuric acid), sulfur dioxide, ozone, 
hydrocarbons, and chlorinated hydrocarbons. 

To evaluate such concerns, an approach to exposure assessment must be selected such as air modeling 
of hourly concentrations. In addition, chemical specific health-based criteria must be developed to 
compare to the modeled concentrations. The consistency of averaging times used in the exposure 
assessment and the dose-response assessment is critical. 

The development of criteria involves a combination of science and policy. Scientific information helps 
to direct the process but inevitably there are information gaps. These gaps may be scientific and 
potentially resolvable. Realistically, however, there are never likely to be sufficient scientific resources 
to resolve all the questions for the large number of chemicals involved. Other gaps may be scientific but 
unethical to study in humans, such as studies with particularly sensitive populations. Finally, gaps may 
exist because information is unknowable, for instance where people will actually be and what they are 
doing in the future. 

This poster reviews some of these issues and approaches to addressing them. It includes a case study of 
one approach to developing a low-level acute toxicity criterion for sulfuric acid. 
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THE EFFECT OF BODY FAT AND BODY WEIGHT FROM NAVY SUBPOPULATIONS ON 
DOSE METRICS USED IN RISK ASSESSMENT 

^arlyle D. Flemming, Hugh A. Barton, Jeffery M. Gearhart, ^.M. Little, 3Robert L. Carpenter, 
4Harvey J. Clewell III 

^anTech Environmental Technology, Inc., Wright-Patterson AFB, OH; 2U.S. Navy Reserve and 
Institute for Biological Research and Development, Inc., Irvine, CA; 3Naval Medical Research 
Institute Detachment (Toxicology), Wright-Patterson AFB, OH; and 4K.S. Crump Division, ICF 
Kaiser Engineering, Ruston, LA 

Physiological and biochemical characteristics of different populations can affect their potential lifetime 
cancer risks due to chemical exposure. The purpose of this study was to explore differences among 
United States Navy subpopulations (male underwater demolition trainees and specialists, male and female 
aviators, male and female fleet sailors), human EPA default assumptions, and the general non-military 
population. Variations in clinical blood variables, body fat (%), and body weight (kg) were considered 
using physiologically based pharmacokinetic (PBPK) models. Statistical analysis was done on various 
blood variables, body fat (%), and body weight (kg) for the above populations. The mean and variance 
for body fat and body weight were used in a Monte Carlo simulation which subsequently was used as 
input for PBPK models for perchloroethylene and methylene chloride. Perchloroethylene and methylene 
chloride were chosen to represent chemicals with high and low fat solubility, respectively. Simulations 
were performed to generate dose metrics which were statistically analyzed to compare populations. Using 
the various dose metrics, potential excess lifetime cancer risks for the above populations were calculated 
and compared statistically. The analysis demonstrates that the population characteristics for body fat and 
body weight can be important determinants of risk. 

406 



INCORPORATING BIOLOGICAL RESPONSE INFORMATION INTO RISK PREDICTION 

XL. Anthony Cox, Michael G. Bird, William G. Lampson, and Samuel J. Wykoff 

'Cox Associates, Denver, CO; and ^xxon Biomedical Sciences, Inc., East Millstone, NJ 

Quantitative Structure-Activity Relationship (QSAR) methods applied to statistically well-designed 
training sets have long shown promise for predicting different chemical/species/biological-response end 
point combinations, based on analogies in chemical structure. We present a new approach to health 
effects prediction that takes (chemical/species/response) triples as the basic data points to be analyzed and 
seeks predictively useful clusters using analogies among all three components, instead of only the first 
one which is used traditionally. This allows partial information about the biological response profile of 
a chemical in different species and in vitro test systems to be included in sharpening the predictions for 
specific end points and species, such as cancer in humans. The practical implementation of this idea has 
been accomplished using an artificial intelligence machine learning technique (recursive partitioning) that 
has technical and conceptual advantages over the parametric statistical modeling methods (e.g., partial 
least squares) used in state-of-the-art QSAR models. This presentation will (i) review recent QSAR 
methodology and results for predicting genotoxic and nongenotoxic effects of halogenated hydrocarbons; 
(ii) describe a prototype computer program, called STEM, that has been designed to support data analysis 
of (source/target/effect) combinations using machine learning methods and exploiting available biological 
response information; and (iii) compare the two approaches on several example data sets. We find that 
STEM successfully discovers biologically meaningful, predictively useful rules for making quantitative 
risk predictions. 
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ACUTE DELAYED NEUROTOXICITY EVALUATION OF TWO JET ENGINE OILS USING 
A MODIFIED NAVY AND EPA PROTOCOL 

lE.R. Kinkead, R.E. Wolfe, CD. Flemming, 2G.B. Mark, and 3M.L. Barth 

ManTech Environmental Technology, Inc., Wright-Patterson AFB, OH; Armstrong Laboratory, 
Toxicology Division, Wright-Patterson AFB, OH; and 3Mobil Environmental and Health Science 
Laboratory, Princeton, NJ 

The acute delayed neurotoxicity potential of two jet engine oil formulations was evaluated. The major 
component of each oil is a mixture of hydrocarbon-based esters. One formulation contained 3% 
tritolylphosphate (TTP) isomer additive, whereas the second contained 3% of the ortho derivative of 
tritolylphosphate (TOTP), a known neurotoxicant. This study was initiated with three objectives. The 
first was to determine if either of the two jet engine oils had the potential to produce delayed neuropathy. 
A second objective was to determine if the Navy repeated-high-dose of 420 mg/kg/day for five days was 
sufficiently sensitive to determine neurotoxicity. The last was to compare the results of the former 
Environmental Protection Agency (EPA) single dose "limit test" of 5 g/kg with the new standard of 
2 g/kg. The assays performed indicated that the jet engine oil containing TOTP produced delayed 
neuropathy, whereas the jet engine oil containing TTP did not. A repeated dosing regimen of the oil 
containing TOTP at doses greater than 420 mg/kg/day (1000 and 2000) produced organophosphorus- 
induced delayed neuropathy (OPIDN), whereas hens dosed at 420 mg/kg/day were asymptomatic. No 
potential for OPIDN was indicated in hens treated with the oil containing TOTP at a single dose of 
2 g/kg, but hens dosed at the previous EPA limit test dose of 5/kg had significant brain neurotoxic 
esterase (NTE) inhibition and axonopathy by 30 days posttreatment. (Supported by Department of the Air 
Force Contract No. F33615-90-C-0532) 
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A CONSENSUS METHOD FOR SETTING COMMUNITY EXPOSURE GUIDELINES 

Steven C. Lewis, Ph.D., DABT 

Exxon Biomedical Sciences, Inc., East Millstone, NJ 

Through a series of consensus workshops, a panel of industrial toxicologists has significantly refined a 
previously published method for determining acceptable concentrations for volatile chemicals in air (see 
Lewis, SC, et al, Regulatory Toxicology and Pharmacology, 11:314-330,1990). The consensus method 
was used to derive Community Exposure Guidelines (CEGs) for 13 organic compounds. Community 
Exposure Guidelines were operationally defined as "ambient concentrations to which the members of the 
community, including sensitive members of the population, could be exposed continuously throughout 
their lifetime with no adverse health effects expected." The consensus method was comprised of three 
phases: (1) a review of the toxicology data base for the selected chemical, its "critical" effect, and the 
NOAEL for that effect; (2) determination of the most appropriate adjustment factors (aka, uncertainty or 
safety factors); and (3) derivation of the CEG. Using flexible adjustment factors, selected from a 
plausible range of values, allowed for a greater input of scientific judgment. Further refinements are 
clearly possible, and input from the broader scientific community is actively invited. 
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HUMAN POLLUTANT EXPOSURE AND MUNICIPAL WASTE COMBUSTION:  A CASE 
STUDY 

'G.E. Rice, 'D.H. Cleverly, 3C.C. Travis, and B.F. Lyon 

XU.S. Environmental Protection Agency, Cincinnati, OH; office of Technology Transfer and 
Regulatory Support, Washington, DC; and 3Oak Ridge National Laboratory, Oak Ridge, TN 

Since 1985, combustion has been increasingly utilized for the volume reduction of generated municipal 
solid wastes. Combustion, like other waste management methods, has the potential to cause adverse 
human health effects; some of the health risks posed by this waste option are associated with exposure 
to the combustor emissions. To examine the human health risks associated with incineration, the U.S. 
EPA conducted an exposure assessment at an operating co-incinerator which accepts both municipal 
sewage sludge and refuse (residential, commercial, and industrial). This exposure assessment was limited 
to 10 stack pollutants emitted into the atmosphere; the emission data were taken from two separate but 
recently conducted emissions tests. Atmospheric dispersion of the pollutants from the incinerator stack 
and their subsequent deposition by wet and dry mechanisms onto environmental media was modeled using 
local meteorologic data. Human exposure from inhalation of the 10 pollutants was estimated. Then, 
utilizing the Methodology for Assessing Health Risks Associated with Indirect Exposure to Combustor 
Emissions (EPA/600/6-90/003) and site-specific data from the area around the facility, we modeled human 
exposure based on contact with a pollutant through the consumption of contaminated terrestrial animal 
tissue, fish, plants, and drinking water. The estimated human lifetime average daily dose (LADD) was 
greater for the contaminated food and drinking water pathways (combined) than inhalation. In addition, 
this poster presentation will highlight some of the assumptions used in particular for mercury exposure. 
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DERMAL PENETRATION MODELING 

Peter J. Robinson 

The Procter & Gamble Co., Cincinnati, OH 

For many compounds, the stratum comeum presents the major barrier for penetration into intact, healthy 
skin. Entry into and diffusion through the stratum corneum can be estimated by an analysis of the 
physicochemical characteristics of a compound, such as its octanol/water partition coefficient and 
molecular weight. For some compounds, and under some conditions, additional factors may be important 
in determining penetration into the systemic circulation. We have developed a general physiologically 
based mathematical model for the penetration of compounds through the skin into the vasculature that 
includes a parallel polar pathway through the stratum corneum (for large or hydrophilic molecules), and 
an aqueous layer in series with the stratum corneum, which may be a significant barrier for very lipid 
soluble compounds. This composite model also incorporates clearance of a compound into the capillary 
bed of the skin, which is an important determinant of overall penetration for rapidly penetrating 
compounds and under some conditions (such as abraded skin). The model is able to describe 
quantitatively changes in skin capillary blood flow and permeability, and to predict changes in penetration 
rate under altered physiological conditions. It can take into account the concentration of substance already 
in bloodstream, allowing it to be readily incorporated into a whole-body pharmacokinetic model. The 
model is being incorporated into a user-friendly computer program to facilitate the estimation of dermal 
penetration coefficients from physicochemical properties for use in a risk assessment context. 
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IMPACT OF RELATIVE BIOAVAILABILITY FACTORS ON RISK ASSESSMENT OF 
INORGANICS 

'William L. Ruoff, Ph.D., Gary L. Diamond, Ph.D., William M. Stiteler, Ph.D., Daniel J. Gefell, 
M.S. and 2Susan Velazquez-Tutt, B.S. 

'Syracuse Research Corporation, Syracuse, NY; and ^.S.Environmental Protection Agency, 
Cincinnati, OH 

A survey of EPA risk assessments of 40 inorganics revealed that relative bioavailability from drinking 
water and diet is often not considered in derivation of Reference Doses (RfD). Indeed, U.S. EPA has 
not developed guidelines for derivation of relative bioavailability factors (RBF). This study examined 
data on cadmium (Cd) with the objective of exploring approaches to derivation of RBFs that would 
facilitate consistent integration of bioavailability information in risk assessment. An analysis of 39 studies 
containing data on three indices of bioavailability of Cd in rats (percent absorbed dose, rate of 
accumulation in kidney and liver) revealed that bioavailability of Cd in drinking water and diet were not 
different (p, 0.31-0.95). This observation does not support distinct RfDs for Cd in drinking water and 
diet derived by U.S. EPA. Several data qualify factors that may impact on assessments of RBFs for 
inorganics were identified. Lack of media-specific difference in bioavailability of Cd in rats may be 
explained by ad libitum exposure to Cd in water or normal chow. Human exposure to inorganics in food 
and water resembles the ad libitum conditions used in animal experiments, suggesting that absorption of 
inorganics in humans may be determined more by the nature of the total diet than by the medium of 
consumption; assessment of relative bioavailability of inorganics in humans generally involves single 
dosing of fasted subjects. An important challenge to estimating relative bioavailability factors for 
inorganics is to develop test guidelines that establish minimal design and reporting criteria for future 
studies. 
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PARTITION COEFFICIENT DETERMINATION FOR MIXTURES OF VOLATILE 
CHEMICALS IN HUMAN BREAST MILK AND BLOOD 

XL.A. Bankston, J.M. Gearhart, RJ. Greene, 2S. Fortunatio, C. Bryant, and 3J.W. Fisher 

ManTech Environmental Technology, Inc., Wright-Patterson AFB, OH; bright State University 
School of Medicine, Dayton, OH; and 'Armstrong Laboratory, Toxicology Division, Wright- 
Patterson AFB, OH 

Exposure of nursing infants to toxic chemicals in breast milk is of great concern to mothers who may be 
occupationally exposed to solvents or fuels. An automated vial equilibration method was developed to 
determine simultaneously human milk/air and blood/air partition coefficients (PC) for several volatile 
organic chemicals. Partition coefficients were determined for up to 12 chemicals per mixture using gas 
chromatography coupled with headspace autosampling and cryofocusing. Milk and blood samples from 
nine donors were analyzed using this method. Our mixture method was validated by comparing PC 
values from single chemical vial equilibration studies with the mixture PC values in rat blood and human 
milk. Blood PCs compared favorably to reported literature values. Milk/air and blood/air PCs for 
22 chemicals are reported. (Supported by Department of the Air Force Contract No. F33615-90-C-0532) 
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INHALATION UPTAKE AND METABOLISM OF VINYL CHLORIDE (VC) AND 
TRICHLOROETHYLENE (TCE) MIXTURES 

'Jason R. Creech, 2Constance S. Seckel, and Hugh A. Barton 

'Armstrong Laboratory, Wright-Patterson AFB, OH; and ^anTech Environmental Technology, Inc., 
Wright-Patterson AFB, OH 

Vinyl chloride (VC) and trichloroethylene (TCE) are two common ground water contaminants that are 
often found together as chemical mixtures. Also, VC may arise from bacterial degradation of TCE. 
Therefore, it is necessary to better understand and predict the possible toxicological interactions such as 
potentiation, synergism, and antagonism. The pharmacokinetics and metabolism of VC and TCE as 
individual chemicals and as mixtures at varying ratios were investigated and a physiologically based 
pharmacokinetic (PBPK) model was developed. This was accomplished by exposing Sprague-Dawley 
rats to VC and TCE from 100 to 10,000 ppm in a closed chamber recirculating system for a 6-h period. 
Samples were taken from the chamber and gas chromatography with FID was used to determine the 
concentration of the VC and TCE. Estimates of metabolic constants derived using PBPK modeling are 
VC: K» = 0.07 mg/L (1 uM), V«, = 3 mg/hr/kg bw TCE: 1^ = 0.25. 
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EVALUATION OF TOXICITY BIOASSAYS FOR THEIR APPLICATION IN ASSESSING 
THE TOXIOTY OF COMPLEX CHEMICAL WAS1ES 

Joseph C. Greene 

Oregon State University, CorvaJHs, OR 

Traditional engineering technology has concentrated on assessment of hazardous 
chemical and geophysical measures.  One way;to offset the problems associated 
measures alone is to supplement them with toxicity tests.  Tests utilizing living 
toxicity provide a direct measure of environmentally relevant toxicity.  The 
chemical wastes requires that appropriate and!relevant toxicity tests be selected 
toxicity from chemical contaminants in environmental samples. 

waste mixtures by 
with the use of these 

organisms to evaluate 
complexity of hazardous 

to identify potential 

Identically prepared samples (326) collected from 37 sites located in 29 statds 
aquatic macroinvertebrates, algae, and bacteria.' EC50 and LC50 toxicity results 
(57%) of the samples. Independently, the 96-h algal chronic and 48-h Daphnia 
(85%) and 139 (75%) of the samples, respectively, that contained toxic constituents 
algae and Daphnia tests identified toxicity in 177 (96%) of the samples demc nstrating 
bacteria test responded to 67 (36%) toxic sampiles.  However, the bacteria showed 
(64%) of the samples which were toxic to eithejr, or both, algae and Daphnia. 

Additional toxicity tests using bacteria were performed to determine if a rough mutant 
would prove more sensitive than Photobacteriuni phosphoreum.  Fifteen elemt nts 
nine Superrund site samples were evaluated.  Bjoth organisms demonstrated grc ater 
samples but, generally they demonstrated comparable sensitivity to the toxicant > 

were evaluated using 
were produced in 185 

icute tests identified 158 
Collectively, the 

toxicity.   The 
no response to 118 

of Escherichia coli 
and compounds and 
sensitivity to a few 

tested. 
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EFFECTS OF ABNORMAL BREATHING ATMOSPHERES ON THE METABOLISM OF 
METHYLENE CHLORIDE 

R.L. Carpenter, Ph.D. and T.K. Narayanan, Ph.D. 

Naval Medical Research Institute Detachment (Toxicology), Wright-Patterson AFB, OH 

The Navy is interested in the effects of deep sea diving on the expression of toxicity. Factors present 
in the deep sea diving environment that are anticipated to affect toxicity are hyperbaric pressure, low 
oxygen concentrations in the breathing gases, high heat loss, and high ergonomic work load. As part of 
the effort to evaluate the effect of these conditions, experiments have been conducted to determine the 
effects of altered oxygen and carbon dioxide concentrations on the metabolism of methylene chloride. 
A closed, recirculating gas-uptake system similar to that described by Andersen et al. was used to expose 
F344 rats to controlled gas mixtures containing 10 to 1000 ppm of methylene chloride. On-line gas 
chromatography was used to determine the concentration methylene chloride and carbon monoxide 
produced by methylene chloride metabolism as a function of time after the introduction of a known 
amount of methylene chloride into the system. These data allowed the calculation of the fraction of 
methylene chloride metabolized to carbon monoxide by cytochrome p-450 oxidation system. Low oxygen 
concentrations reduce the fraction of methylene chloride metabolized by cytochrome p-450 oxidation. 
The pharmacokinetics of this alteration are describable in terms of shifts in PBPK model parameters. 
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RISK EVALUATION:  THE 1989 ALAR INCIDENT 

Bruce Chin, Ph.D. 

University of Michigan, Ann Arbor, MI 

This paper reconstructs, evaluates, and compares the two principal risk 
of 1989. Alar is the trade name for daminozide, a growth regulator that was 
apples on trees so that apples would ripen uniformly and remain crisp in 
converted to unsymmetrical dimethylhydrazine jUDMH) when treated apples 
Unsymmetrical dimethylhydrazine is an animal carcinogen; daminozide is not. 
Resources Defense Council's (NRDCs) risk assessment of UDMH, the public 
purchase of apples and apple products. 

assessments in the Alar incident 
to hold maturing red 
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^s a result of the Natural 
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The Environmental Protection Agency (EPA) estimated the lifetime risk of 
to UDMH for 1.5 years as 9 x 10*. The NRDC estimated the lifetime risk of 
to UDMH for 6 years as 910 x 10"*.  These two risk assessments cannot be >^ 
they used different durations of exposure, different values for cancer potency 
different equations for estimating risk. When common values are used in the 
EPA's recalculated risk estimate for 6 years of (exposure in children is 36 x 10" 
are used in the NRDCs risk equation, the NRDCs recalculated risk for 6 year, 
is 32 x 10"*. There is no significant difference^between these recalculated risk 

catcer in children exposed 
cancer in children exposed 

mpared directly because 
factor and lifespan, and 
sPA*s risk equation, the 

When common values 
of exposure in children 

estimates. 
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INFLUENCE OF OXYGEN CONCENTRATION AND ENZYME INDUCTION ON 
METABOLISM OF HCFC-123 IN VITRO 

C.S. Godin, J.M. Drerup, and A. Vinegar 

ManTech Environmental Technology, Inc., Wright-Patterson AFB, OH 

HCFC-123, a candidate fire extinguishant, is an analogue of halothane with identical hepatotoxic 
metabolites. The following study examined the conditions favoring the rate of formation of these 
metabolites. Control, phenobarbital (PB)-, and pyridine-induced microsomes were added to flasks 
containing 0 to 21 % oxygen. HCFC-123 was added to each flask, the reactions initiated by addition of 
1 mM NADPH, and terminated by rapid heating. Metabolites were analyzed by gas chromatography. 
Incubations conducted anaerobically, and using pyridine- or PB-induced microsomes, resulted in a 4- and 
2.5-fold increase, respectively, of the rate of formation of HCFC-133a, the major reductive metabolite, 
when compared to control rates. The rate of formation of chlorodifluoroethylene, the other reductive 
metabolite, was only 10% that of HCFC-133a. Rates of trifluoroacetic acid (TFAA) formation were 
about 8-fold higher in normoxic incubations conducted with enzyme-induced microsomes. Elevated 
TFAA was also observed in incubations conducted using enzyme-induced microsomes exposed to 2 to 
5% oxygen. The induction of cytochrome P-450 isozymes thus results in increased rates of TFAA 
formation at oxygen concentrations that are similar to those found in the centrilobular region of the liver 
lobule. (Supported by Department of the Air Force Contract No. F33615-90-0532) 
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PHYSIOLOGICALLY BASED SIMULATION OF PERCHLOROETHYLl :NE (PCE) 
PHARMACOKINETICS IN HUMANS 

J.M. Gearhart, D.A. Mahle, C.S. Seckel, and p.D. Flemming 

ManTech Environmental Technology, Inc., Wrkght-Patterson AFB, OH 

us sd 

Perchloroethylene (tetrachloroethylene, PCE) is a commercially important 
and as a degreasing agent that commonly occurs as a ground water contam 
determination of the potential risk to humans exposed to PCE, a physiologicall r 
(PBPK) model describing the kinetics of PCE in humans was developed and i 
of different human exposure data sets found in the literature. Mean values and 
blood/air and tissue/air partition coefficients were determined in the laboratory 
for humans, including estimates of parameter variability, were obtained from th 
or from the published PCE kinetic data. A classical pharmacokinetic model 
(TCA) pharmacokinetics was combined with frhe PBPK model of PCE to 
estimating the amount of PCE metabolized to TCA.   Simulation of PCE ir 
provided good estimates of the experimental data. The model simulations of 
TCA provided reliable estimates of the laboratory data and confirmed the 
metabolism in humans. Human metabolism was described with an apparent V, 
« 7.7 mg/L.   While most human data sets jwere adequately described by 
segments of the simulations deviated from theidata, especially the exhaled 
longer or higher inhalation exposures to PCE.   Incorporation of Monte 
measured parameter variability provided a ijange of model predictions w 
encompassed the actual human exposure data. ((Supported by Department of the 
F33615-90-0532) ! 
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EVALUATION OF SHIPBOARD FORMATION OF A NEUROTOXICANT 
(TRIMETHYLOLPROPANE PHOSPHATE) FROM THERMAL DECOMPOSITION OF 
SYNTHETIC AIRCRAFT ENGINE LUBRICANT 

J. Wyman, E. Pitzer, F. Williams, J. Rivera, A. Durkin, J. Gehringer, P. Serve', D. von Minden, 
and D. Macys 

Naval Medical Research Institute Detachment (Toxicology), Wright-Patterson AFB, OH 

Gas turbine engine synthetic lubricants that are composed of trimethylolpropane triheptanoate and tricresyl 
phosphate have been shown to form a neurotoxicant, trimethylolpropane phosphate (TMPP), during 
thermal decomposition. TMPP is thought to inhibit GABA-mediated inhibitory response and producing 
epileptiform seizures. Thermal decomposition of the lubricant produces TMPP under laboratory 
conditions but TMPP has not been detected in the work place following actual fires. It is possible that 
thermal decomposition of these synthetic lubricants may result in contamination of a lubricant storage 
space aboard ship producing a dermal hazard to shipboard personnel involved in clean-up operations after 
a fire. This study examined whether TMPP is produced during an actual shipboard fire by placing the 
synthetic lubricant in a fire environment aboard the ex-U.S.S. Shadwell, Mobile, AL. Efforts were made 
to duplicate the shipboard storage environment of the lubricant in order to simulate what might actually 
result if a fire occurred. Both biological and chemical analyses were performed on the thermally 
decomposed lubricant. Under the conditions of this study, the formation of TMPP during a shipboard 
fire was confirmed. 
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DERIVATION OF A SITE-SPECIFIC RISK VALUE FOR INSOLUBLE INORGANIC 
MERCURY IN SOIL AND SEDIMENT 

R.A. Young, R.H. Ross, and P.Y. Lu 

Oak Ridge National Laboratory*, Oak Ridge, TN 

As part of the ongoing remedial investigation of the contamination of Lower East Fork Poplar Creek 
(LEFPC) in Oak Ridge, TN, it was determined that the derivation of an RfD for mercuric sulfide would 
be pertinent to remediation efforts. Sampling analysis indicated that the mercury at this site is of a 
tightly-bound, relatively insoluble form. Although risk values for inorganic mercury are available, they 
are derived from soluble mercurial salts. Because an inorganic mercurial of low solubility would have 
limited bioavailability, derivation of an alternate risk value based on a relatively insoluble inorganic 
mercurial seemed valid. The derivation of this risk value made use of data from a chronic feeding study 
using mice exposed to a diet containing contaminated soil and sediment from 30 LEFPC sampling sites 
(Revis et al., 1989). The resulting test diets contained mercury concentrations ranging from 0.59 to 1799 
ppm. No significant gross or histopathological evidence of toxicity was detected following chronic 
exposure to mercury levels as high as 1799 ppm (equivalent to 13.07 mg Hg/kg/day), thereby identifying 
this dose as a No-Adverse-Effect-Level (NOAEL). For derivation of the site-specific risk value, mercuric 
sulfide was chosen as a surrogate for a sparingly soluble inorganic mercurial, and elemental equivalence 
was used to derive a risk value of 0.04 mg HgS/kg/day. 

*  Managed by Martin Marietta Energy Systems, Inc., for the U.S. Department of Energy under Contract 
No. DE-AC05-840R21400 
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ECOLOGICAL RISK ASSESSMENTS OF U.S. ARMY SITES — AN APPROACH 

J.E. Whaley, D.V.M., GJ. Leach, Ph.D., K.J. Williams, G.L. Golfarb, A.E. Asaki, and 
C.A. Bouwkamp 

U.S. Army Environmental Hygiene Agency, Aberdeen Proving Ground, MD 

Recently, the Army has been faced with expanding their Installation Restoration Program to include 
Ecological Risk Assessments (ERA) of military Superfund sites as mandated by the Defense 
Environmental Restoration Program (DERP). Generally, the U.S. Army Environmental Center (AEC) 
is responsible for implementing DERP and ensuring that these sites are remediated to meet local, state, 
and federal guidelines. The Army's ERA support comes from internal agencies as well as civilian 
contractors. The U.S. Army Environmental Hygiene Agency (USAEHA) routinely provides oversight 
and consultative support to AEC; and in certain cases, USAEHA will conduct ERAs. This paper presents 
the ERA approach applied at Joliet Army Ammunition Plant (JAAP) by USAEHA. Rather than a total 
modeling approach, ecological risk characterization was based on a combination of both terrestrial and 
aquatic field and laboratory data. For the terrestrial component, an extensive survey was conducted to 
identify both plant and animal resident species. Rodents and deer were tested for contaminant 
bioaccumulation, and sublethal exposures were measured using biomarker assays. Also, soil samples 
were taken from study areas and screened for toxicity in a battery of ecological toxicity tests. For the 
aquatic component, water and sediments samples were tested for the contaminants of concern. Water 
quality was based on quantitative studies of benthic macro-invertebrates. Again, contaminant 
bioaccumulation was sampled for in resident fish. This information will be correlated to characterize both 
exposure and adverse ecological effects for use by site managers in the remediation process. 

422 



RISK ASSESSMENT AT DOE'S SAVANNAH RIVER SITE 

^rich R. Brandstetter, ^ance Voss, Willie L. Frazier, and Karen Jerome 

1INTERA, Inc., Augusta, GA; and ^estinghouse Savannah River Corporation, Aiken, SC 

The recently completed Federal Facility Agreement for the Savannah River Site specifies 84 
RCRA/CERCLA RFI/RI units and 304 units that require remedial site evaluations. This poster will 
present a brief overview of the environmental restoration work that has been conducted at the site, along 
with case studies of a Baseline Risk Assessment and a Risk Evaluation that were conducted for two units 
at the site. 

A Baseline Risk Assessment was conducted for the SRL Seepage Basins, which received hazardous and 
radioactive contaminants between 1954 to 1982. Forty contaminants were selected for the quantitative 
risk assessment. Exposure concentrations for the soil were available, and concentrations in other relevant 
media were modeled. A combination of quantitative and qualitative analyses were used for the ecological 
risk assessment. Current scenarios all demonstrated acceptable levels of risk, but the future (on-unit, 
residential) scenario demonstrated risks above EPA-accepted limits. 

The Metallurgical Laboratory Basin at the SRS was closed under the regulatory requirements of RCRA. 
A Risk Evaluation was conducted to support the integration of the requirements of RCRA and CERCLA. 
Available data were compiled and analyzed to determine the contaminants associated with the basin and 
to characterize the site. For each exposure scenario, the resulting exposure pathways were determined 
to be incomplete because closure activities have the result that the potentially exposed populations would 
not come into contact with site contaminants. For the ecological risk evaluation, potential receptors were 
identified. The risk evaluation concluded that the site does not pose a risk to plant or wildlife 
populations. 
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RISK-BASED SOIL CLEANUP LEVELS FOR TPH 

Brian H. Magee, Ph.D., Lisa J.N. Bradley, Ph.D., Eric L. Butler, Ph.D., and Andy Dasinger, M.S. 

ENSR Consulting and Engineering, Acton, MA 

Remedial investigations of sites having soils containing hydrocarbons often employ an analysis of total 
petroleum hydrocarbons (TPH). Many states have set cleanup levels or action levels for TPH in soils 
of 100 mg/kg or less. Such cleanup goals have been set arbitrarily and are inappropriate, because they 
are not risk-based and are applied to all hydrocarbon mixtures regardless of chemical composition. The 
risk-based cleanup goals derived here for soils containing specific hydrocarbon mixtures are 3 to 
1900 times higher than the 100 mg/kg value employed by many regulators. Thus, society's resources 
are being misallocated for little health benefit when cleanups are determined by the default TPH goals 
currently in use. 

Risk-based target cleanup goals for both residential and industrial exposure scenarios for 10 hydrocarbon 
mixtures commonly found at hazardous waste sites were developed based on the fractional PAH content 
of each mixture. Reasonable, scientifically defensible cleanup levels for the mixture having the highest 
fractional PAH content (weathered fuel oil #6) are 8325 mg/kg for residential settings and 19,707 mg/kg 
for industrial settings. The most conservative cleanup levels that can be derived using this methodology 
are based on standard EPA Superfund risk assessment assumptions, do not take into account 
biodegradation, and employ an additional uncertainty factor often. For weathered fuel oil #6, the worst- 
case cleanup level is 274 mg/kg for residential settings and 1076 mg/kg for industrial settings. 
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AMERICAN SOCIETY FOR TESTING AND MATERIALS — NEW SUBCOMMITTEE ON 
ASSESSMENT OF RISK TO HUMAN HEALTH AND THE ENVIRONMENT FROM 
HAZARDOUS WASTE SITES 

Ruth Bleyler, Jan Borkowski, Jane Hixson, Michael Kangas, Suellen Pirages, Fred Price, and Van 
Wilkinson 

American Society for Testing and Materials, Philadelphia, PA 

The American Society for Testing and Materials (ASTM) is a not-for-profit organization that provides 
a forum for producers, users, ultimate consumers, and those having a general interest to meet on common 
ground and write voluntary consensus standards for materials, products, systems, and services. ASTM 
publishes standard test methods, specifications, practices, guides, classifications, and terminology. ASTM 
headquarters has no technical research or testing facilities; such work is done voluntarily by 33,000 
technically qualified ASTM members located throughout the world. 

Subcommittee E47.13 entitled on Assessment of Risk to Human Health and the Environment from 
Hazardous Waste Sites is developing voluntary consensus standards in five general areas. Those areas, 
each of which include both human health and ecological risk, are (1) data collection, (2) exposure 
assessment, (3) toxicity assessment, (4) risk characterization, and (5) general topics. Subcommittee 
E47.13 first met in January of 1992 and presently has about 100 members distributed among industry, 
the regulatory community, and academia. There are 18 working groups identified within E47.13 that are 
writing standards, guides, or practices in the area of risk assessment. In addition, Subcommittee E47.13 
participates in annual environmental symposia sponsored by Committee E47. 

A poster presentation will summarize Subcommittee activities and the ASTM procedures for developing 
voluntary consensus standards, practices, and guides. Officers and members of the Subcommittee will 
be present to answer questions. 
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FUTURE USE CONSIDERATIONS IN THE CLEANUP OF FEDERAL FACILITIES 

Douglas J. Sarno 

Clean Sites, Alexandria, VA 

Clean Sites has been working on an approach for using the future use of land and natural resources to 
determine the requirements of cleanup for contaminated sites on Federal Facilities. A detailed approach 
for cleanup decision making has been developed and is currently being pilot-tested at two bases. The 
approach centers on cooperative decision making between the Air Force and state and federal regulators 
to establish clear objectives for cleanup based on the actual risks to human health and the environment 
under the most reasonable long-term use of the site. 

The process being evaluated is based on the premise that it is not feasible from a cost or technology 
standpoint to return all sites to pre-release conditions, and that a great deal of time and money could be 
saved if an explicit recognition of future use were introduced into the process of identifying cleanup needs 
for sites. The process relies on site-specific risk assessment to be applied specifically for identifying 
cleanup levels for the actual alternative uses of the land and natural resources. 
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COMPARISON AND ANALYSIS OF THREE DIFFERENT BACKGROUND SURFACE-SOD. 
SITES FOR WRIGHT-PATTERSON Am FORCE BASE NORTHEASTERN AREA, 
OPERABLE UNIT 2 

Thomas J. Savin, Ph.D., and J. Michael Jackson, P.G. 

Engineering-Science, Inc., Oak Ridge, TN 

Three sampling sites, to serve as referenceftackground for surface soil in the Northeastern Area, were 
identified and sampled. The locations are: (1) approximately 200 feet west of the Wright Brothers 
Memorial, off Pylon Road; (2) the City of Fairborn's Sandhill Park; and (3) approximately 2,000 feet 
west of Gate 26C between Douglas Drive and State Route 235. More than 10 samples were collected 
at each site, and each sample was examined for 23 metals and cyanide. 

The results indicate that there are significant differences in compound concentrations between the various 
locations. For example, beryllium is over 2.0 times more concentrated at the Wright Brothers Memorial 
site when compared to the Douglas Drive location, and over 3.5 times more concentrated than at the 
Sandhill Park site. Other compounds also exhibit similar significant inconsistencies among the different 
sites. Among these are barium, calcium, magnesium, and manganese. Selenium is unique in this study 
in that it was only detected at the Wright Brothers Memorial sampling location. 

These results attest to the possible difficulties encountered when only one sampling location is used as 
a background reference. The implications are discussed in detail. 
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SUPERFUND HEALTH RISK TECHNICAL SUPPORT CENTER 

Joan S. Dollarhide and Cynthia Sonich-Mullin 

U.S. Environmental Protection Agency, Cincinnati, OH 

The Environmental Criteria and Assessment Office (ECAO) operates the Superfund Health Risk Technical 
Support Center (SFTSC) to provide technical support and guidance to regional toxicologists, risk 
assessors, and remedial project managers who have questions about Superfund health and risk assessment 
issues. The ECAO's SFTSC is one of seven specialized Technical Support Centers that comprise the 
Technical Support Project established by the Office of Research and Development and the Office of Solid 
Waste and Emergency Response. The SFTSC provides the following types of information: chemical- 
specific toxicological information, provisional toxicity assessments (RfDs, RfCs, cancer weight-of- 
evidence classification and potency), interpretation and assistance with implementation ofRisk Assessment 
Guidance for Superfund: Human Health Evaluation Manual (RAGS/HHEM), support for the Health 
Effects Assessment Summary Tables (HEAST), review of site-specific risk assessments, and general risk 
assessment methodology. The SFTSC has responded to requests from all 10 EPA Regions and from 19 
states. PAHs, chlorinated solvents, PCBs, and heavy metals are the most frequently requested chemicals. 
Information on how the SFTSC operates and how users can access the SFTSC is presented. 
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THE FSIS COMPOUND EVALUATION SYSTEM (CES) - A RISK ASSESSMENT TOOL 
FOR ASSESSING CHEMICAL RESIDUES IN MEAT AND POULTRY 

E.A. Brown, Ph.D. and Z. Horakova, Ph.D. 

U.S. Department of Agriculture, Washington, DC 

The Food Safety Inspection Service (FSIS) is charged with inspecting the meat and poultry supply to 
ensure that products are safe, wholesome, and properly labeled. We created a ranking system to evaluate 
chemicals for their potential to be a hazard to human health through meat and poultry. The CES assists 
the agency in the effective management of its resources and residue program activities. Compounds 
(drugs, pesticides, and environmental contaminants) are ranked for toxicity and for probability of human 
exposure.  Our approach has three elements: 

1. Determining if a compound can cause a residue; if the answer is "Yes", then, 

2. Assessing the toxicity of the compound, and 

3. Assessing the potential for human exposure resulting from occurrence in meat or poultry. 

Toxicity is ranked from A (highest) to D (lowest) and exposure is ranked from 1 (high probability) to 
4 (low probability) resulting in a dual ranking from A-l to D-4. A detailed set of worksheets organizes 
material and serves as a mnemonic. 
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METHODS FOR CONVERTING CONTINUOUS RESPONSE DATA FOR DOSE-RESPONSE 
MODELING 

William M. Stiteler, Ph.D., Sichele Anatra-Cordone, Ph.D., and 3Richard C. Hertzberg, Ph.D. 

Syracuse Research Corporation, Syracuse, NY; 2Blasland Bouck & Lee, Inc., Dewitt, NY; and 3U.S. 
Environmental Protection Agency, Cincinnati, OH 

For noncancer risk assessment, categorical regression and the benchmark dose method have been 
proposed as alternatives to the traditional reference dose (RfD) approach based on the No-Observed- 
Adverse-Effect-Level (NOAEL). Both of these proposed methods involve fitting dose-response models 
that have been developed mainly for quantal data. This poses a problem: the effect being modeled may 
result in the measurement of a continuous variable (e.g., enzyme activity, body weight). Utilizing 
dose-response models designed specifically for continuous response data is one solution. It is not entirely 
satisfactory, however, because multiple end points may be observed or both continuous and quantal data 
may be available to describe the chemical's toxicity. An alternative is to convert the continuous response 
to incidence data. One advantage is that a common model can then be used for the analysis so that all 
of the effects can be incorporated into the risk assessment in a consistent way. 

Two approaches for converting continuous data to incidence data are described. The first invokes an 
assumption that a fixed proportion of the control group (those with more extreme values, e.g., the upper 
5%) constitutes the "responders." The location of this subset establishes the values of the variable that 
represent a "response". An alternative method uses the entire control group to define a "background" 
distribution. The proportion of responders for a treated group is then established by comparing its 
empirical distribution with this background distribution. 
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EFFECT OF ORAL DOSING VEHICLE ON THE BLOOD TO AD1 PARTITION 
COEFFICIENT 

RJ. Williams and R.K. Black 

Armstrong Laboratory, Toxicology Division, Wright-Patterson AFB, OH 

Based on the dissolution or nonbinding association of volatile lipophilic organic compounds with whole 
blood lipids, the effect of vehicles on the blood:air partition coefficient (BAPC) was investigated. Vehicle 
related BAPC changes could influence the in vivo distribution and elimination characteristics of the 
compound. Three dosing vehicles, corn oil (C), mineral oil (M), and water (W) and two chemicals 
trichloroethylene (TCE) and tetrachloroethylene (PCE) were studied. Fischer 344 rats were gavaged with 
5 mL/kg of vehicle. Blood samples were taken at 0.5,1.0, 2.0, and 4.0 h post gavage and exposed (vial 
equilibration technique) to 800 ppm of chemical at 37 °C for 2.5 (TCE) to 3.5 (PCE) hours. Each 
sample was analyzed by the head-space gas Chromatographie technique and partition coefficients were 
calculated. The mean control values were 27.66 and 28.13 for TCE and PCE, respectively. The 0.5, 
1.0, 2.0, and 4.0 h values for each treatment group (N=6) were: TCE in C 26.12, 27.90, 27.72, 29.20; 
PCE in C 26.65, 28.45, 28.28, 30.74; TCE in M 27.99, 25.46, 26.80, 28.39; PCE in M 26.74, 26.97, 
27.70, 28.75; TCE in W 28.03, 25.18, 25.20, 28.60; and PCE in W 25.97, 28.23, 26.44, 29.41. 
Water, mineral oil, and corn oil when used as dosing vehicles did not change the rat BAPC for TCE and 
PCE. 
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THE RELEVANCE TO HUMANS OF ANIMAL MODELS FOR INHALATION STUDIES OF 
CANCER IN THE NOSE AND UPPER AIRWAYS 

John M. DeSesso, Ph.D. 

The MITRE Corporation, McLean, VA 

Although nasal cancer is relatively rare among the general population, workers in the nickel refining, 
leather manufacturing, and furniture building industries exhibit increased incidences of nasal cancer. To 
investigate the causes of nasal cancer and to design ameliorative strategies, an appropriate animal model 
for the human upper respiratory regions is required. The anatomy and physiology of the nasal passages 
and upper airways of the humans, rats, and monkeys have been described, compared, and assessed for 
the purpose of determining a relevant animal model in which to investigate potential causes of nasal 
cancer. 

Based on the mode of breathing, overall geometry of the nasal passages, relative nasal surface areas, 
proportions of nasal surfaces lined by various epithelia, mucociliary clearance patterns, and inspiratory 
airflow routes, the rat differs greatly from humans and, therefore, is a poor model. In contrast, the 
monkey exhibits many similarities to humans. Although the monkey does differ from humans in that it 
exhibits a more rapid respiratory rate, smaller minute and tidal volumes, a larger medial turbinate, and 
a vestibular wing that creates an anterior vortex during inspiration, the monkey is a more appropriate 
model than the rat for studying the toxic effects of inhaled substances on the nasal passages and 
extrapolating the findings to humans. 
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ESTIMATING THE LACTATTONAL TRANSFER OF VOLATILE CHEMICALS IN WOMEN 
USING A PHYSIOLOGICAL MODEL 

XJ.W. Fisher, 2J.M. Gearhart, R.J. Greene, L.A. Bankston, 3C. Bryant, and SJ. Fortunate 

Armstrong Laboratory, Toxicology Division, Wright-Patterson AFB, OH; ^anTech Environmental 
Technology, Inc., Wright-Patterson AFB, OH; and 3Wright State University School of Medicine, 
Dayton, OH 

The transfer of chemicals from breast milk to the nursing infant is of concern for women occupationally 
exposed to chemical vapors. There is very little information published in the literature on lactational 
transfer of inhaled organic chemicals in humans or laboratory animals. This study is an initial attempt 
to better understand if maternal exposure to chemical vapors results in an indirect chemical exposure of 
the nursing infant. To evaluate the ability of inhaled organic chemicals to transfer to breast milk via the 
systemic circulation, we developed a human physiologically based pharmacokinetic (PBPK) lactation 
model. To build the human lactation model, blood and milk samples were collected from nine volunteer 
donors and used for determining blood/air and milk/air partition coefficients for 19 chemicals using the 
vial equilibration technique. Other tissue/air partition coefficients (e.g., fat, liver, and muscle) and 
allometrically scaled metabolic constants were taken from the experimental literature on rats and humans. 
For each chemical, the lactation model simulated a single nursing schedule over a 24-h period and an 8-h 
intermittent occupational chemical exposure of the mother at the Threshold Limit Value (TLV). The 
estimated amount of chemical transferred per day was tabulated and then, if available, compared to 
proposed exposure guidelines for children. (Drinking Water Health Advisories, U.S. EPA) 
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DURATION-ADJUSTMENT OF EFFECT LEVELS:   COMPARISON OF 
PHYSIOLOGICALLY BASED (PBPK) MODELS WITH DEFAULT APPROACH 

*A.M. Jarabek and 2J.N. McDougal 

HJ.S. Environmental Protection Agency, Research Triangle Park, NC; and Armstrong Laboratory, 
Toxicology Division, Wright-Patterson AFB, OH 

For dose-response assessment, interspecies extrapolation of exposure levels associated with toxic effects 
requires an adjustment of the laboratory exposure regimen to that of the assumed human scenario (e.g., 
24 h/day). The default "duration-adjustment" is to linearly prorate the animal effect level by the number 
of hours/24 h and the number of days/week of the animal exposure regimen (e.g., by 6/24 x 5/7). The 
rationale for this adjustment is that the resultant human concentration should be the C x T equivalent of 
the animal exposure level. This assumption of C x T exposure equivalency is tenuous because steady- 
state conditions may not have been reached under some exposure conditions and is not consistent across 
different toxicity mechanisms (e.g., an effect mediated by peak blood concentration vs. integrated tissue 
dose). The PBPK models for dichloromethane and perchloroethylene, chemicals with different 
physicochemical characteristics (partition coefficients), metabolic parameters (V^, K,,,, and IQ, effects 
and presumed mechanisms of toxicity, are exercised at various exposure levels and durations to illustrate 
discrepancies of the current default equation with respect to internal dose metrics. Sensitivity analyses 
identify key parameters and suggest revisions to the default approach. 
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PERMEABILITY CONSTANTS DETERMINED BY PBPK MODELS FOR VAPOR, NEAT, 
AND AQUEOUS BENZENE 

D.R. Mattie, H.J. Clewell III, and J.N. McDougal 

Armstrong Laboratory, Toxicology Division, Wright-Patterson AFB, OH 

The permeability constant is a measure of the ability of a chemical to penetrate through the skin. 
Physiologically based pharmacokinetic (PBPK) models can be used to estimate the permeability constants 
of chemicals from the blood concentrations achieved for in vivo dermal exposure. The permeability 
constant for benzene was determined for three different dermal exposures in rats: whole-body dermal 
exposure to benzene vapor, exposure to neat benzene from a closed cell on the dorsal skin, and exposure 
to saturated solutions of benzene in water from a closed cell. The PBPK models were developed which 
described each of these dermal exposure methods. The estimated permeability constant for dermal vapor 
was 0.152 cm/h, for neat benzene 0.0025 cm/h, and for aqueous solutions 0.05 cm/h. The physical form 
of the chemical influences the rate of absorption. Neat benzene chemically fixes the skin, reducing the 
rate of penetration. The permeability constant for rat skin from aqueous solutions was one-half the 
human permeability constant used for dermal risk assessment, 0.111 cm/h. 
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IRIS (INTEGRATED RISK INFORMATION SYSTEM) 

Jacqueline Patterson and Patricia Daunt 

U.S. Environmental Protection Agency, Cincinnati, OH 

The Integrated Risk Information System (IRIS) is an on-line data base of the U.S. Environmental 
Protection Agency that provides health hazard risk information on over 500 substances. Information 
includes oral reference doses (RfDs) and inhalation reference concentrations (RfCs) for noncarcinogenic 
effects, and qualitative and quantitative assessments of potential carcinogenicity. Each substance-specific 
information section is summarized in 3 to 20 pages, providing information on the studies evaluated, 
uncertainties, assumptions, an indication of confidence, EPA scientists to contact for more information 
and complete bibliographic citations. The summaries are the result of an EPA review process of the 
RfD/RfC or Carcinogen Risk Assessment Verification Endeavor (CRAVE) Work Groups. These two 
work groups of expert Agency scientists review assessments developed within EPA's program offices and 
the Office of Research and Development. When consensus is reached, summaries of the assessments are 
made available to EPA and the public on IRIS. IRIS is updated monthly to reflect the most up-to-date 
Agency health hazard risk information. 

IRIS is available on-line on the National Library of Medicine's TOXNET system and is accessed through 
COMPUSERVE, TYMNET, TELENET or INFONET telecommunications networks or by direct dial. 
A diskette version is available on 5-1/4 inch high density floppies for IBM or compatible PC from the 
National Technical Information Service (NTIS). Current plans include development of a more user- 
friendly, PC-based system for general use. 
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MONTE CARLO ANALYSIS:  A TOOL FOR EXAMINING UNCERTAINTY IN RISK 
ASSESSMENT 

William R. Rish, Ph.D. 

Woodward-Clyde Consultants, Solon, OH 

There can be significant uncertainties in the input parameters used in risk assessment models. Because 
these models are used to support decision-and policy-making, quantitative examinations of these 
uncertainties is important. Recently, the use of Monte Carlo analysis to propagate uncertainties through 
risk assessment calculations has seen increased use. This paper describes Monte Carlo analysis as it is 
typically used in examining risk assessment uncertainties. Two examples of its application are presented: 
(1) to determine a more accurate estimate of "reasonable maximum" risk than the use of U.S. EPA's 
standard default values for exposure factor inputs, and (2) to evaluate the trade-off between extent (and 
thus cost) of remediation and degree of confidence in achieving adequate protection of health. A personal 
computer will be available to demonstrate off-the-shelf software for Monte Carlo analysis in risk 
assessment. 
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MEXTOX: A DATA BASE ON TOXICOLOGIG INTERACTIONS 

Richard C. Hertzberg, Ph.D. and Patrick Durkin, Ph.D. 

^.S. Environmental Protection Agency, Cincinnati, OH; and Syracuse Environmental Research 
Associates, Inc., Syracuse, NY 

MDCTOX is a personal computer database and stand-alone data retrieval system containing summary 
information of studies on toxicologic interactions such as synergism and antagonism. The database 
reflects published articles on environmental chemicals, primarily on binary mixtures, and currently 
contains -3000 records representing 437 articles treating 582 chemicals in 1465 chemical pairs. 
MDCTOX is intended to be a guide to the literature for use in risk assessment and research. The database 
includes full literature identification, details on the experimental set-up (animal species, exposure 
conditions), and results (interaction, observed effects, and sites of the effects). Searching is by the 
chemicals' identifiers using EPA IRIS names, common names and/or CAS numbers, with filtering by 
interaction type, duration, and species. Output includes study level detail or interaction summaries by 
chemical pair. Versions are available for IBM PC-compatible and Macintosh-compatible personal 
computers. 
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THE REAL COST OF USING HAZARDOUS MATERIALS 

Betty S. West 

Human Systems Center, Brooks AFB, TX 

The Hazardous Material Management Cost Estimating Tool enables system program offices and their 
prime contractors to input hazardous materials cost considerations into the engineering trade-off studies 
performed during weapon system development, thus assisting mem in the selection of those materials and 
processes which have lower risk to human health and the environment and those which do not require 
specialized high-cost handling and disposal procedures. 

The cost estimating tool encompasses hazardous materials cost elements for all four phases of the system 
life-cycle-development, production operation, and support and system disposal/decommissioning. The 
structure of the cost estimating tool is such that if given a specific material or process, the tool will 
calculate the life-cycle cost of cost elements affected. Cost elements identified for hazardous materials 
in each phase of the life cycle are procurement, transportation, handling, monitoring, training, personal 
protection, potential legal/environmental liability, and medical. 

The model is tool for hazardous materials evaluation and for estimating the total cost of using hazardous 
materials in a weapon system. It enables trade-off analyses to determine the alternative cost of using 
other less hazardous or nonhazardous materials. The ultimate goal is to reduce the kinds and amounts 
of hazardous materials used in weapon systems and the processes that produce and support those systems. 
The model includes Air Force, Army, and Navy systems. 
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