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Smart Structures and Materials: 
Implications for Military Aircraft 

of New Generation 
(AGARD LS-205) 

Executive Summary 

Over the last five years, smart structures and materials have emerged throughout the world as new 
technologies. The main applications concern both the military domain (new aircraft, space, engines and 
ships) and civilian fields such as aeronautics, motors, energy, health and the building trade. They offer 
many advantages: 

— reduction of cost due to a reduction of duplication; 

— reduction of weight; 

— reduction of energy consumption; 

— improvement of system performance, maintenance and repair. 

The best methods for design and processing of affordable materials are only beginning to be addressed 
by researchers. Concurrent engineering and intelligent processing of materials concepts will be 
essential to enable smart materials to make the transition from the laboratory into applications. 

This lecture series will offer designers, industrial, and maintenance personnel (military and civilian) a 
better view of these techniques. It will review and identify the important basic elements of intelligent 
structures and will present the fundamental principles of the main sensing approaches related to the 
possible applications. Because the subject is so broad, the applications discussed will be limited to 
aircraft. 



Structures et materiaux intelligents — les 
retombes pour les aeronefs militaires 

de la nouvelle generation 
(AGARD LS-205) 

Synthese 

Au cours des cinq dernieres annees, les structures et materiaux intelligents ont fait leur apparition, 
partout dans le monde, comme etant des technologies nouvelles. Les principales applications 
concernent aussi bien les militaires (aeronefs, espace, moteur, et navire) que les civils (aeronautique, 
moteur, energie, robustesse, et construction). Elles offrent de nombreux avantages: 

  reductions des coüts en raisons de la diminution des duplications; 

— reduction en poids; 

— reduction en energie consommee; 

— 1'amelioration des performances des systemes, de la maintenance et des reparations. 

Les meilleures methodes pour la conception et les precedes pour disposer de ces materiaux ä des coüts 
abordables commencent ä etre entrevus par les chercheurs; une approche de l'ingenierie et un 
traitement avise de leur conception de ces materiaux sera essentielle pour la transition des laboratoires 
vers des applications industrielles. 

Cette serie de conferences offrira au concepteurs, au personnel de l'industrie et de la maintenance 
(militaire et civil) une meilleure vision de ces techniques. Elle resumera et identifiera des elements de 
base des structures intelligentes les plus importants et presentera les principes fondamentaux 
d'approches pragmatiques en fonction des applications possibles. Compte tenu de l'ampleur du sujet 
ces applications seront limitees aux aeronefs. 
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General Introduction 

Christian Boiler 
Daimler-Benz Aerospace, Military Aircraft 

D-81663 München, Germany 
actually with: Daimler-Benz AG, Research & Technology Exchange Group 

D-70546 Stuttgart, Germany 

SUMMARY 

Development in disciplines such as sensing technology, 
computation, control, micromechanics, materials including 
processing and many others has made significant progress 
during the past decades. This progress has been mainly 
possible through an in-depth analysis of the different 
aspects in these disciplines. To consequently take more 
advantage of this progress a synergy between these 
different disciplines has to be established, resulting in 
what has been termed to be smart materials and structures. 
Smart (alternatively: active, adaptive, multifunc-tional or 
intelligent) materials and structures is - briefly explained - 
the integration of sensing and actuation elements into a 
structure or even more ambitiously into a material, with 
sensor and actuator being linked by a controller. Materials 
actually favoured for integration include optical fibres and 
piezoelectric materials with respect to sensors, piezoelec- 
tric/electrostrictive materials, shape memory alloys and 
electro-rheological fluids with respect to actuators and 
microprocessors, neural networks, fuzzy logic and various 
types of signal processing with respect to control. Since 
performance of military aircraft and spacecraft has pro- 
gressed in a sequence of steps in the past, smart materials 
and structures technology can thus be considered to be a 
next step in enhancement. 

THE WAY TO SMART MATERIALS & SYSTEMS 

It is now more than a decade ago since people have started 
to talk about smart materials and structures. Various 
definitions have been given (e.g. Ahmad 1988, Takagi 
1989, Measures 1989) and various expressions such as 
intelligent, multifunctional or adaptive are used, which 
sometimes need to be clarified. There is however some 
common sense in the way that a smart material or system 
incorporates sensors and actuators with both being linked 
via a controller. Trying to summarize the various defini- 
tions and expressions can result in a view as shown in Fig. 
1. 

A key question leading to smart materials and systems is: 
Why cannot materials and systems with structural 

Junctions take over additional functions? Their basic/tra- 
ditional use is mainly related to passive functionality. It is 
therefore termed to be a passive material or structure. 
Adding sensors to the material or structure leads to what 
can be called a sensory material or structure. The term 
active material or structure can be used if the material or 
structure also includes actuators. Sophistication is im- 

proved if sensors and actuators are linked via a controller 
allowing the material or system to adapt itself to various 
prescribed conditions which can be called an adaptive 
material or structure. The highest level that can be 
actually thought of is achieved when the adaptive material 
or system also includes a processor allowing itself to adapt 
to various conditions by self-learning. It can be specified to 
be the real intelligent material or structure and is in many 
cases a vision which still requires to be achieved. 

Sen- 
sor 

Actu- 
ator 

Con- 
troter 

Pro- 

Intelgent Material & Structure • • • • 
| Adaptive Material & Structure • • • 

Active Material & Structure * • 
| Sensory Material 81 Structure • 

Passive Material & Structure 

Fig. 1 

A look into specific books, journals and conference pro- 
ceedings shows that the wide range from sensory to in- 
telligent materials and systems is covered under the 
expression of smart, adaptive or intelligent materials and 
structures. Technologies considered are not limited very 
much although there are some materials and technologies 
being actually favoured. These include optical fibers and 
piezoelectric materials with respect to sensors, piezo- 
electric and electrostrictive materials, shape memory 
alloys (SMAs) or electro-rheological (ER) fluids with 
respect to actuators and microprocessors, neural networks, 
fuzzy logic and various types of signal analysis with 
respect to control. 

Activities in the world of smart materials and structures 
have mainly originated from applications in aerospace and 
have been published in a variety of conference proceedings 
and papers in journals. A first workshop on 'Smart 
Materials, Structures, and Mathematical Issues' was 
presented at the U.S. Army Research Office in 1988 
(Editor C.A. Rogers, 1988). In 1992 AGARD's Structures 
and Materials Panel organized a meeting on 'Smart Struc- 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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tures for Aircraft and Spacecraft' (AGARD, 1992) which 
has possibly been one of the first conferences on smart 
structures being fully related to aerospace. In 1994 the 
American Institute for Aeronautics and Astronautics 
(AIAA) and the American Society of Mechanical 
Engineers then performed the ' Adaptive Structures Fo- 
rum' (AIAA, 1994), which has been mainly related to 
aerospace. A second forum of that kind was performed in 
1996. 

Another conference being very much related to aerospace 
is the International (originally U.SVJapan) Conference on 
Adaptive Structures (ICAST, 1991 - 1995), which was 
established in 1991 and has been held since every year. 
Other conferences where smart structures applications for 
aerospace are partially presented include the annual 'Fiber 
Optic Smart Structures and Skins' (SPIE, 1988 ff.) orga- 
nized by SPIE since 1988, the annual 'Adaptive Structures 
and Materials Conference' and the biannual 'European 
Conference on Smart Structures and Materials', both being 
held since 1992. 

Considering special aspects of smart structures the bian- 
nual 'International Conference on Intelligent Materials' 
QCM, 1992,1994,1996), being also established in 1992, 
needs to be mentioned as one of the most important 
conferences with respect to smart materials. Another 
important conference is the 'Actuator'-Conference orga- 
nized biannually by VDI in Bremen/Germany. Beside 
these a variety of other international and national 
workshops, sessions, seminars, etc. are organized by 
various organizations. 

There are also two international journals on smart struc- 
tures and materials which is the International Journal on 
Intelligent Material Systems and Structures (published 
quarterly by Technomic Publ. Co. since 1990 and edited 
by C.A. Rogers) and the journal on Smart Materials and 
Structures (pub-lished quarterly by the Institute of Physics 
Publ. since 1992 and edited by R.O. Claus, G. J. Knowles 
and V.K. Varadan). A significant number of aerospace 
related smart structures applications are also published in 
the relevant aerospace journals such as the AIAA-Joumal 
and others. 

Educational books have also been published during the 
past years. A first compilation of various activities on 
smart structures and materials were the notes of a two-day 
seminar on 'Intelligent Material Systems & Structures' 
presented by CA. Rogers, E. Crawley and R.O. Claus 
around 1990 (Rogers et al., 1990). This has recently been 
followed by a new book written by B. Culshaw in 1996 
(Culshaw, 1996). As a result of the various worldwide 
activities going on in smart structures and materials at the 
moment further books can be expected to be published in 
due course. 

A lot of motivation has been spread through the ideas 
generated and successfully realized for aerospace 
applications (e.g. Crawley and Anderson, 1989, Wada and 
Garba 1992, Fanson 1993). In the meantime applications 
are also considered with respect to military and civil 
transportation, starting with those for military aircraft and 
recently followed by those for automobiles and railway 
systems. This development becomes especially obvious 
when considering a wider range of sensor, actuator and 
control types than those mentioned before. Other types of 

sensors can be those based on the change of electrical pro- 
perties such as resistivity or capacity, thermal imaging or 
pressure. Actuators mainly used today are electrical 
motors, hydraulic or pneumatic actuators. These different 
types of sensors and actuators linked via control are the 
basis of advanced engineering systems actually available 
in products which easily fall into the range of 
smart/intelligent structures. 

The sensing and actuation materials considered and 
mentioned before cannot be specified to be new anymore. 
Nor can this be said with respect to phototropic or 
electrochromatic glasses. It is more the challenge to 
combine these materials with conventional structural 
materials such as can be well done with polymerbased 
composites (Varadan and Varadan, 1993) or by intro- 
ducing these materials into a wider industrial application. 
Another significant area being still exclusively related to 
research is the implementation of sensing and actuation 
functions on a microstructural or even molecular basis into 
a material (Shinya 1994; Hirukawa 1994; Takeucbi 1994). 

Whenever the application of smart materials in 
engineering structures is considered, the following 
question has to be answered: 

How has a smart structure to be designed to become cost- 
effective ? 

Answering this question can be done by using analytic 
approaches easily determining the boundary conditions of 
smart materials, followed by a study using cost analysis 
procedures. 

EXAMPLES OF AVAILABLE SYSTEMS AND 
MATERIALS 

When comparing the definition given above for a sensory, 
active, adaptive and intelligent or briefly a smart material 
or structure with materials and systems used today in 
military aircraft, it becomes obvious that smart structures 
have already been implemented somehow. Aircraft now- 
adays all contain a large number of sensors such as for 
sensing temperature, speed, acceleration, brightness, 
humidity, volume flow or electromagnetic signals or 
actuators allowing to move components, to exert forces, to 
inject a fluid or a gas or to reduce light intensity. All 
actuation is done by either human or electronic control, the 
latter requiring the type of sensors mentioned before. The 
smart structures available today are based on the fact that 
structural components are fiilly made out of passive 
materials with sensors and actuators being added to the 
system. They can be classified in the range from sensory to 
adaptive structures, while intelligent structures are still the 
vision to be followed in future research and development 

Although there is a variety of sensors, actuators and 
control algorithms already available in military aircraft 
today, it is far beyond the scope of this lecture series to 
present all available systems and their possible relation to 
smart structures, hi a few papers (Agnes and Silva, 1992; 
Schmidt and Boiler, 1992) major potential areas for 
applying smart structures in military aircraft have been 
identified, which in both papers turned out to be the 
following three: 
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- aircraft health and usage monitoring, which is a 
sensory system mainly related to identification and 
possibly validation of damage in structures, 

- active and adaptive structures which is related to 
shape control, vibration damping and light trans- 
missivity of structural components, using materials 
with sensing and actuation capabilities such as 
piezoelectrics, SMAs, ER fluids or electro- 
chromatic glasses, 

- smart skins, being load carrying structural ele- 
ments with integrated avionics (antennae), which 
can be either a sensory, active, adaptive or even 
intelligent structure depending upon its term of 
use. 

Regarding the kind of materials considered to be smart, 
piezoelectrics, SMAs and electrochromatic glasses are the 
ones already being used today. So far their application is 
limited to their traditional use such as sensors and often 
simply controlled actuators within the structures described 
below. 

Sensory Structures 

In aerospace condition monitoring is widely used in jet 
engines. A network of sensors monitors temperature and 
gas flow within the engine and thus informs if critical 
engine parameters are within the operational range. 
Integrated health and usage monitoring system (HUMS) 
have become quite popular with helicopters and have been 
recently made commercially available for helicopters 
(Bristow, 1992). These systems have been developed for 
gears and are based on monitoring acoustic signals being 
generated from the various rotating parts of the gear. 
Other systems include the use of video cameras for 
monito-ring flaps and landing gear positions of widebody 
aircraft or the ones used for monitoring operational loads 
of military and civil aircraft based on either strain or flight 
parameters, where a broad selection of systems has been 
described (AGARD, 1991). 

Active Structures 

De-icing systems such as used on leading edges of aircraft 
wings and on aircraft engines are a type of active 
structures widely known. They consist of a pressure or 
ultrasonic sensor and pneumatic or electrical heating 
actuation system. 

Electrochromatic windows allowing to change light 
transmissivity is another active structure considered for 
windows of aircraft cockpits (Daimler-Benz High Tech 
Report, 3/1994). The window has a sandwiched cross- 
section including two transparent electrodes, two electro- 
chromatic layers and an electrolytical polymer layer. A 
small current of 1 to 2 volts imposed by the electrodes on 
the system allows to change the colour of the electro- 
chromatic layers as a result of a chemical process initiated 
by the electrical current. 

Adaptive Structure 

A type of adaptive structure being widely known is the 
autopilot systems used for navigation and control of 
aircraft 

Noise cancellation in aircraft fuselages is a major issue 
with turboprops. Noise is monitored at the locations where 
it should be cancelled using conventional microphones. 
The signals are analysed and processed for actively gene- 
rating an anti-noise which is either emitted using con- 
ventional loudspeakers or recently by adapting some small 
piezoelectric plates to the inside panel of the fuselage 
(Fuller et al., 1992). 

A major initiative has come from space applications. 
Various activities performed have been related to space 
station freedom remote and space crane manipulator 
system, space based radar, the main truss, active vibration 
isolation of stores, equipment, sensors, or pods. A lot of 
knowledge has been generated through the USAF 
Advanced Control Technology Experiment (ACTEX) for 
demonstrating active vibration suppression in space 
vehicle applications using embedded piezoceramic actu- 
ators in a smart strut (Das et al., 1992). Truss structures 
with in-line sensor/actuator systems for active damping 
and possibly even vibration suppression, which can be 
individually controlled in a space truss work, has been a 
major result of this and other programs (Wada and Garba, 
1992). Other types of piezoceramic actuators have been 
developed allowing to avoid sensor (e.g. interferometer) 
jitter resulting from systems such as cryocoolers or solar 
array panels in space vehicles. These different kinds of 
active elements have allowed to develop concepts for 
performing in-orbit modal analysis of large space struc- 
tures or on active vibration damping of a space based 
radar. Disturbance isolation, active vibration suppression 
and active optical pathlength compensation of telescopes 
and optical interferometers have been successfully used 
with the Articulating Fold Mirror (AFM) which forms part 
of the optical scheme for correcting the spherical aber- 
ration of the Hubble Space Telescope and in other fields 
(Fanson 1993). Each AFM utilizes six electrostrictive 
multilayer ceramic actuators which also contain the 
required sensor unit while control is performed for the six 
actuators in a central unit. Adaptive structures for in-space 
assembly is another area of consideration. 

FUTURE TRENDS 

A trial to summarize state-of-the-art and future trends in 
technological development of smart materials and struc- 
tures is shown in Fig. 2. 

The following three main areas are seen to actually drive 
the technological development: 

1. Engineering structures made of passive materials 
with sensors, actuators, and controllers being added 
(attached) to the system in the way described before. 

2. Data processing and control which mainly in-volves 
high performance computing, neural net-works, fuzzy 
logic and genetic algorithms as well as micro- 
electronics related to it. 

3. Materials and micromechanics which includes all 
kinds of materials and components such as fibre 
optics, piezoelectrics, SMAs and polymers, ER-fluids, 
nanostructures, composite materials, liga and silicon 
technology. 
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Structures Data Processing Materials 

State-of- 

the-Art 

Structures Made of Passive High Performance Computing 
Materials with Sensors and Neural Networks 
Actuators Attached to the    Fuzzy Logic 
Structures Genetic Algorithms 

Control Algorithms 

Piezoelectrics 
Shape Memory Alloys 
ER-fluids 
Fiber Optics 
Silicon Technology 

Future 
Structures with: 
Improved Sensors 
Improved Actuators 
Improved Control 

T 
Intelligent Structures- 

Fig. 2 

With respect to the first area progress can be expected 
through improvement of the sensors, actuators, and control 
algorithms used. 

Improvements achieved in the second area are applied for 
increase of the performance and/or the number of sensors 
and actuators used in the smart structure. Sensors and 
actuators can still be monofuncticnal and just attached to 
the structure considered. 

The third area can again be split into three sections. The 
first section is related to improvement and possible 
development of materials with sensing and actuation func- 
tions. This includes topics such as improved ductility of 
piezoceramics, increase of piezoelectric induced strain as 
well as development of means for stroke amplification, 
higher Curie temperatures with piezoelectric polymers, 
better understanding of the constitutive behaviour of 
SMAs with respect to control of SMA actuation, extension 
of the range of possible transformation temperatures in 
SMAs, and much more. 

The use of composite materials, which is related to the 
second section, has opened a wide field for integrating 
functional elements into these materials. This includes the 
integration of sensing or actuation elements such as fibre 
optics, piezoelectrics or SMAs. Studies recently performed 
involve determination of the effectiveness of these com- 
posite materials with respect to strength and performance. 
A lot of ideas have been generated in that area by 
integrating various types of sensors and actuators using 
technologies such as applied for printing electric circuit 
boards or other types of surface coating, thus leading to 
what is called a conformal smart skin (Varadan and 
Varadan, 1993) or generally a smart composite (Gardiner 
et al., 1993). Since such a type of composite will be able 
to take over sensing and actuation functions on a macro- 
scopic and microscopic level, significant changes in design 
philosophies can be expected. However these new struc- 
tural components have to meet the requirements set with 
respect to strength, environmental stability, cost, and 
reliability, the latter being achieved through redundancy in 
sensing and actuation elements allowing graceful degra- 
dation during operation. Activities similar to what is 
performed with smart composites is starting on a micro- 
scopic level in metallic and polymerbased materials 

Improved     Smart       Nano-    Molecular 
Sensor &  Composite structures   Design 
Actuator 
Materials 
N v " 
 Adapt Design to Intelligent Materials 

through implementation of particles with sensor and/or 
actuator functions in a way as having been initiated with 
the development of nanostructures. Finally it is worth 
mentioning that work is in progress trying to implement 
sensing and actuation functions on a molecular basis in 
polymers. 

The third section can be related to work performed with 
respect to micromechanics including micro-machines. Work 
performed here is mainly related to electronic, medical and 
surgical applications and has still not gained significance 
for being directly applied in transportation vehicles. 

Analysing specific scientific papers leads to the con- 
clusion, that smart materials and systems are mainly 
considered to be used in transportation vehicles for the 
following: 

- monitoring the condition of a system/structure or the 
environment (situation awareness), 

- exerting strokes and forces, and 
- influencing dynamic behaviour. 

Condition monitoring has become a major issue with 
composite materials where major concern exists with re- 
spect to barely visible impact damage (BVID) which 
occurs inside the structural material and can often not be 
seen from the outside. To minimize the effort required for 
inspecting the material or component with conventional 
Non Destructive Testing (NDT) technology, the NDT- 
technology is considered to become an integral part of the 
structure by implementing a network of appropriate 
sensors (Boiler and Dilger, 1992). The types of sensors 
mainly considered are fibre optics (Measures, 1992; 
Tutton and Underwood, 1992) and piezoelectrics (Boiler, 
1994). Such structural health monitoring systems are 
actually mainly discussed for aircraft applications but 
could even gain interest when especially carbon fibre 
reinforced polymers will be more applied in railway 
systems and automobiles. Other issues include monitoring 
any condition which is required as an input for an adaptive 
or intelligent structure (e.g. monitoring the pressure 
profile for an adaptive wing). 

Another important area related to sensory structures is 
smart skins. They are designed for control of aerospace 
structures such as acoustic noise and vibration, drag and 
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skin friction using advanced polymeric smart materials, 
MEMS (Microelectromechanical Systems) and built-in 
antennas (Varadan and Varadan, 1993). The objective is to 
develop something being denoted as "smart wall papers". 
Applications include smart helicopter rotorblades with 
microstrip patch antennas and detection and discrimination 
of hostile threats resulting from laser, radio-frequency and 
x-rays such as having been performed in the satellite 
attack warning and assessment flight experiment 
(SAWAFE) for actively filtered transparencies and con- 
formal antennae (Obal et al., 1992). Wireless remote and 
continuous telemetry for application to rotorcraft and smart 
skin aerospace structures are further areas discussed 
(Varadan and Varadan, 1994). 

Exerting strokes is done to statically change the position of 
a component. A lot of effort is actually placed on 
adaptation of the shape of aerodynamic profiles according 
to varying service conditions. When deformation speed is 
relatively low but strokes quite high, the use of SMAs is a 
solution to be considered (e.g. Misra et al., 1992). 
However this requires a precise control of temperature, 
which can become highly challenging when thinking of 
operational temperatures ranging between -SO and + 
120°C for aircraft applications. If deformation speed is a 
major requirement, piezoelectric actuators seem to be a 
considerable solution. A lot of studies have been per- 
formed with respect to active control of helicopter rotor 
blades using induced strain actuators where overviews 
have been given by Crawley and Anderson, 1989, 
Strehlow and Rapp, 1992, Barrett, 1995, or Giurgiutiu et 
al., 199S. It turns out that a hinged flap activated by a 
bimorph PZT actuator such as proposed by Spangler and 
Hall, 1989 is the most promising solution so far, especially 
since improvement has been gained with that system 
during the last years. Comparing this to conventional 
helicopter rotorblade design shows that the potential of 
active, adaptive and intelligent materials can only be taken 
full advantage of when design is adapted to the potential 
of these materials, which has been especially done here. 
Looking to applications in engines, control of valves using 
piezoelectric stack actuators seems to be an interesting 
field. 

Reducing dynamic loads in any kind of engineering struc- 
tures is a major field for considering intelligent materials 
and systems. Solutions have been proposed such as using 
piezoelectric stack actuators as part of an active acoustic 
noise control system between a jet engine and the fuselage 
(Sumali and Cudney, 1994). 

Concepts, feasibility studies and windtunnel demonstra- 
tions for the control of aeroelastic response using smart 
structures in fixed and rotary wing aircraft applications 
have been performed. These include controlled transsonic 
drag and tail buffeting reduction as well as active wing 
and panel flutter control and minimization/suppression 
using active means such as an active pylon or others. De- 
coupling of gyros from elastic aircraft vibration modes, 
helicopter rotor blade vibration suppression and control, 
and skin panel fatigue life extension are other areas widely 
discussed. Active landing-gears have been proposed for 
ride comfort (Catt et al., 1992). 

With respect to missiles gunfire vibration reduction and 
active spoiler control are aspects to be mentioned. 

To achieve large displacements required to reduce vibra- 
tions of relatively low frequency, much effort has to be 
placed into the activities of amplifying the low displace- 
ments generated by the piezoelectric actuators. Alterna- 
tives for these applications may exist by using other types 
of actuators such as based on ER-fluids (Naem et al., 
1994). 

Much effort is actually also going on in aeroelastic 
research using piezoelectric actuators for flutter and buffe- 
ting suppression and vibration damping (Heeg et al., 
1994). Solutions here consider piezoelectric patches inte- 
grated into the aerodynamic profile, allowing to globally as 
well as locally influence the aeroelastic and aerodynamic 
behaviour. Finally the noise cancellation methods based on 
integrating piezoelectric patches into panels such as men- 
tioned above is another activity in the field of reducing 
dynamic loads. 

A variety of activities have started in the field of control 
where a good overview has been given in (AIAA 1996). 
These activities include flutter control, active control of 
helicopter rotorblades, sensor/actuator interaction, control 
of nonlinearities in actuators (e.g. piezoelectrics, shape 
memory materials) or decoupling of systems. In a large 
number of studies the use of neural networks for control 
has been examined. 

General considerations also exist on actuator efficiency 
(Giurgiutiu et al. 1996, Sun and Rogers 1996), biomi- 
metics (de Rossi 19%) or evolutionary methods, where an 
overview is given for the latter in this lecture series 
(Tomlinson, 1996). 

Based on the idea that smart structures and materials are 
considered to be the next step in enhancing the perfor- 
mance of aircraft and spacecraft, a variety of major 
initiatives have been generated such as the space activities 
at NASA-JPL (e.g. Controls and Structures Interaction 
(CSI) program, Precision Segmented Reflector (PSR) 
program, etc.), the US Air Force smart structures program, 
SDI or research and development programs going on in the 
area of adaptive wings (NASA/Lockheed, DASA/DLR/ 
Daimler-Benz, BAe/Dowry) or in damage monitoring (e.g. 
the USAF Wright Laboratory Smart Metallic Structures 
Program and its relation to the USAF Aircraft Structural 
Integrity Program ASIP). 

Based on the experience gathered so far with smart 
structures and materials, future needs have been expressed 
in various publications (e.g. Crawley, 1992, Agnes and 
Silva, 1992), which can be summarized as follows: 

Sensors: There is still a great deal of work to be done with 
respect to design and optimization of sensors in the way 
that sensors can be tailored according to the specific needs 
they will be used for. One of these needs is monitoring of 
nonuniformly propagating acoustic signals in nonisotropic 
materials and the requirement for characterizing this for a 
range of layups structural components will be made of. 
Furthermore it would be desirable to distinguish between 
fibre and matrix cracking which would then allow to deter- 
mine residual strength. Whenever this will be solved, 
sensing systems have to achieve a higher robustness, 
requiring some absolute or reference capability and not 
being completely relative. 
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Actuators: Based on commercially available actuation 
materials today (e.g. piezoelectric and electrostrictive) 
strain has to be increased by a factor of 3 to 10. Shape 
memory alloys show a good performance with respect to 
strain but their bandwidth in response time, constitutive 
behaviour, and others still need to be improved if ever a 
larger variety of applications is considered. 'Actuators on 
the basis of complex electrode patterns is an interesting 
possibility for increasing piezoelectric strain, but much 
more needs to be studied to understand the actuation, 
electrode, and host material interaction and thus the 
actuator's performance. Only if these actuation power 
improve-ments will be realized, benefits can be expected 
from systems such as considered for active flutter control. 

Control: Aerospace systems mainly require non-linear 
adaptive controllers, which have to be based on real-time 
computing, miniaturized and of large bandwidth. Most of 
the control has been done on a mainly theoretical basis and 
for the control of discretized systems. Discretization is 
however not appropriate in a structural component, which 
therefore requires new ways of control. Distribution of 
control and definition of the various levels of control is 
another major issue to be considered. 

Design: Since sensors and actuators are an integral part of 
a structural component, power conditioning and switching 
becomes important with respect to minimizing local heat 
loads, possibly leading to thermal degradtion of the host 
material. Furthermore the integration of sensor and 
actuator elements into a structural material and component 
can significantly influence mass, stiffness and interfere 
with the load path, thus introducing new structural discon- 
tinuities of unknown significance. Another aspect is 
hermicity of embedded components which points special 
emphasis on reliably isolating the embedded components 
from environmentally deteriorating factors. Whenever 
smart materials and structures will have passed the 
laboratory stage, service liability, vulnerability to handling 
and damage, and repair will be of major significance. 
Before all, technology payoffs must be quantified and 
requirements established. Only when testing has been 
done on articles where key issues have been demonstrated 
understandably, more advanced flight worthy testing will 
be useful. 

Manufacturing: Manufacturing of smart materials and 
structures is an issue which has not very much been 
considered before. It includes development of innovative 
techniques for packaging sensors, actuators and any other 
kind of electronics into structural materials and compo- 
nents, which have to become structurally robust in the way 
that they can survive stesses and strains they will be 
exposed during their in-service life. This is just one aspect 
of certainly a large number of others still to be explored. 

CONCLUSIONS 

Summarizing state-of-the-art and future trends in smart 
systems for aerospace applications leads to the conclusion 
that first applications start by adding sensors, actuators 
and controllers to a conventionally designed system based 
on passive materials. Progress in data processing techno- 
logy provided today can be made use of at this stage, 
which mainly allows to increase the number of sensors or 
sensor information as well as to improve the performance 
of controllers applied. Parallel to this a large amount of 

development has to be done in the area of intelligent mate- 
rials. As long as their potential is not sufficiently des- 
cribed it is difficult to say if they can be used in reality. A 
look at three different R&D-programmes on adaptive air- 
craft wings in the USA, Germany and the UK respectively 
proves the conclusion made here to be realistic since they 
are all based on the following strategy: (1) Take a wing 
with its conventional sensors and actuators and improve 
control and data processing which allows to extend the use 
of existing flaps; (2) Implement sensors and actuators 
based on appropriate materials with known characteristics 
(e.g. piezoelectrics, SMAs, ER-fluids) and start to adapt 
the structural design according to these materials; (3) Use 
a smart composite system for design of the wing. It is the 
latter two steps which strongly require much more know- 
ledge about active, adaptive and intelligent materials than 
we have today while the former step will mainly have to 
be focused on control. 

This knowledge will be the basis for deciding if these 
active, adaptive and intelligent materials can be finally 
applied in accordance with the various requirements they 
will have to fulfil with respect to strength, environmental 
stability and compatibility, and especially cost It is diffi- 
cult for a material scientist to be aware of these require- 
ments and it might be difficult for a designer in aircraft 
engineering to clearly understand the potential of new 
materials developed so far. To overcome this gap, to 
briefly determine the solution of best technological and 
economical potential and to always be on the track of 
minimum development time, procedures for validating the 
technological and economic potential have to be esta- 
blished 

It is advanced data processing, electronics, control, sensing 
and actuation which will help to let transportation systems 
of today to be come somehow 'smart' tomorrow. It is how- 
ever the introduction of smart materials which can signifi- 
cantly lead to a change in our engineering design philoso- 
phies towards intelligent structures. But none of all this 
can become reality if cost-effectiveness has not been 
proven. 
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CHARACTERISTICS AND PROCESSING OF SMART MATERIALS 

Haydn N.G. Wadley 
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SUMMARY 

Smart materials are revolutionary new engi- 
neering materials/intelligent structures that 
sense and respond to their environment. 
Emerging concepts for mission adaptable 
wings, helicopter blades and the active sup- 
pression of submarine noise are reviewed and 
used to identify the important basic elements 
of these intelligent structures. The fundamen- 
tal principles of the main sensing approaches 
(based on piezoelectric, fiber optic, lumines- 
cent and other phenomena) are described 
together with the physical principles underly- 
ing approaches to actuation (piezoelectric/ 
electrostrictive materials, magnetostriction, 
shape memory alloys and electrorheological 
fluids). The best methods for design and pro- 
cessing of affordable smart materials are only 
beginning to be addressed by researchers; con- 
current engineering and intelligent processing 
of materials concepts will be essential to tran- 
sition smart materials from the laboratory into 
applications. 

1. Smart Materials and Structures 

Smart (or intelligent) materials/structures are 
revolutionary new structural materials con- 
cepts that sense critical aspects of their envi- 
ronment and optimally respond/adapt to 
them[l]. The field has emerged in the past five 
years from increasingly intensive research and 
development activities in Japan, the USA and 
Europe. To better understand the idea of a 
smart materials/structures concept, consider 
three ongoing military application studies 
aimed at a) improving the performance of a 
bomber aircraft by the development of a mis- 

sion adaptable wing (MAW), b) increasing the 
speed of attack helicopters by active blade 
vibration/twist control and c) active suppres- 
sion of a submarine's acoustic signature. 

1.1 Mission Adaptable Wing 

Both the lift and the drag of an airfoil (e.g. a 
wing) are a sensitive function of the wing 
geometry (characterized by its camber) and the 
conditions under which it operates (the veloc- 
ity of airflow over the wing and the ambient 
gas temperature/pressure). Normally, a fixed 
wing geometry is used that optimizes the lift/ 
drag for the particular set of flight conditions 
deemed to be most mission critical, Fig. 1 [2]. 
For example, a minimum drag camber is used 
for subsonic, low level penetration of air 
defenses whereas a maximum lift configura- 
tion is used during aggressive maneuvers. Fig. 
1 clearly shows that no single wing camber is 
optimal for all phases of a typical bomber air- 
craft's mission which involve both penetration 
and maneuvers. 

One solution to this problem is a system of 
rotary actuators and linkages to hinge a flexi- 
ble wing and thus change the camber, Fig. 2 
[2]. This enables the camber to be adaptively 
controlled and the entire shaded region of lift- 
drag relations shown in Fig. 1 to be accessed 
with the mission adaptable wing. The resulting 
adaptive control surface can greatly improve 
maneuverability as shown in Fig. 3 [2]. The 
role of smart materials here is to replace the 
heavy slow mechanical system of actuation 
with smart adaptive panels that can be rapidly 
flexed over a wide range of angles [3,4]. This 
reduces weight allowing 30% higher payloads, 
50% greater range and 30% increased maneu- 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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verability. The ability to continuously vary cur- 
vature over the airfoil without creating hinge 
lines also improves stealth performance. 

1.2 Smart Helicopter Rotor Blades 

There is a great deal of interest in expanding 
the flight envelope of future military helicop- 
ters. Today, this is very much determined by 
the dynamics of the rotor blades. In particular, 
the aeromechanical stability of the blades is a 
sensitive function of the inplane compliance of 
the blade - especially near the blade neck [5]. 
Soft inplane rotors give good aeromechanical 
stability, but the ideal compliance varies with 
flight conditions and a compromise is used in 
practice. 

Actuator linkage 
support fitting 

Rotary 
Spar^    V      /^actuator 

Auxiliary spar 

'+20° 

Fig. 2 A mission adaptable wing currently 
uses a system of mechanical rotary 
actuators and linkages to change the 
contour of the trailing edge 
mechanism of flexible skin wing [2]. 

Variable camber flight envelope Typical maneuver gains 

Lift 
Wing camber 

Design points: 

Maneuver 
Loiter—' *J 

Subsonic cruise — 
Penetration 

Drag 

Fig. 1  Lift-drag relations for different wing 
cambers. By adaptively controlling the 
wing camber, the entire shaded region 
is accessible during a mission [2]. 

In addition, vibration and torsional deforma- 
tions of the blades limit the airspeed of today's 
helicopters and contribute to significant fatigue 
damage requiring frequent overhauls and 
extensive maintenance [6]. By using smart 
materials whose effective compliance can be 
modulated, it will be possible to tune the blade 
neck stiffness for each flight condition encoun- 
tered. Furthermore, the use of active patches 
and twist control "tendons" enables active 
compensation   of   vibrations   and   torsional 

MAW 

Conditions 

• Altitude: 30,000 It 

• Speed: Mach 0.6 
• Sustained maneuver 

without MAW 

Fig. 3  The performance of maneuvers can be 
greatly enhanced with a mission 
adaptable wing [2]. 

deformations in future helicopter designs, Fig. 
4 [3]. While these approaches will reduce 
noise and vibration, the weight savings from 
this approach are likely to be small, but could 
still significantly improve mission range. How- 
ever, the largest pay-off will come from 
increased speed (from 160 to 200 knots) and 
greater maneuverability. 

1.3 Active Coatings for Signature Suppression 

Even today's most advanced submarines have 
acoustic signatures that emanate from the pro- 
pulsion system, internal rotating machinery/ 
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Helicopter blade vibration and twist control Active coatings for signature suppression 

Shaps 
memory 
tandon 

Fig. 4 Adaptive control of blade neck 
compliance and blade vibration/twist 
enhances the performance of 
helicopters enabling 25% increases in 
maximum speed [3]. 

pumps and the flow of water over/around the 
hull. One of the most difficult problems to 
combat arises from the localized excitation of 
the acoustic modes of the hull. These couple 
effectively with the surrounding water and are 
readily detectable at long range. The role of 
smart materials here is as an active coating 
applied after the hull is assembled, Fig. 5 [3]. 
By embedding acoustic sensors in the coating, 
it is possible to measure the amplitude and fre- 
quency of an acoustic mode in the hull. If 
acoustic actuators are then built into the coat- 
ing, it becomes possible to create 180° out-of- 
phase acoustic signals of an amplitude and fre- 
quency that match that of the acoustic mode. 
This results in destructive interference and a 
greatly reduced signal radiated into the sur- 
rounds. 

This "active stealth" approach promises to 
greatly reduce acoustic signatures by 60dB or 
more [7]. While the acoustic displacements in 
this case are small (micrometers), a key feature 
of this smart materials application is the need 
for omnidirectional sound suppression across a 
relatively broad range of frequencies. For this 
to be accomplished, it is necessary to distribute 
the active coating widely over the surface of 
the submarine's hull and to use a coating that is 
carefully designed to span the range of vibra- 
tional frequencies encountered. 

These three applications of smart materials/ 

Fig. 5 Active coatings applied to the skin of a 
submarine sense sound waves 
emanating from the boat and emit out- 
of-phase signals which destructively 
interfere with the emissions. They 
result in large (60 dB or more) 
reductions across a wide band of 
frequencies and provide an active form 
of stealth [3]. 

structures embrace the key aspects of many 
other near-term smart material concepts under 
study [1,7,8]. Sensors measure the stresses, 
strains, displacements and temperatures within 
the components. Control systems recognize 
these and command signals to actuators that 
change shapes, elastic compliances and acous- 
tic radiations in order to achieve a predeter- 
mined optimal response to the mission 
environment. It is important to recognize that 
these applications are our first tentative steps at 
the development of a potentially powerful new 
structural materials/structures technology that 
may eventually pervasively impact society. 

2. Components/Processing of Smart Mate- 

rials and Structures 

Smart materials and structures are load carry- 
ing components that contain arrays of sensors 
and actuators embedded in such a way that 
overall mechanical properties are not adversely 
affected. The host material is usually a poly- 
mer or polymer matrix composite, though in 
principle, flexible structures built from metals 
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and ceramics are also possible. In fact, metal 
and ceramic structures containing embedded 
sensors that detect damage are already receiv- 
ing much study for condition monitoring [9]. 

There would be no smart material without sen- 
sors. The last twenty years has witnessed 
intensive sensor development, and we are now 
able to draw upon a growing suite of sensor 
materials that includes piezoelectric and elec- 
trostrictive ceramics/polymers [10], embed- 
ded fiber optics [11,12] stress dependent 
luminescent and perhaps magnetic "tag" parti- 
cles/fibers [13], ultrafast optical switching 
materials [7], microelectromechanical devices 
(MEMS) [14,15], solid state millimeter/micro- 
wave detectors [16] and sensitive magnetic 
sensors based on metal multilayers that exhibit 
giant magnetic resistance [17]. 

The incorporation of actuators in the material 
enables a structure to optimally respond to the 
environment in which it performs. These actu- 
ators must therefore "enable" changes of 
shape, modifications of elastic modulus, 
increases in damping or the excitation of 
destructively interfering acoustic signals. 
Today, we rely upon piezoceramics [18], shape 
memory alloys [19], electrorheologic fluids 
[20] and magnetostrictors [20] to accomplish 
this. These materials are being configured in 
novel ways to accomplish adaptive changes 
of smart structures. 

These sensors and actuators are easily dam- 
aged during the sometimes aggressive condi- 
tions encountered during the synthesis of a 
composite component. It is essential that the 
temperatures, pressures and chemical environ- 
ments used during the processing of smart 
materials are suitable for the synthesis of a 
composite with acceptable mechanical proper- 
ties but do not damage its sensitive sensors/ 
actuators. Processing is further complicated by 
the need to maintain components at optimal 
locations in the component. This can be a sig- 
nificant driver of cost. One approach to this 
extends filament winding/tape laying with 
directed energy heating to synthesize a com- 
posite structure layer by layer, Fig. 6 [22]. 

Previously laid and consolidated tape 

Fig. 6 McDonnell Douglas Aerospace has 
developed a versatile process for smart 
materials synthesis. Thermoplastic 
plies are laser heated and roll 
consolidated onto previous plies. 
Sensors/actuators are easily introduced 
and subjected to only a low 
temperature pressure transient [22]. 

A smart material/structure is not just a material 
containing sensors and actuators. The electri- 
cal signals to/from these devices must be 
routed through the component in a way that 
does not interfere with its performance, and 
the entire assembly must be placed under the 
authority of a closed loop feedback control 
system. Concurrent engineering design con- 
cepts [22], Fig. 7, and intelligent processing of 
materials [23] strategies for processing are 
enabling technologies for the affordable manu- 
facturing of smart materials/structures. 

3. Fundamentals of Embedded Sensing 

A variety of approaches are available for sens- 
ing the environment within a smart material. 
They include the use of piezoelectric ceramics 
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Fig. 7  Smart materials/structures are 
designed using a concurrent 
engineering methodology that 
simultaneously addresses component 
functionality (performance) and 
manufacturability [22]. 

and polymers, electrostrictive materials, 
embedded fiber optics, luminescent fibers, 
MEMS sensors and various types of "tag" par- 
ticles. The principles underlying the use of 
many of these are briefly reviewed below. 

3.1 Piezoelectric Sensors 

The application of a stress (or strain) to some 
materials results in the development of an elec- 
tric charge on its surface; a phenomenon that is 
known as the direct piezoelectric effect. It is a 
property of most non-centrosymmetric struc- 
ture materials. All crystalline materials belong 
to one of 32 symmetry point group classes. 
Twenty-one of these classes have unit cells that 

are non-centrosymmetric (i.e. the arrangement 
of atoms in the unit cell is different after inver- 
sion about the unit cells center) and twenty of 
these exhibit piezoelectric behavior. Piezoelec- 
tricity is thus a fairly widespread phenomenon 
found in many insulating ceramics (e.g. quartz, 
lead zirconate titanate, barium titanate, lead 
titanate, etc.), some polymers such as poly- 
vinyeledene fluoride (PVF2) and many semi- 
conductors [24]. 

As an example, consider the high temperature 
perovskite crystal structure of barium titanate 
(BaTi03) as shown in Fig. 8 [25]. It is cen- 
trosymmetric and is not piezoelectric. How- 
ever, below about 130°C (its Curie point), the 
titanium ion (which carries a 4+ charge) shifts 
in the X3 direction, resulting in the non-cen- 
trosymmetric structure shown schematically in 
Fig. 9(a) [10]. This form of BaTi03 is piezo- 
electric, and the origin of the phenomenon is 
easily seen in Fig. 9(b)-(c). For example when 
a stress c3 (in Voight notation) is applied, the 
crystal is elongated in the X3 direction, the 4+ 
charge on the titanium ion moves further 
upwards from the center of the cell, a positive 
charge appears on the upper crystal surface and 
a negative one is seen on the bottom surface. 

Perovskite structure (idealized) 

Fig. 8 The high temperature (T>130°C) 
structure of BaTi03. It has a 
centrosymmetric structure and is not 
piezoelectric [25]. 

The strength of the piezoelectric effect can be 
quantified using a piezoelectric modulus (or 
piezoelectric strain coefficient), d, defined by 



AP =dö 

Where AP is polarization charge (coulomb) 
per unit area (m2) and ö is the stress (Nm"2). 
Thus the units of d are CN"1. Since the polar- 
ization is a vector and stress is a second rank 
tensor, d is a third rank tensor. In voight nota- 
tion, it can be written as a matrix with compo- 
nents djj where i is the direction of polarization 
and j is the stress direction (see Fig. 9). 

If a piezoelectric crystal is attached to, or 
embedded within, a smart material, any 
mechanical stress (static or dynamic) intro- 
duced into the crystal causes a polarization to 
develop. This can be sensed by monitoring the 
resulting voltage that is developed across the 
crystal. It is related to the electric field, E, 
developed across the crystal, and so a figure of 
merit for a piezoelectric stress (or strain) sen- 
sor is the piezoelectric voltage coefficient ten- 
sor, g, (units of VmN"1) given by 

_ _d_ = E 
8 ~ ee0 ~ G 

Piezoelectric Coefficients 

Pb © Ö ® 

PbTi03 

(a) Stress free 

IT)<* 

AP3 = d3,a, 

(c) o,*0 

®-^Q-^-® 

ocr  ö    Q 

Pb®^^0—© 

*"♦"* 
AP3=d3303 

(b) o3*0 

(d) o5*° 

Fig. 9 The origin of piezoelectricity in non- 
centrosymmetric crystals and the 
tensor nature of the piezoelectric strain 
coefficient [10]. 

piezoelectric materials are given in Table 1 
[26]. 

where   e     is   the   free   space   permittivity 
(S^xlO^Fm"1) and e is the dimensionless 
dielectric constant (the dielectric susceptibility 
divided by the free space permittivity). Tensor     Many of the best piezoelectric materials are 
component values for some commonly used     polycrystalline. They are synthesized by con- 

Table 1: Piezoelectric and Relative Permittivity Constants for Selected Piezoelectric 
Materials [26]. 

Material System 
Piezoelectric Strain Constants 

(xlO-12C/N) 
Relative Permittivity(e) 

Barium Titanate d33 d31 dis e33 Ell 

Barium Titanate* 37 -34.5 392 168 2920 

Lead Zirconate Titanate* 
(PZT-2) 

152 -60 440 450 990 

Lead Zirconate Titanate 
(PZT-5H) 

593 -274 741 3400 3130 

Lithium Niobate 6 -1 68 30 84 

*Uniaxially poled polycrystalline material. 
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solidating and then sintering ceramic powders 
[24]. Usually, this results in no overall piezo- 
electric effect because the polarization vectors 
of individual grains are random. However, by 
cooling these materials through their Curie 
points under a strong uniaxial electric field, the 
polarizations of each domain can be lined up, 
creating large values of the piezoelectric con- 
stant, Fig. 10, and enabling the sensitive detec- 
tion of transient stresses associated with elastic 
wave propagation/vibration of structures. 
Because the poling effect only disappears upon 
reheating a polycrystalline piezoelectric 
ceramic above its Curie point, these materials 
can also be used for some elevated temperature 
applications (e.g. up to about 300°C for PZT- 
5H). Higher temperatures are achievable with 
single crystal materials. For example, lithium 
niobate (LiNB03) can be used up to 600°C in 
reducing environments and at much higher 
temperatures in the presence of small oxygen 
partial pressures (its Curie point is 1138°C). 

tion involves the propagation of transient elas- 
tic stresses from the structure (or its 
environment) into the piezoelectric sensor ele- 
ment itself, a second design criterion is mini- 
mization of elastic wave reflections at the 
sensor's surface. These increase as the differ- 
ence in the acoustic impedances (the product 
of density and acoustic velocity) of the sensor/ 
surroundings increases. The acoustic imped- 
ance of a typical piezoceramic sensor, 
Zs=30xl06 Kgm'V1, while that of say water is 
1.5xl06 Kgm'V1. Polymer transducers such 
as polyvinyeledene fluoride (PVF2) have 
Zs=3.22xl06 Kgm'V1, and are much better 
matched to water, but they are less sensitive 
than PZT. One solution is to use composite 
transducers made up of arrays of ceramic sen- 
sors embedded in a low acoustic impedance 
polymer, Fig. 11 [26]. 

Composite Transducer 

Unpoled Poling 

Fig. 10 Cooling a polycrystalline 
piezoceramic in a strong uniaxial field 
results in an overall piezoelectric 
effect. 

The piezoelectric sensors are used to convert 
transient mechanical stresses to voltages that 
can be amplified and used to monitor the 
vibrations of a structure. It is important to real- 
ize that the signal from these devices may not 
faithfully replicate the amplitude of the tran- 
sient stresses in the structure. This arises 
because the transducers themselves are finite 
dimensional structures and so exhibit elastic 
resonances of their own. The sensitivity of the 
transducers is a maximum near these reso- 
nances and are governed by the geometry of 
the sensor. Since the basic process of transduc- 

Polymer 

Electrode 

Ceramic rod 

Fig. 11 Example of a composite transducer in 
which PZT rods/disk sensor elements 
are distributed in a polymer matrix 
[29]. 

3.2 Fiber-Optic Sensors 

The emergence of optical fiber communica- 
tions technologies in the 1970's has enabled 
the development of embedded optical sensors 
for process condition monitoring and for smart 
materials/structures applications [27]. Most 
concepts have addressed the measurement of 
strain. Strain affects the refractive index (i.e. 
the optical velocity) of the fiber [28] and 



changes the fiber's dimensions. Several tech- 
niques have been developed to exploit both of 
these effects [29], and many applications are 
underway using commercially available sen- 
sors [30,31]. 

The simplest case to consider is the two fiber 
Michelson interferrometric fiber optic sensor 
shown in Fig. 12 [29]. In this approach a 
coherent laser signal is optically propagated 
along two fibers of differing lengths. The ends 
of each optical fiber are silvered to ensure 
almost complete reflection of the signal back 
to a photodetector. The two signals travel dif- 
ferent distances and so their individual signals 
are out of phase resulting in interference. If a 
strain is now applied to the body in which the 
fiber ends are embedded, the extra change in 
length and the strain induced refractive index 
change of the longer fiber results in a change 
in the degree of interference which is regis- 
tered as a voltage change from the photodetec- 
tor that is related to the strain. 

3 dB coupler 

f 
Fig. 12 A Michelson interferrometric fiber 

optic sensor for measuring strain. 

While this type of sensor has been successfully 
used in laboratory settings for measuring 
acoustic emission [31], it is not well suited to 
smart structural applications because it 
requires the embedding of a pair of sensors 
which can seriously weaken a structure, its 
common mode rejection is weak (both fibers 
may "see" the strain field and so cancel the dif- 
ferential response) and it is quite noise sensi- 
tive. The latter issue can be very serious in 
some applications because if one arm of the 
interferrometer experiences a significant dis- 
turbance, the photodetector signal changes and 
the strain sensitivity changes. As a result, com- 

mercially available sensors are based upon one 
of four different approaches: Fabry-Perot cavi- 
ties, two mode fibers, polarimetric sensors and 
intracore Bragg gratings. 

The Fabry-Perot approach is very simple yet 
sensitive and can be designed as a single-ended 
device or as part of a continuous fiber, Fig. 13. 
In either case, a coherent optical signal is 
reflected from two reflectors and the reflec- 
tions are combined at a detector. Path length 
differences result in interference at the detector 
and an output signal that is a function of the 
spacing and refractive index between the 
reflectors. Multiple reflections in the cavity 
then result in a sensor with very high strain 
sensitivity. 

Fabry-Perot fiber optic 
sensor configurations 

(a)     Intrinsic 

C0Upl9f 

Single mode fiber jfRt fl2" 

~A»\- 
(b)    Extrinsic 

Fig. 13 Fabry-Perot fiber optic strain sensors 
use multiple reflections between pairs 
of reflectors to create an interference 
signal that depends linearly upon axial 
strain [32]. 

Suppose a Fabry-Perot sensor is embedded in a 
body to which a load is applied in the fiber 
direction. This results in a uniaxial stress, Gz, 
in the fiber direction. If the fiber does not per- 
turb the stress field of the body, and Hookes 
law is obeyed, the uniaxial strain in the body, 
e   = G E where E is the bodies Young's mod- 
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ulus (Pa). For a well bonded fiber, the matrix 
and fiber axial strains are the same for axial 
loading of the body, and so the phase change is 
given by 

A<|> = 5/EZ 

where / is the gauge" length and S is a phase- 
strain sensitivity index. For the "extrinsic" type 
of sensor in Fig. 13(b) (of the Michelson type), 

S = kn 
«V 

where k = the free space propagation constant, 
n is the refractive index of the fiber core and Pe 

is an effective strain optic coefficient. For iso- 
tropic materials, PJJ and Pj2 are the only two 
independent strain optic coefficients [33] and it 
can be shown that 

Pe=  ^12-V(P,i(i2) + ^12)] 

where v is the Poissons ratio of the fiber. 

This simple theory predicts a linear relation- 
ship between phase change and axial fiber 
strain. It even gives a good estimate (within 
5%) for £z when the loads are axial. However, 
for a general loading, the fiber does perturb the 
strain field of the host and a more complicated 
analysis is needed [12]. The detector voltage is 
also a nonlinear function of the phase differ- 
ence so this sensor's output is a nonlinear func- 
tion of strain. 

The interferrometric sensor can be improved 
by using an e-core two-mode fiber in the gauge 
section to maintain the optical polarizations 
(and so avoid polarization fading). These ellip- 
tical cored fibers [34] change the transverse 
spatial mode distribution of light within the 
sensor. The basic idea [29] is to propagate a 
lowest order transverse mode in the lead-in 
fiber and then transmit this into a short section 
of e-core optical fiber that allows two trans- 
verse optical modes to propagate at the wave- 
length of the single lead-in fiber mode. This 
can be accomplished with simple fusion splic- 
ing. Polarimetric sensors use the change of 
polarization of light travelling in a high birefri- 

gence fiber to sense strain [32]. They require 
quadrature detection, special demodulation 
schemes, and are, as yet not very practical. 

The intracore Bragg grating fiber optic sensor 
approach shown in Fig. 14 is much more 
attractive for smart structures and is widely 
used [32,35]. These sensors use a periodic 
grating that modulates the refractive index of 
the fiber core. The back reflected spectrum has 
a sharp peak whose wavelength, A,B, is given 
by 

XB = 2nT 

where n is the core's effective refractive index 
and T is the modulation length. Strain in the 
axial direction changes T and n and so shifts 
the peak position. Measures [36] has shown 
that the peak shift for a particular linearly 
polarized mode is given by 

AX = XB[l-Pe]Ez 

where A,B and Pe are for the Bragg wavelength 
and effective strain optic tensor for the polar- 
ization mode of observation. The output of this 
sensor (AX.) is thus a linear function of the 
strain, though again, the effects of a general 
state of stress will complicate analysis. 

These fiber optic sensors respond to both strain 
and temperature. The latter is usually unknown 
in a smart materials application and is thus a 
potential source of error. One method for deal- 
ing with this is to use a second fiber to monitor 
temperature only (i.e. by decoupling) it from 
the strain field. This can be simply achieved by 
inserting the sensing end of a fiber in a hollow 
capillary prior to embedding in the host (see 
Measures et al [32] for further discussion). 

3.3 Luminescent Fibers 

Several techniques have been developed for 
measuring stress using the luminescence of 
Cr3+ ions in a-Al203 [13,37]. The approach is 
based upon the quite strong stress dependence 
of the Rl and R2 emission frequencies from 
chromium-doped alumina. The level of Cr3+ 

doping can be quite small and most commer- 
cial grades of alumina contain more than 
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Intracore Bragg Grating 
fiber Optic System 

Fig. 14 The Intracore Bragg Grating fiber 
optic sensor uses a shift of Bragg 
frequency to sense strain. 

enough chromium for this sensor application. 
The recent development of techniques for syn- 
thesizing single crystal alumina fiber with 
moderately good optical propagation charac- 
teristics now enables sensors to be embedded 
in composites (even metal and ceramic matrix 
composites processed at 1000°C and above) 
and their internal strains sensed. 

Luminescence arises from the radiative decay 

(emission of a photon) from an excited elec- 
tronic state. The conditions for luminescent 
emission are rather stringent and only a rela- 
tively small percentage of molecules lumi- 
nesce. In the case of Cr3+ embedded in the oc- 
A1203 lattice decay occurs from two crystal 
field split excited states resulting in two emis- 
sion peaks with wavelengths of about 693 and 
694 nm. The positions of both peaks are a 
function of stress. When the c-axis of the alu- 
mina crystal is aligned with the o3 principal 
stress, the line shifts Av are given by 

Av= n11(a11 + G22) + n33G3 

where for the Rl line, the piezospectroscopic 
coefficients, nn and n33 have values of 3.0 
and 1.8 cm'VGPa respectively. Thus, the peak 
shifts are linearly related to stress, and are suf- 
ficiently large to be measurable using a spec- 
trometer with a fine spacing grating. The 
approach is being used to interrogate residual 
stress fields in composites and has been used 
in the laboratory to measure stresses induced 
by applied loads. When alumina powder is dis- 
persed as tag in a suitably transparent matrix, 
the technique could also be used to observe 
stress distributions in structures under load 
provided the matrix is optically transparent. 

Table 2: A comparison of actuators for smart materials. 

PZTG-1195 PVDF PMN 
TERFENOL 

DZ 
NITINOL 

Actuation 
Mechanism 

Piezoceramic Piezo Film Electrostrictor 
Magneto- 

strictor 

Shape 
Memory 

Alloy 

Max Strain 
(x 10"6) 

1000 700 1000 2000 20000 

Young's 
Modulus 

9 0.3 17 7 {4(m) 13(a)} 

Bandwidth high high high moderate low 

(m) = martensite (a) = austenite 
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4. Actuators 

The actuators in a smart material/structure pro- 
vide the mechanism for the structure to adapt 
to its surroundings by suppressing vibrations 
or changing the structure's shape. In the future, 
one might imagine that more sophisticated 
needs will emerge (e.g. self healing of damage, 
active dielectric property control, local thermal 
control, etc.). However, even current needs are 
challenging since they require actuation 
authority over a broad bandwidth spectrum 
(from a few Hz for MAW's to hundreds of kHz 
for active vibration suppression) and over a 
wide range of displacement amplitudes (e.g. 
from tenths of micrometers for vibration con- 
trol to millimeters/centimeters for a MAW 
application). A variety of approaches are avail- 
able/emerging including piezoelectrics/elec- 
trostrictors, magnetostrictive devices, shape 
memory alloys and electrorheological fluids 
(see Table 2 for a comparison of their capabili- 
ties). 

4.1 Piezoelectric/Electrostrictive Actuators 

Piezoelectric materials not only develop a 
polarization when subjected to a strain, they 
deform when an electric field is applied. The 
sign of the displacement is determined by the 
polarity of the field. This converse piezoelec- 
tric effect can be used to transmit acoustic sig- 
nals and to suppress structural vibrations. If a 
strong electric field is applied (or weaker fields 
if the temperature just above the Curie point), 
the ferroelectric domains lose their poled 
alignment and become aligned with the new 
field. This domain flipping gives rise to a strain 
that then depends only on the magnitude of the 
electric field (and not on its polarity as with 
piezoelectricity) and is known as electrostric- 
tion [25]. 

Typical (polycrystalline) piezoelectric ceram- 
ics like PZT are able to generate strains of 0.1- 
0.2% (at about 10kV/cm) before the applied 
voltage reaches the threshold for dielectric 
breakdown. However, these large fields can 
change the poling and lead to a form of piezo- 
electric fatigue so that the strain obtained 

reduces with the number of electric field 
cycles. Electrostrictive materials such as lead 
magnesium niobate (PMN) are able to achieve 
similar strains but show no effect of cycling 
[10]. The magnitude of both the piezoelectric 
and electrostrictive contributions to deforma- 
tion are a function of the ceramics' microstruc- 
ture - the largest deformations are almost 
always obtained from single crystal materials, 
and are motivating research aimed at afford- 
able methods for their synthesis. 

The Sonofanel™ concept is a recent example 
of a piezoelectric smart material application 
[38]. These panels are used in underwater 
applications for active surface control. They 
are based upon a two dimensional array of axi- 
ally poled PZT cylinders, Fig. 11. The array is 
fabricated using low cost injection molding, 
Fig. 15. This is followed by firing in air to both 
burn out the organic binder and to sinter the 
ceramic powders. The sintered preforms are 
then poled by cooling through the Curie point 
in an axial electric field. The region between 
the piezoelectric rods is subsequently filled 
with a castable polymer polyurethane that may 
contain up to 40% hollow polymer micro- 
spheres to increase elastic compliance and 
reduce density. Both surfaces are then ground 
flat to expose the piezoelectric rod ends. PZT 
piezoelectric accelerometers (sensors) are 
introduced and the assembly is bonded to 
glass-reinforced polymer (GRP) face sheets 
using a conducting epoxy. Shielding (to avoid 
cross talk) is also added prior to a final encap- 
sulation in polyurethane, Fig. 16 [38]. 

Piezoelectric actuators can also be used to con- 
trol vibrations in say helicopter rotors. These 
applications require the actuator to counteract 
the different modes of bending/torsion for a 
beam-like structure. This can be accomplished 
using pairs of piezoelectric sheets bonded to 
either side of a beam, Fig. 17. 

4.2 Magnetostrictive Actuators 

When most solids are placed in a magnetic 
field, they change their length[39]. For many 
materials the effect is very small, but for ferro- 
magnetic materials below their Curie points, 
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Piezocomposite Transducer 
Preform Injection Molding 

PZT cylinder array 

Fig. 15 A schematic diagram showing the 
injection molding process used for low 
cost manufacturing of ceramic 
cylinder array. (1) Hot powder-binder 
mixture in a nozzle. (2) Injection of 
mix into die. (3) Mix cools to form a 
solid (green) part. (4) Net-shape array 
is ejected [38]. 

Smart Panel™ with 
Integrated Accelerometer 

GRP board 

Large area 
1-3PZT-polymer 
actuator material 

Fig. 16 Schematic cut-away view of a 
O.lmxO.lm Sonofanel™ smart panel 
showing integrated velocity sensors 
(accelerometers) and the piezoelectric 
actuator array [38]. 

larger magnetostrictive strains of -10 % are 
possible, and in a few of the rare earth systems, 
strains of more than 0.1% can be achieved[21]. 
The atomic origin of the phenomenon arises 
from spin-orbit coupling of the outer electrons. 
The effect is shown (in greatly exaggerated 

Bending of Bars using 
Piezoceramlc Materials 

PfezMtoctlc Drain (extantfan) 

(K) (') 

Fig. 17 Bending (a) and torsion (b and c) of a 
rectangular cross-section beam can be 
controlled with piezoelectric uniaxial/ 
shear strain layers bonded to either 
side of the beam [5]. 

form) in Fig. 18 [39]. 

At a more macroscopic level, magnetostriction 
is associated with the field-induced movement 
of magnetic domain walls, Fig. 19. These 
domain walls are defined by the angle between 
the magnetization vectors of adjacent domains 
on either side of the wall. Two types exist: 
180° walls and non-1800 walls (usually called 
90° walls for simplicity). In Fig. 19, as in most 
polycrystalline ferromagnetics, both types 
exist. The movement of 180° walls reverses the 
direction of magnetization and does not cause 
a length change (see Fig. 18) and so magneto- 
striction arises from the motion of the 90° 
boundaries. 

The largest (-1%) magnetostrictions are 
observed in hexagonal rare earth compounds 
containing Tb and Dy which have very aniso- 
tropic 4f electron distributions. However, their 
Curie temperatures are too low (TC<240K) for 
most smart materials/structures applications. 
In the last twenty years or so TbFe2 (terfenol) 
and SmFe2 (samfenol) Laves phase com- 
pounds have been synthesized with magneto- 
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Magnetostriction Iron Crystal Magnetostriction 

(c) IVTuYvYv)   Field-induced 

T<T.,H*0 

Fig. 18 A row of four atoms is shown together 
with their magnetic moments. Above 
the Curie temperature (Tc), the 
moments are randomly oriented and 
the material is paramagnetic. Below Tc 

the moments spontaneously align 
because of spin-spin coupling and a 
"spontaneous" magnetostriction 
occurs even when the magnetic field 
intensity, H, is zero. Applying a 
magnetic field perpendicular to this 
spontaneous alignment realigns the 
moments and results in a field-induced 
magnetostriction [39]. 

strictions as high as 0.36% at ambient 
temperature [21]. The magnetic field intensi- 
ties required for these large magnetostrictions 
are relatively small and can be easily achieved 
by encircling a bar of say terfenol with a small 
solenoid. Thus, a prototypical magnetostrictive 
actuator consists of a rod of magnetostrictive 
material, a coaxial solenoid and a plunger 
housed in rigid body, Fig. 20 [40]. Since these 
devices have high inductances, they are best 
operated at frequencies below a few kHz. A 
Northrop Grumman, magnetostrictive-based 
actuator system is being evaluated for mission 
adaptable wing applications [41]. 

H=0 

(b) 

H*0 

(C) 

H*0 

(100) 

i L- -^-At^l 

Fig. 19 Magnetostriction of a cubic 
ferromagnetic occurs by the 
movement of 90° domain walls. 

Prototype 
Magnetostrictive 

Actuator 

Bottom cover 

Actuator Cap 

Nylon bearing 

Top cover 

Belleville washers 

Coil 2 

Permanent magnet 

Steel spacer 

Fig. 20 A prototypical magnetostrictive 
actuator [40]. 

4.3 Shape Memory Alloys 

When high forces or large displacements are 
required in a smart materials application (e.g. 
to change the camber of a mission adaptable 
wing), designers are increasingly making use 
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Table 3: Material Systems 1 that exhibit the shape memory effect [42]. 

Alloy Composition Ms (°C) 
Transformation 

Temperature 
Hysteresis (°C) 

Ordered 
or 

Disordere 
d 

Volume 
Change 

AgCd 44~49at.%Cd -190-50 -15 ordered -0.16 

AuCd 46.5~50at.%Cd 30-100 -15 ordered -0.41 

CuAINi 14~14.5wt.%A1 
3~4.5wt.%Ni 

-140-100 -35 ordered -0.30 

CuAuZn 23~28at.%Au 
45~47at.%Zn 

-190-40 -6 ordered -0.25 

CuSn ~15at.%Sn -120-30 ordered 

CuZn 38.5-41.5wt%Zn -180-10 -10 ordered -0.5 

CuZnX 
(X=Si,Sn,Al,Ga) 

few wt.% x -180-100 -10 ordered 

InTl 18~12at.%Tl 60-100 -4 disordered -0.2 

NiAl 36~38at.%Al -180-100 -10 ordered -0.42 

TiNi 49~51at.%Ni -50-100 -30 ordered -0.34 

FePt ~25at.%Pt -130 -4 ordered 0.8-0.5 

FePd ~30at.%Pd -100 disordered 

MnCu 5~35at.%Cu -250-180 -15 disordered 

of shape memory alloys (SMA's). The shape 
memory phenomenon is the ability of a mate- 
rial to remember its original shape either after 
suffering a mechanical deformation (the so- 
called one-way effect) or upon heating/cooling 
(the two-way effect) [42]. This remarkable 
phenomenon is exhibited by several materials 
that undergo thermoelastic martensitic trans- 
formations, Table 3. Today, materials based 
upon equiatomic NiTi alloys (Nitinol) are 
being extensively studied for a variety of appli- 
cations [43]. 

Hornbogen has developed a scheme to simply 
show the various constitutive behaviors that 
can be encountered with a shape memory 
alloy. Fig. 21 shows the typical (normal) 
behavior found in many single phase materials: 
linear elasticity up to the yield strength (ayß) 
of the ß-phase. The material also exhibits nor- 
mal thermal expansion/contraction strains on 
heating/cooling. This behavior is found in all 
SMA's when they are used at a temperature 

Temperature / Stress / Strain 

(a) Normal ß-phase (b) Pseudo-elastic ß-phase 

(e) One-way effect (d) Two-way effect 

Fig. 21 The various types of constitutive 
response exhibited by a SMA that 
exhibits a ß-»oc martensitic 
transformation on cooling. 
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well above that where the martensitic transfor- 
mation occurs. As the temperature is lowered 
(but still above the martensitic start, Ms, tem- 
perature) a stress can induce a transformation 
of the ß-phase to the martensitic (a phase) at a 
stress Gaa. This gives a large strain increment 
which is recovered upon unloading as the oc- 
phase retransforms back to ß. The thermal 
strains are still "normal" in this test tempera- 
ture region. If the test temperature is reduced 
further, Fig. 21(c), the reverse transformation 
does not occur on unloading and a permanent 
strain (elw) remains. This can be removed (and 
the material returns to its original shape) upon 
heating and is the origin of the one-way shape 
memory effect. Thus, material in the form of 
say a spring (made by annealing a wire in die 
at T» the austenite finish temperature, Af) in 
the ß-phase condition can be loaded (to a stress 
as high as oya) and it will inelastically deform 
an amount £iw. The original spring length is 
then returned upon heating (with an electric 
current perhaps). Since cya can be quite high 
(~500MPa), large stresses and big strains can 
be achieved via this effect. The two-way effect, 
Fig. 21(d), is very useful because it allows a 
large strain (up to 6%) to be repeatedly exerted 
by just heating or cooling the alloy through the 
ß—>oc and oc—>ß temperature region. This can 
be done (by a training procedure) so that the 
body returns to an original shape after each 
thermal cycle. 

We have not addressed the issue of how a SMA 
is able to perform in such an unusual way. The 
reason lies in the mechanism by which the 
change of shape is achieved. We usually think 
that dislocations are responsible for inelastic 
deformations in malleable metals. Because of 
dislocation tangling, their deformations are 
usually not recoverable (beyond a very small 
amount associated with the Bauschinger 
effect). In SMA's, the deformation is achieved 
by a martensitic transformation. Fig. 22 shows 
how this can be achieved for the pseudoelastic 
and one-way effect cases of Fig. 21(b) and (c). 

The two-way effect is a little more complicated 
and is based on the existence of many slightly 
different martensitic variants. The application 

Lattice 
Correspondence 

"   0 

j[011]v [100]», 

(a) (b) 

Fig. 22 A martensitically transformed 
structure results in an overall shape 
change. Reversing the transformation 
restores the original shape. 

of a load to a pre-existing martensite can result 
in twinning/stacking fault formation and the 
creation of a different martensite variant, Fig. 
23. By repeatedly deforming (training) the 
material, defects are introduced and retained in 
the structure. These predispose the selection of 
variants and result in a repeatable change of 
shape upon thermal cycling through the 
oc—>ß—»a transformations. 

SMA actuators can be designed using either 
the one- or two-way effect. Two-way (push- 
pull) behavior can be achieved with a one-way 
alloy behavior by using a "bias" force tech- 
nique. For example, a two-way actuator using 
a spring to provide a bias is shown in Fig. 24. 
These materials are beginning to be introduced 
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Multi-stage Stress-induced Transformation 

Loading J Unloading 

Fig. 23 In the two-way effect a training 
procedure is used to select the 
martensitic variants that give a desired 
shape change. 

into MEMS devices creating a whole new 
range of future smart materials uses. Regard- 
less of which type of SMA effect is used, these 
materials suffer fatigue degradation during 
prolonged use - especially when the loads are 
high. Furthermore, many processing opera- 
tions can introduce undesirable microstructure 
changes and large residual stresses, and so the 
incorporation of these materials into a struc- 
ture can be challenging. 

Bias-type Two-way 
Shape Memory Component 

shape memory coil 

coil spring 

<=>E= 

Fig. 24 A two-way actuator can be built using 
the one-way SMA effect and a simple 
spring. 

4.4 Electrorheological Fluids 

Electrorheological (ER) fluids are materials 
whose rheological properties (i.e. apparent vis- 
cosity) can be changed by the application of an 
electric field [20, 44, 45]. Fig. 25 shows an 
example of this for a typical ER fluid. We see 

that the viscosity, T|, (defined as the change in 
stress per change in shear strain rate, y) 
changes only slightly when an electric field is 
applied; what really changes is the shear stress 
Xy, needed to initiate flow. To a reasonable 
approximation a Bingham model describes the 
shear flow stress: 

xy = x(E) + T1Y 

where x(E) is an electric field (E) dependent 
flow stress obtained as y -» 0. ER fluids con- 
sist of a liquid dielectric (e.g. oil), polarizable 
particles (e.g. cornstarch) and an activator such 
as water. In a no field state, the particles are 
randomly distributed and the viscosity is gov- 
erned by Newtonian flow around the particles. 
However, when a field is applied, the particles 
line up along field lines creating a more rigid 
structure that better resists shear. 
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Fig. 25 Shear stress versus strain rate for an 
ER fluid with and without an electric 
field. The shear stress to initiate a 
shear strain is a strong function of the 
electric field. 

General Atomics has recently developed a 
novel "smart material" by combining an elec- 
trorheological fluid with a very compliant elas- 
tomer to create an electro-active elastomeric 
structure (EAES) [46]. This avoids the need 
for fluid seals and results in a bulk material 
that can be applied as coating. By integrating 
acoustic sensors and electrodes into the mate- 
rial, it is possible to sense incoming acoustic 
signals in a marine environment and to then 
modify the elastic/damping characteristics of 
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the coating (using the ER effect) with millisec- 
ond time response. 

Fig. 26 shows a schematic diagram of the Gen- 
eral Atomics EAES smart material concept. It 
is composed of a soft silicone elastomer with 
an open cell structure. The cells are filled with 
an ER fluid consisting of polydimethyl silox- 
ane silicone oil terminated with nonreactive 
CH3 groups, polarizable particles (cornstarch) 
and water. Normally the EAES is soft (elastic 
modulus -3500 Pa), but when an electric field 
is applied, the polarizable particles line up and 
the structure stiffens considerably. By varying 
the volume fractions of the constituents and 
the cell morphology of the elastomer, the prop- 
erties of this material can be widely varied and 
tailored to suit specific applications, e.g. to 
control flow noise in hydroacoustic environ- 
ments or acoustic isolation of hull mounted 
sonar systems. 

EAES Design Concept 

pf(t) m Pressure 

Conducts« SHUWIMT 
wirtsoo stodroda 

(csibon lb«m fowled) 

Eloctn>*ctlvo oUatomMlc 

(ER pufttosh fluid 
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StrudunuwsKHul) 

EledricMdspplM: 
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lor scthw control 

raasaofEAESitJffnau 

Fig. 26 A schematic diagram of the General 
Atomics EAES smart material concept 
[46]. 

5. Conclusions 

This lecture has sought to introduce some of 
the emerging applications of smart materials 
and structures. The important concepts under- 

lying these revolutionary new materials (sens- 
ing, recognizing and responding to the 
environment) have been reviewed. The need 
has been emphasized for sophisticated (con- 
current) design and affordable synthesis/pro- 
cessing methodologies to enable these 
emerging materials concepts to become cost 
effective solutions to engineering problems. 
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SUMMARY 

Shape memory alloys (SMA) have gained increasing 
attraction within the development of aircraft structures. 
One of the major reasons is, that they allow a recovery of 
deformation as a result of a transformation process 
between martensite and austenite, where transformation 
occurs between characteristic temperature values when 
being initiated by temperature. So far deformation 
capabilities of SMAs is mainly taken advantage of by 
using their two extreme conditions, such as clamped or 
loose for a fixing element. Continuous control of defor- 
mation during this transformation process however allows 
to take much more advantage of SMAs capabilities but 
this requires a clear description of the SMAs constitutive 
behaviour which is actually an important area of research. 
The paper starts by analytically describing the SMAs 
constitutive behaviour using an approach being well 
understandable for engineering applications. After having 
explained the basic mechanisms of SMAs it will be shown 
how these can be analytically implemented into the calcu- 
lation process for determining the behaviour of a simple 
engineering structure with an integrated SMA-actuator. 
Finally examples are described, where controlled defor- 
mation of a SMA in a smart structure is considered at 
present. 

INTRODUCTION 

Shape memory alloys (SMAs) have gained increasing 
attraction within the development of various engineering 
structures during the past decade. Although these alloys 
have been known for a long time, major impetus is coming 
from the introduction of an adaptive structure design 
philosophy. 

SMAs have been used extensively for medical and surgical 
[Funakubo (Ed.), 1987] devices and toys. Applications are 
also known for switches and grips, mainly for automotive 
and robotic devices, as well as shrink fit type hydraulic 
tubing couplers. Within these applications only a two way 
functionality of the SMA is considered (e.g.  on/off, 

open/close, hold/release). However recently studies have 
been performed considering an adaptive airfoil for aero- 
elastic control [Lazarus et al., 1990], a thin-walled box 
type adaptive wing for static aeroelastic control [Song et 
al., 1991], an adjustable camber foil [Beauchamp et al., 
1992], a winglet wedge section or an adaptive antenna 
[Misra et al., 1992]. With respect to composite materials, 
proposals have been given in [Rogers and Robert- 
shaw,1988] for SMA as a functional element in polymer- 
based composites. 

The functionality requested from the SMA actuators 
within these latter studies is much more ambitious than 
that being made available so far. A much better under- 
standing and analytical description of a SMA's consti- 
tutive behaviour is therefore required, which also requires 
much more experimental data compared to what has been 
made available so far. Furthermore the mechanical beha- 
viour at the intersection between the SMA actuator and the 
structural material it is connected with has to be clearly 
understood. The initial step for making this feasible is to 
find a description of the constitutive beha-viour of the 
functional elements (e.g. SMAs) used, which should be 
close to reality as far as possible and yet not too complex 
in handling. With respect to controlling the beha-viour of 
SMA actuators this has to be done by a clear analytical 
description of the main features of the constitutive 
behaviour of these alloys. Initial work in this area has been 
based on Tanaka's approach which has been derived from 
principles of SMA's thermodynamical behaviour [Tanaka, 
1986]. The constitutive relationship resulting from this 
approach has been formulated by Liang (1990) and is used 
within this paper in a version extended by Brinson (1993). 

Although this approach cannot fully reflect the high 
complexity of SMAs it possesses the advantage of being 
relatively well understood in engineering science by 
macroscopically describing the SMA phenomenon. It 
therefore builds a good basis for designers to receive 
motivation in considering the implementation of SMAs 
into the design of their engineering structures. More 
complex descriptions of the SMAs constitutive behaviour 
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being based on the Ginzburg-Landau-model can be found 
in Falk (1990), Hoffinann and Niezgodka (1990), Müller 
and Huibin (1991), and Stalmans et al. (1994). 

It is the objective of this paper to propose an extended 
analytical as well as numerical solution to especially 
account for the nonlinear behaviour of a SMA activated 
cantilever beam. Application of the solution will be shown 
numerically and partly be verified experimentally. 

THE SMA CONSTITUTIVE LAW 

A key element for the design of engineering structures is 
the analytical description of the constitutive (e.g. stress - 
strain) behaviour of materials used. With a large number 
of structural materials this can be easily expressed by 
using Hooke's law. With SMAs this however becomes 
much more difficult. 

The governing mechanism responsible for the defor- 
mation in the SMAs is a transformation process between 
martensite and austenite. It can be initiated either by a 
change in temperature, where transformation occurs 
between characteristic temperature values (Fig. la) and/or 
by a change in stress, where characteristic stress values 
define the incident of transformation (Fig. lb). In the 
former case (Fig. la), when stress remains constant, 
transformation to austenite starts at temperature As 
(austenite start) and is completed when heating up to a 
temperature Af (austenite finish) while during cooling 
transformation to martensite starts at temperature Ms 
(martensite start) and is completed at temperature Mf 
(martensite finish). In the latter case (Fig. lb) the characte- 
ristic transformation temperatures As, At Ms and Mf 
change according to a linear function when stress is 
applied to the SMA. To account for the shape memory 

effect below Ms, two critical stresses os and of for 
conversion to martensite are additionally included. 

SMAs lead to large pseudoelastic shape deformations 
when being loaded above a characteristic stress level. In 
contrast to conventional metals these pseudoelastic 
deformations can however be recovered when heat is 
applied above a characteristic temperature. 

A selection of five different examples showing this 
behaviour at different temperatures is given in Fig.2. 

Terrperature 

Fig. lb Mf   Ms As ^ Temp. 

Fig. 1: Critical stresses for transformation of martensite 
twin conversion as function of temperature 

heat 

T<As, beginning with Ms<T<As, beginning 
100% twinned martensite       with 100% austenite 

E 
As<T<Af, beginning 
with 100% austenite 

T>Af, beginning 
with 100% austenite 

Fig. la. 

CT>c|biastic- beginning 
with 100% austenite 

Fig.2 Stress-Strain-Behaviour of SMAs 

A solution accounting for the two types of transformation 
(stress and temperature induced) has been given in [Brin- 
son, 1993] by splitting the martensite fraction % according 
to the following equation: 

where ijr represents the fraction of the material that is 
purely temperature-induced martensite with multiple 
variants, and £s denotes the fraction of the material that 
has been transformed by stress to a single martensite 
variant. The constitutive behaviour of SMA is described 
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by the following equation derived in more detail in [Brin- 
son, 1993]: 

e(r-r.)    (i) 

where a, e, £ and T is the stress, strain, martensite fraction 
and temperature respectively, while D, £2 and 8 denotes 
modulus of the SMA material, transformation tensor, 
which are linear in £, and thermal coefficient. The initial 
state (or initial conditions) of the SMA is represented by 
the index 0. 

Since D depends on the martensits fraction § a reasonable 
assumption has been made by Sato and Tanaka (1988) and 
Liang (1990) which can be described as 

D(e,lT) = Dtt) = Da+Zx(Dm-Da)        (2) 

with Dm the modulus value for the SMA as 100% 
martensite and Da is the equvalent value as 100% 
austenite. 

Based on Liang's suggestion [Liang, 1990] and extended 
by Brinson (1993), ß also depends on $ and can be written 
as follows: 

0($) = -eLxD($)       (3) 

Theoretical studies examining phase equilibrium and 
transformation kinetics have also developed expressions 
for the martensite fraction as a function of free energy and 
temperature. Liang and Rogers (1990) have developed an 
empirically based cosine solution to represent the marten- 
site fraction as a function of stress and temperature during 
transformation, which agrees well with their experimental 
findings. One of Liang's findings (in accordance with data 
from other authors) which have been extended by Brinson 
(1993) has been that the characteristic transformation 
temperatures A,, At, M,, and Mf change according to partly 
linear functions when stress is applied to the SMA where 
an approximation is shown in Fig. lb. 

Coupling Eq.(l) with transformation kinetics shown in 
Fig. lb leads to the following set of equations being 
explained in more detail in [Brinson, 1993]. 

Conversion to Martensite 

for   T > M,   and 

a," +CU x(T-M,)<o< a" +CU x{T-M,) 

1-«. so 

«,-iJaä.«» r[a-af'-CM(T-U,)] 

1+«» (4a) 

1   5so 

for T<M, and a," <o<a,'r 

cos 
a."-a 

(4c) 

1    Sso 

where, if Mf<T<M,  and T<T0 

Ar{ = 1-«» (cosKij-M^J+l)       (4e) 

else Ar« = 0 

Conversion to Austenite: 

for  T>A,  and 

CAx(T-Af)<o<CAx(T-A,) 

S = ^x cos •**[*-*."§;. +i (5a) 

So 

«r-«n-^F-(€.-«)        (5c) 
So 

The appropriate use of ^s and Ijr may be well understood 
when considering the following two examples: 

(a) The SMA is under stress free conditions (Ijso = £ro = 
0) and is heated above Af. When cooled down again 
the final conditions will be £T =1 and £s =0, because 
martensite was induced by temperature. 

(b) The SMA starts from stress free conditions (£so = £ro 
= 0) and is continously loaded at a constant tempera- 
ture above Af until a fully martensitic stage is 
achieved. Final conditions are now £# =1 and £T =0, 
because martensite was induced by stress. 

Thus, differentiation between £s and £T allows to describe 
the boundary conditions as follows: 

* £s = 0 £r = 0     -»T>M, (with o = 0) 
§r = 0     -»at any temperature, if 

the stress is above the 
critical finish value 

* 5s = 0       £r=l     -»twinned martensite (T < Mf) 

All equations given so far are valid as long as applied 
strain does not exceed recovery strain of 8%. As strains up 
to 8% mainly cover the range of allowable strains in 
engineering applications, this description of the consti- 
tutive behaviour of the SMAs can be used to describe the 
deformation of adaptive engineering structures being 
actuated by these alloys. 
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Verification of the Approach 

Prior to any verification and validation it has to be 
emphasized that reliable data on the constitutive behaviour 
of SMAs is still very limited. Liang (1990) and Dye 
(1990) have determined some data on NiTi-alloys which 
are mainly the basis throughout this paper. Some 
additional data of NiTi-alloys showing the full hysteresis 
at temperatures above Af have been recently published by 
Schlegel (1995). A comparison of these data with the 
analytical approach is shown on Fig. 3 . 

on 

Fig. 3  Stress-Strain Comparison of Experiment and 
Numerical Approach 

Although this analytic approch allows to describe the 
constitutive behaviour of a NiTi-alloy there is still a 
variety of other types of SMAs where a verification is still 
required. One example is copper based alloys (e.g. 
NiTiCu) that undergoes a double phase transition (Fig. 4) 
where an extension is required for the analytic approach 
presented here. 

m 

O 

§ 
■■a 

c 
& 
H Average Temperature [°C] 

Fig. 4 Stress-Strain-Behaviour of NiTiCu (Experiment) 

THE CANTILEVER BEAM MODEL 

Linear Behaviour 

A variety of applications have been proposed for using 
SMAs in engineering structures [e.g. Funakubo 1987, 
Lazarus et al. 1990, Song et al. 1991, Beauchamp et al. 
1992, Misra et al. 1992, Rogers & Robertshaw 1988, Van 
Humbeeck et al. 1991]. The complexity of most of these 
structures makes understanding of the interaction between 
the SMA actuators) and the structure quite difficult. 
Beam models are therefore one of the ideal solutions to 
extract the essentials of this interaction. Although a variety 
of beam models being activated by a SMA actuator have 
been discussed, coupling between the beam interaction 
and the SMA constitutive law has only been partially 
considered. This however is an essential part yielding the 
stress, strain and martensite fraction of the activated SMA. 
Fig.5 shows the beam model considered here. It consists of 
a cantilever beam and a SMA wire at the bottom, which is 
only fixed to the beam at the beam's tip. 

Figure5: Cantilever beam with SMA actuator 
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To determine the mechanical behaviour of the beam 
model, equations describing 

a) the constitutive behaviour of the SMA actuator and 
b) the deflection curve of the beam model 

have to be established. It is assumend that the beam and 
SMA wire show no plastic deformation and (for the linear 
theory) that the beam tip deflection is small compared to 
the beam length (w'(x) small). The constitutive behaviour 
of the SMA wire discussed in the preceeding chapter is 
given by Eq. (1). Determination of the beam deflection 
starts from formulating the equilibrium of horizontal, 
vertical and moment forces as follows: 

FH=-Fcosa       (6) 

Fy=-Fsiaa       (7) 

M(x) = F„(8-w(x) + od)-FvOo-x)       (8) 

and 

K =o(,cos*/o =o, =-+r+offset 

with t, r and offset being the thickness of the beam, radius 
of the SMA wire cross section and a constant offset 
distance of the beam's surface respectively. 

Considering: 

(i) the linearized differential equation of the deflection 
curve 

-EIw"(x) = M(x)        (9) 

where E is Young's modulus of the beam and / the 
moment of inertia of the cross section respectively, 

(ii) the general solution of Eq. (9) 

w(x) = C, coskx+C2 sinkx +Cix + CA        (10) 

where 

u = j(ds-dx)        (13) 

"'in   <"> 
and 

(iii) the required boundary conditions finally leads to the 
following deflection curve 

>"(*) = oJ——— (sinfce-fa:)-cosfcc + l (12) 
L   sin U J 

which only depends on the applied force F and the 
horizontal displacement a. A more detailed description 
of the derivation is given in [Boiler et al., 1993]. 

Determination of u starts from 

with ds being an infinitesimal small element of the 
deflected beam. As long as w*(x)« 1 Eq. (13) can be 
approximated to be 

u~-jw'2(x)dx        (14) 
o 

Eq. (12) can now be inserted into Eq. (14) thus leading to 

•4){'<*4^("""-i>+*b]F*- 
= 0 = ft(F,«)        (15) 

Including the characteristic equation for the angle of 
inclination at x = lo: 

w'(l)-tan(%o) = 0 = g2(F,u,%a)       (16) 

as well as those for the stress and the strain in the SMA 
actuator 

<* = -?- = gAF)       (17) 

£ = £„ — 
/ 

= g4(F,u,¥.)        (18) 

(with ASMA being the cross section area of the SMA) a set 
of functions g/ (i=l,4) is obtained allowing to generally 
solve the problem. This number of functions is reduced by 
inserting g3(F) and g4(F,u,\flo) into Eq. (1), the SMA 

constitutive law, leading to a function gs(F,u,\fi J. These 

remaining three equations gi, g2 and g5 now allow to 
determine the unknowns F,u and \|/,   using Newton's 

iteration method. Performing this iteration requires the 
definition of an interval at least for one of the unknowns. 
Following the relationship shown in Fig. lb a force F can 
only be implied by the transformation process when 
satisfying the following relationship 

ASKUCA{T-A/)<F<ASM4CA(T-A1)       (19) 

thus leading to the interval required for the iteration 
process. 

Nonlinear Behaviour - Analytical Method 

Taking full advantage of the SMA's actuation often leads 
to a situation where the assumption of linearized 
deformation is not valid anymore. This occurs especially 
for beams, when the ratio of stiffness versus length 
becomes small. Following Bernoulli-Euler's law 

cW = M 
ds ~ El 

(20) 
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the bending moment at any point is proportional to the 
change in the curvature caused by the action of the load. 
Let a be the angle of inclination between the load and the 
horizontal. The bending moment at Q(x,y) is again (Fig. 5) 

M(x) = FH(Stol-y)-Fr(loJ-x)        (21) 

where 

Fjf=Fcosa       (6)     and    Fy=Fsma     (7) 

Inserting Eq.s (6), (7) and (21) into (20) and 
differentiating with respect to s yields 

^. = _^ksinxp+^lcos^ 
ds2        El El 

(22) 

with 

dy 

ds 
= sinxF 

dx 
— = cosvF 
ds 

(22a) 

Introducing the following substitutions 

v = — Q = x¥-a (23) 

Eq. (22) can be transformed to the following second order 
inhomogeneous differential equation 

d2e 
dv1 

in which 

+csin0 = O        (24) 

c = - 
l2L 
El 

2 1,2 = V* (24a) 

Multiplying Eq. (24) with 2dG and integrating, yields 

,2 

Adv) 
:ccos0+C,        (25) 

With the boundary conditions 

m,=o=0       or       (0)v=o=-or 

and 

(dV\ _FH Fy 

(26) 

ds )r,_     EIJoä^ El   °* 

or 

dGf\ 
TC (27) 

with 

TC = l0k
2od cosG^  and ®k=

x¥k-a      (27a) 

Cj can be determined, thus leading to 

(ST- 
Hence 

7C2-2ccos6, +2ccos9        (28) 

ds 
dv = — = 

h    JTC2 -2ccos0,o +2ccos0 
(29) 

Integrating ds from Y=0 to Y=Tio means a lower limit 8 
= - a and an upper limit Q = i|/k>-o:=©ioin terms of 8. 
Therefore, 

> = J*='oJ- 
d& 

L JTC
2
 -^ccose^ +2ccos8 

Introducing a 'modulus' p, 

(30) 

2-   f—+ sin2^        (31) P=^I} 2 

that governs the deflected shape, Eq. (30) results in 

(32) ■"H 
■ 

2        -2© 

considering the integral without ist limits initially. 

Substitution of 8 by 

0 
/?sinO = sin—       (33) 

and differentiation leads to 

2/7COSO 
d& = -   

Vl-/72sin20 

which becomes 

dO 

WJ- 

dQ>       (34) 

(35) 
*J Vl-P2sin20 

when being introduced into Eq. (32). 

Consequently the limits of the integration have to be 
transformed. Thus it can be written in context to Eq. (30) 
that 

efa 0 efe -a       eio a        6h 

(36) 

The last step in Eq. (36) is possible, because the integrand 
of Eq. (30) is even. 
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According to Eq. (33) the limits of integration turn out to 
be: 

©/„->«»/„ =arcsi; 

Kl)]        „ 

(37) 

a-><!»„ =arcsin 

Hence lo is obtained in terms of Legendre's elliptic 
integrals of the first kind. 

/0=J{F(/>,*0)+F(/,,*J}        (39) 

As Eq. (39) still depends on two unknowns %, and a at 
least one additional equation is required. A first attempt in 
that way is obtained by calculating the horizontal deflec- 
tion«. 

Horizontal Deflection u 

It is noted from Eq.s (29) and (34) that 

ds = 
l„d& 

JTC2 -2ccos@k +2ccos0 

1 d® 
(40) 

* Vl-/>2sin20 

As dx/ds = cos *? it is obtained that 

cos(© + aWl> 
dx=     . V        '=       (41) 

k^\-p2sm2Q> 

Expanding cos(&+a) and noting that 

cos6 = l-2sin2— = l-2/>2 sin2 *        (42) 

the following expression for dx is obtained, 

dx= 
cos a db 

k   \   Jl-p*sin2Q 
+2Vl-/»2sin2«>t»l- 

sina 
2/>sin$dI>       (43) 

Again, by changing the variable from © to * the limits of 
the integration become «&o <X>k>. Hence 

/ = j{cos a[-F(p,*0)- F(/»,* J+ 

2£(/»,*0) + 2£:(/J,*J] + 

2/>sina(cos*0+005*^-2j]       (44) 

Even though Eq. (44) depends on Xjf,     and a via 

modulus p (see Eq.s (31) and (27a)),the length 1 remains 
as a further unknown. Thus an additional equation is 
required, which can be obtained by describing the tip 
displacement of the beam. 

Tip displacement S of the beam 

A similar procedure as described for the horizontal deflec- 
tion can be adopted for the derivation of the tip displace- 
ment of the beam. 

dy = ds sia*¥ = dssin(@ +a)       (45) 

By expanding sin(6 + a) and expressing sin6 and cosO in 
terms of 4>, the above expression leads to 

,    cosa„    .   . „ 
dy = 2psin9dv + 

sin a eW> 

^l-p'sin2* 
+2ijl-p2sin2&d$\   (46) 

Integrating between the same limits as for the horizontal 
deflection we obtain 

*=l{ma[-F(^*0)-F(/>,*J+ 

2J?(/,,*0)+2Z?(/»,*J]- 

2/>cosa(cos*0+cos*/o -2)\       (47) 

Additionally to \|/j and a, the tip displacement S remains 

again as an unknwon. However a relationship between 
Yj , a, / and S can be derived from the geometric condi- 

tions of the beam shown in Fig. 5, thus being 

a = arctanl  

Final Iteration 

(48) 

If one inserts Eq.s (44) and (47) in Eq.(48), this results in 
a function/} which only depends on \|f, , a and F. Again a 

set of characteristic equations is obtained to determine the 
unknowns \|f, , a and the force F in the SMA wire, which 

will be determined by the function gs(F,u,\\fl ), the SMA 

constitutive law. The three characteristic functions are 
now 

/1(F>^,a) = i{F(/,,*0)+F(/7>«&j}-/0    (49) 

/2(F,«P/o,a) = arctanf-^^-j-a       (50) 
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and gs mentioned with respect to the linear behaviour, 
where u in gs is expressed in terms of V^, and a, thus 

leading to 

& (F,Vlo,a)        (51) 

This set of functions can be solved by an expanded 
Newton's method. If one applies a temperature on the 
SMA wire, the stress, strain and martensite fraction of the 
SMA wire as well as the tip deflection, horizontal 
displacement and the angles of inclination \|/j and a of 

the beam are therefore obtained. 

Nonlinear Behaviour - Numerical Method 

The numerical solution method is very straightforward. 
First seperate the problem into two functions: 

1. Wire strain as function of the stress which is from 
SMA constitutive law (Eq.(l) and transformation 
kinetics equations): 

e, =/,(*)       (52) 

2. Wire strain as a function of the load which is from the 
beam theory. A certain load applied to the beam 
results in a certain deformed shape of the beam and 
from that shape the amount the wire shortens can be 
calculated. This relates the load to the shortening of 
the wire. Now, the stress in the wire can easily be 
obtained by load/area and the strain by (L-l^äo. 
Consequently, one has another relation for the strain in 
the wire as a function of stress in the wire. (See step 3 
for detailes of the deflected shape of the beam given 
the load.) 

e2=/2(<r)      (53) 

Subtracting ei from £2: 

e,-c,=/i(ff)-/a(cr) = /(ff)       (54) 

At a particular temperature, there is only stress for 
which f(a) = 0. A binary search is used to find the 
stress by the following procedure: 

let Omu, = 0 and        let <w = Ocriticai 

Finding tw is a little tricky. Theoretically, it should 
be the critical buckling load which is not trivial to find 
for this configuration. However, in this procedure, any 
load guaranteed to be larger than the actual load will 
serve. Consequently, a case at 70°C is considered first 
(since 70°C is the maximum operating temperature 
and hence will occur the largest stresses). The critical 
load is determined initially for 70°C and then used to 
solve the problem at all temperatures (20-70°C). 

The real stress must be bounded by a** and <w, that 
is 

/(Ox/(0*° 

* Then let ov = fa**. +OmJ/2 

ttf(amaj*f(ai < 0 then the real stress is between Cm« 
and a;. In this case let a** = ov. Otherwise, the real 
stress is between Omtn and ov. In this case let a»« = ov. 
Go back to *. With iteration, the range becomes 
increasingly smaller than the desired accuracy. The 
result is the desired approximate root 

3. There is no problem with the first function fj. 
However, there are complications for./}. With/} if the 
bending moment of the beam is known, then the 
problem is solved. But the bending moment depends 
on the shape of the beam (see Eq.(21) ), which is 
naturally not known before the problem is solved. A 
gradual approach method was used to solve it. First it 
was assumed that the beam did not deform at all, and 
the load is applied at the tip of the offset device. Here, 
the moment distribution on the beam and consequently 
the shape of the beam can be calculated. (Of course the 
shape of the beam is not the exact shape of this load.) 

* Then the new shape was used to calculate the new 
moment distribution, and the new moment distribution 
to calculate the new shape. Since the moment is 
increasing, the beam deflection likewise increases. 

Repeat (*). At each iteration, the beam deflects 
further until the initial shape is the same as it should 
be under the given load. This is the solution to the 
given problem. See below for details of the solution at 
each iteration. Within step 3, the following must be 
solved at each iteration: When we assume a trial shape 
of the beam, the relevant equation for the nonlinear 
case is 

 W"ix)    3/=M(w(x),x)       (55) 

(i+M*))T 
BC's:   w(0) = 0,     w'(0) = 0 

A 4th order Runge Kutta method was used to 
numerically solve the differential equation. This 
method uses the known function value and slope at one 
point to estimate the function value of the next point 
However, it does not use the slope directly. Instead, 
this method calculates the slope of the midpoint and 
trial points and averages them. At each step, n, w(xj is 
calculated from point x»i. Then the neutral axis length 
is summed up by 

1 = 1 +Al 

where 

A1 = JAX2+{W(X„)-W(XH-I)Y        (56) 

So at the step where / = lo, the desired solution is 
reached. For most cases 

stepn,/</o    step n+!,/>/<> 
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Then interpolation can be used to compute the final 
solution. 

Experimental Verification 

In order to verity the analytical procedure for describing 
the linear and nonlinear behaviour of beams outlined 
before a set of experiments was done. Following the model 
shown in Fig. 5 an aluminium beam was clamped in 
vertical position (Fig. 6). As the verification of the beam's 
deformation has been the major target, the SMA actuator 
could be replaced by a conventional steel wire. Weights 
simulating the actuation force of the SMA actuator were 
fixed to the lower end of the wire. Possible friction due to 
the experimental setup was minimized as far as possible 
To avoid ideal Euler buckling the actuation force was 
implied excentrically, thus allowing controlled bending of 
the beam. Within the series of experiments the following 
combinations of beam geometries were considered (all 
dimensions in millimeters): 

^ength Width Thickness 

286 50 1 
286 50 2 
286 50 3 
400 25 1 
500 25 1 

Fig.s 7 and 8 show a comparison between the numerical 
and experimental results for the beam's linear and 
nonlinear deformation behaviour respectively. Nonlinear 
deformation behaviour becomes only obvious for thick- 
nesses of 1 millimeter. In neither of both cases (linear or 
nonlinear) a significant difference between experiment and 
theory is observed. Thus it can be concluded, that the 
analytical model proposed so far allows to describe 
realistically the deformation behaviour of the type of 
engineering structure considered. 

beam 

Fig. 6: Experimental setup to verify mode shapes  
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Fig. 8: Comparison of nonlinear theory and experiment 
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DETERMINING THE BEHAVIOUR OF STRUC- 
TURE INTEGRATED SMA ACTUATORS 

Based on the appropriate mechanical model it is now 
possible to determine what stresses, strains, martensite 
fraction and transformation temperatures will occur under 

various loading conditions. The following examples are a 
selection of the variety of possible application. Material 
data for the SMA actuator were taken from literature 
[8,12]. The material used is NiTiss- Table 1 summerizes 
the specific data required. 

Moduli Transformation 
Temperatures 

Transformation 
Constants 

maximum 
residual strain 

D. =67000 MPa    Mf=9°C 
D„, = 26300 MPa  MS = 18,4°C 

e = 0,55MPa/°C A. = 34,5°C 

Af=49°C 

Table 1: SMA material data 

CM = 8MPa/°C     eL = 6,7% 
CA=13,8MPa/°C 

Of = 100 MPa 

&} = 170 MPa 

Stress o and Tip Deflection S 

One of the interesting aspects is to determine what 
stresses in the SMA actuator and deflection of the beam's 
tip will occur when controlling the actuator's temperature. 
Fig.s 9 and 10 show the analytically determined results for 
two beams of different thickness with respect to these 
aspects. Dimensions of the beam are 286 mm in length, 50 
mm in width and 2 and 3 mm in thickness respectively. 
The SMA actuator is assumed to have a circular cross 
section of 1 mm in diameter. The relationship between 
applied temperature and resulting stress in the SMA 
actuator is given in Fig. 9. Included are also the areas 
during which the transformation to austenite or martensite 
occurs. It can be seen that for both of the cases considered 
the SMA is not able to be fully converted into austenite 
without exceeding a limit stress in the SMA. 

At the end of heating, a mixture of stress- and 
temperature-induced martensite and austenite exists in the 
SMA, as illustrated by the fact that the stress-temperature 
path never reaches the critical Af line in Fig. 9. Note, 
however, that nevertheless a large stress is induced in the 
SMA wire. Care must be taken, therefore, in design of 
SMA actuator conditions: excessive heating in an attempt 
to „force" full conversion to austenite in a stress restrained 
situation could lead to exceeding the critical stress for 
irreversible plastic deformation, thus destroying the shape 
memory effect in the case of the 3 mm thick beam, or 
leading to buckling for the 2 mm thick beam. Taking full 
advantage of the SMAs potential therefore allows to 

reduce the diameter of the SMA for the beam with t=2 mm 
and requires an increase of the SMA's diameter with 
respect to the beam of 3 mm thickness. 

When cooling down again a non-significant decrease in 
stress and deflection is observed up to the point where 
conversion to martensite is initiated. Beyond that point a 
remarkable decrease in stress and deflection starts where 
the stress function mainly follows the function of stress vs. 
temperature for transformation to martensite. When 
returning to the point of initial temperature of 20°C a 
residual stress is observed. These residuals result from the 

critical stresses af and a" and can only disappear 
when the actuator is heated above Af under a stress free 
condition. Whenever implementing SMA actuators into 
engineering structures it has to be kept in mind that 
residual deflection of the structure can occur. Note that 
upon further heating and cooling a closed loop cycle would 
be obtained, starting from the endpoint of the first cycle. 
Achievable deflections versus applied temperature are 
given in Fig. 10 for the two examples mentioned above. 
The results show the potential of achievable deformation 
for the engineering structure considered. 

Based on this description and analytical model it can be 
interesting to determine, to what extent the deflection 
behaviour of the beam can be described for a sequence of 
temperature cycles and how specific material characte- 
ristics such as fatigue induced stress relaxation can be 
included into the analytical model. Deformation control 
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via temperature becomes highly difficult when structural 
deformation behaves nonlinear. Fig. 11 shows the calcu- 

lated results for the beam with 1mm thickness. The con- 
trolable temperature range is only about 3°C. 
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From these few analytical results it can be concluded, that 
an increase in structural stiffness leads to a decrease in 
useable SMA transformation potential while a decrease in 
structural stiffness leads to decrease in controlability of 
structural deformation with respect to the temperature 
applied. 

Martensite Fraction £ 

Another parameter possible to be determined by the 
procedure mentioned above is the martensite fraction fcj. 
Fig. 12 shows the relationship between stress and 
temperature induced martensite fraction and applied 
temperature. As the SMA actuator has to be prestrained 
before being integrated into the structure, neither of the 
martensite fractions is 1 or 0 at the beginning. When 
heating up the SMA wire and cooling it down again the 
martensite state of the beginning of the heating process 
cannot be reached again, being a result of the critical 

stress ojf   and  af. The ability of the SMA wire to 

induce deformation in the beam is because of the stress- 
induced transformation of detwinned martensite and 
subsequent conversion to austenite and recovery of strain 
upon heating. While the exact rates of conversion of 
twinned and detwinned martensite and austenite relative 
to one another during the transformation are somewhat 
artificial (since no direct experimental data is available), 
the kinetic law used here is consistent with the end states 
and uses reasonable assumptions for smooth progress of 
the transformation. Thus it is illustrative to examine how 
the martensite fraction changes as the temperature 
changed in this restrained control environment. When the 
transformation kinetics of the SMAs are better understood, 
the new information can be easily incorporated into the 
constitutive model. As this is accomplished, more accurate 
design and analysis of actuators can be performed, taking 
into account the transformed and untransformed fractions 
of material and using this information of potential load and 
strain capability in control algorithms. 
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Fig. 12: Stress and temperature dependend martensite fraction in the 
SMA actuator, £so = 0.290,!™ = 0.710, EQ= 2.01%, qp=0 

POTENTIAL APPLICATION OF SMA» IN AIR- 
CRAFT STRUCTURES 

So far potential application of SMAs in aircraft has been 
limited to shrink fit type hydraulic tubing cuplers. This is 
understandable, because this application neither requires 
precise temperature control nor does it require the need of 
taking full advantage of the SMAs transformation 
potential. 

However, when considering aspects such as the change of 
aerodynamic shapes, control of deformation, the use of 
SMAs' potential becomes highly important. Although such 
applications have been widely proposed so far, they are 
unlikely to succeed as long as the basic understanding of 
the SMA actuators in engineering structures is not 
clarified. With the calculation process described above, a 
contribution to the clarification process is given. It will 
enable to determine the structural deformation behaviour 
as well as the amount of SMA actuators required. 
Furthermore the calculation process outlined so far can be 
extended to the determination to what amount actuation in 
a structure will be reduced as a result of repeated load and 
temperature cycles. This is especially important when 
considering aircraft structures under service conditions. To 
give an example, service temperatures in aircraft structural 
components can easily range between -50 and +120°C, 

which makes control of transformation process via 
temperature highly difficult. Furtermore this control of 
temperature becomes even more complicated when the 
actuator has to withstand variations in applied stress 
resulting from the actuators load carrying function and a 
service load sequence applied to the structure. Finally it 
has to be kept in mind, that a significant difference in 
Young's modulus between the SMA actuator and the 
structural material can lead to high stress concentrations at 
the intersection of these two components. 

Keeping all these aspects in mind does not mean, that 
SMAs have only a limited application in aircraft. How- 
ever, what it simply proves is, that a large amount of basic 
analytical and experimental work has to be performed 
before going into specific applications. This will help to 
design optimized SMA activated adaptive structures for 
aircraft (e.g. on the basis of a composite material or 
structure) making applications of the structures a reality. 

CONCLUSIONS 

The complexity of SMAs and SMA activated structures as 
well as the limit of structure integrated SMAs under 
temperature control has been presented in the examples 
described above. This complexity is especially true when 
considering the nonlinear deformation of engineering 
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structures. It can be seen on the one hand, that it is highly 
difficult to shape soft structures with the help of tempera- 
ture controlled SMAs and on the other hand SMAs are 
restricted in their applicable potential to shape stiff struc- 
tures. This has to be kept in mind when activating aircraft 
panels, flaps or wings by SMA actuators. 

The examples given for the linear and nonlinear beam 
model show good coincidence of theoretical prediction and 
experimental data with respect of the tip deflection, hori- 
zontal displacement and angles of inclination of beam and 
load. Altough this has not been proved experimentally yet, 
it can already be assumed, that analytically implementing 
an SMA actuator with the respective constitutive 
behaviour into an engineering structure leads to realistic 
results when using the theoretical model described here. 
Experimental verification is therefore underway to be 
performed as the next step. 

When implementing a SMA in a structure the coupling at 
the intersection between the SMA and the remaining 
structure must be well understood. This is especially 
important when laminating SMAs into a composite 
material. As the SMA must act against the stiffness of the 
structure shear stresses occur at these intersections, which 
can cause displacements and even slips of single laminte 
layers and thus reducing the functionality of the whole 
laminate. Furthermore complete integration of the SMA 
actuator in a matrix material leads to states of multiaxial 
stresses and strains which require an appropriate 
constitutive law for the SMA. Such laws have not been 
established yet, but are necessary for describing the stress 
and strain of the SMA perpendicular and crossways to the 
load direction. As a result of this lack in such laws and for 
the time being the SMA actuator has to be fixed at his 
ends only. This allows to take advantage of most of the 
SMAs' transformation potential. 
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SUMMARY 

Intelligent Processing of Materials 
(IPM) is an emerging methodology for 
simulating and controlling the processing and 
manufacture of materials. It is finding 
widespread application during the manufacture 
of electronic, photonic and composite (i.e. 
high performance) materials, primary metals 
such as steel/aluminum and is an enabling 
technology for smart materials/structures 
synthesis/processing. IPM simulation tools 
seek to create, at the level of an engineering 
workstation, a "virtual" version of a process. 
They combine process models for a material's 
response to processing stimuli (e.g. pressure, 
temperature, environmental conditions, etc.) 
with characteristics of the process equipment 
to predict the material's performance defining 
attributes at the completion of the process. 
IPM controllers are an innovative extension of 
today's state-of-the-art in control technology. 
They exploit the recent availability of non- 
invasive sensors that sense critical product 
variables during the process. This new 
knowledge about the state of the process, 
together with the process models, can be used 
to plan and execute feedback control schemes 
leading to smart materials with "goal state" 
combinations of performance defining 
property attributes. 

1. INTRODUCTION 

The two aims of this lecture are to 1) 
describe an "idea" that has come to be called 
Intelligent Processing of Materials and 2) to 
review ongoing efforts to apply it to the 
processing of high performance composites as 

an example of how it could be used for smart 
materials applications. 

IPM has recently emerged as a new 
technology for designing and controlling the 
synthesis and processing of materials^. It is 
beginning to pervasively impact the design and 
manufacture of many of today's advanced 
materials under development for military and 
civilian systems. For example, it is used during 
the growth of ceramic fibers for high 
performance composites®, for the production 
of novel alloy powders used in aircraft 
engines' ' ' \ during the manufacture of 
metal and ceramic matrix composites^6' 7\ for 
the deposition of coatings for oxidation 
protection^ \ and in the production of high 
thermal conductivity substrates for the thermal 
management of multichip modules^. It is also 
being widely explored by the defense 
electronics community, for example, to 
improve the yield and performance of infrared 
imaging sensors^ °' and to speed the 
development of new device technologies based 
upon quantum well structures^ \ The primary 
metals industry also continues to vigorously 
pursue its application through collaborative 
programs with the National Institute of 
Standards and Technology (NIST) and the 
Department of Energy^12' \ The processes to 
which it has been applied are likewise diverse 
and include continuous casting, extrusion, 
steel refining, Bridgman and Czchrolski 
crystal growth, inert gas atomization, spray 
deposition, hot isostatic pressing, chemical 
vapor deposition (CVD), molecular beam 
epitaxy, etc. 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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2. IPM OVERVIEW 

So what is IPM, and why is it attracting 
so much interest today? IPM can most easily 
be described with the aid of a sketch that 
schematically illustrates both the design and 
the control of one processing step during the 
manufacturing of a material, Figure 1. Let's 
begin at the lower right of the diagram with the 
box "Goal-State Property Envelope". Much of 
the motivation for IPM's development has 
come from the growing realization that 
successful materials are carefully engineered 
products that possess an optimum balance of 
properties (including cost) that make them best 
suited to a particular type of application. For 
example, Nextel 610™ alumina fibers 
recently developed by the 3M Company have 
extraordinarily high strengths (and stiffnesses) 
at low and intermediate temperature. This is 
because they have a fine (nanocrystalline) 
grain size and contain few defects. They are 
also chemically compatible with aluminum 
alloys, and are reasonably inexpensive. This 
particular combination of properties is almost 
ideal for directionally reinforcing aluminum 
alloys(14). However, the fine (nanocrystalline) 
grain size that imparts low temperature 
strength to Nextel fibers results in significant 
creep at high temperatures (above say 1000°C) 
and other more creep resistant fibers would be 
necessary to ensure dimensional stability of 
other types of metal matrix composites 
(MMC) intended for higher operating 
temperatures. Furthermore, if the fiber's cost is 
too high, designers may choose to select a 
conventional high strength alloy steel, nickel, 
or titanium alloy instead of the aluminum 
matrix composite and trade off the penalty in 
performance against lower system cost. In fact, 
all materials in service today face intense 
competition of this type and markets only exist 
for those materials that can satisfy the 
increasingly stringent needs of designers 
whose products must now compete in a global 
marketplace. 

Turning again to Figure 1, we see that a 
balance of properties leads to a "Goal-State 
Microstructure" because properties are, for the 

INTELLIGENT PROCESSING: 
Interactive guidance of material microstructure (properties) 

during processing toward a known goal state 

Processing 
environment 

mtwostructure 

!   ;Goa(-*Saitf >i: 
property envelop» 

Structure / property 
relations 

m   .1 m    U'l 
| GoaVstat«*-. 
[rnterasuucture- 

± 
Controller Machine 

dynamics: 

Rang» otpoedb» 
pneatepwluibatlons 

Material dynamics 
(process models) 

Optimization 

Fig. 1  The   IPM   loop   for  a  hypothetical 
materials processing step. 

most part, composition and structure sensitive. 
Thus, the high strength of Nextel 610™ fibers 
is derived from their fine grain size and small 
flaw size population, the cut-off wavelength of 
a Hg, Cd Te infrared detector depends 
critically on the value of x^l5\ the oxidation 
rate of Si3N4 coatings varies by orders of 
magnitude when the grain size is changed^ \ 
and the damage tolerance of metal/ceramic 
matrix composites is lost when the fiber-matrix 
interface is allowed to form reaction 
products^16). An important issue here is that 
frequently the many properties of interest to a 
designer are each affected differently by 
composition/microstructure, and a delicate 
balance must be struck to obtain the needed 
property combinations. So we see that today's 
successful materials must have an 
"engineered" composition/microstructure 
which meets a design's specification. They 
should do this within the smallest possible 
tolerances so that conservative "design factors" 
can be eliminated or reduced, and the 
material's performance fully exploited. 

Now let us look at how the processes 
for materials synthesis and processing have 
been designed and controlled in the past. The 
box marked "Processing Environment" in 
Figure 1 symbolically represents any materials 
manufacturing process,  e.g.  it might be a 
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microwave reactor used to deposit diamond 
wafers for thermal management 
applications^17^, a sintering furnace to control 
oxide fiber grain size or a liquid phase epitaxy 
reactor for depositing HG!_xCDxTe. 
Conventionally, processes like these would be 
controlled by sensing and attempting to hold 
constant, the variables of the process, i.e. in a 
CVD reactor, reactant gas flow rates, 
microwave power, and the temperature of the 
substrate upon which deposition occurs. The 
set-points for these would have been 
established by trial and error and would 
correspond to those that had given the highest 
yield (and lowest cost) material that satisfied 
the design needs of, let's say, a heat sink for a 
multichip module. When the windows in 
process space are wide, and the tolerances on 
microstructures large, this trial and error 
approach can expeditiously lead to an 
acceptable set of process conditions. In fact, 
most of the materials in use today have used 
this strategy quite successfully. But, when 
society tightens the microstructural 
tolerances, and competition drives the 
development of new materials and processes 
with reduced "processibility windows", the 
conventional approach begins to break down. 
This might first be recognized by a very low 
yield for the process. But it is also 
characterized by long lead times to 
commercialization, questionable quality and 
very high cost. When placed in the context of 
today, where the market for materials is rapidly 
fragmenting into a multitude of small volume 
"niche" materials, we see that better 
approaches to processing are needed if we are 
to continue fielding new materials at the rate of 
the recent past. 

Intelligent Processing of Materials is 
one approach that is widely used today to win 
a high stakes game amongst new materials that 
seek to become a part of tomorrow's 
engineering materials base^ ' • \ As a 
feedback control methodology, it is predicated 
upon the development of "microstructure 
sensors", Figure 1. These are new sensor 
technologies originally developed by the 
nondestructive evaluation community, with a 

capability to more directly sense the product 
being formed and allow inference of its quality 
defining attributes^20). A good example is eddy 
current (proximity) sensors which can be used 
during the hot isostatic pressing of alloy 
powders^ ' and metal matrix composites^ to 
measure the remaining porosity during 
consolidation. Other sensors have been 
developed for measuring liquid-solid 
interfaces during solidification of 
metals/alloys^ or semiconductors ^24' \ 
texture in rolled steel/aluminum alloys^26' 21\ 
grain size during recrystallization^ \ fiber 
diameter V crystallographic orientation^ ' 
during single crystal sapphire growth, etc. 
When the appropriate sensor technology exists 
(or can be developed at a reasonable cost), it 
becomes possible to attempt feedback control 
of the product's microstructure and to 
therefore directly attack the problem of 
performance variability. 

However, this is not as simple as 
implementing feedback control of process 
variables. For one thing, there is no direct way 
to control microstructure - the only variables 
available for direct actuation have to do with 
the processing equipment, i.e. heat flux 
distributions, gas/liquid flow rates, pressures, 
and so on. One way to use the new sensor 
measurements for feedback control is to know 
beforehand what is referred to as "Material 
Dynamics" in Figure 1, and use this for model- 
based control. The material dynamics are just a 
mathematical description (usually greatly 
simplified) of the process that predict the 
relationships between the variables one can 
directly actuate and the microstructural 
quantities of interest. This process modeling 
has been an area of intense study during the 
past two decades and excellent models for 
many of the phenomena encountered in 
processing now exist. For example, the density 
of alloy powder preforms during hot isostatic 
processing (HIPing) or sintering can be 
predicted with models developed by Ashby 
and his coworkers' \ The software for doing 
this on a personal computer is widely available 
( ' and software products are being introduced 
for handling more complex near net shape 



3-4 

problems(33). By numerically integrating these 
models, one can even simulate the evolution of 
the process with time and so predict the 
material dynamics. Knowledge of the 
machine's dynamics (i.e. its heating and 
pressurization rate limits in the HIP case) then 
allows the prediction of the outcome of any 
realizable process, and the possibility of 
implementing the two IPM modalities: 
designing optimal process schedules via 
process simulation and using model-based 
feedback control(34^ to achieve goal-state 
microstructures. 

In cases where the models are difficult 
to develop, or are too complex for treatment by 
the more formal methods alluded to above, 
other more heuristic approaches are being 
developed using neural nets(35), fuzzy-logic(36^ 
and expert systems(37"39). Indeed, it was an 
early reliance upon these artificial intelligence 
techniques that led to the coining of the term 
Intelligent Processing of Materials. It was not 
that the community engaged in its 
development were proposing that other 
methods were in some way unintelligent! 

3. MMC PROCESSING 

The designs of future high speed 
aircraft and propulsion systems have generated 
a need for stiff, strong, light, oxidation, and 
creep-resistant materials that can be used at 
high temperatures(40' 41). These needs cannot 
be satisfied by the materials available today, 
and researchers are developing a variety of 
advanced composite materials composed of 
light metal/intermetallic matrices reinforced 
with silicon carbide or aluminum oxide fibers. 
The matrices of interest include conventional 
titanium (e.g. Ti-6A1-4V) or nickel alloys, as 
well as intermetallics based on Ti3Al(a2- 
phase), TiAl (y-phase), Ni3Al, NiAl, etc. 

Metal and intermetallic matrix 
composites are difficult to process. Contact 
between molten titanium alloys and the 
ceramic fibers for more than a second or two 
results in aggressive chemical reactions, fiber 
dissolution, and a loss of critical matrix/fiber 

properties^42"45), which results in a serious 
reduction of composite strength(46). Similar 
problems are encountered when embedding 
fiber optic sensors in metals. A variety of novel 
processing approaches are being developed to 
bypass this. They include foil-fiber-foil(47), 
vapor phase fiber coating(48"50), powder 
cloth(51), and molten spray deposition(19). 
Each reduces or even eliminates liquid-fiber 
contact, but all require additional lay-up and 
consolidation processing to achieve a near net 
shape composite. 

The use of molten droplet spray 
deposition methods has shown significant 
early promise for the deposition of 
conventional and intermetallic titanium alloys 
on prealigned ceramic fiber arrays(19). The 
result is typically a 200um thick monotape 
containing parallel, evenly spaced 140um 
SCS-6 silicon carbide fibers in a porous 
matrix. The monotapes are layed-up to create a 
preform with the desired fiber architecture and 
then either hot isostatically or vacuum hot 
pressed to near net shape(52'53), Figure 2. The 
mechanical properties of the composites 
formed in this way are determined by the 
properties of the constituent materials, i.e. the 
matrix, fiber and interface and by residual 
stresses/damage induced during processing^ ' 
55\ In particular, the matrix may be depleted of 
desirable phases near the fibers(56' 57), 
extensive chemical reaction of the fiber's 
coating can occur^58^ and the consolidation 
process can cause bending or even fracture of 
the composite's fibers which has been 
predicted to result in a dramatic loss of 
strength(59). 

The dependence of these phenomena 
upon processing has now been analyzed and 
the material dynamics captured in new process 
models and simulation tools. These have been 
used to explore the processibility of different 
composite systems, to identify optimum 
process schedules and, in conjunction with 
microstructure sensors, used for model-based 
feedback control. Each is now reviewed in 
more detail as an example of one way in which 
the IPM approach can be usefully used, and to 
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help identify where further efforts might be 
focused, and to explore its value for smart 
materials synthesis. 

Single Aiperity (GRVE)   2r^ 
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Fig. 2 The complex deformation behavior of 
a monotape lay-up (left) can be treated 
by considering the micromechanical 
response of representative volume 
elements to simplified states of 
stress(53). 

4. CONSOLIDATION PROCESS 
SIMULATION 

During the consolidation of a MMC 
monotape layup like that shown in Figure 2, 
densification occurs by the redistribution of 
matrix material. The fundamental 
mechanisms by which this is accomplished 
depends upon the temperature, applied load, 
and the matrix material. At low homologous 
temperatures and high pressures (relative to the 
material's yield stress), plasticity dominates; at 
high temperatures and low pressures, 
diffusional flow may be the most important 
mechanism while intermediate conditions 
activate power-law creep^ \ The local forces 
that drive material transport by these 
mechanisms within the layup are also able to 
bend and sometimes fracture the fibers'-57^. 
This is mitigated by the use of high process 
temperatures which soften the material and 
facilitate consolidation with smaller local 
loads. However, prolonged high temperature 
exposure during processing results in chemical 
reactions between the fiber coatings and the 

matrix with undesirable consequences for 
both. It also has an adverse effect upon the 
frictional sliding coefficient of the 
interface^ \ All of these phenomena have 
complicated (nonlinear) dependencies upon 
the process's actuatable variables 
(temperature, pressure) and are time and 
material system dependent. They are also 
influenced by the way in which the previous 
monotape deposition step was conducted 
(since this controls the porosity inside the tape 
and the roughness of its surface). It is a 
formidable assignment to experimentally 
establish all this, and this would have to be 
redone each time the composite system were 
changed (e.g. as a fiber's strength was 
improved, or a matrix alloy's composition was 
refined) or if the conditions of the spray 
process were varied. Because of this, the 
consolidation cycles used so far have been 
suboptimal resulting in composites of 
sometimes questionable quality^54). 

Recently developed process simulation 
software promises to overcome this*-60-*. The 
simulations solve the fundamental 
micromechanical/chemical problems 
encountered in consolidation so that the 
material states can be calculated. The 
evolution of these states for any prescribed 
process cycle results in a temporal evolution of 
a composite's density, fiber fracture and fiber- 
matrix reaction. 

4.1. Densification 

Prior to consolidation, a plasma spray- 
deposited MMC monotape layup contains 
typically 35 to 45% internal porosity. Most of 
this porosity arises as a consequence of the 
surface roughness, the remainder being in the 
form of isolated voids within individual 
monotapes, Figure 2. Upon application of an 
applied stress, the layup densifies by the 
inelastic flow of material into the internal 
voids and by deformation of surface asperities 
at places where adjacent monotapes are 
pressed into contact. Recently, a model has 
been developed^   ^ to predict the density of a 
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MMC laminate as a function of the applied 
stress, temperature and time, given only the 
constituent materials properties and the 
geometrical parameters of the monotape (i.e. 
surface roughness distribution). 

The complex internal deformation 
geometry problem is broken down by 
visualizing each composite monotape as 
consisting of two layers, or laminae, Figure 2. 
One, referred to as the "r"-lamina (reinforced 
lamina) contains the array of fibers, has all 
smooth sides and typically contains about 10% 
internal porosity in the form of isolated voids 
(the exact amount depends on how the spray 
process was performed), the other, referred to 
as the "s"-lamina (surface lamina), contains 
only the surface asperities. Densification of the 
s-lamina is treated in two stages: at lower 
relative densities (DS

0<DS<0.85, where Ds
0 is 

the initial relative density of the s-lamina), 
densification occurs by the blunting of 
asperities. This is referred to as "Stage I" by 
analogy to the situation encountered in powder 
consolidation(31). At higher densities 
(0.95<D<1, where D is the matrix relative 
density), referred to as "Stage II", 
densification is more accurately described as 
the shrinkage of internal, closed voids. A 
smooth interpolation can be used to describe 
the transition between stages. 

The model describing the Stage I 
densification of the s-lamina is based on an 
analysis of the contact stress required to cause 
blunting of a single hemispherical asperity of 
radius, r. The results of this unit cell analysis 
are given in Table 1 in the form of force- 
density relations for cases where the dominant 
deformation mechanisms are either plastic 
yielding, power-law creep, or diffusional flow. 
The overall response of the s-lamina is 
obtained by combining the predicted behavior 
for a single asperity with a statistical model 
describing the variation in size (r) and height 
(h) of the asperities on a typical monotape. 
Two probability distribution functions (q)r and 
cph) are introduced, representing the 
probabilities of encountering asperities of a 
given radius  and height, respectively.  The 

applied stress necessary to achieve a given 
densification rate (represented by the rate of 
change of s-lamina thickness, z) is given as the 
sum of the forces acting on all asperities 
currently in contact multiplied by the total 
number of asperities per square meter, p: 

ZQO 

Z(z,z) = pjjWrFc(h,r,D,D)drdh 
z0 

(1) 

Expressions for the probability density 
functions (pr and (ph, are given in ref. (53) along 
with numerical values for the statistical 
parameters used in the simulations presented 
below. 

Table 1: Constitutive laws for Stage I 
deformation 

Mechanism Constitutive Law 

f       Do\ Plastic Fc = 2nr\h-z0jr\$cs0 
Yielding V ; 

Power Law    Fc = \z0 

Creep 
oU[rh-^]7 

? kT(zoDo/D2)i> 
Diffusional    Fc = J^SU^K^Q^D b + 2pDv) 

Flow 

The densification of the r-lamina (and of the s- 
lamina during Stage II) occurs by the 
shrinkage of internal voids; these are assumed 
to be spherical, non-interacting and of uniform 
size (implying that only homogenous stress 
distributions are considered). The components 
of the strain rate are given by the gradient of a 
potential function, Om where m represents the 
assumed mechanism of deformation [i.e. 
plastic yielding (p), power-law creep (c) or 
diffusional flow(d)]: 

rf A3® (2) 

Here, A is a scalar multiplier which may 
depend on the loading path. Potential functions 
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used to describe the density-dependent 
material response for the cases of either plastic 
yielding, power-law creep or diffusional flow 
are summarized in Table 2. 

Table 2: Potentials used for Stage II 
densification 

Mechanism 

Plastic 
Yielding 

Potential 

°P = © + (-2?(1"Z))COSh©)-1=() 

Power Law 
Creep 

n+l 

r B 
n + T

|«(D)2j£ + «D)22£ 

Diffusional 
Flow 

0     = 
kTR [v>. + -RD n #♦ 

.(oDb 
3    „ 

+ 4rPD ,)4| 

where Ds
0 and Dr

0 are the initial densities of 
the s and the r-laminae respectively. As perfect 
plasticity is not a time-dependent mechanism, 
the increment of densification due to plasticity 
for each lamina is calculated (ADs

p and ADr
p) 

for every time step and added to the integral of 
the densification rate calculated for power law 
creep and diffusional flow. 

Having calculated the relative density 
for the s and r-layers, rule of mixtures is used 
to calculate the composite's relative density 
(D): 

D = Ds • v' + Dr • vr (6) 

where vs and vr are the volume fractions of the 
s and the r layers respectively. 

A convenient way to show the 
densification response for a material is through 
the use of HIP maps popularized by Ashby( • 
32^ for powder consolidation. Figures 3 and 4 
show examples for the Ti-24Al-llNb (at %) 
and Ti-6A1-4V (at %) systems. These figures 
conveniently display the dependence of 
density upon pressure, temperature, and time, 
assuming the temperature and pressure are 
instantaneously applied and held constant. 

The total principal strain rate components 
within each lamina are obtained as the sum of 
the contributions from each of the 
mechanisms: 

Ei = Ep. + Ec. + Ed, (3) 

For the case of constrained uniaxial 
compression, the densification rate is then 
obtained from D = -£>£**. 

The relative densities, for the s and r- 
laminae (Ds,Dr), at time, t, are computed as: 

D\t) = Ds
0 + ADs

p + j 

tf  2 

dx 

D\t) = Dr
0 + ADr

p + j(Drc + Dd)dx 

(4) 

(5) 

4.2. Fiber Fracture 

A fiber fracture model based upon 
micromechanical analyses of representative 
unit cells can be used to predict the overall 
response of a lay-up by calculating a sum of all 
the local (unit cell) responses^57). The general 
form of the unit cell chosen for analysis 
consists of a single fiber undergoing three- 
point bending due to forces imposed by (three) 
contacting asperities, Figure 5. An important 
parameter that determines the response of a 
given unit cell is the length of the fiber 
segment in bending which is governed by the 
statistically distributed asperity spacing. The 
deflection of the ceramic fiber, which is 
regarded as deforming elastically under all 
conditions, is calculated using simple beam 
theory and is a strong function of asperity 
spacing. From this deflection, the stress within 
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the fiber can be calculated and, for a fiber of 
known diameter, elastic modulus and strength 
distribution, the probability of its fracture can 
be determined. 

While the unit cell response is 
relatively easy to describe (only a single ODE 
is required to be solved), prediction of the 
overall rate of fiber fracture is quite 
complicated because as densification occurs, 
and monotapes are pressed together, the 
number of asperities in contact along the 
length of any given fiber continually increases. 
As these new contacts are established, existing 
bend segments become sub-divided into 
smaller (suffer) cells. Thus, the statistical 
distribution of bend segment lengths is 
density-dependent and in order to calculate the 
number of accumulated fractures at any time, 
the creation, deflection and elimination of 
bend cells must be tracked. Elzey and 
Wadley(57) have described an approximate 
approach for this and have developed a 
stochastic (Monte Carlo) model that has been 
implemented throughout an entire process 
cycle. Although complicated in principle, the 
model predictions have been obtained quickly 
in practice using a Mathematica™ program 
operating on a fast (486 processor) personal 
computer. 

An important feature of the fiber 
fracture model is its dependence on 
densification; since the current density 
determines the number of bend cells, the 
distribution of cell lengths and the deformed 
heights of all unit cells, the density is used as 
an input to the fiber fracture model (instead of 
the applied pressure and temperature). This 
coupling of models is only one-way of 
satisfying this need; experimental densification 
data could also be used. The densification 
response is assumed not to depend on the 
number of fibers fractured. 

There are many ways to present the 
outputs of a fracture model. One is to compute 
the number of breaks occurring per meter of 
fiber for a process conducted at a fixed 
densification rate (requiring continual change 

Applied Stress  (MPa) 
10 100 1000 

-2 -1 o 
Normalized Pressure, P /ay 
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1 10 100 1000 

^2 -10 1 
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Fig. 3 Relative density versus pressures for 
various processing times (in hours). 
The bolder lines denote the locus of 
points where two mechanisms equally 
contribute to the density(53). 

of applied pressure) and temperature. Figure 6 
shows an example of this for the Ti-24A1- 
HNb/SCS-6 system. Note how reducing the 
rate of densification (using a slow 
pressurization rate) and/or increasing the 
temperature reduces the damage. 

4.3. Reaction Zone Growth 

At elevated temperatures, titanium 
alloy matrices always react with 
reinforcing/sensing fibers and their protective 
coatings, eventually degrading the strength of 
the fiber and adversely affecting its properties. 
For example, it has been shown that in the Ti- 
24Al-llNb/SCS-6     system,     the     sliding 
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Fig. 4 Relative density versus homologous 
temperature for various processing 
times(53) (in hours). 

Uy-up 

Fig. 5 A representative unit cell used to 
calculate the probability of fiber 
fracture during consolidation 
processing. Note how increasing the 
inelastic compliance of the matrix or 
the fiber's rigidity reduces the 
likelihood of fiber fracture(57). 

resistance of the fiber/matrix interface 
becomes too great (so that damage tolerance is 
lost) once the thickness of the reaction zone 
exceeds a critical value of about 1.5|im^ '. 
Based on studies of several titanium matrix 
composite systems, including Ti-24A1- 
llNb/SCS-6 and Ti-6Al-4V/SCS-6, the 
thickness of the reaction zone has been shown 
to follow a simple parabolic law with respect 
to time: 

8 = kt 6) (7) 

where k obeys an Arhennius relationship of the 
form 

k = k0exp\-^~j (8) 

in which k0 is the pre-exponential reaction 
(diffusion) mobility, Q is the activation energy 
for the reaction and T is the absolute 
processing temperature. 

Decreasing damage 
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c 
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c 
a 

Ti-24AI-11Nb/SCS-e 
D=0.9 

20 fractures / m 

850 900 950 

Temperature  (|C) 

1000 

Fig. 6 A contour map showing lines of 
constant damage in a densification rate 
- homologous temperature space(57). 
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The reaction zone growth rate is 
obtained by differentiating equation 7 and 
substituting for k using equation 8: 

8 = 
{kOeXp{-Rfj] 

another way, the simulation allows one to trace 
the path along which the microstructure 
evolves in a space whose axes correspond to 
the microstructural state variables. 

"25" 

4.4. Process Simulation 

Models such as those described above, 
which relate processing conditions to changes 
in microstructure, may be combined to 
simulate the evolution of the microstructural 
"state" of a material during processing (60). 
The process simulation can be thought of as 
the virtual process; it uses the models for 
microstructural evolution (in this case relative 
density, fiber fracture and reaction zone 
growth), "admissible" input schedules (i.e. 
schedules that are constrained by the 
limitations of a hot isostatic press or vacuum 
hot press) and material parameters required by 
the process models, to predict the 
microstructure that results from any process 
cycle. 

The process variables during HIPing or 
vacuum hot pressing, i.e. the inputs to the 
simulation, are the temperature and applied 
pressure. The inputs (T(t) and P(t)) are time- 
dependent functions whose absolute values 
and slew rates are constrained to lie between 
upper and lower limits (determined by the 
particular machine used). 

(9)     4.5. Simulation Results 

The simulation tool has been used to 
conduct numerical "experiments" as a way of 
identifying the relationships between the 
process conditions and the microstructural 
state of the composite(60). To illustrate the 
approach, results are presented for the 
consolidation of a conventional titanium alloy 
(Ti-6A1-4V) composite and one based on the 
a2 intermetallic system (Ti-24Al-llNb) both 
reinforced with SCS-6 fibers. 

T ■ <T<T * mm —    —   max 

P   ■   <P<P ' min—     ~    max 

<T<T„ 

Pmin<P<Pn 

(10) 

(11) 

(12) 

(13) 

The simulation provides as output, the 
microstructural state variables as a function of 
time including the composite's relative density 
(D), the cumulative number of fibers fractured 
(Nf) and the reaction zone thickness (8). Put 

Figures 7-9 show the simulation results 
for a series of process cycles in which either 
the consolidation temperature or consolidation 
time have been systematically varied. Consider 
the oc2 matrix system of Figure 7 first. It shows 
that as the consolidation temperature is 
increased from 1100 to 1300K (while the slew 
rate for temperature is kept constant at 
1 (K/sec ) for each simulation), the 

composite's relative density at the end of the 
cycle also increases (ideally, it should be close 
to unity). Raising the temperature also results 
in a decrease in the number of fractured fibers 
but an increase in the thickness of the fiber- 
matrix reaction product. A small amount of 
damage may be tolerable for some 
applications, but reactions that result in more 
than about a liim thick reaction product result 
in unacceptable frictional sliding behaviorv ;. 
Figure 8 shows the effect of changing the 
"soak" pressure for a 1300K temperature, and 
again we see an increase in density as the 
pressure is increased, but too much interfacial 
reaction would occur before full density is 
achieved. Thus, none of the cycles shown in 
Figures 7 or 8 would result in a satisfactory 
composite. 

This can be contrasted to the Ti-6A1- 
4V matrix system in Figures 9 & 10. Here we 
again see  similar trends  with the process 
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Fig. 7 Simulated consolidation of Ti-24A1- 
HNb/SCS-6 system at lOOMPa 
showing effect of changing the "soak" 
temperature(60). 
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Fig. 8 Simulated consolidation of Ti-24A1- 
HNb/SCS-6 system at 1300K 
showing effect of changing the "soak" 
pressure(60). 

variables, but in this system both minimal fiber 
fracture and acceptable levels of chemical 
reaction can be accomplished with a 
HOOK/lOOMPa cycle. Lowering the pressure 
further reduces the number of fiber breaks but 
also lowers the final density. 

These simulation tools allow one to 
quickly explore "what if questions and to use 
trial and error methods to rapidly converge on 
acceptable process cycles for the systems that 
can be processed successfully. They also allow 
the early determination of those that cannot! 
The tool also allows one to systematically 
explore the influence of the material system's 
initial state on processing (i.e. on the final state 
of the previous process step). For example, 

increasing the fiber's reference strength or 
decreasing the roughness of the monotapes 
widens the window of processibility and may 
enable the design of successful process cycles 
even for the a2+ß matrix composite 
systen/57\ 

5. PROCESS PATH PLANNING 

The use of simulation tools enables 
one to avoid costly and time consuming 
experimental trial and error during process 
design, but to this point it is still trial and error, 
and no guarantee can be made that human 
intuition will lead to the optimum process. One 
ought to be able to do better using formal 
optimization methods and find truly the best 



3-12 

40 
TJ 
<D 
3      30 
Ti a 
fc   20 

e 
E   io 
u. 

0 

&  1.0 

c 
<D 
T3 
0)    0.8 > 
10 
a 
a   0.6 

1.0X10"6 

c _ 

Til 0.5x10-6 

<o <J 

&<* 
0 

„ 1200 * 
„   1000 

at
u o
 

o
 

8.    600 
E 
ß    400 

Ä 
£ 100 

50 

• 

■•'   <-'' I I 1 1  

 1 1 1 1 1 " 

J       i ' i i I I 
 1 1 1 1 1  

I I I I I     

r   i    i    i i i  
—i—;—i—i—i— 

40 
■D 
S 
3   30 
13 
a 

■fc   20 

E 
8   10h- 

100 200      300      400 

Time   (min) 

500      600 0   100  200  300  400  500  600 

Time (min) 

Fig. 9 Simulated consolidation of Ti-6A1- 
4V/SCS-6 system at lOOMPa showing 
the effect of changing the "soak" 
temperature(60). 

Fig. 10 Simulated consolidation of Ti-6A1- 
4V/SCS-6 system at 1000 K showing 
the effect of changing the "soak" 
pressure(60). 

process cycle for a given set of initial 
conditions, material properties, machine 
dynamics and desired product goal state. Many 
different approaches have been developed by 
the process control community for path 
optimization. Vancheeswaran et al have 
explored one promising approach known as 
Generalized Predictive Control (GPC)(61) 

which has the advantage of enabling one to 
fully exploit the predictive capabilities of 
process models. 

GPC algorithms seek the inputs to a 
plant (the material and machine dynamics 
referred to in Figure 1) that drive the system's 
state variables (i.e. the microstructure) to a 
desired  goal   state^65l   This   approach  was 

chosen for study because the material's 
response to process stimuli vary greatly from 
between the beginning and end of a process 
cycle. Many other (considerably simpler) 
approaches could be used instead of GPC if the 
materials dynamics did not change during the 
process. The GPC method is a self-tuning 
technique encompassing a multi-step predictor 
to achieve a more robust control. It uses a 
receding horizon philosophy in which the 
controller predicts and accounts for the 
changes in the controlled variable (density, 
number of fiber fractures, reaction zone 
thickness,...) that will occur in the future using 
present process knowledge and candidate 
controller actions. 
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The optimization problem that needs to 
be solved is schematically shown in Figure 11. 
At any moment in the consolidation process, 
the material's state can be represented by a 
point in a relative density, reaction zone 
thickness, fiber deflection (i.e. probability of 
fiber fracture) state space. It will have reached 
this point along some path originating from the 
lower left in the figure. The consolidation 
process is irreversible, and so all future paths 
that are reachable by changing the machine 
conditions are enclosed in a generalized cone. 
The best (optimum) process path in state space 
will take the current material to the goal state. 

To implement the GPC approach, one 
must know the dynamic responses of a) the 
machine used for consolidation and b) the 
material being consolidated, Figure 12. The 
predictive models discussed above serve the 
latter purpose well. The dynamic response of 
the HEP machine can sometimes exhibit 
complexity (e.g. coupling between 
temperature and pressure) but for exploring the 
process path optimization approach, this can 
be considerably simplified. To illustrate the 
approach, Vancheeswaran et al^ ' ' have 
assumed that the machine dynamics, xm, are 
ideal: 

xm = n = 

dt 
=   U  = 

(14) 

(15) 

Therefore, the controller output is assumed to 
be the commanded values and rates, subject to 
satisfying the processing equipment's 
(limitations) constraints. The equipment 
constraints can be thought of as placing upper 

and   lower   limits   on   the   pressure   and 
temperature and their slew rates: 

Tmc<T<Tmh (16) 

Pmd ^ P ^ Pmp (17) 

P   ■   <P<P min               max (18) 

T ■ <T<T min ~    ~   max (19) 

where fmh and fmc are the maximum heating 
and cooling rates, respectively, Pmpand Pmd 
are the maximum pressurizing and 
depressurizing rates respectively. 

The consolidation model can be written: 

i*(0 = F(xh«t).i\(t)) (20) 

0<G = (xh«t),j](t)) (21) 

where 

ih(t) = F(xh«t),i\(t)) 

**(0 = 

D(t) 

v,-(0 

(22) 

(23) 

represents the materials dynamic response and 

T1(0 = 
T(t) (24) 

Here xh(t) is a state vector whose 
components are the relative density of the 
material's s-lamina Dfy), the deflection of a 
fiber in the i-th unit cell vz(t), and the fiber's 
reaction zone thickness r(t). Ti(t) is defined as 
the environment vector, whose components are 
the applied temperature and pressure. The 
vector field F(x, i\) is complicated and is given 
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Fig. 11 The process path optimization 
problem encountered in consolidation 
processing of metal and intermetallic 
matrix composites(61). 

Fig. 12 The architecture of the composite 
consolidation control problem. The 
vectors u and h represent the plant 
controls. Dn, Vin and rn are the 
materials (time evolving) density, the 
fiber deflection suffered by the i-th 
unit cell and the thickness of fiber- 
matrix interface(60). 

by the time dependent mechanisms of the 
states described earlier. It can be written: 

F{xh,y\) = 

( 2    ^ 

U = l  J 

(x)(PLCs(xh,r]) + Difs(xh,r\)) 

(g(D,T\)-h(V ;,!)). 

r(r,T) 
(25) 

The time dependent densification 
mechanisms due to power law creep are 
denoted PLCj{xh, n) and for diffusional flow by 
Dif(xh,r\). The densification of the composite 
is modeled as two distinct layers, the s and the 
r layers, which are considered as independent 
states in the non-linear simulation. Since the 
density of the s-layer is modeled with two 
different geometries (Stage I and II), the 
smoothing functions described in Ref. (53) are 
also incorporated. The inequality constraint G 
(x, r|) is used as a way to introduce the plastic 
yielding (instantaneous) contribution to 
densification. Plasticity is modeled as a time 
independent mechanism (that is the 
densification response to an applied stress 
occurs instantaneously) and so the resulting 

vector field has finite discontinuities, which 
considerably compounds the problem. 

5.1      Optimization Methodology 

Implementation of the optimization 
scheme has been achieved by calculating the 
states (using locally linearized models) at 
discrete (2 minute) intervals during the 
process, out to a "look-ahead" horizon of 40 
minutes (20 sampling intervals, N[). An 
optimal process variable schedule, T|(/) , can 
then be designed by perturbing the actuator 
input slew rates (which are constrained by the 
machine) such that they simultaneously lie in 
their admissible space and minimize an 
objective function which is a weighted 
function of the squared (Euclidean) distance 
between the projected future material states 
(based on the linearized model) and a user 
defined goal state. The function, E, to be 
minimized is:      w. 

E= -iX*2[*(*)-*g]
2 (26) 

The objective function is quadratic and 
uses an aggressive strategy by weighting the 
future more heavily than the present (because 
of   k2    in   Eq.    26).    The   specifications 
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(constraints) and the objective function are 
easily proven to be convex and therefore the 
(locally) optimal temperature and pressure 
slew rates can be found by convex 
programming. The constraints in the convex 
optimization problem can be set up as a set of 
Kuhn-Tucker Equations and solved using the 
MATLAB optimization toolbox(62). 

A sequential quadratic programming 
(SQP) method is then used to solve the 
problem and is guaranteed superlinear 
convergence by using a quasi-Newton 
updating procedure for accumulating second 
order information. Once the optimal values of 
the temperature and pressure slew rates are 
found, they are used as inputs to the simulation 
(non-linear models) which is then integrated 
forward by one sampling interval (2 minutes). 
A linearization is then conducted about this 
new operating point and the process is 
repeated. 

Figures 13 & 14 show examples of 
optimal temperature and pressure cycles 
calculated using the GPC method together 
with the predicted temporal evolution of the 
state vector components. The goal state for this 
system was a relative density of one, a reaction 
product thickness of 0.6|jm and zero deflection 
for each of the unit cells. The HIP machine 
was assumed to have a maximum operational 
temperature and pressure HOOK and lOOMPa, 
a temperature slew rate of lK/s and 
pressurization rate of 0.022MPa/s. This 
"good" result was obtained by also applying a 
time delay constraint on the pressure slew rate. 
When this is not included, the GPC designed 
cycle closely approaches the goal state density 
and reaction layer thickness but incurs 
significant fiber fracture very early in the 
process. This happens because the controller 
fails to increase the machine's temperature fast 
enough to soften the matrix and avoid large 
fiber deflections. Effects like this can also be 
overcome by increasing the weighting attached 
to fiber damage contributions to the current 
state - goal state vector (Eq. 26) during the 
convex optimization step. 

6. SENSOR TECHNOLOGY 

The direct measurement of a 
component's density throughout a 
consolidation process cycle allows one to 
rapidly evaluate the validity of consolidation 
models^63). It also enables one to implement 
feedback control about a planned path in state 
space provided the models for fiber fracture 
and reaction zone growth are reliable. The 
reliability of the fracture model depends on the 
reliability of densification kinetics and the 
assumed strength properties for the fiber. Since 
the former could be a directly sensed quantity, 
the feedback control approach requires only 
reliable fiber strength data and kinetic 
parameters for fiber-matrix reactivity. Both can 
be obtained to more than adequate precision 
with a few simple experiments. 

During consolidation processing no 
mass change occurs and so the relative density 
can be obtained by making measurements of 
the volume or shape of the component during 
consolidation. This can be done using 
multifrequency eddy current techniques^21' ' 
63\ Probe-type sensors like those shown in 
Figure 15 have been used for measuring the 
separation distance between a fixed probe-tip 
and the (changing) position of the sample 
surface near the probe tip^22\ Pairs of probes 
maintained a fixed (or known) distance apart 
then allow determination of a component's 
thickness. In a sense, they become eddy 
current calipers. Other probe array 
configurations can give the dimensional 
changes of even complex shaped parts if this is 
necessary. 

The response of these eddy current 
probes depends upon the probe's 
design/operating frequency, the 
electrical/magnetic properties of the 
component, and the component's shape in the 
vicinity of the probe. Relationships between 
these parameters and the impedance of the 
probe/test circuit have been investigated to 
perfect the sensor's design and develop 
algorithms to analyze multifrequency 
impedance   data   so   that   the   component's 
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dimensions may be deduced to the needed 
level of precision for model verification or 
feedback control. For axisymmetric 
configurations, the analytical approach of 
Dodd and Deeds^64\ together with a network 
analysis of the test circuit, may be used to 
derive the fundamental relationships required. 
For samples of more complex shape, an 
electromagnetic finite element method can be 
used(65) 

0        100       200       300       400       500 

Time (min) 

Fig. 13 Example of a calculated optimal 
temperature/pressure path and 
resulting microstructural evolution for 
the Ti-24A1-1 lNb/SCS-6 system(61). 

Normally, a two-coil design for each 
probe (as schematically indicated in Figure 13) 
is used so that the measured response is, to first 
order, independent of temperature (this avoids 
the need for active cooling of the sensor which 
is impractical in the HIP environment). The 
primary coil  of the  sensor,  Figure  14,  is 
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Fig. 14 Example of a calculated optimal 
temperature/pressure path and 
resulting microstructural evolution for 
the Ti-6Al-4V/SCS-6 system(61). 

connected to a variable frequency oscillator 
with optional power amplification. The current 
(Ip), that flows in the solenoid generates an 
electromagnetic field, a fraction of which links 
the sample of interest and the secondary coil. 
By measuring the voltage drop (Vp), across a 
precision resistor (R) to ground, the value of 
the primary current (Ip) can be continuously 
monitored. The fluctuating electromagnetic 
field associated with the primary current 
induces eddy currents in the nearby conducting 
sample. The eddy currents, whose magnitude 
depends upon the rate of change of flux (which 
increases with frequency), act to oppose the 
change in field (Lenz's law) and thereby 
perturb the field of the primary coil. The 
perturbed field can be conveniently measured 
with a second coil aligned coaxially with the 
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primary. The voltage induced in the secondary 
coil (Vs), though small can be amplified, and if 
measured with a high impedance instrument, is 
independent of the secondary windings 
resistance, and thus the sensor's temperature. 

Fig. 15 Schematic illustrations of the use of 
eddy current probe sensors to measure 
shape (volume) changes during 
consolidation. 

The ratio Vs:Vp defines a sensor gain 
(G), and the difference in phase between 
primary and secondary, <|> = <|>s - (j)p, defines the 
measured phase. Then at any measurement 
frequency, the complex impedance 
components can be found from: 

RealZ = (G/G0)Sin($ - <t>0) (27) 

ImagZ=(G/G0)Costo-*0) (28) 

where the subscript zero refers to the values of 
an empty coil located far from any conductor. 

The impedance normalized by the 
empty coil value is plotted on the right in 
Figure 16 for two different distances h above a 
uniform conductor with the electrical 
conductivity of copper. At low frequencies, the 
rate of change of flux is small, and the eddy 
current density is low, but is distributed deeply 
within the sample because the skin depth 8 is 
large (recall that 8=(2/coo|i)1/2 where co is the 
radial frequency, a the conductivity and \i the 
sample's permeability). At low frequencies 
there is quite a large change of phase because 

the flux deeply penetrates the conductor, but 
almost no eddy current losses occur because 
the eddy current density is small, so the 
impedance is almost purely inductive 
(imaginary). As the frequency is increased, 
eddy current densities increase resulting in 
greater losses that are reflected by the increase 
in the real part of Z. The imaginary component 
decreases because the flux does not penetrate 
as deep into the sample. At very high 
frequencies, the skin effect limits the depth of 
flux penetration severely, and the total eddy 
current losses also decrease because the 
volume supporting the eddy currents becomes 
very small, and overpowers the increase in 
current density associated with the now very 
high rate of flux change. 

EDDY CURRENT SENSOR PRINCIPLE 
Power Amp 

Variable frequency (m) 
oic)Kator{102-10e Hz) 

J—I—VvV 

0.00 0.05 0.10 0.1: 

Real Z Component 

Fig. 16 The   eddy   current   probe   sensors 
measurement principle. 

In the limit, the eddy current losses go 
to zero and the impedance curve intersects the 
imaginary axis at a value determined by the 
ratio of the flux linking the sample and the 
secondary coil to the total flux. Thus, as the 
sample densities, and its surface moves away 
from the sensor (see for example the curve for 
h=4.8mm), fewer flux lines link the sample 
and the high frequency intercept moves 
towards the origin at (Z=0+lj). 

Using an axisymmetric finite element 
model the sensor configuration shown in 
Figure 15 has been analyzed in detail1- '. The 
analysis consists of solving for the unknown 
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magnetic vector potential A over a range of 
frequencies for different lift-offs and sample 
conductivities and then computing the coil 
impedances. Model parameters such as coil 
diameter, coil length, the number of turns, the 
number of secondary coils and their 
placement, sample thickness, material 
parameters and loading conditions can then be 
easily studied, and optimized sensors designed 
for various applications. This has all been 
significantly simplified by the advent of user 
friendly electromagnetic finite element 
codes(65). 

The   governing   equations   for  these 
types of problems follow from Ampere's Law: 

V A = -UJ (29) 

where u is the magnetic permeability, A the 
magnetic vector potential, and J is the total 
current density. It is composed of two 
contributions: 

I ~ leddy + Jcoil (30) 

The induced eddy current density within the 
sample can be written as, 

'.eddy 

adA 
(3D 

where E is the electric field and a is the 
electrical conductivity. Substituting for J in 
Amperes Law gives the governing differential 
equation: 

dA 
V -\u*Tt =-vJcoil 

With sinusoidal excitation, 

Icoil - Jcoil  e 
-jat 

and, 

A = A e 
-jm 

(32) 

(33) 

(34) 

Thus, the governing equation reduces to the 
fundamental eddy current relation, 

V2A +j(o\iaA = \iJ_coil (35) 

The boundary conditions are that A and its 
normal derivative are continuous across each 
boundary. 

The impedance measured 
experimentally depends upon the average 
value of the vector potential at the location of 
the secondary coil: 

Z ='—T^[Im(A)-jRe(A)]        (36) 

where f is the excitation frequency (Hz), Ns is 
the number of secondary coil turns, rs is the 
secondary coil radius and Ip the primary coil 
current. 

One usually measures an impedance 
normalized by the impedance of the probe 
when it is located far from a sample. This 
empty coil impedance, Z0, is given by: 

Z = 
4n nsr/ 

[Im(Ao)-jRe(Ao)] = R0 +j(i>L0 (37) 

where A0 is the vector potential in the absence 
of the sample, R0 is the equivalent resistive 
impedance component and (OLQ the empty 
coil's inductive reactance component. In 
general (öL0 » Ro and so the normalized 
impedance, 

R+j(oL  _ R     j(oL 
n ~ R0 +j(öL0 = ö)Zo    au" (38) 

o 

= i-^Aave)+jRe(Aave)]/Re(Ao) 

For a differential sensor (i.e. one with 
two spatially separated opposingly wound 
pick-up coils), the impedance is calculated by 
algebraically summing the impedance of the 
individual secondaries. 

The normalized high frequency 
impedance for a probe coil with a single 
secondary is shown versus lift-off in Figure 17 
(curve 4). One sees that for larger separation 
distances, the effect of a small further change 
in separation distance becomes progressively 
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more difficult to observe. In practice, one is 
interested in the final stages of shrinkage of a 
sample when the surface has moved -10% of 
the sample thickness away from the probe. If 
the probe diameter is substantially less than the 
sample thickness results in a loss of sensitivity 
to the elimination of a sample's final porosity. 

One way to overcome this limitation is 
to increase the sensitivity at larger separation 
distances by increasing the sensor's diameter. 
But this increases the sensitivity to concurrent 
changes in lateral sample dimensions (length 
and width). An alternative approach involves 
the use of a differential secondary 
configuration. Figure 17 shows the calculated 
normalized impedance for several differential 
sensor designs (shown on the right) with 
secondary coil separations of 3.2, 6.4, and 
9.6mm. The normalization practice now 
inverts the impedance plane diagram but one 
notes that there is now a much stronger effect 
of impedance upon lift-off. 

The size of the impedance curve, can 
be controlled by varying the secondary coil 
separation. The effect of this separation upon 
the normalized imaginary Z-component 
verses lift-off relationship is shown in Figure 
17. We see that the sensitivity to lift-off (i.e., 
the slope of the curve) is determined by the 
number and separation of the secondary coils. 
In particular, we note that there is considerable 
enhancement in far field sensitivity (i.e., lift- 
offs greater than 4mm) for these differential 
sensor geometries. 

Based upon these results, sensors have 
been designed using boron nitride preforms 
and high temperature (e.g., platinum or 
molybdenum) windings and used to measure 
changes in the thickness of composite samples 
to better than 20fim precision during HIP 
cycles to temperatures in excess of 1000°C. 
They have been used both to evaluate the 
predictions of densification models and for on- 
line process control. The accuracy appears to 
be limited by thermal effects upon the 
dimensions of the sensors and changes to the 
electrical conductivity of its components and 

Lift-Off Dependency of High Frequency Impedance 
for Differential Sensor Configurations 
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Fig. 17 Calculated sensor responses for 
different eddy current sensor probe 
designs(22). 

the sample as the temperature varies. Further 
work is needed to understand the subtle 
consequences of these. 

7. FEEDBACK CONTROL 

The        feedback        control of 
microstructural states during composite 
consolidation is a formidable problem. The 
optimal controller will vary throughout the 
process, the dynamics are highly nonlinear, 
irreversible, and only some of the states are 
sensed. However, because the dynamics of 
composite consolidation are fairly slow (the 
process requires several hours to complete), a 
relatively small closed-loop bandwidth is 
required for successful control. Hence, the 
Nyquist sampling rate for the sensors is low 
and there is ample time (1-2 minutes) for 
computations in a control loop. In view of this, 
and given the difficulty of the feedback control 
problem, it has been logical to consider 
controller architectures that might normally be 
too computationally intensive for processes 
requiring faster sensor sampling rates. 

One that may be suitable for this type 
of application is shown in Figure 18. It was 
originally designed to allow the control of 
density (D) and grain size (G) during the 
consolidation   of   powders   using   models 
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developed by Ashby and others(66). In view of 
the similarities between this and composite 
consolidation, it appears a good place to begin 
an attack of the composite problem. The 
architecture functions by constantly forming a 
local linearization of the material dynamics 
which is then used in a controller design 
procedure (in this sense it is similar to GPC 
path planning). The controller then attempts to 
establish a temperature and pressure schedule 
that steers the current material state, xh to the 
desired goal state xg. 

The architecture shown in Figure 18, 
uses what is known as an observer based 
controller. In this approach the observer 
(estimator) uses the linearized process models 
to estimate future material states (by applying 
Kaiman filtering) given the present estimated 
states (b, G, f, P], the sensed states (D,G,T,P), 
the current actuator inputs (T, P), and a gain 
matrix L. The observer based controller is then 
designed using linear quadratic regulator 
(LQR) theory. Here, the states (either 
estimated or sensed) are optimally fed back to 
the linearized system as inputs after they are 
acted upon by some gain matrix K to drive the 
system to the future material states. These 
problems have been rigorously studied and 
have well known solutions (to find K and L) 
involving algebraic Ricatti equations. To 
ensure stable observation and control of the 
system, coprime factorizations of the plant and 
the nominal controller are computed using the 
matrices K and L with formulas found in refs. 
(68, 69). At this point, a stable nominal 
controller has been found (for some point in 
the process) which adjusts the actuator inputs 
(U) to reduce the effects of sensor and actuator 
noise, Figure 19. The observer based controller 
is then continuously redesigned using new 
local linearizations of the system, as the 
process progresses through the consolidation 
cycle. 

To drive the regulated variables (D,G) 
to their goal (* ), a finite response Q filter is 
added to the system, Figure 19. W represents 
the set of exogenous inputs (the goal state (xg), 
the sensor noises and actuator disturbances), Z 

comprises the regulated variables (i.e. the 
controls, (f, P), the machine states (T,P) and 
the material states (D,G), U comprises the 
actuator inputs (t, P), and Y the sensed 
outputs (D,G,T,P and xg). The nominal 
controller is then modified or augmented to 
produce a signal e (with the same number of 
dimensions as the sensed outputs Y), and an 
auxiliary input signal v (of the same size as the 
actuator inputs U). The important point to this 
controller architecture is that the map from e to 
v, H is forced to zero, so that when a finite 
impulse response filter Q is inserted, the 
overall transfer matrix Goverall assumes the 
form: 

6''overall = Hzw + HtvQHe (39) 

which will then have the affine structure in Q 
needed for convex optimization. This convex 
optimization results in the elements of the Q 
matrix Qtj, such that the sensor and actuator 
noises are minimized, the closed loop system 
is stable, and the regulated variables are driven 
to their goal state. 

Fig. 18 Feedback control architecture 
designed to control density (D) and 
grain size (G) during the HIPing of 
powders(66). 

The convex program is set up to 
minimize some objective function (in this case 
a weighted sum of the Euclidean distance 
between the goal state and the projected future 
states) to select the "best" controller (locally). 
Moderately sized convex programs can be 
solved easily in the available time. Once Q is 
found, controller specifications are complete, 
and the control is calculated and implemented 
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until the next sensor sampling of the process, 
whereupon the process is repeated. Figure 18 
shows an example of a simulation conducted 
with this controller (assuming perfect sensing 
of D and G). The goal states are shown in 
dashed lines, and it is clear that for this case at 
least, the controller is able to practise the 
principles of IPM control. 
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Fig. 19 System    after   closing    loop    with 
nominal controller. 

This approach to feedback control has 
now begun to be applied to HIP consolidation 
processing of composites with encouraging 
initial results^67). The HIP consolidation of 
metal alloy powders/composites to a goal state 
microstructure occurs by similar mechanisms 
to other deformation processes such as vacuum 
hot pressing, isothermal forging, hot rolling, 
extrusion, superplastic forming/diffusion 
bonding, etc. These feedback control concepts 
may be a logical starting point for designing 
controllers for these processes also. 

8. CONCLUSIONS 

Intelligent Processing of Materials is a 
new way of designing and controlling 
advanced materials synthesis and processing. 
It is making a pervasive impact across a broad 
spectrum of materials and processes. 
Predictive process modeling, combined with 
convex optimization techniques, are beginning 
to allow materials engineers to rapidly design 
processes that result in the attainment of a goal 
state  microstructure  -   a  key   step  in  the 

Time   (min) Time  (min) 

Fig. 20 Simulated performance of an IPM 
control system for alloy powder 
densification. The goal state 
microstructures are indicated by 
dashed horizontal lines(66). 

development of a processing technology that 
will finally enable the high yield manufacture 
of highly engineered materials like smart 
materials/structures. When microstructure 
attribute sensors are available, a new (for 
materials synthesis/processing) type of IPM 
feedback control methodology becomes 
feasible. The first tentative steps in this 
direction have been made and at least one 
approach appears to hold promise. However, 
its application is paced by the emergence of 
new microstructure sensors. As the materials 
community finds ways to field non-invasive 
techniques based on eddy currents, laser 
ultrasonics, dielectric spectroscopy, microwave 
reflectivity, ellipsometry, etc. to satisfy these 
sensor needs, the extension of IPM as a 
feedback control method is likely to grow 
rapidly to reduce process costs and realize the 
potentially significant improvements in the 
yield/quality of high performance smart 
materials. 
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SUMMARY 

Within the paper, the following is discussed: existing load 
monitoring systems in aircraft and their use for fatigue 
damage evaluation; validation of different NDT-techniques 
with regard to their use for and integration into composite 
materials; validation of the use of structural health 
(damage) monitoring systems; parameters and techniques 
based on piezoelectric sensing for monitoring impact 
loads. It is concluded that structural health monitoring can 
have a beneficial effect in combination with composite 
materials. 

INTRODUCTION 

Aircraft are known to be highly complex systems. They are 
composed of a variety of electronic, hydraulic and propul- 
sion systems and a light weight/high stiffness structure, 
that has to withstand severe loading conditions. In addition 
the whole system is highly safety critical and suffers 
degradation even when not being in service. Such complex 
systems require extended maintenance. 

Because of safety criticality, most of the maintenance 
effort is related to monitoring. Only a smaller amount of 
maintenance should be related to repair. Manpower has 
become a major cost driving force in highly industrialized 
countries while increased competition in commercial air- 
craft business has led to low transport fares and highly 
sophisticated technology in military aircraft or space 
vehicle business requires extended care in functionality 
and reliability. Procedures for automated structural health 
or generally condition monitoring with high reliability are 
therefore considerable solutions for meeting the objectives 
of maintenance cost minimization, reliability, and functio- 
nality enhancement. 

Beside these objectives, a variety of other requirements 
and reasons exist which includes: 

• preservation of flight safety and improvement of 
operational capability 

• maximization of aircrafts'  availability through on- 
condition monitoring 

• reduction of weight because of taking better advantage 
of the materials potential 

• improvement of inspectability of composite materials' 
structures 

• better understanding of the materials damage 
behaviour through simplification in detection, locali- 
zation and possibly validation of damage such as 
cracks, delaminations and corrosion resulting from 
fatigue, impacts or mishandling 

• saving fuel and thus reducing pollution. 

Monitoring of aircraft structures is nowadays still fully 
performed on-ground using Non-Destructive Testing 
(NDT) procedures according to prescribed instructions and 
after fixed service time intervals. As these fixed intervals 
have been mainly based on severe flight conditions first 
attempts have been made to flexibilize these by on- 
condition monitoring using an aircraft loads monitoring 
system. Smart materials and structures technology 
including microelectronics and advanced data processing 
such as data bases, neural networks, fuzzy logic and 
artificial intelligence are emerging areas of science which 
might allow to integrate a NDT-system into an aircraft 
structure similar to the neural system in a human body. 
Fully automated aircraft structure condition monitoring 
would be enabled even to be used in-flight. 

Materials mainly used today in aircraft structures are 
metals, metal matrix composites (MMC), and polymer- 
based composites. Ceramics is a further group of materials 
which is partly considered for jet engines and in structures 
with respect to hypersonic aircraft. The way how damage 
is generated highly depends on the material's ductility and 
homogeneity. Damage in ductile materials such as metals 
and MMCs is mainly characterized by cracks which 
generate on a microscopic level and slowly progress during 
a component's life. Monitoring however these cracks is 
quite troublesome and is mainly restricted to inspecting 
highly loaded areas such as notches or joints (rivets, bolts, 
welds, etc.). Determination of the incident where in- 
spection becomes interesting is either defined by a 
prescribed inspection sequence or by monitoring the actual 
load sequence the component has gone through. Damage 
occuring from unexpected severe loads such as impacts 
can be well seen as a plastic deformation on the com- 
ponent's surface. Polymerbased composite materials often 
do not possess that amount of plasticity which leads to the 
fact that impacts can induce barely visible impact damages 
(BVID). These damages can only be monitored by using 
handheld non-destructive testing (NDT) equipment during 
an on-ground inspection. Smart structures technology can 
facilitate that inspection effort through the implementation 
of a sensor network into or onto these materials, allowing 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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continuous on-board monitoring. Finally damage in cera- 
mic materials is mainly characterized by the distribution of 
the damage inducing microscopic failures (e.g. voids) 
which might not change over the component's service life 
and thus only needs to be determined once at the begin- 
ning of the component's life. 

This paper will focus on exsting load monitoring systems 
in aircraft to be used for fatigue life evaluation, validation 
of different NDT-techniques with regard to their use for 
being integrated into composite materials, validation of the 
use of structural health monitoring systems and parameters 
and techniques based on piezoelectric sensing for moni- 
toring impact loads. In a subsequent paper the imple- 
mentation of these ideas and techniques into real aircraft 
components will be discussed (Kudva, 1996). 

STATE-OF-THE-ART OF IN-FLIGHT AIRCRAFT 
STRUCTURAL HEALTH MONITORING 

When considering an aircraft from a health and usage 
monitoring aspect, four different areas within the aircraft 
are of major importance: 

• the aircraft structure, 
• hydraulic systems, 
• propulsion systems, and 
• electronics/avionics. 

For propulsion systems health and usage monitoring are 
highly advanced. Whole in-flight Engine Condition Moni- 
toring (ECM) systems have been developed and built 
which are already in use within various operators' fleets 
[Spragg et al. 1989, Haberding 1985]. This takes in engine 
data such as revolutions per minute, vibrations, tempera- 
tures, pressures and rate of fuel usage. By immediate data 
analysis, engine condition can be monitored long before 
in-flight malfunctions occur, and defects can be traced to a 
specific module within the engine. ECM has received FAA 
and JAA approval. 

Since the widespread introduction of digital technology, 
the control and avionics systems of aircraft incorporate 
varying levels of Built In Test Equipment (BITE) to moni- 
tor system behaviour and to provide corrective action in 
the event of failures. 

In-situ monitoring of aircraft structures or hydraulic sys- 
tems is still limited to on-ground monitoring using NDT 
procedures such as eddy current, ultrasonics, pressuriza- 
tion or simply the naked eye [Achenbach and Thompson 
1991]. 

In-flight monitoring, having gained large interest during 
the past decades, is performed nowadays by either 
monitoring strain or flight parameter sequences which are 
then used to derive a load sequence for the aircraft part 
considered. A description of this kind of monitoring is 
given in the following. 

Strain Gauge Based Monitoring System 

Initial work with in-flight monitoring was performed by 
bonding strain gauges to well selected areas in the aircraft 
and measuring strain sequences. On-ground, but even with 
sufficient computation capacity on-board, the strain 
sequences are then converted to stresses and/or loads 

allowing a numerical evaluation of fatigue damage using 
mainly simple damage accumulation rules (e.g. Palmgren- 
Miner's rule). 

This kind of monitoring system has been conti-nuously 
developed through the past years mainly using improved 
bonding techniques, advanced electronics and data 
processing as well as improved sensors. Various examples 
are described in [AGARD 1991] where Fig. 1 shows one 
example for a military aircraft [Amabile and Giacobbe, 
1991]. All strains measured with strain gauges are 
converted to digital signals and stored in-service in a Data 
Acquisition Unit (DAU). Within a following step the 
strain histories are then converted to stress histories and a 
detailed damage/fatigue life evaluation is performed for 
the last flight and the overall flight history of the aircraft. 
This damage/fatigue life evaluation might be performed 
either in-flight or on-ground. 

Monitored Locations 
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Computation 
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Fig. 1: Strain Gauge Based A/C Health Monitoring 

Flight Parameter Based Monitoring Systems 

Aircraft operators try to minimize the risk of complexity 
within an aircraft by avoiding additional sensors. There- 
fore strain gauges for simply monitoring loads might not 
be welcome. Instead sensors already available in the 
aircraft are used for monitoring the aircraft's load 
sequence. Early work started by using the g-meter for 
converting measured gravity accelerations to flight loads. 
This work was then extended including further flight 
parameters such as speed, altitude, air data, pressure, fuel 
quantity, flaps position, etc. for a more precise evaluation 
of loads. Fig. 2 shows an example of the Operational 
Loads Monitoring System (OLMS) developed for the Air- 
bus A320 [Ladda and Meyer, 1991] and Fig. 3 the main 
procedure of the On-board Life Monitoring System 
(OLMOS) used for the Panavia Tormado military aircraft 
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within the German Tornado fleet [Bauer 1987, Krauß 
1988]. 
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Fig. 2:    OLMS, Flight Parameter Based A/C Health 
Monitoring [Ladda & Meyer 1991] 

Both systems are designed for on-board preprocessing of 
data, differing between special events (hard landings and 
limit load exceedances) and the general load spectrum. 
Even though the accuracy of the load sequence monitored 
is not fully satisfying at present a lot of improvement has 
already been gained in die past and further improvement 
can be expected from ongoing work. The optimum result 
obtainable with a flight parameter based system is there- 
fore a load sequence identical to a load sequence measured 
with strain gauges. 

Disadvantages with Actual Monitoring Systems 

A loads monitoring system as described before is not able 
to monitor - or in other words - detect damage by additio- 
nal use of numerical evaluation procedures. The difference 
between predicted and detected damage can be quite 
remarkable. A factor of two is very common in fatigue life 
predictions [Boiler et al. 1983]. Furthermore structures 
exhibit large scatter in their damage behaviour. Fig. 4 is a 
typical example for a fatigue life curve [Simpson (Ed.) 
1987]. The scatter in experimentally obtained fatigue lives 
easily varies by a factor of +/- 2 around the mean value. 
The solid and dotted lines in Fig. 4 are the result of 
numerical fatigue life evaluation using different baseline 
data for the same material. It is obvious that the predicted 
fatigue life is significantly influenced by the appropriate 
selection of baseline data. Other factors are known to be 
the damage accumulation rule or the state of stress (uni- 
/multiaxial mean stress) applied. It can therefore be 
concluded that real monitoring of damage would be of 
great advantage to get more precise and reliable informa- 
tion. 
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Fig. 4: Predicted versus Actual Fatigue Life [Simpson 
(Ed.), 1987] 

The gap between predicted and real damage becomes even 
larger when considering composite materials. Damage 
evaluation for these materials is still at an early stage. 
Monitoring flight loads is hardly of great use to detect 
damage in composites such as fibre or matrix fracture, 
delamination or BVID. Composite structures nowadays are 
designed such that they can withstand all service loading 
conditions without experiencing damage. They could how- 
ever be designed much more light weight if damage such 
as mentioned above could be monitored. This would lead 
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to make better use of composite materials potential with- 
out influencing the degree of security required. 

Another aspect which cannot be covered by loads monito- 
ring are environmental effects such as corrosion in metal- 
lic and humidity and temperature effects in composite 
structures - aspects which are becoming important with the 
increasing age of aircraft. 

As a conclusion, considering safe-life as well as damage 
tolerant design and taking full advantage of materials' 
potential is only possible through continuous monitoring of 
material's condition applying NDT procedures. These 
NDT procedures must be applied on-board and even in- 
flight of an aircraft. An NDT system being an integral part 
of the aircraft can then lead to reduced manpower for 
inspection and ground times. 

VALIDATION OF DIFFERENT MONITORING 
TECHNIQUES 

A variety of NDT procedures is used within on-ground 
maintenance of aircraft structures nowadays. Apart from 
visual inspection, use of ultrasonics and eddy current are 
the procedures generally applied. Procedures such as 
computer tomography, holography, shearography, thermo- 
graphy, Barkhausen noise or magneto optical eddy current 
have recently gained more attraction because of improved 
availability of these techniques. Major applicability and 

experience gained with these techniques has been with 
metals. A limited number of them is however also appli- 
cable to composite materials. 

Requirements for On-Condition Monitoring 

Future aircraft health and usage monitoring systems to be 
designed as built-in systems must be able to monitor 
damage on-condition. Major damage to be detected 
includes: 

• fatigue and corrosion in metallic structures, and 
• delaminations, especially BVID, in composite struc- 

tures 

resulting either from material degradation (aging) or 
mishandling including misrepair. 

Damage has to be detected, localized and monitored in 
accordance with damage tolerance design principles. 

On-condition monitoring is closely related to in-flight 
monitoring. The major criterion for selecting the appro- 
priate NDT procedures is therefore in-flight applicability. 
Fig. 5 shows an overview of NDT Procedures with respect 
to applicability for in-flight monitoring, degree of develop- 
ment, degree of monitoring and type of damage monitored. 

"   ■—^^^        Montoring 
Monitoring"——-^Qualities 
Technoloqy                 —^ 
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Loads Damage 
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Visual/Borescope No- + + + 

Strain Yes + + + (+) 
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Eddy Current No- + + + + (+) (+) 

Penetrant No- + + + + (+) 

Paintings No- - + + 

Chenn. Sensing Yes + - + + 

Radiography No- + + + + + + + 

Modal Analysis Yes + + + + + + + + 7 

Acoustic Emission Yes + + + + + + + + (+) 

Holography 7 - ? 7 7 7 7 ? 

Ultrasonic Yes + + + + + + + 7 

Shearography ? - ? 7 ? 7 7 ? 

Thermography No- - + + + + + 

Barkhausen Noise ? - ? ? ? ? 

Magneteo Opt Eddy Curr. No- - 7 ? ? ? 

Comp. Aid Tomography No- - + + + 7 7 ? 

Fig. 5:    Technology Selection for Health Monitoring Systems 

The following NDT techniques turn out to show in-flight 
ability: capability: 

• strain 
• flight parameters 
• chemical sensing 
• modal analysis 

• acoustic emission, and 
• acousto ultrasonics. 

When considering well established NDT procedures which 
is generally identical to a high degree of development 
chemical sensing might still be excluded from the tech- 
niques mentioned before. 
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In-situ monitoring of damage is a further major criterion 
for an advanced aircraft health monitoring system which 
reduces the candidate NDT procedures to modal analysis, 
acoustic emission and acousto-ultrasonics. These latter 
procedures are also able to monitor various kinds of 
damage such as fatigue cracks, BVID, delamination or 
even corrosion. Depending on the kind an size of damage 
to be monitored these are the NDT procedures proposed to 
be considered in future health monitoring systems. 

Acoustic emission (AE) has been successfully used for 
monitoring discontinuities, fatigue failures, materials 
behaviour, welds including welding process or stress 
corrosion cracking in pressure vessels, aerospace and 
engineering structures. Acoustic emission is the elastic 
energy being suddenly released when materials undergo 
deformation. It may be released from propagation of cracks 
and/or delaminations, friction, leakage or microscopic 
deformation or transformation. The elastic energy - or 
better acoustic signal - emitted from the damage is 
registered as acoustic signal of a frequency of in the range 
between 10 kHz and 1 Mhz using a piezoelectric sensor 
well attached to the structure. Fig. 6a shows schematically 
a typical example of an AE signal. The siganal is then 
analyzed and classified according to specific features such 
as amplitude, rise time, decay time, duration, counts, etc. 

(Fig. 6b). Including time as a parameter allows damage 
source localization when at least three AE sensors are 
used. A good compilation of AE fundamentals and appli- 
cations is given in [Miller & Mclntire (Ed.s) 1987]. 
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Fig. 6a:     Definition of Simple Waveform Para- 
meters [Miller & Mclntire (Ed.s) 1987] 
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Fig. 6b:     A Classification System for Treatment of Acoustic Emission Signals [Miller & Mclntire (Ed.s) 1987] 

Various studies have been performed during the past 
decades using AE for monitoring damage in aircraft 
structures [Bailey 1976, Scala 1986, Carlyle 1989, Fotos 
1989]. Some of these studies report of having even applied 
AE for in-flight monitoring [Scala 1986, McBride 1989]. 
This has however been limited to either monitoring an 
aircraft structure in a rig test [Scala 1986] performed on- 
ground under simulated in-flight conditions or implemen- 
ting an inertial loading apparatus with a precracked test 
specimen in a flying aircraft [McBride et al. 1989]. 

Other studies have been performed by pressurizing the 
cabin of commercial aircraft fuselages for the detection of 
fatigue cracks, corrosion, cracked lap joints and cracks 
around rivets and in forgings and wing splices [Fotos 
1989]. The F-lll fighter/bomber aircraft has been tested 
in a chamber where the aircraft was periodically chilled to 
-40°C and stressed between +7,3 g and -3,0 g and an AE 
system was used to locate sources of structural failure 
[Crlyle 1989]. Techniques were developed to eliminate 

loading noise and a strategy was established to identify 
locations where sensors should be placed to obtain opti- 
mized signals. These developments have become feasible 
since handling, processing and interpretation of data has 
been improved through better computer technology and 
new attempts [McBride et al. 1991]. 

Acousto-ultrasonics is a technique which has been proved 
to be even more sensible than acoustic emission [Vary & 
Lark 1979, Hillger & Block 1986]. Fig. 7 illustrates the 
principle of this technique. It requires two probes, one of 
which is used to introduce ultrasonic stress waves into the 
structure and the other to pick up these stress waves at 
another position. As soon as the damaged area lies 
between the two probes the shape of the received acoustic 
signal changes because of change in material damping 
characteristics due to the damage (crack, delamination) 
occured. Acousto-ultrasonics has not been an NDT proce- 
dure established within aircraft structures up to now but it 
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shows significant potential for future health monitoring 
systems. 

Ultrasonic Transmitter Acoustic Emission Receiver 
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Fig. 7: Schematic Diagram of the Acousto-Ultrasonic 
Technique 

Modal analysis is a further NDT procedure which is 
widely applied for monitoing space structures. It is based 
on monitoring vibration modes. These vibration modes 
change when damage occurs. Pandey et al. (1991) have 
shown the applicability of modal analysis for a cracked 
beam based on numerical (FEM) analysis. Tracy and 
Pardoen (1989) used modal analysis for monitoring 
damage in a delaminated beam where the analytical 
procedure is explained in more detail in a subsequent 
chapter. Hickman et al (1991) have shown on a demon- 
strator aircraft, that modal analysis could well be used for 
monitoring damage such as lost rivets or bolts. Similar 
applications are known with the Integrated Health and 
Usage Monitoring Systems (HUMS) of helicopters 
(Bristow 1992). Other aircraft applications include 
monitoring of cracks in metallic aircraft fuselages 
(Robinson et al. 1996). 

Sensor Selection 

The three candidate NDT procedures, modal analysis, 
acoustic emission and acousto ultrasonics are all based on 
monitoring stress waves. The frequency of these stress 
waves range from a few Hz in modal analysis to 1 Mhz in 
acoustic emission. Registration of these waves is per- 
formed either using an accelerometer (especially with 
modal analysis), sensors based on either piezoelectric 
materials (ceramics or polymers) or optical fibers. 

Tradditionally acoustic emission and acousto ultrasonics 
testing has been performed using sensors made of piezo- 
electric ceramics. These sensors are highly sensitive and 
either work on a broad band or limited band/resonant 
basis. The working principle and different kinds of avail- 
able sensors is well described in [Miller & Mclntire (Ed.s) 
1987]. 

Due to the fact that piezoelectric ceramics do not with- 
stand higher strains, piezoelectric rubbers and paints have 
been developed (Hanner et al., 1989; Egusa et al., 1993). 
Manufacturing of these materials is based on the principle 
that a piezoceramic material is milled into a very fine 
particulate-sized powder, mixed to a rubber or epoxy resin 
and then polarized to again obtain the piezoelectric effect. 
Using that kind of material allows to easily shape the type 
of sensors and possibly actuators required according to 
very specific needs. Thus piezoelectric sensors can become 
an integral part of a component. Sensor networks can 
either be bonded or painted onto or even integrated into a 
component. Continuous retrieval of the signals emitted by 

these sensors allows on-line extermination of the compo- 
nent's loading and possibly even damage condition. 

Work has also been published on the use of sensors made 
from polyvinylidene fluoride PVDF for either ultrasonics 
or acoustic emission application [Stiffler & Henneke 1983, 
Brown & Brown 1990]. PVDF has a molecular conforma- 
tion of fluorine atoms opposite to hydrogen atoms along a 
carbon backbone. Because of the strong electronegativity 
of fluorine, PVDF molecules possess a large dipole mo- 
ment leading to piezoelectric properties after processing. 
PVDF processing includes electrical poling, unidirec- 
tional mechanical stretching and thermal treatment. The 
product obtained is a piezofilm with maximum in-plane 
displacement sensitivity in the stretched direction as well 
as some out-of-plane displacement sensitivities. The film 
can be tailored in its geometrical shape according to 
specific needs. Its sensitivity is satisfactory when 
monitoring composite materials. Advantages have to be 
seen in lower cost, lower mass, higher flexibility, wide- 
band frequency response and the high internal damping. 

A lot of development work has been spent in the past years 
using fibre optics for health monitoring of engineering and 
especially aeronautical structures [Glossop et al. 1990]. 
Major work has been reported in [SPIE 1988ff]. Optical 
fibres are mainly based on silicon but may even be made 
of sapphire when used in an ultra-high temperature 
environment (< 2400 °C). To obtain satisfactory reliability 
of signals measured, optical fibres usually have to be 
integrated into the material. As this is especially feasible 
with composite materials, fibre optic sensors have been 
used in various examples for monitoring the curing process 
and/or damage induced by impact or overloads. A detailed 
description of fibre optics technology including its 
applicability of fibre optic smart structures is given in Udd 
(Ed.) 1991, Measures 1992, Culshaw 1996. 

Fibre optic sensors have several advantages com-pared to 
the electrically based sensors mentioned before such as 
light-weight, all passive configurations, low power utiliza- 
tion, immunity to electromagnetic interference, high sensi- 
bility and badwidth, compatibility with optical data trans- 
mission and processing, long lifetimes and low cost (as 
long as using silicon fibres). Disadvantages exist with 
repairability as long as optical fibres have to be integrated 
into the material and placed according to major occuring 
stresses and strains to obtain reliable data. Furthermore a 
lot of effort has to be made to simplify optical signal 
transmission between or out of structural parts leading 
mainly to development of smaller, lower cost and less 
sensible optical signal clutches. 

Summarizing the advantages and disadvantages of the 
three types of sensors leads to the overview given in table 
1. 

The large effort performed in development of fibre optics 
technology as well as in improving performance of piezo- 
electric materials will certainly help to diminish the 
number of disadvantages mentioned above. It is therefore 
timely to consider the application and integration of these 
sensors into smart materials and structures especially 
under the aspect of structural health monitoring. 
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Typeof 
Sensor 

Piezoceramic 

Piezopolymer 

Optical Fibre 

Advantage 

Large Experience; 

Low Cost; Low Mass; Flexibility, Wide-Band 
Frequency, High Internal Damping 

Electromagn. Immunity, Compatible to Optical 
Data Transmission; High Temp. Stability 

Disadvantage 

Expensive; High Mass; No Flexibility 

Limited Experienc; Low Temperature Stability 

Repairability, Signal Transfer Clutches; 
Need for Materials/Structures Integration 

Table 1 

VALIDATING STRUCTURAL HEALTH MONI- 
TORING 

The variety of numerical tools available today allows to 
determine and validate the potential of technologies before 
starting an experiment. Even though the numbers calcu- 
lated may not completely reflect reality, they might still be 
useful when compared to each other as long as they all 
contain a constant error. A large number of excellent 
studies have been performed for active and adaptive 
structures (e.g. Crawley and Anderson, 1989; Barrett, 
1995) while comparatively less has been done for structure 
health monitoring. 

A key aspect to be considerde with Structural Health 
Monitoring Systems (SHMS) is the problem of how 
damage accumulates in the material selected which has 

now been especially discussed for metals for nearly 70 
years (Palmgren, 1929; Miner, 1945). Damage accumu- 
lation - as far as related to metals - is often assumed to 
follow linear relationships when being considered in 
numerical fatigue life evaluations. However in reality 
damage may often accumulate according to nonlinear 
relationships. An equation also allowing to account for 
these non-linearities can be written as 

D = \- 
(N\ 

\NfJ 
(1) 

where D is damage, (N/Nß the normalized fatigue life, Nr 

the residual fatigue life and Nr the total fatigue life 
respectively. As shown in Fig. 8 the case of linear damage 
accumulation is described when the exponent a equals 1 
while in all other cases damage accumulates nonlinearly. 
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Fig. 8: Damage Accumulation Behaviour and Fatigue Life Curve for Composite Considered 

Damage accumulation in composite materials is quite 
different when compared to metals. Since the approach 
mentioned above is however more of a phenomenological 
nature and stress versus fatigue life is also used to 
describe the fatigue behaviour of composites, Eq. (1) will 
even be applied here for characterizing the damage 
behaviour of composite materials. 

Fig. 8 contains some data for a graphite composite 
laminate [02/+45/02/-45/0/90]s which Prinz, 1983 tested 
on flat unnotched specimens under reversed fatigue 
loading (R = -1). 64 specimens were tested until complete 
buckling under compression loading and used to determine 
the fatigue life curve which can be well described in a 
semi-log scale using the following equation 

log = kx 1- 3- (2) 

with N being the number of cycles, k the slope, and a the 
applied stress while i and ref denote the actual and an 
arbitrary reference value respectively. Additionally 33 
specimens were tested the same way but removed unfailed 
after Ni cycles and finally tested under a static 
compression test. The ratio of their compression 
strength oicomp compared to the mean compression 
strength OQ comp of a virgin specimen has been taken as 
the basis to determine their degree of damage according to 
the following equation: 

D,=l- 
iyComp 

'Qtccmp 

(3) 
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Since neither the virgin compressive strength nor the total 
fatigue life could be determined for these 33 specimens, 
the mean values of the fatigue life curve described with 
Eq. (2) have been taken to convert the damage determined 
under Eq. (3) to a damage being related to the number of 
cycles as described with Eq. (1) with Nr being 

Nr=Nf-N, (4) 

This explains the large scatter of the experimental data in 
Fig. 3 and why some of the data fall below a value of 0 for 
the damage and ratio of residual life respectively. 

Composite components nowadays are often designed such 
that they do not require to be inspected during their whole 
life. This requires to always consider the most severe case 
which depends on how damage accumulates or in terms of 
Eq. (l)ifais<lor>l. 

With a > 1 in eq. (l)the most critical situation is 
independent of the fact that the material/component 
contains a SUMS or not. In both cases the most critical 
situation exists when the impact occurs at the very end of 
the components life. Thus no gain in allowable stress can 
be achieved by using a SHMS for a material accumulating 
damage with a > 1. 

For a<l the most severe service condition for a 
material/component without a SHMS is when the materi- 
al/component is hit by an impact inducing a damage of 
Dim at the very beginning of ist service life. The residual 
life of the material/component can be calculated using Eq. 
(1) which leads to 

Nr 
= 0-AJ \la 

(5) 

Since the material/component has to survive at least the 
first mission (time between maintenance) of Nm cycles 
during which the impact can occur, the normalized resi- 
dual life becomes 

Nr   - N". + .N- 

Nf     Nt Nt 

(6) 

Including Eq. (6) into Eq. (2) and having cycles and 
stresses based on the reference values N~u- and o~,f re- 
spectively, leads to the relationship 

re/ana a^yi 

:1 + - log (l-Dj 
I/o 

N, 

log 1L 
AL, 

(7) 

which describes a fatigue life curve for fatigue lives 
including impact damage Dim. 

Considering a material/component with a SHMS. which 
allows the material's/component's inspection at arbitrary 
intervals, the most critical condition is when the impact 
damage Dim is included just at the beginning of the last 

mission. Following Eq. (1) the residual damage after the 
impact is 

^=1" 
'JO 
KNfJ 

(8) 

and the equivalent before the impact is 

D^-D^-D^l- 
N. y 

yNfj 
-D„ (9) 

The residual life thus becomes 

1L 
Nt 

^ = 1- + D,. 

Ma 

(10) 

Including Eq. (10) into Eq. (2) leads to 

log- 
*ißHM   _.       1 

er, rrf k 
1- 

iVa) 

+D. 

log (11) 

with OJSJJM being the allowable stress when using a 
SHMS.' 

To now determine the advantage that can be achieved by 
use of a SHMS, the ratio of the allowable stresses deter- 
mined from Eq.s (7) and (11) can be calculated, which 
leads to the following for N^Nrer=l: 

£ + log 

'I.SHM 

1- 
N. V 

yNfj 
+£>,. 

I/o 

°' * + log \(l-Dj«-% 

(12) 

/ 

Based on the experimental data mentioned before the 
following standard values have been used for qualification 
of the shortcomings of using a SHMS: 

# = 4,617;       a^=6O0MPa;      a = 0,1; 

A. =0,3;   ^lO"3 

Nf 

The fatigue life curve used and some variations in its slope 
k is shown in Fig. 9 while the resulting gain in allowable 
stress determined from eq. (12) and resulting from these 
different slopes can be seen in Fig. 10. It becomes obvious 
that the gain in allowable stress decreases with increase in 
k. A significant gain in using a SHMS is seen with very 
steep fatigue life curves (e.g. k = 2). 
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Fig. 11 Influence of Damage Size and Way of 
Damage Accumulation 

The relationship between the gain in allowable stress and 
the induced impact damage Dim is shown for different 
values of the exponent a on Fig. 11. Generally the gain in 
allowable stress increases with an increase in allowed 
induced impact damage and reaches an infinite value when 
the induced damage reaches its maximum allowable value. 
The reason for infinity here comes from the fact that a 
component without a SHMS and the equivalent impact 
damage is not able to withstand any stress for that 
condition anymore. It also becomes apparent that the 
exponent a - and thus the way how damage accumulates - 
has a strong influence on the gain in allowable stress. 

Finally Fig. 12 shows the influence of the length Nm of a 
mission which is considered to be here the time between 
the possibilities of maintenance, where no significant in- 
fluence can be seen for the two standard examples shown. 

Beside this possibility of increasing allowable stress and 
thus reducing structural weight a major advantage of using 
a SHMS is the reduction in inspection effort, which is 
mainly related to the manpower required. Quantifying this 
generally is quite difficult since every type of component 
mainly follows its specific inspection guidelines. However 
it can be said for a component designed to require no 
inspection, that implementing a SHMS has to be carefully 
considered. Reasons include that: 

Fig. 12 Influence of Mission Length 

- the possible increase in allowable stress through use 
of a SHMS will increase the effort required for repair, 

- the SHMS might require maintenance or 
- the SHMS's mass might absorb the structural mass 

gained through the increase in allowable stress if the 
SHMS's mass cannot be used multifunctionally to 
also carrying loads. 

The aspects to be considered can therefore be summarized 
as follows: 

Aspect Gain Loss 

Saving in Structural Material X 
Increase in Payload X 
Reduced Manpower Effort for 
Inspection X 
Higher Availability Due to 
Less Inspection Time X 
Cost of SHMS X 

Maintenance of SHMS X 
Increased Structural Mass 
through SHMS (x) 
Increased Structural Repair X 

Less Availability Due to 
Increased Repair X 
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Based on these aspects and possibly others a quantitative 
balance has to be performed, allowing finally to determine 
if the SHMS is a cost-effective solution or not. 

VALIDATION OF DIFFERENT MONITORING 
TECHNIQUES 

From the large number of candidate NDT-techniques 
mentioned before, modal analysis, acoustic emission and 
acousto ultrasonics have been considered to be the most 
suitable for in-service structure health monitoring. 

To prove the applicability and suitability of modal analysis 
a significant number of tests has been performed on bars 
and plates where cracks originated from the specimen's 
surface perpendicular to the applied normal stress (e.g. 
Pandey et al., 1991; Campanile, 1993). This type of crack 
is however not very common with composite materials. 
Instead delaminations have to be considered, which can be 
detected with much less sensibility when using modal 
analysis. Experimental results published in various papers 
(e.g. Lee et al., 1987, Balis Crema et al., 1985, Tracy and 
Pardoen, 1989) show, that the delamination's size must be 
at least 10% of the component's surface being monitored 
by a sensor for being reliably detected by that technique. 
This experimental fact can be well analytically explained 
by using some basic mechanic's equations compiled in 
(Tracy and Pardoen, 1989), for describing a delaminated 
beam that is divided into four sections (Fig. 13). 
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+- 

Fig. 13 Mechanical Model for Delaminated Beam 

The governing differential equations are: 

A^-T~ m,a2w,=0      (13) 

"L^A-O (14) 
ax ax 

with the following abbreviations used: At extensional 
stiffness, D, bending stiffness and mt mass. The solutions 
to eq.s (13) and (14) have the form: 

w, =Cn cosh(kx)*Cn sinh(fac) + 
Cn cos(Jbr) +CIA sin(fcc) (15) 

to 
with   k*=mt—   and   U,=Bm+Bx    (16) 

Considering boundary and continuity conditions and 
eliminating non-physical vibration modes leads to 14 
equations with 14 unknowns which can be solved. Fig. 14 
shows the resulting change in natural frequency versus the 
size of a delamination centered in the middle of the beam. 
Since modes higher than mode IV do not lead to 
significant higher sensitivity, results shown in Fig. 14 
prove that only delaminations longer than 10% of the 
beam's length can be reliably recognized. Whenever 
designing a network of sensors for detecting delaminations 
by modal analysis, the distance of sensors should therefore 
not exceed 10 times the minimum delamination size to be 
monitored (e.g. 5-6 mm in diameter) 
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Fig. 14 Influence of Delamination Size on Natural 
Frequency 

Acoustic emission is another candidate NDT-technique 
where limitations exist when using it for damage monito- 
ring in large polymerbased composite components such as 
used for aircraft structures. A major reason for these 
limitations is the composite mateial's significant damping 
behaviour. To simply give an example, damping in a 
carbonfibre reinforced composite is approximately 6 
dB/cm in fibre direction and 10 dB/cm transverse to fibre 
direction at a frequency of 1 Mhz (the upper limit usually 
monitored with acoustic emission). When considering an 
energy of 65 dB, which is usual to occur at the initiation of 
a delamination, a sensor is required approximately every 
10 cm for reliably monitoring the damage. Bearing in mind 
that acoustic emission signals usually have a complex 
shape and are therefore difficult to read, effort required for 
data processing can become highly complex when consi- 
dering aircraft components (e.g. panels, fins, etc.). Thus 
application of acoustic emission in that field still becomes 
highly troublesome. 

Due to the fact that the measurable deformation, dynamic 
or acoustic signals emitted from delaminations in com- 
posite structures are relatively weak, they can be easily 
disturbed by other signals generated in an in-service 
environment and can thus lead to misinterpretations. A lot 
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of effort is therefore required to avoid that problem by 
using a large number of sensors and spending very much 
effort into data processing. 

A way allowing to reduce the severity of that problem 
exists by emitting a well defined signal through the 
structure, which can be an acoustic signal as described 
before for the acoustc-ultrasonics method, but can also be 
of another physical nature. Recently piezoelectric elements 
have been integrated into composite structures and have 
been used as sensors and actuators with success (Keilers 
& Chang 1995, Lalande & Rogers 1996, Shen et al. 1996, 
Esteban et al. 1996). Lalande and Rogers (1996) have 
shown results where a defined signal has been emitted 
from a piezoelectric sensor for the case of an undamaged 
and a damaged component. A difference in the frequency 
response can be clearly recognized. However using classi- 
cal modal analysis by simply monitoring the frequency 
spectrum in the far field does not lead to any significant 
difference in the frequency response mentioned. 

Another method being also related to the actuator/sensor 
principle has been based on Lamb wave theory (e.g. 
Victorov 1967, Kaczmarek, Simon & Delabarre 1996). In 
this case a longitudinal and transverse plate wave is emit- 
ted into a structure. The ability of these waves to 
propagate over long distances is highly advantageous. 
However much care is required to find the right angle for 
inducing the Lamb waves, especially when the structure to 
be monitored is of a geometric shape significantly different 
to that of a plate. 

PARAMETERS AND TECHNIQUES BASED ON 
PTEZOELECTRIC SENSING OF IMPACT LOAD 

Impact Phenomena 

The governing equations for describing the behaviour of 
two structures under impact such as shown in Fig. 15 with 
an impactor and a beam are: 

m, m. I 2       "'? 2 
— XK,    + —X«,    = 
2      '      2      2 

m. nt. 
—s-xv,'+-*-xvj        (18) 
2      '       2       2 

3.   The equations for the deformation/location of the 
beam: 

w(t) = Y,Ai xsin(öy)        (19) 

for the impactor: 

w(0 = *x—+v0xf+w0 (20) 

where the appropriate equations for speed and acceleration 
of the beam can be obtained by differentiation. Throughout 
these equations the following abbreviations have been 
used: 

A maximum amplitude 
g gravity 
i index 
m mass 
t time 
u,v speed 
w location 
a frequency 

and index 1 and 2 denoting the impactor and structure 
(beam) respectively and 0 the initial conditions 
(integration constants). 

Within the following the impact is considered to behave 
ideal and fully elastic. When analyzing an impact two 
different conditions have to be considered: 

I 
m impactor 

m beam i/£ 

1 V 

1. the impactor's mass is less than or equal to the 
vibrating mass of the structure (beam) 

2. the impactor's mass is larger than the vibrating mass 
of the structure. 

Within the first condition, the impactor falls on the 
structure and is immediately rejected. Fig. 16 gives an 
example for the experimentally determined deformation 
versus time behaviour of a structure (e.g. a plate). It shows 
a single peak due to the impact at the initiation followed 
by the free vibrations of the plate. 

Fig. 15: Two Bodies under Impact 

1. The equilibrium of impulse: 

ml x«, +/n2 x«2 =mx xv, +m2 xv2 

2. The equilibrium of energy: 

(17) 

When considering the second condition, three different 
stages within the time-deformation signal become 
important (Fig. 17). 

The first stage, which can be explained analytically, is 
related to a multiple impact between impactor and the 
plate. The reason for this is, that after each impact the 
impactor reduces its speed but does not change its 
direction of motion. This lasts to continuous reimpacting 
until the impactor's speed is zero or it has changed its 
direction of motion, which leads to the initiation of the 
second stage. Fig. 18 shows schematically the deformation 
versus time relationship for both, the impactor and the 
structure. 
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Fig. 16:   Impact Signal for the Impactor's Mass = 
Vibrating Structural Mass (Experiment) 
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Fig. 17:  Impact Signal for the Impactor's Mass » 
Vibrating Structural Mass (Experiment) 
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Fig. 18: Deformation vs. Time Behaviour During 
Impact (Theory) 

During the second stage, when the impactor has changed 
its direction of motion, the speed of the impactor is lower 
than the structure's (e.g. beam's) speed. Thus the impactor 
is lifted by the structure. The impactor acts as a spring 
bearing and due to the roughness between the impactor 
and the structure a vibration mode is initiated for the 
structure which is equivalent to the vibration mode of the 
beam with a spring bearing at the location of the impact 
(Fig. 19). 

Fig. 19: Mechanical System During Impact 

When the impactor's speed again becomes larger than the 
speed of the structure the third stage is initiated which 
finally contains the vibration modes of the freely vibrating 
structure. 

Impact-Energy Monitoring Parameter 

A good means for monitoring deformations and vibrations 
resulting from impacts is the use of piezoelectric sensors. 
Within the experiments described below some rectangular 
carbonfibre reinforced polymer plates were tested under 
impact loading using polymer-based piezoelectric sensors 
simply bonded onto the plate's surface. Sensor data ob- 
tained during the impact were automatically stored when 
passing a defined threshold level. 

Signals monitored during the impact, where two examples 
are given in Fig.s 16 and 17, can be divided into the stage 
of interaction between impactor and structure and the 
stage of a freely vibrating structure. It can be seen, that the 
period of interaction between impactor and structure 
increases with increasing mass of the impactor (structure's 
mass is kept constant). In excess of the two experimental 
results shown above, various tests have been performed 
with different masses of the impactor dropped from 
different hights. Results from these tests, with the impact 
being located in the centre of the plate, are given in Fig. 
20 as a relationship of duration of the time r* of the 
interaction between impactor and structure versus the 
impactor's mass m. 

100     200        500   1.000 2000 

Impactor Mass [gj 

Plate thickness t       Plate thickness 2t 

5.000 

Fig. 20: Contact Time t* vs. Impactor's Mass 

Although these data scatter to some extent they generally 
show a good linear relationship in a double-logarithmic 
scale leading to the equation 

t'=Bxm' (21) 

Determination of f * has been done in a first step by visual 
analysis of the sensor signal, which might be one of the 
reasons for scatter in experimental results. An automated 
signal processing procedure for determining t is a next 
step to be done. Eq. (21) can however also be determined 
numerically using the set of equations mentioned above. It 
is the basis for determining the mass of an impactor 
detected by a piezoelectric sensor on a component's 
surface. 

Another important value for determining impact energy is 
the impactor's speed. It can be seen from experiments that 
within a range of frequencies, which has been 100 Hz to 
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10 kHz for the sensors used here, the sensor output is a 
well described function of the impactor's speed and the 
structural stiffness. Within the impact tests described here 
this function has been linear and can be described by 

U'=cxv        (22) 

with V being the maximum voltage emitted from the 
piezoelectric sensor during the impact, v the impactor's 
speed just before the impact and c the slope of that linear 
relationship. Fig. 21 gives some results for impact tests 
with two plates of different thickness. The impactor's 
mass was varied significantly but did not have any 
remarkable influence on the relationship observed. 
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Fig. 21:   Max. Sensor Voltage Signal vs. 
Max. Impactor's Speed 

Matching Eq.s (21) and (22) together allows to define a 
parameter 

P   = — XV 
2 

1 r.'VA 
B 

— |      (23) 
c 

which is identical to the impact energy. 

Plotting the known impact energy £&„ for the tests 
performed versus P* determined with the piezoelectric 
sensors shows good correlation (Fig. 22). 
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Fig. 22: P* vs. Measured Impact Energy 

Fig. 16 also contains data from tests where damage 
(delaminations) due to impact occured. Damage was 
detected by use of ultrasonic testing. For plates with a 
thickness up to S mm damage could also be detected 
directly from the sensor signal, which was not possible for 
the thicker plates anymore. However also for this latter 
case the impact load can be determined from Eq. (23). 
Whenever P exceeds a threshold value, damage has to be 
expected in the component considered with high likeli- 
hood. Determination of that threshold value can be done 
by materials testing or reference to design guidelines. 
Results shown in Fig. 22 prove that P* is a material 
constant being independent of the plate's thickness and 
thus the geometric shape. 

Discussion 

The parameter described so far allows to experimentally 
determine impact loads acting on components similar to 
the way fatigue loads are monitored nowadays. Appli- 
cation has been verified for rectangular plates clamped on 
all four sides and impacts loaded at the center of the 
plates' plane. Compared to conventional methods, such as 
the free vibration modes of a component (modal analysis) 
or the acoustic emission resulting from the damage (e.g. 
initiation of a delamination), sensor signals obtained with 
the P*-method are much more intense, especially when 
considering small sizes of damage. Furthermore the effort 
for signal processing and analysis is very much reduced 
when compared to acoustic emission. 

In this paper just the initiation of a method for monitoring 
impacts has been given which requires extension when- 
ever applied to an engineering component. The next step is 
to identify how far impact loads induced at various loca- 
tions on the plate can be monitored. Automation of signal 
analysis is another fundamental step for reliably deter- 
mining the time t of interaction between the impactor and 
the structure as well as the maximum voltage Ü* emitted 
from the piezoelectric sensor. 

When applying the P*-method to an engineering 
component a network of sensors may be required. 
Processing of data obtained from these various sensors 
could be done by using electronic devices such as analog 
signal storing elements, multiplexers and microprocessors. 
Additionally neural networks is another emerging tech- 
nique to be considered for determining f* and V as well as 
other values that might become important when extending 
the method to more general applications. An important 
guideline for designing the sensor network is to consider 
the distribution of impact criticality over the component's 
surface. Placing sensors simply to impact critical locations 
can help to reduce the effort for monitoring significantly. 

So far the P -method has only been applied with sensors 
being attached to the specimen's surface. The advantage of 
doing so is that repair of the monitoring system is possible 
when a sensor or its contacts become damaged. However 
sensors have to withstand more severe environmental 
conditions when compared to the alternative of being 
integrated into the structure. This alternative needs to be 
considered because monitoring of impact loads might 
become quite difficult in very thick composite structures 
such as thicknesses above approximately 3 cm. Integration 
of these   sensors   into   the   composite   material   may 
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furthermore require consideration on how to minimize the 
effect of stress concentrations. 

Last but not least it has to be mentioned, that reliably 
monitoring a component with the P"-method is only 
possible when the monitoring system is working continu- 
ously. As soon as the system has been once switched off, 
inspection of a component is required by conventional non- 
destructive techniques. 

As a conclusion the method presented here may be a step 
ahead of the traditional procedures used so far. However 
its application to real structures will still require achieve- 
ment of a significant amount of further steps in develop- 
ment. 

CONCLUSION 

Structural health monitoring is one of the candidate 
applications suitable for introducing smart structures 
technology. In their actual stage structural health monito- 
ring systems consist of sensors and sensor data processing 
and are limited to monitoring loads and evaluating 
damage. Technology exists for in-situ monitoring of 
damage even though ist applicability is still limited to on- 
ground inspection. 

When looking at the possibilities where contributions are 
made with respect to in-situ damage monitoring, the 
following fields can be identified: 

1. Improvement in data processing and patern recognition 
such as the use of data bases, neural networks and 
fuzzy logic. Especially the use of neural networks has 
gained significant importance (e.g. AIAA/ASME, 
1994). The following lecture is therefore also related 
to fault detection by use of neural networks 
(Tomlinson, 1996). 

2. Electronics and microsystems is another area that can 
highly contribute to improvement of signal processing. 
Increased miniaturization, power and reliability of 
these systems related with reduced cost have made 
them viable to even become an integral part of the 
structure and to perform a significant amount of data 
preprocessing (e.g. storage, amplification, filtering, 
etc.). 

3. Emission of a well defined signal into a structure by 
use of a small localized actuator (e.g. a piezoelectric 
patch) and monitoring the change in impedance seems 
to be a monitoring procedure being quite promising 
when compared to the traditional procedures such as 
modal analysis or acoustic emission. 

4. There is also an increased effort going on in 
implementing particles into composite materials 
leading to smart materials with intrinsich functions 
such as emitting specific noise or influencing magnetic 
or electric properties as a consequence of damage. 
Ideas following that idea have been reproted by 
Schulte 1991, Neelakanta and Subramaniam, 1992, 
Lalande and Rogers 1996. 

5. Technologies for adaptation and integration of sensors 
and actuators onto and into composite components 
have to be studied and developed with respect to 
improvement of the actuator/sensor and host material 
interface. 

It is unquestioned that aircraft structural health monitoring 
is of significant importance with respect of direct 
operating and life cycle cost. Existing loads monitoring 
systems are a first step to monitor if aircraft have flown 
according to their design load spectra or not. The output of 
such systems can lead to either shorter or longer inspection 
intervals. These systems can be the basis for establishing a 
smart structural aircraft monitoring systems by taking 
advantage of the data and signal processes developed so 
far and improving them with the techniques mentioned 
above. 

Actual security factors in aircraft design take into account 
the scatter in materials properties as well as the lack in 
knowledge of damage behaviour, the latter being 
especially related to composite materials. One of the 
important objectives with smart health monitoring systems 
is to improve detection of damage leading to taking better 
advantage the structural material's potential. 

Integrating all the sensing, actuation and possibly even 
data processing techniques into the structural material by 
taking advantage of enhanced materials and 
micromechanics technology will finally lead to what is 
discussed in the lectures given by V.K. Varadan and V.V. 
Varadan within this lecture series. 
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1. SUMMARY 
An approach to fault detection and sensor location 
using neural networks and genetic algorithms is 
described. A plate representing an aircraft panel is used 
as the structure and static strains, derived from a Finite 
Element model of the plate, are used as the supervised 
training set for the neural network. Having established 
a suitable diagnostic network, the process of optimal 
sensor location is carried out using a genetic algorithm 
for the diagnostic system. The final part of the paper 
briefly describes a new approach to fault detection 
using Novelty Measures which removes the need to use 
a supervised learning approach, common to most 
classical neural network procedures. 

2. INTRODUCTION 
Military aircraft of a new generation will be able to 
benefit from the significant advances that have been 
made in the pattern recognition methods that can 
employ a whole range of sensor signals such as Lamb 
waves, acoustic emissions and fibre optic outputs in 
fault detection procedures. Additionally, the location 
of the sensors can be optimised using recent 
developments based upon genetic coding algorithms 
which can assist the designers in locating the minimum 
number of sensors needed to locate/detect a fault to 
within a certain level of probability of success. The 
basic problem of fault detection essentially relates to 
pattern recognition using measurements taken from 
sensors which are distributed on a structure/component. 
The distribution/location of the sensors is embodied in 
the problem in that given the existence of an effective 
fault detection procedure, it is important to have a 
methodology as to where the sensors should be placed 
to ensure the optimum efficiency of the detection 
method. Clearly if one relates to the use of, for 
example, fibre optics and Bragg gratings for fault 
detection, then the optimal placement of the fibres and 
the gratings could result in a 'minimum intrusive' 
solution. There exist a large number of optimisation 
techniques but the more recent ones employing non- 
deterministic methods include neural networks, genetic 
algorithms, evolution strategies, simulated annealing 
and tabu search (references 1-5). This paper begins by 
presenting an approach to fault detection and sensor 
location using static strains as the supervised training 
datav derived from a numerical model of a plate meant 
to represent an aircraft skin panel. The strains are 
employed with neural networks and genetic algorithms 
to achieve the optimal placement of the sensors. 

In the second part of the paper a new approach to fault 
detection is briefly described which has the advantage 
of not requiring a supervised learning procedure. This 
method, using Novelty Measures, has been reported by 
Worden (reference 5) and offers considerable potential 
for new generation aircraft. Although it utilises a 
neural network methodology, no dependability is 
placed on having an a-priori model of the system and as 
such it can be made insensitive to the boundary 
conditions or the non-stationary properties of an aircraft 
during flight. 

3.    ESTABLISHING THE DIAGNOSTIC 
NETWORK 

The first stage in the fault detection procedure was to 
establish a neural network which was capable of 
detecting, with a high degree of confidence, pre-defined 
faults in the plate structure. Although there are no 
fixed rules for creating optimum neural networks, the 
input/output topology of the network was fixed by the 
geometry of the plate model and the number of 
'measurement' locations. An aluminium plate, 
representative of an aircraft skin panel, of dimensions 
300 mm x 300 mm x 3 mm thick with boundary 
conditions comprising two clamped edges and two 
simply supported edges as shown in Figure 1 was 
modelled suing the FE ABAQUS code. Nine hundred, 
8 noded quadrilateral shell elements on a regular 
JO x 30 mesh were used. Damage was simulated by 
reducing the Young's modulus of various elements at 
36 possible fault locations. Three different fault levels 
were simulated representing stiffness reductions of 
10,000 (fault level 1), 10 (level 2) and 3 (level 3). The 
fault 'area' comprised nine elements as shown in Figure 
2 and it was initially assumed that the static strains, due 
to both in-plane and bending loading conditions, were 
obtainable at 25 sensor locations, shown in Figure 3. 
Both normal and shear strains were computed and used 
as the training data set. 

Thus, the input data was established as 25 real numbers 
(the normal or shear strains at the 25 sensor locations). 
The data was corrupted with zero-mean Gaussion noise 
to simulate experimental data. The output of the 
network had to report the existence or otherwise of a 
fault at the 36 fault locations, thus the input/output 
nodes of the network were 25 and 36 respectively. To 
determine the internal structure, ie number of hidden 
layers/nodes, a simple strategy was allowed; the 
network was trained to produce a value of 1.0 at output 
(fault location) 1 and 0.0 at the other outputs if the data 
set was associated with a fault at that location. Outputs 
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Figure 1:     Boundary Conditions for the analysed plate 
SS = Simply supported 
C  = Clamped 
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2, 3 etc were similarly associated with faults at 
locations 2, 3 etc. 

Using this strategy, the number of hidden layers was 
varied between zero and two and the number of nodes 
in the hidden layers was chosen by a trial and error 
procedure. The algorithm used was back-propagation 
with a hyperbolic tangent activation function (reference 
7). 

Three networks were trained, a linear network (25:36), 
a single hidden layer network (25:20:36) and a two 
hidden layer network (25:20:20:36). The best results 
were obtained with the single hidden layer network 
(25:20:36). Three different sets of normal (Ell, E22) 
and shear strain (El2) were used. An example of the 
strain contours of the plate for a level 1 fault is shown 
in Figure 4. For each fault level, 200 copies of the 
strains were distorted by adding 1% and 5% Gaussian 
white noise which gave an initial training set of 7200 
patterns. Figure 5 shows the output of the network for 
the Ell normal strain and fault level 1. The results 
represent output nodes 20 and 24 of the network for 
7200 testing sets of input data to the network. The 
desired response should be unity between 3000 and 
4000 points and zero elsewhere. The solid line is the 
ideal and the dotted line is the network response which 
shows good correspondence. The probability of mis- 
classification is a very important characteristic of the 
network and Table 1 shows the outcome of using the 
different types of strains. It is clear that the network 
performs better with the E12 shear strain than with the 
normal strains. This is simply due to the fact that the 
shear strain contours offer a better mapping than the 
normal strains, as can be observed from Figure 4. As 
the fault intensity reduces, the network performance 
reduces and if the noise levels increase at the same time 
the use of the normal strains Ell, E22 would introduce 
probabilities of mis-classification which are 
unacceptable. 

Figure 2:   Numbering for fault locations and a typical 
fault area. 
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Figure 3:   Sensor locations Figure 4 (a): Strain Contours for the Direct Strain El 1 
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Figure 4 (c):   Strain Contours for the Shear Strain E12 
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Figure 5:   Neural network testing outputs.  Network structure:  25:20:36.  Strain data: Ell.  Fault advancement: 1. 
RMS noise level:  1%. Desired output ( ). Measured output (-—). 

(Ref 3). These procedures use random selection 
algorithms to do a highly exploitative search through a 
parameter space. The parameter space consists of 
genes which are coded as finite-length strings over 
some type of alphabet. The first step before the GA is 
to generate, at random, an initial population of possible 
solutions. The number of genes in a population 
depends on several parameters including the size of 
each individual gene and the size of the solution space. 
Having generated an initial population of genes, genes 
representing best solutions are chosen. To do this, a 
fitness function, which operates on encoded genes, is 
used to provide best solutions in the population. 

Fault 
advancement 

Strain 
component 

Noise level 

1% 5% 

1 
Ell 0 0.026 

E22 0 0.054 
E12 0 0.00014 

2 
Ell 0 0.10 

E22 0 0.26 

E12 0 0.0094 

3 
Ell 0.00014 0.5 

E22 0.0014 0.71 

E12 0 0.18 

Table 1: 

4. 

Probability of misclassification. One hidden 
layer in the network structure used. 

OPTIMAL SENSOR PLACEMENT USING A 
GENETIC ALGORITHM APPROACH 

Genetic Algorithms (GAs) are search procedures which 
utilise the mechanisms of natural selection and genetics 

The simple GA used involved the following operations: 

reproduction - an artificial version of natural selection; 
a process in which individual fittest genes are copied to 
the next generation according to the given probability 
value. 

crossover - a method of combination between pairs of 
genes in which the randomly chosen substrings from 
each gene are switched. 
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mutation - an operation involving random switching of 
gene binary digits. 

new blood - new entirely random genes which form 
perturbations into the populations; these genes prevent 
a population from stagnating. 

elite - a process in which the best solutions in a 
population are copied automatically into the next 
population to prevent the loss of the fittest genetic 
material. 

Using the shear strain (El2) as the sensor signal, an 
integer coding was introduced as the genetic 
chromosome to represent the sensor location. For 
example (1 5 12 15 23) represents a solution in which 
sensors are located at positions 1,5, 12, 15 and 23. The 
results for the different numbers of sensors is shown in 
Table 2 and Figure 6 where the probabilities of mis- 
classification for a given number of sensors represents 
the minimum probability for the best sensor 
configuration. 

These results have not been validated experimentally 
and thus it cannot be proved that the optimum solutions 
for the sensor placement have been found. However, 
methods based on symmetry and random placements 
(Refs 6, 7) have been shown to be inferior to the 
solutions generated by the GA. 

6 8 10 
Number of sensors 

Figure 6: Summary of GA results - graphical 
representation of the probability of 
misclassifi cation. 

Number of Sensor Prob. 

Sensors Pattern value 

12 1 2 3 5 9 10 11 16 20 21 23 25 0.0011 

11 4 6 9 10 11 13 20 21 22 24 25 0.0051 

8 1 5 8 11 15 16 23 25 0.012 

6 4 6 15 16 23 25 0.040 

4 5 7 16 24 0.18 

2 2 23 0.54 

Table 2: 

5. 

Probability of misclassifi cation ■ 
of GA results. 

summary 

A NEW APPROACH TO FAULT DETECTION 
BASED ON NOVELTY MEASURES 

The previous sections dealt with the use of neural 
networks which require supervised learning procedures 
in order that they can be trained. This means that either 
numerical models such as FE have to be used to provide 
the training data or numerous experiments need to be 
carried   out.      However,   a  new   approach  to   fault 

detection that resolves these problems has recently been 
proposed (Ref 8). This is based on novelty detection in 
which the object is to monitor a sequence of patterns 
and if one (or more) arise which differ significantly 
from the statistics of the set, this is 'flagged up'. 
Neural networks are still used as the monitoring 
process, but in this case Auto-Associative Networks 
(AANs) are used. These are simply feed forward Multi- 
Layer Perception (MLP) networks which have a filter 
process whereby the data is passed through hidden 
layers which have fewer nodes than the input/output 
layers. Figure 7 shows an example of an AAN. 

OUTPUT 
A A A A I A 

INPUT 

Figure 7:   An example of an AAN (10:8:6:8:10) 

The novelty index used in the following example is a 
very simple index, namely: 

I(Z)=| z- z|| 

where l(Z) is the novelty index 

Z is a pattern vector 

Z is the network prediction of the pattern 

Thus I(Z) = 0 represents a 'normal' condition. Damage 
is detected when I(Z) * 0. 

5.1   A Numerical Example 
This example is taken from Ref 12. Figure 8(a) shows 
the discrete system with a fault represented as a change 
in the stiffness of element k12. Note that no a priori 
model is assumed and that only 'on-line' data is used. 

The on-line training feature is the ratio of 
displacements (this could be strains, acoustic emissions 
etc) between the coordinate points 1 and 2. This ratio is 
called the Transmissibility function. The on-line 
training set was obtained by taking 1000 copies of the 
transmissibility patterns corresponding to the normal 
condition but corrupted with noise. Fifty regularly 
spaced points between 0 and 50 Hz were used from 
these functions as the training vector. A fault was 
introduced by reducing the stiffness of k12 by 1% and 
10%.  Figure 8(b) shows the Transmissibility functions 
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for these conditions and it can be seen that the 1% 
stiffness change produces zero discernible change. 50:40:30:40:50 - Training Set 

50.0 

Figure 8:   (a) Discrete system used for the simulation 
(b) Transmissibility Functions for the various 

changes to element k12 

A network structure of 50:40:30:40:50 was used as the 
diagnostic and trained 'on-line' on the 50 sampled 
points from the noise polluted Transmissibility 
functions for the normal condition. Figure 9(a) shows 
the AAN output in terms of the novelty index over the 
normal training data. It can be seen that the mean level 
of the novelty index is around 0.2. When a fault is 
introduced and the novelty index is evaluated, the 
results are significant. Figures 9(b) and 9(c) show how 
the novelty index immediately detects the change when 
the fault occurs. 

6.    CONCLUSION 
This brief paper has described state-of-the-art methods 
for fault detection/sensor optimisation. It has shown 
how a combination of advanced pattern recognition 
methods can be effectively employed for fault 
detection. Of particular significance is the 'on-line' 
novelty detection procedure which in principle may be 
employed with almost any sensor system and offers an 
important way forward for future work. 

200.0 400.0 600.0 
Training Data 

800.0 1000.0 

0.0 500.0 1000.0 1500.0 
Training/Testing Set 

1% Fault 
0.10 

0.02 

0.00 
500.0 1000.0 1500.0 

Training/Testing Set 
2000.0 

Figure 9: (a) AAN output on the unfaulted data 
(b) AAN output with a 10% reduction in k12 
(c) AAN output with a 1 % reduction in k12 
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1. SUMMARY 
The use of passive and active damping techniques for 
minimising structural vibration is discussed. It is 
shown that passive damping, employing constrained 
viscoelastic layers requires careful consideration in 
terms of frequency and temperature in order to optimise 
the performance and that at high frequencies, the 
combination of longitudinal, flexural and radial modes 
can significantly modify the performance. When active 
methods are employed, dramatic improvements in the 
effective damping can be obtained and if this is 
combined with constrained viscoelastic materials, even 
greater improvements are found. This paper concludes 
with an overview of the concepts currently being 
applied and how Smart technologies should lead to 
effective solutions. 

2. INTRODUCTION 
Active and passive damping methods embrace a wide 
technology field encompassing materials, geometry, 
sensors, actuators and control techniques. Passive 
damping technology has addressed the problem of 
minimising structural vibration and noise by selective 
use of applying optimised damping materials to areas 
where the modal strain energy is high (reference 1) or, 
more recently, to 'potted joints' where the strain energy 
is dissipated in the joint material (reference 2). These 
methods are 'open-loop' and are effective only when 
structural resonances occur but have been shown to be 
capable of extending flight operations using damping 
wraps (constrained layer dampers) to slow down or stop 
crack growth in jet-engine vanes. The critical issues in 
using these passive methods relates to temperature 
when viscoelastic damping solutions are used (these 
being by far the most common) but the use of 
ceramic/enamel spray coatings is beginning to show 
promise (reference 3). Another limitation in the use of 
passive viscoelastic materials is that at low frequencies 
the loss modulus approaches zero and hence the ability 
to reduce low frequency resonances (eg. in space craft) 
is restricted. 

If, however, a Smart concept is utilised in which 
sensors/actuators based on PVDF/PZT materials are 
used with the constraining layer system then both low 
and high frequency resonance effects can be controlled. 
These ideas are still being developed and several 
variants such as active damping and active constrained 
layer damping methods are being researched (reference 
4). 

This paper examines the use of passive damping 
methods for suppressing structural vibration, 
highlighting the care that needs to be given to the use of 

such methods in order to obtain a good solution and 
then extends this to hybrid active/passive methods 
where the combination of viscoelastic materials with 
sensing and actuation is shown to offer advantages over 
pure passive methods. 

3.    PASSIVE DAMPING 
This usually employs a high loss viscoelastic material 
in either a free or constrained layer construction. 
Constrained Layer Damping (CLD) is well established 
and has proved highly successful in suppressing 
unwanted vibration due to forced and flutter 
mechanisms in non-rotating fan vanes. The CLD 
method is by far the most popular as it is more effective 
in inducing cyclic strain energy into the constrained 
viscoelastic (damping) layer and as such this paper will 
concentrate on such methods. 

To successfully apply CLD to a structure several 
important aspects have to be considered: 

• the frequency and temperature dependence of the 
damping material; 

• the mode shapes of the structure/component; 

• the geometry of the composite CLD assembly. 

These aspects have to be optimised for a particular 
application and the usual procedure is to employ the 
material property Master Curves with finite element 
calculations in order to predict the frequency response 
characteristics for a range of construction geometries 
(reference 5). The process can be speeded up 
considerably, by using, modal strain energy methods 
based on undamped eigenvalue/eigenvector finite 
element calculations to determine the regions of 
maximum strain energy (reference 6). From this the 
effective modal damping can be estimated using a 
modal strain energy ratio, 

(0   __ 11s Vs + r|v Vv =   nv Vv 

mode        V TOTAL V 
=nvMSE       (i) 

TOTAL 

where MSE is the modal strain energy ratio, r|s is the 
loss factor of the initial undamped structure in the mode 
i, r|v is the loss factor of the damping material and 
Vs,v) represents the strain energy in the structure 
(viscoelastic) material. For relatively simple structures 
such as beams, plates and rings, analytical methods can 
be used based on Rayleigh-Ritz or Virtual Work 
principles  (references  6,7)  but  for  large,   complex 
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structures the finite element approach offers the best 
solution. 

An example of the importance of carrying out modal 
strain energy analyses is shown in Figures 1 and 2. 
These figures show the results of a finite element 
analysis of a simple straight and curved beam with a 
constrained layer. It can be seen from Figure 1 that 
although the effect of curvature of the beam does not 
affect the modal strain energy ratio, there is a frequency 
range where two maxima (at 3.7 kHz and 6.2 kHz) and 
one minimum occurs (at 5 kHz). The maxima are 
where both shear and radial effects occur, as can be 
seen from the mode shape plot of the straight beam in 
Figure 2(a). In Figure 2(b), the mode shape at 5 kHz 
shows a longitudinal mode, producing little shear (and 
hence little strain energy) in the constrained layer. 
Thus it is essential to recognise that the type of relative 
motion between the damping treatment and the initial 
structure can result in a significant increase or decrease 
in the modal strain energies and hence in the effective 
modal damping. 

MSE Ratio - straight (o). curved (+) 

blocks and the carbon fibre vane after the material and 
the 'potted joint' geometry was optimised (reference 7). 

10' 10' 
Frequency [Hz] 

Figure 1:   Modal Strain Energy for straight and curved 
CLD beams 

Figure 2:   Mode shapes of the straight beam 
(a) 6.2 kHz and (b) 5 kHz 

A novel approach to passive damping is the use of 
'potted joints'. This concept is shown in Figure 3 and 
the results of finite element predictions compared with 
experimental results is shown in Figure 4. Significant 
reduction in the vibration transmissibility levels are 
achieved between the vibration path entering the end 

Dimens 

Figure 3:   Potted joint assembly 
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Figure 4:   Comparison of potted and unpotted vibration 
transmissibility characteristics at 100° 

4.    ACTIVE DAMPING 
The classical definition of active damping in Smart 
Structures terminology is to attach directly to a 
structure a sensor/actuator, which could typically be 
collocated PZT patches or a PVDF sensor and a PZT 
actuator patch and to feed back the sensor signal, 
appropriately modified in gain and phase, to the 
actuator to control or 'damp' the unwanted resonant 
characteristics. If the conditions of observability and 
controllability are satisfied, good results can be 
obtained (reference 8). However, if one is going to 
utilise an active damping solution it is possible to 
combine the best of passive and active damping 
procedures. This section of the paper concentrates on 
the recent developments in this technology which offers 
the potential for application to new generation military 
aircraft. 

4.1   Active Damping Concepts 
Several approaches to active damping are under 
investigation. Figure 5 shows the concepts which range 
from active CLD to active/passive CLD. The 
mathematical models which are used to develop the 
equations of motion of these composite constructions 
usually employ energy methods in which the strain and 
kinetic energies are formulated for the structure, the 
actuators and the viscoelastic materials. These are then 
combined with Lagranges equations to formulate the 
equations of motion (Ref 6). Alternatively, finite 
element models have been used to form the mass and 
complex stiffness matrices (Ref 8). The control laws 
used with the active damping methods range from 
simple velocity feedback methods to LQR optimal 
control theory (Ref 7).   Whichever approach is used, 
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the objective of ACLD is to enhance the damping, via 
appropriate strain control, by shear deformation of the 
viscoelastic layer. 

Eoeijy Dissipilioo Restoring Action 
(Eahuced Shear) 

it --*- *  - 
[j|| Actuator (PZT) 

I    I CoQStrainirig Layer 

[|i| Viscoelastic 

J Parent Structure 

Morion of Structure 

Figure 5 (a):   Active Constrained Layer Damping 

ACUV'E  PIEZO-ELECTRIC  CONSTRAINING   UYER 

VISC0-ELAST1C  UYER 

PIEZO-ELECTRIC  SENSOR 

INACTIVE   PIEZO-ELECTRIC  LAYER 

Figure 5 (b):   Alternative version of ACLD 
PASSIVE   PIEZO-ELECTRIC  CONSTRATNINC   LAYCU 

SENSOR  VOLTACE(Vs) %. 
>o 

VISCO-ELASTIC  LAYER 

PIEZO-ELECTRIC  SENSOR 

CONTROL  VOLTACE(Vc) 
ACTIVE   PIEZO-ELECTRIC   LAYER 

Figure 5 (c):   Active/Passive CLD 

Figure 6 shows the basic mechanisms involved in which 
the shear angle y has to be maximised under the control 
action of the piezoelectric actuator (denoted p in the 
figure). This is very different to the classical active 
damping (AD) approach in which the actuators are 
bonded directly to the structure and it is the controlling 
'moments' which provide the vibration suppression. 

Figure 6:   Shear angle of the viscoelastic layer 

In order to compare AD with ACLD a simple 
experiment will be described. The experimental 
configuration is shown in Figure 7 in which a beam 
structure employed symmetrically placed constraining 
layers and PZT actuators. This allows the actuators to 
be used 'out-of-phase' creating flexural induced 
damping or 'in-phase' creating longitudinal induced 
damping. An identical beam was also manufactured 
with the PZT actuators placed directly on the beam 

surface to provide an active damping (AD) comparison. 
The sensor was an accelerometer located at the tip of 
the beam which was employed with velocity feedback 
control to the actuators. Ref 6 provides full details of 
the governing equations of motion for the system. In 
the first set of tests the PZT actuators were excited 
using a 0-10 kHz band limited random signal (100 v 
ptp); in-phase to excite the longitudinal modes and out- 
of-phase to excite the flexural modes, the response at 
the tip of the beam being measured by the 
accelerometer. The idea was to maximise the shear 
strain in the viscoelastic layer to minimise the vibration 
at the tip of the beam. Figures 8 and 9 show the results 
for the longitudinal and flexural behaviour for the AD 
and the ACLD configurations. It is clear that better 
damping performance is obtained via the ACLD 
configuration. 

Figure 7: Experimental arrangement used for 
symmetric (longitudinal) and asymmetric 
(flexural) ACLD studies 

Figure 8 (a):   PZT patches directly bonded to the beam 
- longitudinal vibration characteristics 
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Frequency   (kHz] 

Figure 8 (b):   As in Figure 8 (a) but with the PZT 
patches bonded to the constraining layer 
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Figure 9 (a):   PZT patches bonded directly to the beam 
- flexural vibration characteristics 
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Figure 9 (b):   PZT  patches   bonded   directly   to   the 
constraining layer 

In order to validate the apparent gain in damping 
performance, a conventional control test was carried 
out using the actuators driven by the feedback voltage 
from the accelerometer. Again, the ACLD and the AD 
(ie. the actuators driving the constrained layer system 
and the actuators being bonded directly to the beam 
respectively) beams were used. However, in this 
second set of tests, the cantilever beam assembly was 

mounted on a vibration exciter and driven at its base in 
flexure in order that the beam tip to base input vibration 
transmissibility could be measured. The location of the 
actuators/sensors was not optimised and in particular it 
was deliberately chosen to locate these in a non- 
collocated manner in an attempt to demonstrate the 
effectiveness of ACLD. Figure 10 shows the variation 
in the base-to-tip transmissibility as the feedback gain 
to the actuators was increased. It can be seen that for 
the beam with no constraining layer, large values of 
transmissibility were observed at the various resonant 
frequencies and the third mode became unstable (due to 
non-collocation of sensor/actuator) at a relatively low 
feedback gain of about 50. The ACLD system, 
however, reduced the resonance peaks over the entire 
frequency range used and also reduced the vibration 
levels of the fourth mode of vibration which was almost 
unaffected by the conventional AD approach, owing to 
the spatial positioning of the actuators not being 
optimised for that mode. 

Feedback Gain 
Frequency   (Hz) 

Figure 10 (a): Tip/Base transmissibility characteristics 
as a function of the feedback gain - PZT 
patches bonded directly to the beam 

50 J ,«&_ 

Feedback Gain 

Figure 10 (b): As Figure 10 (a) but with the PZT 
patches bonded directly to the 
constraining layer 

An additional advantage of the ACLD is shown in 
Figure 11. It is seen that for the AD configuration 
much higher voltages are needed to achieve the same 
feedback gain levels. For example, if the maximum 
voltage to the PZT actuators was limited to 200V 
(peak), the maximum feedback gains would be 50 for 
the AD configuration and 270 for the ACLD 
configuration before non-linearity occurs in the PZT 
material, hence giving greater controllability. 
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Liao, V. H. and Wang, K. W., 'On the active- 
passive hybrid vibration control actions of 
structures with active constrained layer treatments', 
ASME Design Eng Conf, DE-Vol 84-3, Pt C, 1995, 
pp 125-141. 

Baz, A. and Ro, I, 'The concept and performance 
of active CLD treatments', Journal of Sound and 
Vibration, 28, 1994, pp 18-21. 

Voltage to PZT 

Figure 11: Feedback gain versus PZT excitation 
voltage for the PZT patch on the 
constraining layer (CL) and on the beam 
directly 

5. CONCLUSIONS 
Active damping is a strong candidate for smart 
structures. If this is combined with passive damping to 
create an active constrained layer damping 
configuration, significant benefits can be derived over a 
wide frequency range. Although this paper has not 
gone into great detail regarding active damping, the 
main concepts have been highlighted and it is clear that 
the use of PVDF/PZT materials for sensors and 
actuators can provide an effective combination for 
active damping in smart structures. 
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1 SUMMARY 
Methods of adapting the placement and properties of ma- 
terial within structures subject to static and dynamic load- 
ing are presented. It is shown that for a statically loaded 
cantilever a spatially local adaptation process can produce 
a structure which has a topology and material properties 
much improved from the original. For a dynamically ex- 
cited structure an evolutionary method is used to add free- 
layer damping to the surface of the structure, reducing the 
amplitude of vibration while minimising the mass of ad- 
ditional damping material. 

2 INTRODUCTION 
Biological analogies are used in many aspects of engi- 
neering design. In structural engineering, many compar- 
isons can be drawn between biological load carriers such 
as trees and animal limbs and man-made structures such 
as cantilevers, and it is natural to ask whether the evolu- 
tionary processes which act to remodel bone and wood 
can be used to remodel engineering structures, making 
them more suited to their function. The remodelling, or 
functional adaptation, is generally aimed at eliminating 
material which contributes little to the desired structural 
goal, while adding new material where an enhancement 
could be achieved or where alteration is necessary due to 
damage or changed loading conditions. We can express 
this adaptation in the form of a cellular model, the cells of 
which are subject to 'birth and death' rules. These rules 
are essentially local functions of some relevant property 
of the structure under consideration; for example, a 'cell' 
might live or die depending on the level of stress it expe- 
riences. As well as the addition or removal of structural 
material an existing cell's properties may change; for ex- 
ample a cell's Young's modulus may increase to stiffen a 
part of a structure. 
The subject of this paper is an investigation into how 
evolutionary methods, in contrast to traditional optimi- 
sation schedules, may be used to produce more efficient 
(in terms of load bearing capacity per mass of structure) 
load-bearing structures. An evolutionary approach is used 
to alter the Young's modulus of a cantilever structure in 
response to an imposed load. Elements of the structure 
are also subjected to a 'birth-death' schedule which elimi- 
nates 'unwanted' elements while producing new elements 
in parts of the structure which are over-stressed (see (ref. 
6) for a similar approach). 
The investigation is extended to include a demonstration 

of how an evolutionary approach can be used to alter 
the dynamics of a structure subjected to a time-varying 
load through the progressive addition of structural damp- 
ing. A common technique in the suppression of exces- 
sive vibration in structural components is the addition of 
damping materials to the surface of the structure. This 
technique of passive vibration suppression utilises the en- 
ergy dissipation properties of viscoelastic materials to re- 
duce structural resonance amplitudes. By adding a layer 
of viscoelastic material to the surface of the base mate- 
rial, strain energy can be transferred into the viscoelastic 
where the energy of vibration can be dissipated. If the 
damping material is added gradually using an evolution- 
ary approach, placement of the material can be optimised. 

3   EVOLUTION  OF  A STATICALLY LOADED 
STRUCTURE 

3.1    Finite Element Model 
The statically loaded structure was evolved from a can- 
tilever plate, 30 cm long, 20 cm deep and 2.5 mm thick 
(figure 1), which was assumed initially to have the me- 
chanical properties of aluminium (Young's modulus of 
70 x 109 N/m2, Poisson's ratio of 0.3 and mass density 
of 2700 kg/m3). The plate was built-in at one end and 
loaded at a point 10 cm from the free end with a load of 
10 N. The plate was divided into 0.5 cm square elements 
which formed both the finite element mesh and the cells 
for the evolutionary procedure. 

20cm 

30cm 

•e-mail: r.wardle@sheffield.ac.uk 
'e-mail: g.toiiilinson@sheffield.ac.uk 

Figure 1: Finite Element Model 

3.2    Evolutionary Procedure 
The aim of the evolutionary procedure was to change the 
Youngs' modulus of each element depending on the stress 
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level in that element. The von Mises stress was used as 
the element stress. Following Inou, Shimotai and Uesugi 
(ref. 2), and Worden and Tomlinson (ref. 5), a non-linear 
stress-modulus adaptation curve was used to control the 
evolution (figure 2), as it is known that this high degree 
of non-linearity is required to produce an organised struc- 
ture. The procedure was a local adaptation process, mean- 
ing that the state (modulus) of an element depended only 
on its current modulus and level of stress. This condi- 
tion is necessary if the procedure is to mimic the adap- 
tation process of a natural material such as bone (ref. 1). 
The following procedure was applied to the structure: (1) 
Set up the initial plate structure as a finite element model. 
(2) Calculate the von Mises stresses in the structure. (3) 
Change the Young's modulus of surviving cells in the 
structure, based on the element stresses. (4) Remove cells 
which do not contribute to the load-bearing function of 
the structure; add cells in areas which are over-stressed. 
(5) Go to step 2. The procedure was continued until a sta- 
ble structure emerged, or until a pre-determined number 
of iterations was exceeded. 

Youngs Modulus (P;i) 

Figure 2: Stress/Modulus Adaptation Curve 

Figure 3: Structure after 200 Evolutions 

3.3    Results And Discussion 
Initially, a method of cell elimination followed in (ref. 5) 
was used, where an inefficient cell was given a very low 
modulus. It was found that this method produced some 
anomalous structures and led to particular difficulty in dy- 
namic analyses; consequently, the evolutionary procedure 

. 
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Figure 4: Final Distribution of Young's Modulus 

Figure 5: Final Distribution of von Mises Stress 

removed elements from the FE model altogether rather 
than simply assigning them a low modulus. The result- 
ing structure resembles those proposed by Michell (ref. 
3) (figure 3). It is noted that to produce a Michell-like 
structure a highly non-linear stress-modulus curve must 
be used in the evolution process. In fact, this is equiva- 
lent to producing a material with a non-linear stress-strain 
relationship, and in the 'best' structures (i.e. the highly 
organised, near-Michell type structures), the non-linear 
stress-strain relationship approaches a linear one where 
the Young's modulus, and stress, are constant throughout 
the structure — see figures 4 and 5. The contour values 
on these figures are given in pascals. Hence the resulting 
structure is taken to be of the shape shown in figure 3 with 
a modulus value of 210 GPa. 

4 EVOLUTION OF A DYNAMICALLY LOADED 
STRUCTURE 

4.1    Structural Damping Using Viscoelastic Materials 

It is possible (and commonplace) to reduce vibration lev- 
els in structures by adding passive damping in the form of 
layers of viscoelastic material attached to the surface of 
the structure. It is an attractive method because the mate- 
rials are easy to apply (as only the exterior of the structure 
needs to be accessible) and it is relatively effective. In or- 
der to operate efficiently the damping material must be 
placed on the suface in positions of high strain energy so 
that the energy dissipation per unit mass of viscoelastic 
is high. One way of estimating the effectiveness of the 
added damping method is to model the structure with the 
viscoelastic coating layer using the finite element method 
(FEM). The damping is estimated using the modal strain 
energy method (MSE) (ref. 4).   Assuming the damped 
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modes of vibration are similar to the undamped modes, 
and that initially frequency and temperature dependence 
on the elastic moduli of the viscoelastic is ignored (no 
damping behaviour), a modal analysis will give the strain 
energy distribution in the base structure and in the vis- 
coelastic. The loss factor for the rfh mode is given by 

SEr (1) 

where SEr is the total strain energy for the rth mode, rjj 
is the loss factor of the jth material, and SEJ is the strain 
energy in the jth material for the rth mode. Hence, since 
for a combination of viscoelastic and metallic structure, 
we can assume T]m <g TJV , where the m subscript refers to 
the metal and the v to the viscoelastic, and hence 

r\  &Vv 
SE, 
SE' 

(2) 

The strain energy distribution in each mode shows where 
the viscoelastic material must be placed to produce the 
maximum amount of damping for the lowest amount of 
added material (which adds mass and expense); the coat- 
ing layer should be present primarily in these areas of high 
surface strain energy. The placement of the damping layer 
depends upon the judgement of the designer, and suffers 
from the added difficulty of the conflicting requirements 
of damping in multiple modes. 
This paper proposes an alternative method of viscoelastic 
damping layer placement which utilises the evolutionary 
approach. An initial eigenvector analysis is performed 
which gives the strain energy distribution per mode, for 
a given number of modes. Viscoelastic material is then 
added to the surface at positions of relatively high surface 
strain energy, where the strain energy is considered for 
all desired modes. In this preliminary investigation, the 
analysis was limited to consideration of the first mode. 

4.2    Finite Element Model 

The structure optimised for static loading in the previous 
section was selected for the dynamic analysis (figure 3). 
The final structure (figure 6) was composed of a 'metallic' 
material with Young's modulus of 2.11 x 1011 N/m2, Pois- 
son's ratio of 0.3 and mass density of 2700 kg/m3, a prod- 
uct of the optimisation procedure. The FE model of this 
structure was highly discretised, using 0.5 mm 'blocks'. 
This was an artifact of the previous optimisation proce- 
dure, and also made the addition of viscoelastic elements 
easier. The base structure was assumed to have a struc- 
tural (Rayleigh stiffness proportional damping) of around 
0.5 % near the first frequency. 
The viscoelastic material itself was an idealised abstrac- 
tion to simplify the analysis. The material was modelled 
using the complex modulus method, where the Young's 
modulus of an element is given by E* = E' + j'E", E' 
being the storage modulus and E" the loss modulus. For 
the purposes of this study E* was assumed to be inde- 
pendent of frequency. The properties of the viscoelastic 
were taken as 'typical' values (ref. 4), with the loss factor 
77= 1.0, andE' = 33 x 106. 

Figure 6: 1st Mode 

4.3    Evolutionary Procedure 
In a modal strain energy analysis, placement of viscoelas- 
tic material for damping can be done by eye. The aim 
of this study is to develop a more systematic method of 
damping material placement which places material only 
where it is needed. In the case of multiple-mode damp- 
ing, it is expected that the evolutionary method will place 
damping in locations which may not be immediately ob- 
vious. 
In this initial study, some simplifications were made to 
enable the work to concentrate on the effectiveness of 
the growth process. First, instead of concentrating on 
modes demonstrating the largest amplitudes at resonance, 
only the first mode was considered for damping treat- 
ment. Generally, the first mode will be among those 
modes which suffer from large amplitude vibrations; and 
the coarseness of the finite element mesh made some of 
the higher mode shapes to be of suspect accuracy. The 
viscoelastic layer was of a single, constant thickness, rep- 
resented by a single 'block' element in the finite element 
model. The 'blocks' were placed only where they would 
contact elements of the structure along an element edge 
(elements were not allowed to join at corners). The itera- 
tive procedure for adding viscoelasic elements was 

1. An eigenvector analysis for the first mode only was 
performed on the structure using the ABAQUS finite 
element package. 

2. The strain energy in each element was recovered 
from the FE results file, and a 'strain energy thresh- 
old' was defined as 

SE   =    A x maximum (SE) (3) 

with 

3. 

SE   =    {SE (xi) \xi is a surface element} 

where SE(a:i) is the strain energy in element X{. 
A < 1 is a variable parameter which specifies the 
proportion of edge elements to remove at each step, 
and was set to 0.9. 

All surface elements which have a strain energy 
greater than SE 'grow' an adjacent viscoelastic el- 
ement, if possible. Growth of viscoelastic is lim- 
ited to positions directly 'north', 'east', 'south' and 
'west' of the element under consideration. Elements 
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which grow their maximum number of elements are 
no longer considered to be surface elements and are 
removed from the set SE. 

4. The cycle is repeated from step 1. 

4.4    Results And Discussion 
Free-layer damping was added as described until the en- 
tire structure was 'coated' with a single-thickness layer of 
material; it took 107 iterations of the cell-addition proce- 
dure for the structure to become completely covered. The 
state of the damping layer is shown after 7 iterations (fig- 
ure 7), 20 iterations (figure 8), 50 iterations (figure 9) and 
80 iterations (figure 10). Grey represents the base struc- 
ture, while black shows the location of the viscoelastic. 

Figure 7: 7 Iterations 

Figure 8: 20 Iterations 

At each point in the evolution, the loss factor was esti- 

5 

0 

5 
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Figure 10: 80 Iterations 

mated using the modal strain energy method. The evolu- 
tion of the loss factor is shown in figure 11 as a function of 
the proportion of mass of viscoelastic to mass of the base 
structure; when the structure is totally covered the mass of 
the viscoelastic is almost 10% that of the base structure. 
The initial study is represented by the 'Material 1' curve; 
the other curves are explained below. The normalised am- 
plitude of vibration, jjrß, reduces quickly over the first 
few iterations, and then reduces much more slowly up 
to total coverage. This is important as it is shown that 
a 'by eye' estimate of the amount of damping may be an 
over-estimatation of the actual damping required — the 
asterisks in figure 11 are damping values against relative 
mass for 'by eye' estimations (see below). By examin- 
ing an evolutionary curve as shown, the minimum suffi- 
cient amount of damping may be added to reduce vibra- 
tion levels below a specified amount, while keeping the 
added mass of damping material to a minimum. Figure 
13 shows a structure which has had damping added 'by 
eye' i.e. using good judgement based on the surface strain 
energy distribution from the initial undamped eigenvec- 
tor analysis. Figure 14 shows the same case but with a 
double-thickness layer. Referring to figure 11, the aster- 
isk at relative mass of around 0.055 is the performance of 
the structure with the 'normal thickness' damping layer. 
The other asterisk represents the performance of the 'dou- 
ble thickness' damping layer. While the absolute level of 

4°im!Wffl 

sillHn9 

Figure 13: Placement of Damping 'by eye' 
Layer 

Normal 

Figure 9: 50 Iterations 

added damping may not appear to be impressive, this may 
be attributed to three things. First, the model is discretised 
in a way which does not lend itself well to transferral of 
energy to the viscoelastic via the extensional principle. 
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Figure 11: Loss Factor as a Function of Relative Mass of Viscoelastic 
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Figure 14:   Placement of Damping 'by eye' 
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This could be easily remedied by the construction of a 
better finite elemnt model. Secondly, the damping used 
is of the free-layer type, which is recognised as having 
an inherently limited potential for energy dissipation (ref. 
4). It is known that rj oc tv for free-layer damping and 
it can be demonstrated that the thickening of the damp- 
ing layer at any point in the evolutionary process leads 
to much greater damping. The absolute damping could 
therefore be increased through the use of thicker layers or 
alternatively (and preferably) a constrained layer of vis- 
coelastic material, The current study was conducted using 
free-layer method^for simplicity, but further work would 
be carried out using constrained-layer methods. Lastly, 
the properties of the viscoelastic were idealised to a cer- 
tain extent, and it was found that lowering the modulus of 
the material produced more strain and hence larger losses. 
The effect of changing the damping material properties 
can be seen in figure 11, where 'Material 2' has loss fac- 
tory = 1.0, and E' = 1 x 106, while 'Material 3' has loss 
factor T) - 0.7, and E' - 5 x 106. Material 3 is based on 
the properties of the viscoelastic ISD112 at 20°C, 3kHz. 
It is evident that the mechanical properties of the damping 
material have a strong effect on the structural loss factor. 
No attempt has been made to take this into account in this 
study. 

5   CONCLUSIONS 
The proposed method allows viscoelastic damping mate- 
rial to be placed on the surface of a structure in a slowly 
evolving manner. The advantages of such a technique 
are that it is possible to place 'just enough' damping on 
a structure, and the required location of the damping is 
known. In contrast, 'by eye' estimation places an indeter- 
minate amount of damping into the system which in many 
cases may be too much and hence wasteful of damping 
material. This is particularly important where large struc- 
tures such as aircraft are concerned. In this study, the 
'normal thickness' damping performance can be seen to 
coincide with the evolution of the damping material; for a 
given application this level of damping may be too much 
and hence material is being wasted. The 'double thick- 
ness' layer shows the significant effect of adding more 
viscoelastic. 
The proposed method is currently limited in a number of 
respects. Firstly, the finite element model itself is not ro- 
bust; the way in which it has been discretised leads to a 
lack of smooth surfaces which introduces stress concen- 

trations, which in themselves cause element addition. A 
smooth-surface model may not evolve in the same man- 
ner. This is initially the most pressing deficiency, but it 
is one which is easily remedied. Secondly, a model of a 
real system would be required to take into account real 
properties of the viscoelastic, including the frequency de- 
pendence of the Young's modulus. It is seen that the loss 
factor varies significantly for a fairly small change in the 
properties of the damping material. Whether or not this 
is significant depends upon the application to which the 
evolutionary damping placement method is applied, and 
it is not the aim of this study to perform material property 
optimisation. 
The method is currently limited to the addition of damp- 
ing for one specific mode — no attempt has been made 
to modify the behaviour at modes above the first. It is 
expected that as the evolutionary method attempts to al- 
ter the viscoelastic layer, conflicts in placement will arise, 
ultimately producing the 'best compromise' of damping 
over a range of modes. The procedure must then be ex- 
panded to allow the removal of elements for this to occur. 
Once a damping element has been added, it stays on the 
model — no provision is made for the removal of damp- 
ing elements which may become unnecessary during the 
evolution. As it stands, the process is guaranteed to pro- 
duce a final, stable state (when all the surface is covered). 
The addition of a rule to remove elements may produce 
unwanted states in the evolution such as limit cycles. It 
may be difficult to determine these in advance. 
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1.   SUMMARY 

In this paper, the integration of multifunctional smart 
materials, MicroElectroMechanical Systems (MEMS) 
and smart electronics is presented with examples 
covering smart structures and devices applicable to 
aircraft. Some applications include systems for a) 
noise suppression in aircraft cabin using 'smart wall 
paper', b) drag sensing and reduction in aircraft, c) 
sensing and control of ice formation and deicing on 
aircraft, d) remote measurement of tip deflection of 
helicopters using MEMS sensor and electronically 
tunable antenna, e) smart skin antenna for 
communication between sensors and actuators 
(telemetry device), and 0 health monitoring of 
rotorcrafts using MEMS sensors along with fiber 
optics sensor and remote antenna system. 

2    INTRODUCTION 

The term multifunctional polymeric composite refers 
to a material that can sense changes in its 
environment and makes a useful or optimal response 
by either changing its material properties, geometry, 
mechanical or electromagnetic response. Both the 
sensor and actuator functions with the appropriate 
feedback must be integrated and comprises the 'brain' 
of the material. The materials belong to this category 
may include a range of artificial materials from 
optically active or chiral polymers to multifunctional 
polymers, ferroelectric or other active ceramics. 
Advanced smart polymeric composites are a new 
generation of multifunctional polymers, 
piezopolymers and conducting polymers that must be 
distinguished from piezoelectric polymers such as 
PVDF that are in current use. Piezopolymers involve 
the integration of polymers and nanoceramic particles 
by chemical bonding as side groups on a polymer 
backbone. The nanoparticles have active surfaces or 
functional groups that can bond with the polymer 
chain. The ceramic side groups provide the 
piezoelectric function in the polymer while the 
backbone provides mechanical strength and structural 
integrity, electrical conductivity, etc. 

Microelectromechanical systems (MEMS) refer to a 
collection of microsensors and actuators which can 
both sense its environment and have the ability to 
react to changes in that environment with the use of a 
microcircuit control. They include, in addition to the 

conventional microelectronics packaging, integrating 
antenna structures for command signals into micro 
electro-mechanical structures for desired sensing and 
actuating functions. The system also may need micro- 
power supply, micro-relay and micro-signal 
processing units. Silicon micromachining has 
become the fundamental technology for the 
fabrication of micro electromechanical devices and, in 
particular, miniature sensors and actuators. Silicon 
micromachining is the most mature of the 
micromachining technologies and it allows for the 
fabrication of MEMS that have dimensions in the sub 
millimeter range. These microdevices can also be 
micromachined using semiconductor processing 
technologies on the polymeric multifunctional sheets 
mentioned above. In case of difficulty on the 
polymeric materials, some of these devices can be 
micromachined in silicon and the system architecture 
can be obtained by photoforming processing. Batch 
processing of such devices thus seem feasible. 

The combined architecture may also result in sheets 
of smart skin with integrated sensors and actuators at 
the urn to mm scale. The control loop between the 
sensors and actuators employs the multifunctional 
materials which provide electrical functionality at 
selected locations using conductive polymers and 
electrodes that are connected to on-site antennas 
communicating with a central antenna. A related and 
difficult problem, and one which has been largely 
unaddressed is the method for telemetry of the data. 
In some applications, stresses and strains to which 
the structure is subjected to may pose a problem for 
conventional cabling. In others, environmental effects 
may affect system performance. Advances in ultra flat 
antenna technology coupled with MEMS 
sensors/actuators seems to be an efficient solution. 

The smart electronics referred to in this paper is a 
microelectronics circuitry such as CMOS, flip-chip 
electronics, microprocessors and wireless remote and 
continuous telemetry system which integrate various 
electronic components and microsensors and 
actuators. The wireless communication obviates the 
need for complicated wiring to accomplish the 
telemetry. For such integration the antenna should be 
compatible with the standard IC technology and 
micromachined along with other microsensors, 
microactuators and control devices. The integrated 
MEMS actuators with suitable smart electronics 
etched onto the structure are controlled by the built-in 
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antennas through feedback and feedforward control 
architecture. 

3.   MULTIFUNCTIONAL 
POLYMERIC   COMPOSITES 

Multifunctional polymeric composite materials 
involve the integration of polymers and nanoceramic 
particles by chemical bonding as side groups on a 
polymer backbone. The polymers in general may be 
chiral with conductive side groups. They consist of a 
backbone structure with functional groups that serve 
as anchor points for the metal oxides as well. The 
chiral groups serve as passive damper for noise and 
acoustic fields converting them into two longitudinal 
waves ( a fast wave and a slow wave) and four 
components of shear waves (usual shear waves in an 
elastic continua and left, LCP and right, RCP 
circularly polarized waves traveling with two different 
wave speeds). The nanoparticles such as PZT, PLZT, 
etc. have active surfaces or functional groups that can 
bond with the polymer chain. The nanoparticles 
provide the piezoelectric function (and other 
ferroelectric functions necessary with a family of 
ferroelectric materials) in the polymer and the 
backbone provides mechanical strength and structural 
integrity, electrical conductivity, etc. Further active 
sensing and control of noise can be achieved by 
microsensors and microactuators etched on or 
micromachined on these functional polymers through 
microprocessors. The conductivity nature of the 
polymer serves as semiconductor silicon wherein 
MEMS devices can be etched on. 

A new class of functional polymers are being 
synthesized at Penn State which can serve as the host 
for piezoelectric nanoceramics and even Ni/Ti shape 
memory films, as well as a protective coating layer 
on structural parts. For these polymers to be used as 
smart skins or smart devices in structures, they have 
to meet the following requirements: (1) interactions 
(chemical or physical) between functional polymer 
and nanoceramics; (2) strong interfacial adhesion 
between functional polymer and conducting polymer 
layers; (3) suitable elastic moduli to support the 
deformation initiated by MEMS actuator devices; (4) 
excellent overall dimension stability (allowing local 
mobility); (5) processes conducive to the attachment 
of nanoceramics and /or conductive phases and 
formation of a uniform coating layer ; (6) long term 
environmental stability. 

The functional groups provide strong interactions 
(chemical, physical or both) between polymer and 
piezoelectric nanoceramic or Ni/Ti particles. Some of 
the functional groups also serve as the anchor sites at 
the interface of smart composite and conducting 
polymer layers as well as the active species for 
crosslinking reaction between polymer chains if 

needed. The polyolefin polymers, for example, offer 
good mechanical strength, excellent processability, 
low moisture permeability and excellent 
environmental stability. The elastic property of 
polyolefin is strongly dependent on the percentage of 
crystallinity which can be controlled during the 
polymerization. With the attachment of nanoceramic 
smart materials, the functional polymer composites 
form two-phase morphological structure, a 
continuous polyolefin elastic phase and a discrete hard 
phase which mainly consists of functional groups to 
piezoelectric nanoceramic particles. The strength of 
interfacial interactions is governed by the nature and 
the concentration of functional groups. 

Many polymers cannot withstand the high electric 
fields needed to pole ceramics. So it may be preferable 
to pole the calcined nanoparticles before chemical 
attachment to the backbone polymer chain. In this 
way thin films of the nanoparticles held together with 
a binder can be poled without the need for extremely 
high voltage poling equipment, which would be the 
case if thick samples are to be poled. After the thin 
film samples are poled, the binder can be removed and 
one now has poled, piezoelectric nanoceramic 
particles. The surface of the particles must be 
activated to allow for chemical attachment to the 
polymer as well as alignment of groups of particles 
in required directions during attachment, 

4.   MICROELECTROMECHANICAL 
SYSTEMS   (MEMS) 

The basic MEMS utilize a diaphragm-based, a 
microbridge-based or a cantilever-based structure. For 
a given application, it may be necessary to have 
integrated MEMS employing one or more of the 
basic structure. These three structures provide some 
feasible designs for microactuators that eventually 
perform the desired task in most of smart structures. 
However, the main issues with respect to 
implementing these structures are the choice of 
materials that are to be used in fabricating these 
devices and the micromachining technology that may 
be utilized. To address the first issue, we note that in 
all of the three structures proposed the actuation 
occurs as a result of exciting a piezoelectric layer by 
the application of an electric field. This excitation 
brings about actuation in the form of expansion in 
the diaphragm, or in the free-standing beam in the 
microbridge structure, or in the cantilever beam. In 
the former two cases the expansion translates into 
upward curvature in the diaphragm or in the free- 
standing beam, hence, resulting in a net vertical 
displacement from the unexcited equilibrium 
configuration. In the cantilever case, however, and 
upon the application of electric field the actuation 
occurs by a vertical upward movement of the 
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cantilever tip. Evidently in all three designs the 
material system structure of the active part 
(diaphragm, free-standing beam, or cantilever beam) 
in the microactuator must comprise at least one 
piezoelectric layer as well as conducting electrodes for 
the application of electric field across this layer. 
Piezoelectric force is used for actuation for many of 
the applications mentioned above. 

Microsensors and actuators are fabricated using the 
well known micromachining techniques in 
microelectronics industry (for recent developments, 
please refer to Refs. 1-4) Three dimensional 
microactuators in polymer structures can be achieved 
using stereo lithography on UV curable backbone 
type polymers (Refs. 5 and 6). In the integrated 
MEMS device, we may use photoforming processing 
in achieving the combined sensor and actuator 
architecture as outlined by Takagi and Nakajima (Ref. 
7). For large actuation, one could use a flex tensional 
transducer consisting of a piezoelectric diaphragm 
bridged into a cavity (Ref. 8) 

Micro-Interdigital Transducers (IDT) and Micro- 
Surface acoustic wave (SAW) devices are ideal 
sensors for many applications mentioned in the 
abstract. They were first used in radar and 
communication equipment as filters and delay lines 
and, then, were found to be attractive sensors for 
various physical variables such as temperature, 
pressure, force, electric field, magnetic field, and 
chemical compounds. A SAW device usually is a 
piezoelectric wafer with inter-digital transducers (IDT) 
and reflectors on its surface. The principle of SAW 
sensors is based on the fact that SAW traveling time 
between the components, e.g. IDTs and reflectors, 
changes with the variation of physical variables. To 
obtain a high sensitivity, SAW sensors are usually 
constructed as electric oscillators using the SAW 
device as frequency control components. By 
accurately measuring the oscillation frequency, a 
small change of the physical variables can be detected 
by the sensors. A typical SAW oscillator sensor 
schematic is shown in Fig. 1. An amplifier connects 
two IDTs on a piezoelectric wafer so that oscillations 
result because of the feedback of the SAW 
propagating from one IDT to the other. The 
oscillation frequency satisfies the condition that the 
total phase shift of the loop equals 2np and varies 
with the SAW velocity or the distance between the 
IDTs. The oscillator includes an amplifier and require 
electrical power supply and cannot be wireless. The 
operating frequency range of the SAW devices is from 
ten megahertz to a few gigahertz which directly 
matches the frequency range of radios and radar. 
When an IDT is directly connected to an antenna, 
SAW can be excited remotely by electromagnetic 
waves. The fact suggests that it is possible to realize 
passive, wireless or remotely operable SAW devices. 
The application to remote sensors was first reported 
in (Ref.9). The temperature of a passive SAW device 
with a small antenna was remotely read out by a 

microwave system (Ref. 10). In this paper, a 
passive, wireless SAW deflection and strain sensor 
system is described and experimentally tested. The 
sensing of ice on structures and deicing are also 
discussed. The analysis using a simple model is 
confirmed by experimental results. Additional 
applications of sensing drag on structures are 
presented. At Penn State, they have been used for 
health monitoring of cracks and flaws at or in the 
vicinity of rivet holes on aircraft surfaces. 

Amplifier 

Frequency 
counter 

IDT IDT 

Figure 1.   Schematic diagram of an oscillator SAW 
sensor with a SAW resonator 

The schematic diagram of IDT and reflectors in Fig. 2 
shows the basic operating principle of the system. 
An IDT and two reflectors are made on the surface of 
a piezoelectric crystal wafer. The IDT connects 
direcdy to a small antenna called the device antenna. 
This antenna-IDT configuration is able to convert the 
microwave signal from air to SAW signal on the 
wafer surface and vise versa. The reading system has 
a linear Frequency Modulated (FM) signal generator. 
The FM signals are transmitted by a system antenna. 
The signals are received by the device antenna and 
converted by the antenna-IDT to SAWs propagating 
along the surface of the wafer. The echoes from the 
two reflectors are picked up by the antenna-IDT and 
sent back to system antenna. The echo signals are 
delayed copies of the transmitted FM signal. The 
delay times mainly depend on the velocity of the 
SAWs and distance between the IDT and the 
reflectors. A mixer which takes the transmitted FM 
as reference signal, outputs the signals of frequency 
difference between the echoes and the transmitted 
signals. Because the transmitted signal is linear 
frequency modulated, the frequency difference is 
proportional to the delay time. By using spectrum 
analysis technique like FFT, the two echo signals can 
be separated in the frequency domain since the delay 
times are different. Although the frequencies of the 
echoes included the information of delay times and the 
latter are sensitive to the strain on the wafer surface, 
the sensitivity of frequency to strain still too low. 
The phases of the two echoes are also dependent on 
the delay times and much more sensitive than the 
frequency as shown in the following analysis. The 
system detects the phase difference of the two echoes 
to figure out the strain, so that the interferences to the 
common path of the two echoes cancel each other and 
will not affect the strain measurement. 
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Figure 2. Schematic diagram of remote reading 
sensor system with passive SAW sensor 

Comb-type MEMS sensor: At Penn State, the 
comb-type MEMS sensor is being used for studying 
acceleration and for sensing and suppression of cabin 
noise in aircraft (Ref. 11 and 12). The sensor design 
is shown in Figure 3. 

It consists of interdigital Finger structures forming a 
differential capacitor with movable fingers mounted 
on a movable mass while the fixed electrodes are 
anchored onto the silicon substrate. A force-feedback 
operation mode increases the sensor performance. 

In the fabrication process a BiCMOS two chip 
approach is adopted. An n+ implantation is performed 
on a (100) silicon substrate. The purpose of this 
implantation is to provide an electrical contact to the 
polysilicon layer which will be deposited on the top 
of a low temperature oxide layer that acts like a 
sacrificial layer. A detailed process description is 
described in Guckel et.al. A close-loop sensitivity of 
8mV/g and bandwidth of 10 kHz can be achieved. 

Silicon micromachining has been a key factor for the 
vast progress of MEMS in the last decade. This refers 
to the fashioning of microscopic mechanical parts out 
of a silicon substrates and more recently other 
materials. It is used to fabricate such features as 
clamped beams, membranes, cantilevers, grooves, 
orifices, springs, gears, suspensions, etc. These can 

be assembled to create a variety of sensors. Recently, 
the Japanese exhibited a complete functioning 
micromachined automobile that operated for several 
minutes. Bulk micromachining is the commonly used 
method but it is being replaced by surface 
micromachining which offers the attractive 
possibility of integrating the machined device with 
microelectronics which can be patterned and 
assembled on the same wafer. Thus power supply 
circuitry, signal processing using ASICs (Application 
Specific Integrated Circuits). It is the efficiency of 
creating several such complete packages using 
existing technology that makes this such an attractive 
approach. At present universities have access to 
several centers that can manufacture to customer 
design. The Microelectronics Center of North 
Carolina (MCNC) funded by ARPA, the NSF funded 
Nano Fabrication Centers at Cornell University and 
the Pennsylvania State University are a few. 

Movable 
Mass 

Fixed 
Electrodes 

Support 
Spring 

Movable 
Electrodes 

Figure 3. MEMS Vibration Sensor designed and 
implemented at Penn State 

The active component of many MEMS devices may 
involve a moving part that changes the capacitance by 
changing the spacing between two closely spaced 
electrodes. The accompanying examples illustrate, a 
MEMS accelerometer that can also be used as a 
vibration sensor based on changes is electrical 
capacitance between moving fingers, a MEMS 
microflow sensor where the deformation of a 
piezoresistive coating on a micro- cantilever actuated 
by a flow field leads to changes in resistance and 
hence the current and voltage. The design possibilities 
are almost limitless. The design of a MEMS 
accelerometer was modified for use as a vibration 
sensor and was successfully demonstrated as being 
superior to conventional piezoelectric wafer sensors in 
sensitivity occupying far less space and at a fraction 
of the weight (Ref. 11). 

A less expensive and quicker method that is just 
emerging is the use of photoforming by exposure to 
UV radiation. The attractive feature of this technique 
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is that electroactive polymer layers can be deposited 
layerwise in a desired fashion to create various 
mechanical components at the micron level. As this 
technology develops, the application of polymer 
based MEMS to structural health monitoring and 
process control will be revolutionized. 

Another type of comb transducer is currently being 
used for non-destructive evaluation and health 
monitoring of aging aircraft (Ref. 13) The comb 
transducer can be made in different ways. As shown 
in Figure 4 (a), the comb transducer can be a comb 
shoe attached to the front face of a normal beam 
transducer. The normal beam transducer drives all of 
the elements to vibrate in phase so as to excite 
guided waves. As in Figure 4(b), a piezoelectric 
plate is directly placed in a housing with the comb 
at the bottom. Similar to Figure 4(a), the 
piezoelectric plate drives the comb to vibrate in 
phase. The comb transducer in Figure 4(c) consists 
of a group of independent elements that are equally 
spaced arranged in parallel order. An ultrasonic 
pulsar/receiver sends electrical pulses in phase to all 
elements to excite guided waves as transducers in (a) 
and (b). The generated guided wave on a plate may 
be received using three methods as illustrated in 
Figure 5. Figure 5(a) is the pulse echo method: the 
comb transducer serves as both sender and receiver; 
and the echo is received by the comb. Figure 5(b) is 
the through transmission method using a comb 
transducer to receive the signal. Both Figure 5(a) 
and (b) receive a particular selected wave mode 
because the comb transducers are designed for it (c) 
is the through transmission method using an angle 
beam transducer to receive the signal. This method 
is also very effective in receiving the particular 
excited mode because Snell's Law allows a particular 
mode conversion to a longitudinal wave that is 
received by the angle beam transducer. 

r 
r 

Normal contact 
transducer 

Comb shoe 

1h 
(a) Transducer on top of comb shoe 

Piezoelectric comb 
homing 

pipe wall 

(b) A piezoelectric comb in a comb housing 

comb housing 

Piezoelectric plate 

/ 
pipe wall 

(c) A piezoelectric plate in a comb housing 

Multiple element 
housing 

pipe wall 

(d) A multiple element comb transducer 

Figure 4.    Configuration possibilities of comb 
transducers. 

comb transducer 

(a) pulse echo 

comb transducer 
sender receiver 

(b) comb/comb through transmission 

comb transducer 
sender 

[ft mftUAU) 

angle beam 
receiver 

J& 
(c) comb/angle beam through transmission 

Figure 5.    Experimental setups using the comb 
transducer technique. 

5.   SMART  ELECTRONICS  AND 
CONFORMAL   ANTENNAS 

The development of integrated smart electronics 
involve microelectronics circuitry, low-power signal 
processing electronics, microcontroller and wireless 
communication between microsensors and 
microactuators. Three different approaches are being 
pursued: 1) CMOS microelectronics-first followed by 
MEMS device integration using polysilicon surface 
micromachining(Ref. 14), 2) micromechanics-first 
followed by CMOS integration (Ref. 14) and 3) flip- 
chip integration of MEMS chips with that of 
microelectronics circuitry chips (Ref. 15). 

Wireless remote and continuous telemetry systems for 
application to smart structures can be achieved using 
Penn State's novel antenna architecture using 
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Figure 6. Electronically Steerable Microstrip 
Antenna with Ferroelectric Phase Shifters 
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Shifters 
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ferroelectric on-line or filter phase shifters to interact 
with MEMS, piezoelectric polymer skins and SAW 
sensors wherein the communication from sensors to 
control systems and back to the actuators is 
accomplished by wireless telemetry using antennas 
specially designed for such purpose and integrated 
into the structure. The ferroelectric ceramics are used 
to develop new, lightweight, flat, large bandwidth 
antennas whose output beams can be steered 
electronically by tuning the dielectric properties of 
the ceramic, Fig. 6 Beam steering, see Fig. 7 can be 
used to advantage for monitoring and 
communicating with several sensors and actuators 
distributed over a large structure using a single 
central antenna. 

A sensor bus can be used when sensing many 
parameters at the same time. The sensors can be 
electronically scanned, and the information is 
'passed' on to the microcontroller. Separate software 
code has to be assigned in the microcontroller to 
each sensor. The wireless communication link 
consists of a transmitter and receiver with a message 
format consisting of eight data bits preceded by a 
starter bit and followed by parity bit and stop bit. 
The antenna for this application is a conformal one 
employing high dielectric and low loss ferroelectric 
material with tunable capability. Planar phase 
shifters controlled only by bias voltage are used for 
electronic steerability (Refs. 16-21) 

6.   APPLICATION  TO AIRCRAFT 

time delays tx and ^respectively. They are written 
as 

and 

Sl(t) = S1cos((O0+ßt/2)(t-tl) (2) 

S2(t) = S2cos(co0+ßt/2)(t-t2) (3) 

where 

tl=2djv + te (4) 

t2 = 2d2/v+Te (5) 

where V is the SAW velocity, d^ and d2 are the 
distances from the IDT transducer to the reflectors 
respectively, and Te is the total of other delays such 
as electromagnetic wave traveling time, delay in 
electronic circuit and devices, which is the same for 
both echoes. 

Through the mixer, which uses the transmitted signal 
as reference, and low-pass filter, frequency differential 
signals are obtained as 

Ex (0 = Ex cosf/^f + (ay, - ptf)] 

= £1cos[ot)1r + ^1] (6) 

and 

6.1 Deflection and strain of flex type beam 
structures 

In this section a remote SAW strain sensor system 
is employed to study the deflection and strain of 
"flex-beam" type structure of a helicopter. The 
system consists of remotely-readable passive SAW 
sensors and a microwave reading system. The 
experimental results confirm the theoretical analysis 
using a simple model and show the feasibility of 
using passive SAW sensors to measure structural 
strains. 

The microwave reading system used in this system 
is actually a FM radar. The FM signal send by the 
system antenna is expressed as 

S(t) = Acos(co0+ßt/2)t (1) 

where C00 is the start frequency of the FM signal, 
fl is the rate of the modulation, and? is time. 

The echoes from the reflectors, Sx{t) and S2(t), are 

the same as the transmitted signal SCObut with 

E2(t) = E2 cos[flt2t + (O)0t2 - lLt\)] 

= E2cos[co2t + (p2] (7) 

respectively. The frequencies and phases of these two 
signals both depend on the delay times. The two 
signals can be separated in the frequency domain. 
Since the O)0 is usually much greater than  m , the 
phase shift is more sensitive to the variation of delay 
time than the frequency. 

The difference of the two phase can be written as 

0 = ft - 02 = K "V(h +t2)/2](r2 -O (8) 

where the extra delay time of the second echo referring 
to the first is equal to the round trip time of the 
acoustic wave traveling from the first reflector to the 
second and is presented as 

2d 
T=t2-tl= — 

V 



where d is the distance between the two reflectors. 

The phase difference is sensitive to the change of the 
delay times. The variation of the phase difference 
due to the change of the delay times is expressed as 

A^ = [fi)0-/i(r1 + r2)/2]Ar (9) 

Since C00 is usually much larger than the item of 

/Z(fj +12) 12, then we have 

A0 = Q)0AT 

The wave traveling time t is proportional to the 
distance between the two reflectors and inversely 
proportional to the velocity. If neglecting the 
possible velocity variation of the SAW under strain 
and taking in count only the direct effect of the 
distance change, we have 

led 
A<p = co0 =0)0£T0 (10) 

where is e is strain and T0 is the traveling time 
when the strain is zero. The sensitivity of this 
remote sensor system depends on operating 
frequency and the round traveling time of the SAW 
between the two reflectors. 

Experimental setup and results 

The test setup is shown in Fig. 8. The SAW wafer 
package is glued to a fiberglass cantilever beam of 
the dimensions of 172 mm in length, 25 mm in 
width and 1.5 mm in thickness. 

Fora 

£. = -d, 
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mm 

Figure 8. 
beam 

Passive SAW sensor on test cantilever 

The center of the SAW wafer is 53.3 mm from the 
root of the beam and the SAW propagating direction 
is along the beam length. If we neglect the effect of 
the boned SAW wafer, the strain on the surface of 
the beam can be calculated by simple beam theory 

3f»(/-s) 
2/3 (ID 

where / is the length of the beam, x is the distance 
of the location from the root, tb the thickness, and 

the d is the displacement at the tip of the beam. In 
the experiment, the beam is bent by a force at the tip 
and the tip displacement is measured by a dial 
indicator. 

The remote SAW sensor system successfully detected 
the shift of the phase difference of the two echoes 
with the variation of the tip displacement. The 
results are presented in Fig.9 in the form of the shifts 
versus strains. The strains are calculated according to 
the tip displacements by Eq. (11). 

The data show that the phase shift varies with the 
strain linearly when the stain is less than .0012. For 
larger strains, nonlinearity and larger fluctuation 
appear. The nonlinearity may due to the glue used to 
bond the SAW package, the large deformation of the 
beam and other causes. The maximum tip 
displacement in the test is 34 mm. It is compatible 
with the length of the beam and beyond the range 
where simple beam theory is valid. 

0.002 

•|    0.001 - 

0.000 

Phase (Degree) 
Figure 9. Experimental results of strain versus phase 
change 

The sensitivity and resolution converted from the 
measurement data is about 1.09-104 degrees and 
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Figure 10.    Phase shift and hence the strain 
measurement of stationary and rotating blades 
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Figure 11.   Helicopter with built-in sensors and 
electronically steerable antenna 
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0.92-10"4, respectively. They are lower than the 
theoretical estimation of 3.3-104 degrees and 3-10"5. 
Since that the thickness of the SAW wafer and the 
plastic case is not negligible, comparing with the 
thickness of the cantilever beam in the test, it is 
expected that the strain on the wafer surface is less 
than the strain on the surface of the cantilever beam 
when the SAW sensor is absent. The latter is used 
to calculate the sensitivity and resolution. 

Considering this factor and the softness of the 
plastic case also may decrease the sensitivity of the 
inside SAW sensor, the test results reasonably 
confirm the theoretical estimation. 

The concept presented above has been implemented 
on rotating blades. First the strain and the deflection 
were measured remotely by the antenna 
communicating with the sensors (via the built-in 
antenna) while the blades were stationary and then 
when the blades were rotating. The rotational speed 
is close to that of an actual helicopter. The results 
presented in Figure 10 are encouraging for further 
research. 

CEEAM 

PENNSTATE 

CANT] LEVER-LOADED 
MEMS 

ACTIVE CONTROL 
ACTUATORS 

SEPARATION 
DELAYED 

ACTIVE CONTROL 
ROTOR FLOW 

Figure  12.    Airfoil section with MEMS and 
actuators 
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6.2 Local and global sensing and control of 
vibration and drag in aircraft 

In this case the sensors described above are used to 
measure both pressure and shear of the fluid flow on 
aerospace structures. The wave form measurements 
may be monitored at a remote location either at the 
cockpit or elsewhere via the antennas in the sensors 
and an outside antenna. The integrated MEMS 
actuators with suitable smart electronics etched onto 
the structure are controlled by the built-in antennas 
through feedback and feedforward control 
architecture. 

The integration of such materials and smart 
electronics into the skin of airfoil is ideal for sensing 
and controlling vibration and drag. The basic idea of 
this concept involves detection of the point of 
transition from laminar to turbulent flow and 
transmitting acoustical energy into the boundary layer 
so that the low energy fluid particles accelerate in the 
transverse direction and mix with the high energy 
flow outside of the boundary layer. 

A schematic arrangement which connects SAW and 
MEMS devices to antenna onto the airfoil of aircraft 
is shown in Figures 11 and 12. 

p 
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p 

^  

 fr. 
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The smart skins derived form this integration are 
ideally suited for drag sensing and control of aircraft 
and spacecraft. One can also induce microriblets on 
the smart skin for drag reduction using 
micromachining techniques. These microriblets can 
be actively produced by the MEMS techniques at the 
desired location. The detection and control of noise 
and vibration as caused by both external and internal 
forces may be countered through the use of 
polymeric piezosensors and actuators. 

For sensing drag pressure and shear, SAW MEMS 
devices are used as described below. In principle, two 
SAW sensors are normally employed as shown in 
Figure 13, in one of the SAW device the waves 
propagating in the same direction of the air flow 
while in the other the waves propagating in the 
opposite direction. Using the velocity Vo as the 
reference when there is flow, we could relate the 
pressure and the shear from these two SAW sensors 
as shown in Figure 13. 

The sensors arranged in the form rosette can provide 
the direction of the flow, see Figure 14. A 
cantilever-beam SAW force sensor attached to a 
floating thin and flat membrane will enhance the 
stress many orders of magnitude, see Figure 15. 

Figure 13. SAW pressure and shear sensor 

U< 

Figure 14. Rosette arrangement of SAW sensors 
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The device can be flush mounted in an aircraft. The 
composite cantilever beam has two SAW devices 
fabricated by using Lithography. The active areas of 
the two devices, where surface acoustic waves 
propagate, face opposite sides. The moment applied 
by the attached membrane exposed to shear, one 
active surface is in tension and the other is in 
compression. Dual sensor approach provided also 
compensates for changes if any in other physical 
variables such as temperature, pressure, etc. 
Preliminary experiment was performed at Penn State 
Wind Tunnel. The tunnel is 16 inch low speed 
unsteady boundary layer wind tunnel. The sensor 
system was mounted on a horizontal internal plate 
which divides the tunnel of rectangular cross section 
into two equal parts. The sensing membrane of the 
sensor was in the up position. The velocity of the 
wind in the tunnel was monitored by a pressure 
sensor close to the air inlet. The output of the 
pressure sensor is voltage, which is proportional to 
P=m (V-Vo) with m = 66.89 Pa/V, where VQ is the 

Top plate 

A calibrated curve of the wall shear stress t and 
pressure P is also available for the tunnel. The shear 
stress is proportional to the pressure P, t = kP where 
k is approximately equal to 0.003129 for the wind 
tunnel under consideration. First the sensor is 
calibrated and the relation between the pressure and 
shear vs the phase shift is determined. In the 
experiment, the wind speed was increased step by 
step to a maximum first and then decreased 
gradually. The output frequency of the SAW sensor 
and time was recorded. The results are shown in 
Figures 16 and 17. The sensor system will be 
implemented in model airfoil and the performance 
will be assessed later. 

The concept of micro riblets for drag reduction has 
been presented by Haund and Ho (Ref. 22) and 
Varadans (Ref. 23 and 24). Using 3D MEMS 
structure as presented by Varadan (Ref. 6), one could 
produce active microriblets to control the drag. Even a 
5% drag reduction will result in an enormous fuel 
savings, see (Ref. 25) 

Case 

Figure 15. Cantilever beam SAW sensor 
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Figure 16. SAW results in wind tunnel 
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6.3 "Smart Plate" for Noise Reduction using 
MEMS Technology 

Active structural acoustic control has attracted 
growing attention in recent years. Piezoelectric 
sensors and actuators are widely used because they 
can be embedded in structures or bonded to surfaces 
with minimum interference to the structure design. 
Numerous researches has been devoted to sound 
transmission through plates or shell (Refs. 26-28). 
A theoretical analysis by Fuller showed the 
feasibility to actively control the sound 
transmission/radiation with a few actuators applying 
forces to the plate (Ref.26). The concept was proved 
by later experiments (Ref.28). The analysis work 
aimed at applying the technique to cylindrical shell, 
like aircraft fuselage, also shows encouraging results 
(Ref.29). The possibility to use on-plate error 
sensors to achieve significant global reduction has 
been addressed (Ref. 27). Most of these 
investigations deal with the cases of transmission 
between two free acoustic fields or into cylindrical 
enclosures and the boundary conditions involved are 
ideal, such as simple support. 

The present experimental investigation addresses to 
the active control of the sound transmitted from an 
enclosure through plates by using on-plate MEMS 
sensors and actuators (Ref. 30 and 31). This 
experiment will provide the foundation for the cabin 
noise reduction in aircraft. In cabin noise reduction, 
the problem becomes simpler since we want to 
control the noise coming from out side to the 
interior of the cabin. The plate is mounted at an 
opening of a cubic sound enclosure. The boundary 
condition of the plate is not ideal rather close to the 
mounting in most practical applications. The sound 
transmitted through the plate is measured by a 

microphone array that scans a hemispherical surface. 
Measurements show that the spectrum of the 
transmitted sound has peaks that coincide with the 
resonance of the plate. The target of the active 
control is first to reduce these transmission peaks that 
result in a poor isolation performance. This strategy 
requires a relatively simple, low-cost control system 
and may be applied to a wide variety of structures 
such as machine cases, windows, etc. The capability 
of a one-sensor one-actuator control system is 
evaluated. Significant reductions of 15 - 22 dB are 
obtained by use of this simplest control system at the 
resonance frequencies of the first three symmetric 
modes. 

In this study, an aluminum square plate is used as a 
test sample. The dimensions of the plate are 14"xl4" 
in area and 0.015" in thickness. The MEMS sensor 
fabricated is 400mm x 400 mm. Its performance is 
compared with regular PZT sensor and actuator as 
shown in Figure 18. Three PZT (Lead Zirconate 
Titanate) pieces are bonded on the plate by epoxy as 
shown in Fig. 18. One is used as an actuator, which 
is indicated as Al in the figure. Those marked as S1 
and S2 in the figure are sensors. The geometry of Al 
and S2 are the same. They are disks with a diameter 
of 1.5" and a thickness of .02". The size of SI is 1" 
in diameter. The actuator Al is located at the center 
of the plate, the sensor SI at the middle from the 
center to an edge, and the sensor S2 at the middle 
from the center to a corner. To compare the 
performance of the MEMS sensor, it is located on 
the actuator at the center of the plate. 

Since that the actuator is located at the center of the 
plate, we expect the actuator has good couplings to 
most symmetric vibration modes such as (1, 1), (3, 
1) and (1,3). The symmetric modes are usually more 
efficient in sound radiation as compared with the anti- 
symmetric ones especially in low frequency range. 
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The plate is mounted on a five-side wood box in a 
semi-anechoic chamber as shown in Fig. 19. The 
sizes of the box are 12"xl2"xl2" inside. The walls 
of the box are made from thick (1") oak plates and 
fiber-rubber-fiber acoustic isolation mats are put in 
front of the walls to prevent the sound in the box 
from being transmitted through the walls. The plate 
is clamped on the edges of the opening of the box 
by a steel frame. The movable area of the plate is 
12"xl2". A soft rubber gasket is placed between the 
plate and the wood. The boundary condition is 
somewhere between the clamped and the simple 
support. A loudspeaker generates the sound field in 
the enclosure. The sound level outside is measured 
by a microphone array. The eleven elements of the 
array are uniformly distributed in a half circle in a 
distance of 15" from the center of the plate. The 
array is able to rotate in 180° to cover a 
hemispherical surface above the plate and the baffle. 
The baffle is a 0.75"-thick plywood board. 

The global power reduction obtained by active 
control may be defined as 

R = 101og(Wo/Wc) (12) 

O S2 
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MEMS 
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Fig. 18 The aluminum plate with piezoelectric 
actuator and sensors and MEMS sensor 
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Figure 19. Measurement Set Up 
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where the W0 and Wc are the sound power radiated 
from the original and controlled plate respectively. 
Although the measuring surface in this experiment 
is not far enough to satisfy far field condition, we 
estimate the global reduction for convenience. 
Approximately, we have 

R = 101og{JSh ( | po| 2) ds/Jsh (Ipcl 2) ds}     (13) 

where Sh is the hemispherical surface and po and pc 
are the original and control pressures, respectively. 

Actually, the sound pressure is measured at discrete 
points. The integrals are replaced by the sum of the 
multiplication of the square of sound pressure and 
the surround area. 

First, the original plate without active control was 
investigated. In the measurement, a white noise 
with a bandwidth from 20 Hz to 2 kHz was applied 
to the loudspeaker. The sound pressure at the 
position 15" up to the center of the plate and the 
outputs of sensor SI and S2 and that of the MEMS 
sensor were recorded. 

79 Hz 

180 

Figure 20. Comparison of MEMS and PZT sensors 
at 79 Hz 

The performance of the one-sensor/one-actuator 
system was tested in this experiment. The signal 
from sensor SI or S2 was taken as an error signal 
by the controller. The controller adjusted the 
amplitude and phase of the voltage applied to the 
actuator in such a way as to make the error signal 
minimal, while the voltage applied to speaker 
remained constant. In this experiment, it was 
usually more than 40 dB less than the original. We 
chose SI as the basic sensor because the output 
appears to be more sensitive to the modes with 
stronger sound radiation and less sensitive to the 
inefficient radiating modes. In the case that the 
sensor SI did not result in a reasonable sound 
control, the sensor S2 was tested. 

The best result was obtained at the first resonance 
frequency of 79 Hz. The sensor SI was used as the 
error sensor. The reduction by the active control is 
shown in Fig. 19. The original sound field on the 
hemispherical surface was quite uniform. The 
variation was about ± 1.5 dB. The active control 
reduced the sound level at all the measuring 
positions on the hemispherical surface by 20 to 26 
dB. The global reduction was 22 dB. The same kind 
of result was also obtained using MEMS sensor at 
this frequency. 

Comparisons were then made for other frequencies 
using PZT and MEMS sensor as shown in Figures 
20-21. It is to be noted that the MEMS sensor 
performance is comparable and sometimes better 
than the conventional large size PZT sensor. 

The use of MEMS technology for the cabin noised 
reduction using the multifunctional polymer 
mentioned as 'smart wall paper' will be reported 
later. 

257 Hz 

180 

Figure 21. Comparison of MEMS and PZT sensors 
at 257 Hz 

6.4 Health Monitoring of Aircraft Structures 

The theoretical and numerical challenges in 
simulating a structure with embedded sensors using 
comb transducers, MEMS, SAW devices, etc., are 
many. The material may be inhomogeneous, the 
piezoelectric phases are anisotropic and involve 
coupled elastodynamic and electric fields, the structure 
may have protective coatings, the structure may be 
exposed to a semi-infinite environment (liquid). A 
numerical simulation method that can be applied to 
arbitrary geometry, material constituents, coupled 
field problems and transient effects calls for 
techniques such as hybrid finite element methods. 
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Several versatile codes have been developed by the 
authors which can look at optimization of sensor 
design, sensor placement, and antenna interfaces. 
Useful sensor parameters such as electrical conduc- 
tance and susceptibility, crosstalk between sensor 
elements, sensor fidelity and efficiency, 
sensor/structure interface problems, effect of material 
damping etc. can all be calculated and studied 
numerically. Simpler calculations for the design and 
performance simulation of various designs for 
MEMS and SAW devices as well as transducer 
arrays and comb transducers can also be done in a 
much shorter time at much less cost There is a well 
established precedent for the finite element and 
boundary element modeling (FEM and BEM) of 
structures with embedded sensors [Ref. 32-37]. This 
is now interfaced with new models that have been 
developed 

for various types of transducers. Transient problems 
can also be handled using the unconditionally stable 
a- method for time stepping the dynamical equations 
of the system. 

It is generally well known in the NDE community 
that inspection redundancy can often improve the 
overall probability of detection of defects. In addition 
to bulk wave, surface wave and guided wave 
ultrasonic NDE techniques, we are currently pursuing 
research on a multi-technology program including 
MEMS devices and microwave NDE. The overall 
NDE methodology and decision algorithm 
development program is illustrated in Figure 22. The 
application to aircraft structures is given in Figures 
23 and 24. In Figure 24 a combination of fiber optics 
and antenna technology is given for future health 
monitoring of structures. 

Figure 22 Decision algorithm program 

Electronically steerable 
central antenna 

Figure 23 Wireless Telemetry for Health Monitoring 
of Aircraft 
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Fiber optic sensor 
with antenna 

Receiving antenna 

Figure 24. Health monitoring of structures using fiber 
optics and antenna technology 
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Imaging of Flaws in Structures 
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In Figure 27, an optical carrier wave with 
microwave signal is fed through an optical fiber. 
Using a pin-photodiode, the microwave signal is 
transmitted into the structure containing cracks via 
an antenna. The signal is scattered by the crack and 
the scattered signal signal is received by the antenna. 
A three dimensional image of the flaws can then be 
constructed using the ramp response signature as 
shown in Ref. 32. 

Feature selection takes place from the physically 
based domains of guided waves, MEMS, microwave, 
etc. The classification will use state of the art 
artificial neural networks. This multi-technology 
approach to NDE vastly improves our ability to 
monitor the health of aircraft, civil structures and 
manufacturing processes. The goal, of course, is to 
finally develop a physically based feature vector for a 
complex system from which data fusion can be used 
in the development of a decision algorithm for 
criticality of system performance based on detection, 
classification, and sizing. The feature vector 
established with this multimode and multi- 
technology approach is rich and robust. Rather than 
filling in the elements of a feature vector with a 
long list of statistically or probabilistic based 
features on a single modality NDE approach in an 
attempt to solve the problem, the approach here 
with a multimode and multi-technology approach is 
to initially have tremendous sensitivity potential 
hence improving the overall probability of detection 
and decision algorithm performance potential. Once 
the feature vector is completely formulated, 
procedures for algorithm development follows 
traditional guidelines of pattern recognition whereby 
probability density function curves could be plotted 
to select the most useful features for final input into 
a pattern recognition or neural net algorithm, hence 
establishing a decision function with appropriate 
weights for the physically based features selected. 

Thus, the multi-technology approach to health 
monitoring of systems and processes, is not simply 
a set of disparate and complementary technologies, 
but rather a multi-scale inspection ability that can be 
combined together for a powerful new approach to 
NDE. 

7.   CONCLUSION 

An integration of smart materials, MEMS and 
control devices have been presented for aerospace 
structures. The smart skins derived form this 
integration are ideally suited for drag sensing and 
control of aircraft and spacecraft. One can also induce 
microriblets on the smart skin for drag reduction 
using micromachining techniques. These 
microriblets can be actively produced by the MEMS 
techniques at the desired location. The detection and 
control of noise and vibration as caused by both 
external and internal forces may be countered 

through the use of MEMS sensors and piezoelectric 
actuators. An array of shear wave sensors introduces 
a method for localization of the internal stress field 
throughout the structure. The wireless remote and 
continuous telemetry systems do not weaken the 
structure. The wireless telemetry system can be 
incorporated along with fiber optic sensor for health 
monitoring of aerospace structures. The advanced 
polymeric smart materials may also serve as a 
"smart wall paper" for cabin noise sensing and 
control of aircraft 
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SUMMARY 
Since the late fifties when fatigue problems in aircraft 
structures were first encountered, aircraft maintenance has 
evolved through research, and subsequent implementation 
in well-orchestrated programs in several NATO countries. 
In the United States Air Force, the Aircraft Structural 
Integrity Program (ASIP) [1], and similar programs in 
other US service organizations, deserve much of the credit 
for establishing a first class record for US fleet readiness. 
ASIP's success, similar to other NATO programs, rely 
heavily (still) on frequent aircraft inspections to ensure 
fatigue cracking, or other flaws, get the necessary 
attention, and appropriate corrective action, before vehicle 
safety is compromised. Recent initiatives at Northrop 
Grumman, together with research elsewhere [2-5] in 
structural health monitoring systems (SHMS), now point 
one step further toward improved safety and maintenance 
costs reductions. Though not yet mature, recent 
technological advances in sensors, data acquisition, 
electronic miniaturization, and sensor system integration, 
now make it conceivable, at least, to replace current 
scheduled driven inspection practices - prevalent in 
aerospace systems maintenance throughout NATO - with 
"maintenance-on-demand." Put simply, aircraft structural 
inspections and maintenance will be performed only when 
really necessary and there is a high probability of finding 
damage, rather than scheduled, when often there is no 
damage detected. 

An overview of ASIP is first introduced as background to 
the subject of structural health monitoring in the US 
reviewing inspection requirements, critical flaw sizes, and 
operational load environments. SHMS technologies are 
subsequently reviewed featuring requirements, architectures 
and components, sensors, processors, analysis algorithms 
and software, and SHMS component technology status. 
Finally, conclusions and recommendations for technology 
transition and future work are reported. 

1.0 INTRODUCTION AND BACKGROUND 
Aircraft and other aerospace structures experience various 
types of flight and operationally induced damage, such as 
fatigue and corrosion in metallic structures, and 
delaminations and disbonds in composite structures. 
Combat aircraft may additionally incur large-scale battle 
damage. To maintain military fleet safety and reliability, 

life cycle tracking of aircraft is performed. In the USAF, 
aircraft tracking is dictated by the aircraft structural 
integrity program (ASIP) [1]. 

ASIP has fashioned over 20 years of experience of 
structural integrity monitoring into a comprehensive plan 
acquiring US fleet operational usage data to establish 
individual aircraft structural integrity. In general terms, 
ASIP's goal is to minimize the possibility of catastrophic 
structural failure resulting from unanticipated or undetected 
structural or material degradation. Logistics, structural 
inspections and maintenance, together with fleet rotation, 
all play an integral part in determining whether an aircraft 
is unsafe, or should be retired. Figure 1 illustrates the depth 
of the program. If we had to choose a single ASIP task that 
would derive most benefit from an on-board structurally 
integrated SHMS it would probably be Task 5, force 
management (FM), though all tasks are functionally 
interrelated. 

Taskl Task 2 Task 3 Task 4 Task 5 

Design 
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Analysis & 

Development 
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Full Scale 
Testing 

Force 
Management 

Data Package 

Force 
Management 

ASIP Master 
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Structural 
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Fracture and 
Fatigue 
Control Plan 

Selection of 
Materials, 
Processes & 
Joining Methods 

Planned 
Operational 
Usage 

Material & Joint 
Allowables 

Analysis 
• Loads 
• Temperature 
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• Damage 
Tolerance 

• Fatigue 
• Sonic Fatigue 
• Vibration 
• Flutter 
• Nuclear 

Effects 
• Weapons 

Effects 

Design 
Verification 
Tests 

Static 

Fatigue 

Sonic Fatigue 

Flight & Ground 
Loads Survey 
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Environment 
Spectra Survey 

Final Analysis 

Force Structural 
Maintenance 
Plan 

Loads/ 
Environment 
Spectra Survey 

Individual 
Aircraft Tracking 
Program 

Loads/ 
Environment 
Survey Support 

IAT Data 
Collection 

Service 
Inspections, 
Maintenance & 
Repair 

Structural 
Performance 
Records 

Figure 1. ASIP Functional Tasks 

FM is further subdivided into: 1) an individual aircraft 
tracking program (IAT), 2) an aircraft loads and 
environment spectra survey (L/ESS), and a 3) a force 
structural maintenance plan (FSMP). These elements are 
collectively used to determine maintenance and inspection 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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actions among US fleet aircraft, as well as ensure that over 
time, all aircraft maintain similar levels of usage to balance 
the effects of structural degradation.  (Figure 2). 

Figure       2.       ASIP 
Monitoring   Functions. 

Structural        Integrity 

Over the last few decades, ASIP and similar programs have 
contributed substantially to improving the safety and 
reliability of NATO military aircraft. Ideas published in the 
literature [2-5] to further enhance the effectiveness of 
NATO aircraft force management and tracking programs 
generally recommend: 

• Reduce aircraft inspection intervals 

• Improve maintenance procedures 

• Improve data collection 

All the above, individually or collectively, have a 
multiplicative effect for overhead reduction in terms of man 
power, time and equipment. 

Other recommendations to improve NATO FM and tracking 
programs relate more specifically to details in the 
processing, monitoring methods, inspection, analysis and 
automation: 

(a) Increase stress monitoring - more 
sensors/locations 

(b) Reduce dependence on interpolation for stress 
measurements 

(c) Increase number of fleet aircraft 
instrumented for L/ESS - place less reliance on 
data extrapolations from few instrumented aircraft 
to entire fleet 

(d) Monitor damage directly (if feasible) 

(e) Automate aircraft usage data collection 

(f) Increase inspection interval 

Items (a) through (c) are to a degree self explanatory, 
although for (c) it should be emphasized, that the difficulty 
of extrapolating the results from a few instrumented aircraft 
to the entire fleet is endemic to all NATO FM and tracking 
programs. An important point relating to (e) apart from 
the obvious cost reductions discussed previously, is that 
currently analytical methods and data collection play a 
central role in predicting the duration between inspections. 
Intervals are based on flaw (crack) growth rate, which is 
predicted analytically from such entities as aircraft loads, 
materials allowables, structural design and environmental 
factors, and others depending on the analytical mode used. 
All of the foregoing entities come from the data collection 
of the FM program and are subject to a degree of 
uncertainty. Inspection interval determination is not 
therefore an exact science. Item (e) is an integral part of (f) 
and could also be improved in terms of collection time, 
centralization, inaccuracies or missing data, and lengthy 
processing delays from collection and transmittal back to 
the fleet. It is perhaps item (f) that would benefit most 
from a structurally integrated health monitoring system 
that could replace the uncertainties of analytical methods 
by actual measurement, provided of course that the 
probability of flaw detection with an installed SHMS is 
better than the analytical uncertainties of current methods. 

A related item not directly part of SHMS but important for 
inspection intervals is the accuracy of current non 
destructive inspection (NDI) techniques. If smaller flaws 
can be detected during ground maintenance, naturally 
inspection intervals can be increased. 

In recent years, a significant amount of research [2-17] has 
addressed utilizing advanced sensors, software, and data 
processing technologies to overcome some of the above 
limitations by developing a structural health monitoring 
system, (a structure with an integrated SHMS is often 
referred to conceptually as a smart structure, implying a 
structure that senses its environment and assesses the 
impact of any resulting damage.) An SHMS could 
conceivably provide an accurate and detailed stress history, 
locate incipient damage, and ultimately lead to 
maintenance-on-demand. 

2.0    STRUCTURAL HEALTH 
MONITORING REQUIREMENTS 

An ideal SHMS implemented in an operational aircraft will 
need to address both large area damage (i.e. battle damage) 
and localized damage caused by everyday usage. Large area 
damage, while obviously more critical to the immediate 
safety of the aircraft, is easier to detect, and the real 
challenge in developing an SHMS is detecting minute flaws 
which may, over time, lead to structural failures [13]. ASIP 
requires that an airframe be capable of withstanding the 
growth of an assumed initial flaw under normal operational 
usage over a prescribed time interval. Typically, the 
assumed structural damage is set at the minimum detectable 
by standard non-destructive inspection (NDI). The 
inspection interval is set based on one half of the time i t 
takes for the assumed flaw to cause a structural failure.   A 
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summary of some typical  damage modes are shown  in 
Figure 3 (these are discussed in detail in References 11-13). 

Metallic Structures Composite Structures 

• Cracks (>.05") 
• Corrosion 
• Stress Corrosion Cracking 

• Impact Damage 
(upto100ft-lbs) 

• Delaminations (2" Dia.) 
• Stiffener Debond 
• Joint Failures 

Strains up to 10,000 Microstrains; Temperatures from -65° to 375°F 
Figure 3. Structural Health Monitoring 
Requirements. 

In metallic structures, the predominant damage modes are 
fatigue cracking, corrosion, and stress corrosion cracking. 
Cracks typically occur around fastener holes, cut-outs and 
sharp bends, and critical crack sizes could be as small as 
0.1 inches. Hence, a monitoring system will have to be 
capable of detecting minute cracks in geometrically 
complex areas where the precise location is not known a 
priori. While corrosion is a serious problem, especially for 
naval aircraft, there are no quantitative ASIP requirements 
for corrosion monitoring, as yet. Difficulties arise in 
trying to correlate corrosion and performance degradation 
because the relationship is not quantitatively well 
understood, or easily predicted by analytical or statistical 
methods. The rapid growth of corrosion and the extent of 
corrosion propagation is similarly difficult to assess or 
quantify, and structural components with noticeable 
corrosion damage are typically replaced. Monitoring stress 
corrosion cracking will require detection of both cracks and 
corrosive environments. 

For composite structures, four important failure/damage 
modes need to be addressed. These are low-velocity impact 
damage, delaminations, stiffener-skin separation, and 
failure of bolted and bonded joints. Of these, impact 
damage caused by dropped tools, runway debris, etc., is the 
most prevalent and its detection would perhaps have the 
most significant benefits of an SHMS. 

In addition to damage detection, an SHMS must be capable 
of performing the ASIP functions of L/ESS and IAT 
monitoring. The L/ESS program is used to obtain time 
history records of the parameters necessary for defining the 
stress state of the airframe, and the IAT program predicts 
flaw growth in critical areas of the structure. By enhancing 
current tracking programs, a SHMS would provide increased 
data validity and return rates, while at the same time 
improving overall program efficiency. 

3.0    SHMS ARCHITECTURE AND COMPONENTS 
Figure 4 illustrates the main components of an SHMS. 
They include sensors, local preprocessors, a central 
processor, and software capable of making aircraft 
maintenance and logistics decisions. Individual sensors 
track strain, acceleration, temperature, corrosive 
environment, and structural damage. Local and central 
processors   perform   the   functions   of   data   collection, 

processing, and analysis. Figure 5 (adapted from Reference 
16) presents a more detailed architecture of an SHMS 
currently under development at Northrop Grumman. 

Raw Sensor Data 

Sensors 

Loads & Environment 

Local 
Preprocessors 

Usage, Loads & Detected Damage 

Detailed 
Load 

Database 

Central 
Processor 

Structural 
Health Status 

Analysis 
Algorithms 

Maintenance 
& Logistic 
Personnel 

Squadron & 
Fleet 

Statistics 

Figure 4. Overview of SHMS Components 

The system architecture is designed to be modular and 
adaptable to different structural and system geometries. 
Raw sensor data is collected from each of the monitored 
zones and passed to the local processors. The central 
processor interrogates each of the local processors in turn 
to extract the sensor data. The system communicates with 
the central flight computer as necessary and stores flight 
parameters and summary information in the Standard Flight 
Data Recorder (SFDR). 

CENTRAL PROCESSOR 

Mass Data 
Storage 

Analysis 
Processor 

Maintenance 
Database 

• Sensor management 
• Supervisory BIT 
• Polling 
■ AE data analysis 

AE Crack, 
Locations 

. Strain 
Data 

 ■ Maintenance display 
"^^^ • Location and crack size 

• Remaining life 

Local 
Processor 

<^xkxk> 

Local    ]         Zone2 

LrzÜo^x& 

1 
SFDR 

Nz o p 

Figure 5. SHMS Architecture 

The SHMS architecture is organized as a physically 
distributed and logically centralized configuration. Each 
major structural zone within the aircraft will contain a 
distributed sensor network and dedicated sensors. The 
significant advantages of this architecture are as follows: 
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excellent flexibility that accommodates system growth and 
ease of replacement without impacting the baseline design, 
a modular design to minimize system maintenance and 
repair costs, and tolerance to faults occurring at the 
embedded sensor (i.e., if a failure exists in one sensor 
element, the other sensors and processors will continue to 
operate). 

3.1 Sensors 
For structural health monitoring, load, temperature, 
moisture, fatigue, corrosion, delaminations, impact 
damage, and battle damage need to be monitored. To 
determine aircraft usage, flight parameters such as airspeed, 
altitude, pressure, angle-of-attack, etc., need to be recorded. 

The sensors monitor all required environmental and damage 
parameters. In particular, acoustic emission and fiber-optic 
sensors are promising for health monitoring applications. 
Acoustic emission based sensors provide the only 
established technique capable of remote sensing, i.e., they 
do not have to be located in the immediate vicinity of the 
damage [8, 9]. Fiber-optic sensors exhibit high strain 
sensitivity, excellent strain resolution, and multiplexing 
capability. Additionally, fiber-optic sensors demonstrate 
an immunity to electromagnetic interference (EMI), a 
common source of sensor impedance in an aircraft 
environment [10]. 

Candidate sensors and their applications are discussed in 
Reference 15. Status of current sensing technology is 
discussed in Reference 13 and summarized in Section 4. 

3.2 Processors 
The zone sensors (AE, strain, and corrosion in Figure 5) are 
controlled by a local processing unit which contains a data 
acquisition board, a bus controller, and an analog to digital 
(A/D) converter. The local processors perform the tasks of 
data acquisition, basic signal conditioning, transducer error 
compensation, local data storage, and built-in-test (BIT). 
The raw sensor data are collected by the local processors, 
digitized, and stored for subsequent retrieval by the central 
processor. 

The central processing unit consists of a system control 
processor, a health assessment processor, and a mass 
storage unit. It performs the functions of system control, 
data storage, flaw location, usage tracking, and health 
assessment. The central processor interrogates each of the 
local processors to obtain the processed sensor 
information, receives the data, stores it, performs a health 
assessment, and reports any critical information. The 
system controller is additionally responsible for 
interrogating the central flight computer to collect 
pertinent aircraft usage data. Details of a current SHMS 
design are presented in Reference 17. 

Data transmission in the SHMS is driven by the 
requirements of the acoustic emission sensors. Significant 
data processing is required to accommodate the broadband 
acoustic emission monitoring technique [9,17]. 
Specifically, the sensing system samples acoustic events 

at rates up to 10 MHz at an anticipated event rate of 10 Hz 
(10 valid AE events per second). 

3.3      Analysis   Algorithms   and   Software 
Software for the SHMS must include data collection, 
storage, retrieval, and analysis algorithms. The software 
must be capable of collecting the sensor input, analyzing 
it, and making maintenance and inspection decisions based 
on the results. A detailed discussion of the system software 
appears in Referenes 16 and 17. 

4.0       STATUS   OF   CURRENT   TECHNOLOGIES 
An overview of technology assessment is shown in Figure 
6. In the figure 0% implies the technology does not exist 
and 100% implies that the technology is ready for 
implementation onto an operational aircraft without any 
developments. The computer and analysis algorithm 
requirements of the health monitoring system are well 
developed, and can be sufficiently satisfied with current 
technology. System    integration     and    technology 
demonstration is being addressed by the work at Northrop 
Grumman, however, further effort remains to be done in the 
area of sensor development. While standard sensors such 
as strain gages, accelerometers, and crack gages are well 
developed and widely accepted, the acoustic emission and 
fiber optic sensors will both require some further 
development and testing. In the case of the AE sensors, 
greater sensitivity and fidelity will be required to increase 
the accuracy and reliability of the AE damage detection 
technique. The fiber optic sensors are well developed, but 
lack a general acceptance in the military aircraft 
operational environment. 

TECHNOLOGY/ISSUE 

MATURITY 

0%                                                       50%                                _           _1UU% 

SENSORS 

COMPUTERS 

ANALYSIS 
ALGORITHMS 

-STRUCTURAL ANALYSIS 
-SYSTEM OPERATION 

HARDWARE 
ARCHITECTURE 

SYSTEM INTEGRATION 

-SENSORS 
-ANALYSIS ALGORITHMS 

-INTEROPERABILITY 

TECHNOLOGY 
DEMONSTRATION 

B STATUS OF CURRENT TECHNOLOGY 

Figure  6.  Current Technology  Assessment. 

The work at Northrop Grumman [11-17] has focused on the 
development of a prototype health monitoring system with 
the intent of performing a final demonstration test on a full 
scale F/A-18 wing attach bulkhead. The system has been 
demonstrated on complex subelements such as a simulated 
wing spar (Figure 7) and a multi-bay specimen simulating a 
wing carry through bulkhead (Figure 8). These 
demonstration tests have verified the ability of the acoustic 
emission system to identify flaws in complex structures. 
However, the test results have shown that the acoustic 
sensors can detect cracks as far away as 18 inches in simple 
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geometries like the wing spar web, but in more complex 
geometric configurations such as the stiffeners between the 
bays in the bulkhead specimen, or in the rows of fasteners 
in the beam, the crack signals are much more difficult to 
detect. The AE sensors had to be located within a few 
inches of the flaw to obtain positive identification and 
tracking. Further sensor development will alleviate these 
sensor spacing issues. The fiber optic sensors 
demonstrated excellent fidelity during these tests, to the 
point of detecting a small torsion in the wing spar 
specimen which was not detectable with standard strain 
gages. The successes in these tests have validated the 
design of the health monitoring system, and have yielded 
valuable information about crack detection which will be 
applied to the final test. These tests are discussed in detail 
in References 16 and 17. 

The final step in this program will be to conduct a full scale 
fatigue test on the F/A-18 F.S. 488 bulkhead (Figure 9) and 
demonstrate the ability of the monitoring system to track 
the loads and environment, and detect structural damage i n 
the structure. This test is presently scheduled for November 
1996 and will be conducted at USAF Wright Laboratory, 
Wright Patterson Air Force Base, OH. 

Thus, the technologies for the development of a health 
monitoring system for monitoring local areas (i.e. hot 
spots) are fairly mature, and with minor effort could 
perhaps be implemented in the near future. The next step in 
the development of this system will be to provide flight 
qualification through a flight test demonstration. 

Figure    9.    F/A-18     Wing    Attach 
Mounted in Fatigue Test Frame. 

Bulkhead 

5.0    SYSTEM BENEFITS AND PAYOFFS 
The long-term goal of health monitoring is to create an 
aircraft with a 'maintenance-on-demand' system. In other 
words, replace analytical flaw tracking with automated 
structural damage detection and evaluation. While ideal 
performance capabilities have yet to be attained, health 
monitoring applications could enhance current methods of 
analytic flaw tracking. Payoffs include fewer special 
inspection requirements at repaired or known critical 
locations as well as improved mission readiness. In 
addition, initial steps to automate the data collection and 
transmission procedures can improve data validity and 
reduce turnaround times. 

Preliminary studies indicate savings can be achieved by 
eliminating the manpower effort associated with aircraft 
inspections. For the F-18, savings in excess of $35 
million per year were estimated (assuming 33 hours of 
flight per aircraft per month, 1000 aircraft fleet) [13] 
Estimates for the T-38 show a savings of more than $9 
million per year (based on 420 flight hours per aircraft per 
year, 720 fleet aircraft) [7]. 

The most significant potential savings for the SHMS, 
however, could result from the elimination of logistics 
personnel. By eliminating the need for various 
maintenance and tracking operations, the SHMS would 
replace one or more of the personnel assigned to the 
aircraft. The automation of just one logistics function 
could result in an approximate savings of $100,000 per 
year in manpower and equipment [5]. When the total 
savings (inspections and logistics effort) are examined, the 
potential savings can become quite significant. Further, 
there is the consideration of the rare but plausible savings 
due to prevention of a catastrophic structural failure (failure 
resulting in loss of aircraft). 

6.0    CONCLUDING REMARKS AND 
RECOMMENDATIONS FOR FUTURE WORK 
The transition from current processes to a fully automated 
health monitoring system will not be immediate. Further 
R&D efforts are required in the areas of damage detection, 
aircraft system integration, and ASIP automation. 
Significant developments are needed particularly in the area 
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of damage detection sensors. Work currently underway at 
Northrop Grumman addresses some of these issues. In 
particular, a prototype health monitoring system is 
currently under development. Hardware components, data 
busses, software requirements, and anticipated data 
collection rates have been identified. Recent work has 
focused on assembling and testing a prototype system 
based on the developed candidate architecture. This work 
will lead to a full scale structural fatigue test towards the end 
of this year, and eventually to a qualification flight test of 
an aircraft health monitoring system. 

Ongoing efforts collectively will pave the way towards the 
development of a completely automated SHMS providing 
total aircraft coverage and resulting in unprecedented levels 
of fleet readiness, flight safety, and life-cycle cost 
reduction. 
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SUMMARY 
The concept of an adaptive aircraft wing, i.e., whose shape 
parameters such as camber, span-wise twist, and thickness 
can be varied to optimize the wing shape for various flight 
conditions, has been extensively studied by numerous 
researchers [1-8]. While the aerodynamic benefits (in 
terms of increased lift/drag ratios, improved 
maneuverability, and delayed flow separation) have been 
analytically and experimentally established, the 
complexity and weight penalty of the designs and actuation 
mechanisms have limited their practical implementation. 
Recent developments in sensors and actuators using smart 
materials could potentially alleviate the shortcomings of 
prior designs, leading the way to a more practical "smart" 
adaptive wing which responds to changes in flight and 
environmental conditions by optimally modifying its 
shape. 

A summary of recent work in the area of adaptive wing 
concepts incorporating smart structures technologies is 
presented. Emphasis is placed on continuing research at 
Northrop Grumman under a United States Defense Advanced 
Research Projects Agency (DARPA) contract entitled 
"Smart Structures and Materials Development - Smart 
Wing," [8]. Limitations and potential benefits of adaptive 
wing designs, applications and advantages of smart 
material actuators and sensors, and results of recent tests 
are discussed. Recommendations for future work required to 
develop an operational smart adaptive wing are also 
outlined. 

1.0 INTRODUCTION AND BACKGROUND 
Since the dawn of manned flight, aircraft engineers have 
dreamed of adaptive wings to provide optimal flight 
performance at all points in a flight envelope. The terms 
active and adaptive are used to broadly convey a family of 
concepts wherein the structure senses the environment and 
responds actively to optimize performance. For aircraft, 
concepts include: (1) active feedback control systems for 
flutter suppression, load alleviation, and improvements in 
ride quality; and (2) changing the shape of the wing (to 
vary camber, span-wise twist or airfoil cross-section) for 
optimal performance at different flight conditions (take- 
off, landing, maneuver, and multiple cruise conditions). 

Whereas active load alleviation systems are quite well 
developed and installed on several commercial and military 

aircraft, active flutter suppression systems have yet to be 
incorporated in operational aircraft. Current experimental 
efforts are based on actively deploying conventional 
control surfaces (for flutter suppression the actuation rate is 
on the order of several hundred Hz). 

The theoretical benefits of active control of wing shape are 
well known. For instance, hingeless contoured control 
surfaces provide improved aerodynamic performance. 
Deployment of conventional control surfaces in effect 
changes the overall wing camber but the rigid control 
surfaces give rise to discontinuous boundaries resulting in 
early air flow separation, leading to reduced lift and 
increased drag. On the other hand, the use of smooth 
continuous control surfaces delays the onset of flow 
separation and also improves the lift and stall angle 
characteristics as depicted in Figure 1. 

FLOW SEPARATION POINT MOVEC 
(b> coNT&VJSFSfieSWiK! 

STALL ANGLES 

Figure 1. Comparison of Conventional and 
Contoured  Control  Surfaces 

Two extensive studies in this area are the mission adaptive 
wing (MAW) and the active flexible wing (AFW) programs 
[1-5]. The MAW design used a mechanical actuation 
system to smoothly deploy leading and trailing edge 
control surfaces which were fully enclosed by flexible wing 
skins to provide increased efficiency by elimination of 
discontinuities in the airfoil cross-section. Performance 
benefits over a conventional fixed camber wing in the 
subsonic regime were demonstrated in flight tests on a 
modified F- 111. However, the complexities of the 
mechanical actuation system and increase in overall weight 
rendered the design impractical for fleet operations. 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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The AFW concept on the other hand involves reducing the 
wing flexibility (and hence weight). To improve maneuver 
performance, the wing was twisted using aerodynamic 
torque provided by control surface deflections. Aeroelastic 
performance degradation was offset using active controls. 
While the anticipated aerodynamic performance benefits 
were somewhat compromised by the drag due to the use of 
control surfaces to both twist the wing and for normal 
flight control operations, the concept has sufficient weight 
benefits and a detailed flight test is currently being planned 
[5]. 

The smart wing concept is based on both the AFW and 
MAW designs and potentially improves the benefits by 
making judicious use of smart materials and structures 
technologies. Under an DARPA/WL contract to Northrop 
Grumman, the smart wing concept is being investigated 
incorporating new ideas in integrated sensing and actuation 
systems.  Details of the program are discussed below. 

2.0 SMART WING REQUIREMENTS, DESIGN, 
AND TESTING 
Under the smart wing program, three key features are being 
studied: 1) hingeless, smoothly contoured trailing edge 
(TE) control surfaces, 2) variable wing twist, and 3) real- 
time pressure distribution data for feedback control. To 
evaluate the concepts and quantify performance 
•improvements, two 16% scaled models (of a present 
generation fighter aircraft), one conventional and the other 
incorporating the above features (Figures 2 and 3), have 
been fabricated and tested in a wind tunnel to quantify 
performance benefits of the smart wing concept. Prior to 
undertaking the design, actuation requirements for the 
smart wing were established. 

Flap (Electrically Actuated) 

Aileron 

Figure 2.    Conventional Wing Model 

2.1      Requirements 
Details of the requirements analysis performed in the 
program are provided in References 8 and 9. Figure 4 
shows the actuation rates needed for various flight 
operations. Figure 5 shows calculated values of torque at 
wing mid-span and tip to achieve 2 and 5 degrees of twist 
for a full-scale aircraft and scaled models. (The torque 
requirements increase essentially as the fourth power of the 
geometric scaling factor - the values shown in the figure are 
slightly different because of differences in the materials 
used.) While it is feasible to achieve the torque 
requirements for the models, it is obvious   that  meeting 

scaling requirements will be a significant challenge to 
transition this technology to a full-scale aircraft. This i s 
discussed further in Section 3. 

Controured 
uontroi burtaces 

SMA Torque Tubes 

Surface Contoured 
Using SMAs 

Figure 3.    Smart Wing Model 

Flight Condition Actuation Rate 
Cruise 
Take-off/Landing 
Maneuver 
Flutter Suppression 

0.3 to 1 Hz 
0.3 to 1 Hz 

1 to 10 Hz 
50 to 100 Hz 

Figure 4.    Actuation Rate Requirements 

Wing 
Twist 

Full-scale 16% 
Model 

10% 
Model 

Twist 
(deg) 

@ 50% 
span 
@ wing 
tip 

2.0x106 

0.16x10s 

1.5x103 

3.0x102 

220 

165 

2° 

5° 

Figure 5.    Torque Requirements for Wing 
Twisting   (in.lbs.) 

2.2      Design 
Wing Twist: Several design concepts (Figure 6) were 
considered for twisting the wing for the wind tunnel 
models. Initial trade studies indicated that the integrated 
torque box concept was structurally most efficient. 
However, on further examination, the design presented 
severe manufacturing difficulties and appears to be 
somewhat impractical. Hence the shape memory alloy 
(SMA) torque tube actuation was chosen and a design with 
two concentric tubes as shown in Figure 6A was 
implemented. This technique functioned well in the tunnel, 
but because the final wind tunnel model was significantly 
stiffer than the scaled model (primarily due to escalation of 
wing skin and spar web thicknesses from the original 
scaled values to prevent local panel buckling), maximum 
wing tip twist of only   about 1.25 degrees was realized.   If 
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the stiffnesses were scaled exactly, 3 to 5 degrees of twist 
at the wing tip could easily have been achieved. Further 
details of the torque tube design are presented in Reference 
10. 

(a) NESTED TORQUE TUBES (b) TWIN NESTED SMA 
TORQUE TUBES 

T Surface Mount          I Dermal 
Strain Gage Compensator . 

Heater 

(c) INTEGRATED SMA TORQUE BOX 

Embedded SMA Tendons 
(2 Antagonistic Sets) 

Figure 6.    Wing Twist Activation Concepts 

Adaptive Control Surfaces: The aerodynamic benefits of 
contoured hingeless surfaces are well known [1-3]. To 
implement these types of control surfaces, SMA based 
actuation systems are ideal because of their high force and 
high strain capabilities [11,12]. Figure 7 shows a 
schematic of the adaptive control surfaces with embedded 
SMA wires in top and bottom face sheets which provide 
two-way "antagonistic" actuation. Figure 8 shows the final 
system used for the wind tunnel model. Approximately 
forty 20 mil diameter wires were used to obtain the 
equivalent of ten degrees of rotation. Because of the 
complex thermo-mechanical behavior of the SMA wires, it 
was essential to incorporate sensors to determine the true 
position of the control surfaces. The most suitable sensors 
were fiber-optic sensors, and a suite of extrinsic Fabry- 
Perot interferometric (EFPI) strain sensors were embedded 
in the control surfaces and calibrated to provide an accurate 
measure of control surface actuation. This information was 
used for feedback to command, achieve and maintain a 
desired deflection. 

A modified version of the EFPI strain sensor was also 
developed for pressure sensing and was shown to be highly 
accurate (resolution of 0.001 psi was achieved.) 

CONVENTIONAL 
COMPOSITE 

LAMINATE 

FULLY ACTUATED POSITION 
FULL STRESS IN #1 SMA WIRES ^ 
NO STRESS IN #2 SMA WIRES 

SANDWICH CORE 

SMA COMPOSITE 
FACESHEET #1 

FABRICATED 
SHAPE AND 

 POWER-OFF 
POSITION 

SMA COMPOSITE 
FACESHEET #2 

FULLY ACTUATED POSITION 
FULL STRESS IN #2 SMA WIRES 
NO STRESS IN #1 SMA WIRES 

SMA WIRE 
CENTER LAMINATIOI 
(GLASS EPOXY) 
CORE (PHENOLIC) 

TAILCAP 
WIRE TERMINATION 
(MECHANICAL/ELECTRICAL) 

TERMINATION STRIP (TORLON) 

FACE SHEETS (SILICONE) 

TERMINATION STRIP (TORLON) 

Figure   8. 
Design 

Details   of   Smart   Trailing   Edge 

2.3      Testing 
Figure 9 shows the range of test parameters used at the 
NASA Langley tests conducted during May 1996. A 
photograph of the smart wing model is shown in Figure 10. 
In addition to pressure data at approximately 130 points, 
six component balance data were recorded. Data reduction is 
currently under progress but preliminary results are 
encouraging. Approximately 8% increase in lift was 
obtained due to a wing twist of only 1.25 degrees (Figure 
11). The hingeless control surface typically provided 
between 8 and 20% increase in rolling moment compared to 
a conventional design (Figure 12). (Complete results will 
be presented at the SPIE smart structures conference to be 
held in San Diego in Feb. 1997.) 

Pressure 
(psf) 

Aileron 
(deg) 

Flap 
(deg) 

Wing Tip 
Twist 
(deg) 

Q 
(psf) 

2200,1100 0,5,10 ±(0,5,10) 0,1.25 40-120 

Figure 9.    Wind Tunnel Test Parameters 

Figure  10.     Smart   Wing  Wind  Tunnel   Model 
with SMA Flap (inset) 

Figure 7.    Antagonistic Actuation Concept 
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Figure   11.     Rolling   Moment   Comparison   of 
Twisted and  Untwisted Wing 

^ 
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Figure 12. Rolling Moment Comparison of 
Smart and Conventional Wing Designs 

3.0 FUTURE PLANS AND TECHNOLOGY 
TRANSITION 
After data reduction and assessment of the results from the 
first wind tunnel test, efforts will be directed towards a) 
addressing manufacturing and system reliability issues, b) 
unsteady maneuver conditions and flutter suppression. In 
this regard, extendible leading edge control surfaces which 
can be activated at 30 to 50 Hz appear to have significant 
potential. The final goal of the smart wing development 
effort is to facilitate incorporation of smart material and 
structures technologies to improve the performance of 
military aircraft. This includes take-off and landing, cruise, 
maneuver, and aeroelastic stability boundary conditions. 

As mentioned earlier, the raw requirements for wing 
twisting, control surface contouring etc., scale-up as the 
fourth power of the linear dimension and a direct 
implementation of the concepts discussed here may not be 
feasible and in fact, may not be the most efficient way to 
proceed. Smart wing technologies will need to be 
considered as one part of the total solution to obtain 
adaptive wing designs along with other related concepts 
such as aeroelastic tailoring, active flutter suppression, 
flow control etc. A system level optimization approach, 
wherein the load distribution is varied to optimize 
performance at different flight conditions using aeroelastic 

tailoring and a judicious combination of conventional and 
smart control systems, is recommended. A phase two smart 
wing effort along these lines is currently being planned. 

4.0    CONCLUDING REMARKS 
Sensors, actuators and innovative designs incorporating 
smart materials and structures technologies could lead to 
the design of a truly adaptive "smart" aircraft wing which 
would provide optimal performance at all points in the 
flight regime by changing its shape parameters and 
actively responding to external loads and operating 
conditions. On-going work sponsored by DARPA and the 
United Air Force are laying the foundation for the eventual 
realization of this goal. While preliminary results are 
encouraging, much work remains to be done, particularly in 
the areas of design, optimization, system level 
integration, and cost-benefits analysis. 
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SUMMARY 

One of the future applications of smart structures and 
materials for aircraft of new generation could be the 
electromagnetic smart skin antennas integrated on the 
aircraft. Military aircraft contains a proliferation of antennas 
to support advanced weapon system avionics. A tendency is 
to reduce the number of antennas sites on an aircraft to a 
minimum set of multifunction smart skin apertures that will 
provide equivalent or superior coverage and that will satisfy 
all the requirements of advanced weapon system avionics. 
Up to 50 % of the air vehicle could be used for 
embeddement of antennas. Controlable and reconfigurable 
antennas or conformal antennas are needed for mission 
flexibility and for reducing component failure or battle 
dammage. Pay-offs are mainly cost saving and weight saving 
per aircraft with additional properties such as improved low 
observable performances, supportability and drag reduction, 
etc... 

In the first part of the presentation, we will review 

some; 

nisi pan oi  uie presentation,  we win review the 
present international activity in this area. We will develop 

: arguments to answering the question : why to do it ? 

In the second part, we will introduce the concept of 
multifunctional smart skin antenna passing through the 
elementary radiating element, the adaptive antenna, and the 
antenna array. The electronic scanning and steering antenna 
array as well as the conformal antenna array is approached. 

We end the presentation by a concept of electromagnetic 
smart skin antenna array that can be developed in the future 
and integrated to military or civilian aircrafts. 

During this presentation, a lot of examples will be given for 
each case. We will adress the critical enabling technologies 
required to implement an electromagnetic smart antenna. We 
will show the main advantages of such new technologies and 
concept for military aircraft of new generation (benefit and 
pay-offs). 

I- INTRODUCTION 

A smart structure is considered to be a structure that contains 
embedded microsensors, sensors and actuators with 
associated modern control system capabilities that 
spontaneously respond to external stimuli in proportion to 
their intensity to compensate undesirated effects or to 
enhance desired effects. 

Smart structures must be able to reproduce the reactive and 
sensitive capabilities of a skin by using artificial, technical 

and industrial processes and to instantaneously transmit all 
variations to a local or non local central command center. 

It is an interdisciplinary topic. Smart Structures and 
Materials will influence many basic research programmes: 

- materials sciences (both chemical and physical), 
- mechanical science, 
- fabrication (involving chemistry, fluid mechanics and 

processing), 
- engineering research (integration of micro-sensors, 

actuators, optical sensors, micro-electro-mechanical 
systems, devices) 

- data processing (signal analysis and interpretations). 

The possible applications for Smart Structures will include 
mainly : health and usage monitoring, damage detection and 
control, sound attenuation, noise reduction, active control of 
vibrations, shape control, monitored repairs, manufacturing 
control and smart skins antennas. 

A lot of international programmes start few years ago (US. 
Japanese and Europeen) to make progress in the material 
science, in fabrication and assembling techniques, in sensors 
and microsensors technologies and signal and data 
processing related to smart structures. 

SPICES program (Synthesis and Processing of Intelligent 
Cost Effective Systems) sponsored by Advanced Research 
Project Agency (ARPA) for two years is one of those 
programmes trying to develop and fabricate micro sensors, 
microsystems at controlled fabrication cost. 

In the domain of aircraft, several recent attempts are made. 
Among others, we will mention the following activities : 

- Northrop Grumman (1) will study smart adaptive wing 
concepts under a two-year contract from ARPA. They 
study several materials that can change the shape of the 
wing. The main objective is to explore, define and 
demonstrate the applicability of Smart Materials and 
Structures in military or civilian aircraft in order to 
improve their performances, 

- Smart electronics with interdigital electrodes antennas and 
MEMS for aerospace structure developed by V.V and V.K 
Varadan (2). The sensors are designed to measure both 
pressure and shear of the fluid flow an aerospace 
structures. 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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Returning to smart skins antennas, it is well recognized 
that military aircraft countain a proliferation of antennas to 
support advanced weapon system avionics. There is much 
redundancy and inefficiency with many single function 
antennas operating at similar power levels, operating bands 
and signal bandwidths. The situation becomes more 
complex as technology advances. 

As example, 66 - antenna apertures located at 37 sites are 
implemented on the F-18, covering various frequency bands 
(from 200 Mz to 18 GHz) and various communications or 
radar functions (UHF communication medium and long 
range, navigation and location, identification, smart weapons 
communication, altimeter and warning radars). 

The solution to the proliferation problem is to reduce the 
number of apertures to a minimum set of multifunction 
smart skins apertures that will provide equivalent or superior 
coverage. 

In a recent paper (3) the authors from Northrop Grumman 
TRW and WP propose to have only 9 apertures in 9 sites to 
divide the weight by a factor near 2, to reduce the cost of 
30 %. They propose several candidate locations for smart 
skin panels for a realistic aircraft installation (dorsal deck 
centerline, weapon bay door, front landing gear bay door, 
outer wing, radome, forward wing root lower surface, 
trailing edge flaps and vertical tail). The performance, easy 
installation, repair, load conditions are compared and ranked 
for ease of installation. 

It is an Air Force Wright Lab initiative in the area of "Smart 
Skins Structure Demonstration Program S3D" (5). The 
objective is to design, develop and test a conformal 
structural load-bearing communication navigation and 
identification (CNI) antenna in the 0,15 to 2 GHz frequency 
bands suitable for a military aircraft. 

The same authors propose the development of a conformal 
antenna installation in vertical tail of a military aircraft (4). 
Excitation of the large vertical tail surface improves 
radiation efficiency in the VHF-FM, VHF-AM and VHF 
frequency bands. The main idea is the volume reduction in 
antenna avionics packaging afforded by semi conductor 
miniaturization and low cost multifunction conformal 
antenna installed in the vertical tail. An increased antenna 
gain without degrading structural integrity could be obtained 
for such smart skins embedded antenna in the vertical tail. 

Other attempts and idea are under development: 

- a thermoadaptative  antennas by  Mc  Donnell  Douglas 
Aerospace (6), 

- an  electrochromic  adaptive  antennas  by  Mc.  Donnell 
Douglas Aerospace (7), 

- conformal   Load   Bearing   Antenna   Structure   :   CLAS 
concept by Mc. Donnell Douglas, 

- a conformal spiral antenna (8) by Pennstate University, 

- a NATO RSG Group on Smart Structures under Panel 3 for 
physics and electronics. 

In exploring those programmes published in open literature. 
We can deduce the main reasons for why to do it: 

- about 50 % of an aircraft can be used for embedding 
antennas, 

- there is a need to decrease the number of apertures and 
aperture sites on an aircraft, 

- there is a need to have controlable and reconfigurable 
(conformal and adapative) antennas on an aircraft to get 
more flexibility and create new mission flexibility, 

- there is a need to develop multifunctional, multimode and 
multiband systems. 

With such concepts, it is expected to get the following main 
advantages: 

- reduction in weight per aircraft, 
- reduction in fabrication cost per aircraft associated with 

other increased properties such as the low observable radar 
performances, the supportability and the drag reduction. 

II-CONCEPT    OF    MULTIFUNCTIONAL    SMART 
SKIN ANTENNA 

Microstrip antennas, slotted antennas, helical and spiral 
antennas are some candidates for large bandwidth 
elementary radiating elements [10]. They can be mounted 
such as to form a large antenna array in order to obtain large 
antenna gain and more directing radiation pattern. 

The main requirements for elementary radiating elements or 
antenna array are : 

- multifrequency and broad-band, 
- low weight, 
- fabricated with flexible materials (composite material 

having structural properties), 
- as possible built-in technology to get a low cost 

fabrication. 

With the advancement of recent semi conductor, high speed 
data processing, material and machining technologies, a 
variety of systems using phased array technologies are being 
put into practical uses. The phased array antennas that uses 
electronic beam scanning by controlling the phase shifters 
(ferrite or diode phasers) has been widely employed because 
it can scan beams speedly and freely. 

Passive phased array antennas were first developed for 
ground-based radar such as landing system [11] or others. 
Active, semiactive or passive electronic beam steering in 
reception allows by an appropriate treatment on the signals 
coming from each radiating elements of the array to form 
one or more antenna lober having special properties. 
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Primitive active phased array antennas, however, had many 
restrictions for practical use, because of high price, low 
power, and the difficulty of attaining compact size and light 
weight. 

Remarkable advancement of semiconductor technology 
solved these problems in the 1980. Power amplifiers, low 
noise amplifiers, phase shifter and diplexers are now being 
made smaller and cheaper. Microwave monolithic integrated 
circuit (MMIC) technology is successfully realized low cost, 
high power, compact size, light weight of these parts [12]. 

The advantage of the active phased array antenna is highly 
flexible design of radiation pattern characteristics and beam 
scanning methods. The second avantage is that it is able to 
have multiple beams by using multiple exciting apertures 
designed by using switching circuits. The adaptive beam 
scanning which is effective for radar becomes possible. 

The adaptative array can automatically form nulls in the 
radiation pattern in the unknown direction of undesired 
signals and architectures applying digital beamforming 
techniques have been proposed [13]. 

Principally all these techniques are applied to ground-based 
radars not yet to aircraft radar. But the characteristics 
obtained by such adaptive array are very attractive and can 
be used in military aircraft when the fabrication cost of all 
systems, subsystems associated with this kind of array will 
decrease drastically. 

The next step is to try to realize a multilayered concept for 
multifunctional skins. The different functions are distributed 
to separate layers which are stacked together. This 
multilayered structure must include environmental protection 
sheet, sensors with variable radar absorbers, radar absorbing 
structure, EMI/EMP shielding, structure health monitoring, 
communication and power supply, electronics such as TR 
modules and electronic command, internal environmental 
protection, cooling systems and signal processing systems. 

Several architectures are under investigation either in the 
range of 100 Mz to 2 GHz [1-3] or at higher frequency range 
from 2 to 18 GHz. Also flexible materials are used for this 
multifunctionnal skins in order to obtain conformal array 
antenna. Fig. 1 is the crossection artistic view of a multilayer 
radiating elements and distribution structure for a smart 
skins. Fig. 2 is the view of a possible smart skin antenna 
array including all the various layers with the cooling 
system. 

For aircraft, depending where such kind of smart skin 
antenna array is located, we need to have, furthermore, 
sensors or actuators to controle mechanical deformation or 
vibration. These sensors microsensors or actuators have to be 
embedded directly in the antenna array in a place where they 
don't create interferences with the impinging electromagentic 

Many questions arise : what sensors we needed and for what 
action ? How is it possible to use the signal delivered by 
these sensors to reconfigurate the antenna array radiating 
pattern ?... What are the new algorithms to be developed ? 

All these questions are related to the mean topic "how to do 
it"? 

Ill - ADVANTAGES, PAY-OFFS AND CONCLUSIONS 

The expected advantages and benefits are the following : 

- reduction in weight, volume, life cycle, 
- reduction in energy consumption, 
- improvement of system performances, more flexibility and 

new mission 
- wide instantaneous bandwidth with high gain and coverage 
- avionic  multifunctionality   :   multifunctional  radar  and 

electronic warfare shared apertures, 
- reduction in cost due to a reduction in replication and 

better repairing and system maintenance 
- hightning susceptibility and electromagnetic compatibility. 

The main pay-offs for military systems will be ranked as 
follow : 

- safety, availability and effectiveness increased, 
- downtime and cost of maintenance reduced. 

It is now a real challenge to build a first prototype of a smart 
skin antenna array for aircraft. The associated technologies is 
merging maturing Smart Skins concepts. Performing the 
multidisciplinary trades becomes necessary for air vehicle 
integration. The advantages and disadvantages of such new 
techniques must be clearly verified bringing in mind the 
demonstration of reduction of weight, volume and the 
reduction in cost per aircraft. 

References 

1) J.N. Kudva et al, Nortrop Grumman Corporation 
Smart Structure and Materials Development 
Smart Wing 
SPIE meeting on Smart Structures and Materials - San 
Diego - February 1996. 

2) V.V. and V.K. Varadan, Pennstate University, 
Smart electronics with interdigital electrodes antennas 
and MEMS 
SPIE Meeting on  Smart Structures  and Materials  - 
Orlando - February 1995 and SPIE - Vol 2448. 

3) A.J.    Lockyer   et   Al,    Northrop    Grumman   Corp, 
A.C. Goetz, TRW and J. Tuss, Wright Patterson, AF 
Development of a conformal load carrying 
Smart skin antenna for military aircraft 
SPIE Meeting on Smart Structures and Materials - 
Orlando - February 1995 and SPIE - Vol 2448/53 



11-4 

4)  A.J. Lockyer et al, Northrop Grumman Corp, A.C. Goetz 
TRW 
Smart skin technologies to the development of a 
Conformal Antenna installation in vertical tail of a 
military aircraft 
SPIE Meeting on Smart Structures and Materials - 
Orlando - February 1995 and SPIE - Vol 2448/42 

5)  K. H. Altandal Northop - Grumman Corp 
Smart skin structure technology demonstration. 
SPIE Meeting on Smart Structures and Materials 
Diego - February 1996 

San 

9) V.V. Varadan 
Electronically steerable millimeter antenna. 
SPIE Meeting on Smart Structures and Materials 
Orlando - February 1995 - SPIE Vol 2448 

10) G. Dubost - S. Zisler 
Antennes a large bände : theorie and applications 
Masson 1976 

11) Y. Kuwahara, M. Sato, NEC 
Some latest phased array systems 
1994 - Asia Pacific Microwave Conference 

6)  B.M. Howard et al, Mc Donnell Douglas 
Thermoadapative antennas. 
SPIE Meeting on Smart Structures and Materials 
San Diego - February 1996 

12) M. Sato, M. Sugano et Al, NEC 
Cylindrical Active Phased Array Antenna 
IEICE trans Comm - Vol 176 - B N010 
October 1893 

7)  B.M. Howard et al Mc Donnell Douglas 
Electrochromic adaptive antennas 
SPIE Meeting on Smart Structures and Materials 
Diego - February 1996 

San 

13) S. Takeya, M. Sinonago, Y. Susaki, . H. Myanchi, Toxiba 
Corporation 
Applications of DBF techniques to radar systems 
IEICE trans Com. - Vol E 77 - B n° 2 - February 1994 

8)  V.K. Varadam, Pennstate 
Design and development of a conformal spiral antenna 
SPIE Meeting on Smart Structures and Materials - San 
Diego - February 1996 



11-5 

S 
co 

t, 
cd 
6 
cd 

CJ 

CO 
•1-1 



12-1 

EXPLORATORY TEAM ON SMART STRUCTURES 

AND MEMS OF NATO, PANEL 3, AC 243 RSG 

A. PRIOU.Professor at the University of Paris X 

Radar Technologies Division Head 

DGA/DRET/STRDT-G.22 

00460 ARMEES France 

SUMMARY 

In 1995 the NATO Panel 3, related to Physics and 
Electronics, decided to create an Exploratory Team on Smart 
Structures and MEMS. France is Pilot Nation of the 
Exploratory Team. During 1995 and 1996 several meetings 
have been hold in European Countries and in USA in order 
to prepare the term of Reference, (TOR) describing the 
background and objectives, the Programme of the work 
(POW) for the method and programme which adresses the 
enabling technologies required to implement a smart 
structure or system. 

In the first part the Term of Reference (version September 13 
1995) is presented. The second part includes the proposal for 
a Programme of work (version November 1995). In the last 
part, the decision taken at 1996 Paris and San Diego 
meetings to organize several workshops in 1996 and 1997 
has been mentioned. 

I - TERM   OF   REFERENCE   (TOR)   ;   RESEARCH 
STUDY GROUP ON SMART STRUCTURES 

1-1 Origin 

a) Background 

An exploratory team on the use of Micro Electro Mechanical 
Systems (MEMS) in Smart Structures has been created for a 
one year term. The first meeting took place in Brussels on 
January 16-17, 1995. As a pilot nation, France chaired this 
meeting. 

This exploratory team evaluates the desiderability and/or 
need for NATO wide cooperation between countries on 
MEMS in Smart Structures in order to develop and find 
specific application of these structures to solve military 
mission. 

The exploratory team recommends the creation of RSG 
group on Smart Structures integrating microsensors, 
actuators and MEMS in composite materials. 

A smart structure is considered to be a structure that contains 
embedded sensors and/or actuators with associated modern 
control system that spontaneously respond to external stimuli 
in proportion to their intensity to compensate undesirable 
effects or to enhance desirable effects. 

Smart Structures are a truly interdisciplinary topic and will 
influence many basic research programmes simultaneously : 

- materials science (both chemical and physical), 
- mechanical science, 
- fabrication (involving chemistry, fluid mechanics, and 

processing), 
- engineering research (involving integrated systems of 

sensors, actuators, MEMS and optical sensors or other 
devices), 

- data processing (signal analysis and interpretations). 

The current programmes hardly scratch the surface of the 
basic science and engineering research issues which must be 
addressed to fully realize the benefits of integrated sensors 
and actuators. 

Smart Structures offer a new challenge especially in the area 
of microwave antennas or microwave array structures that 
can be embedded directly on vehicle or aboard an aircraft. It 
is a redefinition of the efficiency and the behaviour of the 
target skins. It offers, in principle, many advantages. It 
covers a large range of research topics such as the passive 
and active materials, instrumentations, data treatment and 
control of Smart Structures. Progress has to be made in the 
future to define and design Smart Structure devices or 
equipments. Both basic and applied researches are needed in 
many disciplines. 

Research in Smart Structures includes encompasses 
materials research on surface morphology and the 
application of MEMS to microprocess control in materials 
processing. It adresses research on alternate materials (e.g. 
polymers) for MEMS applications. 

Micromachining (e.g. etching) research for a wide array of 
materials other than silicon, and research on the adaptation 
of the thin film techniques for MEMS is also envisioned. 
Characterization of mechanical and other properties of these 
materials on small scales is essential (order of magnitude 
differences in material properties have been observed in 
small scale material samples). Revolutionary embedded 
instrumentation for researching such material properties can 
be provided within the MEMS framework itself. 

The application of Smart Structures concept to structural 
aspects could be explored including : 

* Health and Usage monitoring 
+ Starting from cure monitoring to damage detection (against 

impact, ageing) on composite structures. 
* Active control of structural vibrations 
+ Higher harmonic control of helicopter blade. 

Paper presented at the AGARD SMP Lecture Series on "Smart Structures and Materials: Implications for Military 
Aircraft of New Generation", held in Philadelphia, USA from 30-31 October 1996; Amsterdam, the Netherlands 

from 18-19 November 1996 and Paris, France from 21-22 November 1996, and published in LS-205. 
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+ Microvibrations of spacecraft (or optical high precision 
device, antennas). 

+ Thin buffet alleviation of fighter aircrafts. 

* Active shape control 
+ Antenna structures. 

The application of the smart structure concept could be 
extended to coupled system aspects. Taking into account 
the coupling between the structural and internal/external 
environment could also be explored with special interest to : 
* Internal environment: Reduction of noise inside helicopter 

cabin - inside ground vehicles. 
* External environment: 

(1) Reduction of external radiated noise. 
(2) External electromagnetic field for the influence of 

structural deformation on radiation patern efficiency on 
conformal antennas. 

New scientific instrumentation for research in many 
disciplines both basic and applied will be an important result 
of this initiative. 

b)  Military benefit 

Smart Structures have important military benefits in all the 
services, air, land and sea, including : fixed and rotary wing 
aircrafts, fighting vehicles, bridges, above and below water 
vessels. These benefits include : 
- increased overall system performances and functionality, 
- increased system reliability and survivability, 
- increased system and personal safety, 
- increased service lifetime, 
- reduce maintenance, 
- increased payload of missiles and airplanes. 

The applications to the future are : 
- active control of structures (vibration/flutter suppression), 
- multisensor integration approach, 
- health monitoring/damage detection, 
- sound attenuation, 
- electromagnetic smart skins: conformal and active antenna 

array, 
- new measuring techniques. 

The applications of MEMS and other microsystem 
components in Smart Structures have the following specific 
benefits : 
- light weight, high quality aspects, 
- rugged, reliable, robust, 
- self test and diagnostics, 
- high functionality for single components. 

1-2 Objectives 

The aim of the RSG is to conduct mutual research projects in 
the various areas of the microsensor, actuator, MEM 
integration in Smart Structures and to initiate collaboration 
in research activities in the participating nations. 

Activities of the RSG are based on selected efforts from the 
following areas: 

study of critical environmental parameters, 
modelling of component performances and technology of 
microsensors, actuators, MEMS, optical packages and 
control systems, 
integration   of   sensors   and   actuators   in   material, 
structures and processing, 

d)  impact of Smart Structures on system performances. 

c) 

The aim of the work by the participating nations should be 
the demonstration of proofs of principles or technological 
concepts. 

The RSG conducts specific cooperative research projects. 
Each project is proposed to and approved by Panel 3. More 
than one project can run in parallel. After completion of each 
project a report is submitted to NATO for publication. 

The guidelines for performing the work are : 

a) Developing common technical projects using the existing 
specialities of each agency of the participating countries. 
Participating countries are not expected to commit new 
funding towards this RSG, however some redirection of 
resources may be necessary in few cases to achieve the 
final goals of the RSG. 

b) Exchanging technical information between participating 
agencies on microsensors, actuators, MEMS, Smart 
Structures and standard materials embedded in Smart 
Structures. Providing a large forum for discussions to all 
the participating nations for examining cooperation 
between agencies. 

c) Organizing international workshops. 

1-3 Resources 

Members should be scientists involved in multidisciplinary 
research programs in the domain of the integration of 
microsensors, actuators, MEMS in Smart Structures. 

1-4 Participating industry 

Industrial participation is by invitation of the RSG Group 
members. 

1-5 Security level 

Up to and including NATO SECRET. 

1-6 liaison 

Liaison is obtained in connection with other RSG groups 
such as RSG16, RSG20, AC Panel 3. 

1 -7 Policy and procedures 

The RSG is only open to participating nation. 
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1.8 Expected duration of TOR 

Four years 

TT-PROGRAMME   OF   WORK   (   POW)   ;   SMART 
SYSTEMS - ENABLING TECHNOLOGIES 

to facilitate the maintenance of the antenna array.Such an 
antenna will be subject to mechanical constraints, mainly 
vibrations, which will cause deformations of the total 
antenna.To get an antenna correctly working it will be 
necessary to control precisely the phase and amplitude of the 
emitted wave.This could be obtained only with a strict 
knowledge of the amplitude and frequency of the 
deformations, and to correct their effects. 

2.1. Introduction 

A smart structure is considered to be a structure which 
contains embedded sensors and actuators with an associated 
modern control system which is capable of a spontaneous 
response to external stimuli in proportion to the intensity in 
order to compensate undesirable effects or to enhance 
desirable effects. 

Smart structures or systems comprise an extensive range of 
enabling technologies all of which have significant 
interdependencies. Such technologies include: structural 
analysis; sensor technology; actuator technology; control 
systems; signal processing; system modelling; novel 
materials; integration of technology into structures; 
evaluation of 'smart' structural integrity. 

A large number of European and US research groups 
(representing government & military, commercial and 
academia) are actively involved in the field of smart 
structures, researching the enabling technologies required for 
particular applications. It is the intention of this NATO 
Research Study Group (RSG) to promote participation and. 
collaboration in a number of enabling technologies or tasks 
thereby furthering progress in this field which will benefit a 
broad range of systems applications. The programme is a 
multidisciplinary study undertaken for four years with the 
emphasis in the first two years on enabling technologies, 
establishing where mutual expertise and applications exist, 
thus allowing a focus on demonstrating the technology for 
particular applications in the final two years. 

This document describes the method and programme which 
addresses the enabling technologies required to implement a 
smart structure or system. The programme of work is 
particularly focused on a range of systems applications 
including structural health monitoring, smart antennas and 
aerodynamic/structural control. 

The generic applications currently foreseen by participating 
groups in the NATO Exploratory Team are outlined in the 
next sections. 

2.1.1. Smart Antenna 

In a smart phased antenna array, the antenna is directly glued 
on the radome which protect it, instead of being a rigid and 
flat structure behind the radome and not firmly 
attached.Because the radome must fit the skin of the aircraft 
or vehicle or ship, the smart antenna must be conformal.One 
of the main interest is to increase the bandwidth of that 
antenna thanks to the suppression of any air gap (i.e parasitic 
microwave cavity) between the antenna and the radome. An 
other aspect is to increase the integration of the antenna and 

Smart antennas will be composed of a multilayered 
conformal printed circuit board integrated within a radome 
which itself made up with stacking of foams, honeycombs, 
absorbing layers and thermoset films (PEEK for 
example).The total thickness of the structure should be close 
to 1 inch, and the global dimensions of the antenna will 
approach 2 to 3 feet wide. The curvature radius could be 
between 1/2 and 4 feet. 

Smart antenna placed in the skin of an aircraft will be 
subject to static deformations, vibration modes and 
susceptibility to impact damages. Typically the vibration 
spectrum will be as wide as 10 to 2000 Hz, with a spectral 
density of 1 to 0,01 g^/hz.The vibration amplitudes could be 
as large as several millimeters. For example, to have an 
antenna working correctly at 10 Ghz, the deformations must 
be lower than 1mm. All these effects have to be known and 
caracterized. 

The basic need is to get a reliable measurement of the shape 
of the antenna during the flight : f(x,y,z,t).The use of 
electromechanical and optical sensors embedded in the 
antenna array seems to be one of the best ways to solve the 
problem.These sensors must be embedded into the 
multilayered structure without generating delaminations.One 
has to take care, also, that the electromechanical sensors and 
their electrical connections must not disturb the microwave 
working of the antenna, so they must be placed behind a 
metallic ground plane at 1/4 to 1/2 inch from the radiating 
elementary patch antenna. Optical sensors give an other 
solution to this last problem. 

The second step is to correct the effects of the vibrations, if 
their amplitudes are unacceptable.Two ways must be 
investigated: the first is to make the corrections directly by 
using the phase-shifters in the T/R module (transmiter and 
receiver) .These corrections have direct effect on the emitted 
wave and don't need any mechanical compensation.The 
second way is to embed combination of actuators and 
sensors which correct in real-time the mechanical 
deformations of the antenna.The second way has the double 
advantage to simplify the driving circuits of the phase- 
shifters and to increase the thermomechanical reliability of 
the structure.The localization of the sensors and or actuators 
must be a compromize between a good mechanical working 
and a lack of interference with the electromagnetic wave in 
order to avoid disturbance in the radiation pattern of the 
antenna. 

2.1.2. Structural Health Monitoring 

A number of assumptions have to be made during the 
design of any structure. The most important assumptions 
are the applied loading, material properties and presence 
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and size of defects. By making conservative assumptions a 
design life can be estimated. The presence of a health 
monitoring system can bring substantial advantages, 
including : 

- verification of design assumptions. Loading conditions in 
particular have a profound influence on life, and these can 
be effectively monitored, 

- the presence of significant defects can be detected and 
their growth estimated. This provides an increase in safety 
since the health of the structure is judged on actual 
performance rather than assumed properties, 

- the structure can be made more efficient by reducing the 
conservatism in design assumptions without compromising 
safety, 

- other influences which affect life, but cannot be readily 
estimated during design, can be detected before safety is 
reduced. Corrosion is an example of such an influence. 

2.1.3. Aerodynamic/Structural Control 

Structural acoustic control and machinery vibration control 
are of major importance to submarine operations and to an 
extent for surface ships stealth. Smart materials are 
perceived to play a major role as sensors and actuators in the 
control of machinery vibration and structural acoustics. 
Preliminary estimates indicate that the requirements in naval 
structures are such that existing, commercially available, 
smart materials are inadequate for these applications. The 
basic technology issues addressed are the need for actuator 
materials with large strains and high frequency and the need 
for high force actuators. In effect the performance envelop of 
all types of smart materials needs to be pushed further out. 

The following basic developments are addressed : 

- high-strain ferroelectric ceramic materials for actuators, 
- constructive models and fatigue and fracture methodology 

for the design of high strain ferroelectric actuators, 
- new fast shape memory materials for high-force / high- 

frequency actuators, 
- hybrid active materials with superior properties, 
- methodology for design and fabrication of embedded 

sensors and actuators in structural materials, 
- novel actuators for high-strain / high-force and high 

frequency, 
- methodology for nonlinear control 

2-2 Programme of work 

Through the discussions within the Exploratory Team the 
range of disciplines and enabling technologies which 
comprise smart structures research can be categorised as 
follows. 

European and US research groups can contribute to any 
number of the identified parallel tasks through information 
interchange at dedicated organised fora (meetings, 
workshops and conferences). Establishing collaborations 
between groups is encouraged during these tasks, this 
leading into the second phase of the programme which is 

focused on the demonstration of the technology in specific 
application areas of mutual interest. 

Phase 1 : Enabling Technologies : 1996 -1997 

Task 1 Data collection on environment where smart 
systems are to be applied (mechanical, stresses, 
temperature range, pressure, electromagnetic 
conditions). 

Task 2 Data collection on available technologies for 
sensing and actuation : piezoelectric polymers & 
ceramic; magnetostrictive & electrostrictive; shape 
memory alloy; optical fibres; acoustic/ultrasonic; 
electro-rheological; semiconductor devices 
(including silicon microelectromechanical 
structures and microtechnology); novel materials 
(micro, macro, meso-scale etc.). 

Task 3 Modelling and simulation of sensors and actuators 
integrated in smart structures, including strutural 
finite element, electromagnetic simulation. 

Task 4 Integration of sensors, actuators and control 
methodology in smart structures, including 
compatibility, requirements, performance metrics, 
placement, networking, communication, powering. 

Task 5 Identification of control methodology and 
architecture, including neural networks, algorithms, 
open/closed loop systems. 

Task 6 Signal processing, including data acquisition, 
treatment and manipulation. 

Task 7 Reliability of sensors, actuators and control 
systems and structures, including performance of 
integrated smart system, effect of smart system on 
overall structural performance. 

Task 8 Future smart systems design concepts ie. designing 
systems with possible novel 'smart' structural 
materials. 

Task 9 Organised fora to disseminate results from research 
in tasks 1 to 8 to RSG members and wider 
international community working in the field. 
Establish collaborations and overlaps of expertise 
within participating members. 

Phase 2 : Applications : 1998 -1999 

Applying and demonstrating the research into the enabling 
technologies from Phase 1 and the establishing of 
collaborations geared to particular applications will be 
performed in Phase 2. The type of approach and general 
sequence of tasks in this phase is envisaged as follows. 

Task 10     Selection of sensors and actuators compatible 
with each application. 
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Task 11 Design of the bread-board : technological 
structure, positionning of embedded sensors 
and actuators, others. 

The first workshop is scheduled in Paris on November 25-26, 
1996 and will be related to future EM Smart structures 
Antennas. 

Task 12    Manufacturing the bread board system. 

Task 13 Mechanical, thermal, electromagnetic and optical 
trials on each components. 

Task 14 Studies of the electronic control of the structure 
under mechanical vibrations and or stresses, 

Task 15 Data acquisition from sensors, data treatment and 
control methods, 

Task 16 Organize workshops based on the results of tasks 
10 to 15 with the participation of the wider 
international community who have worked in 
tasks 10 to task 15, 

Task 17 Identify the relevance of the results with respect 
to military applications. 

Ill - LAST EVENTS AND CONCLUSIONS 

During the November 1995 meeting of the Panel 3, the term 
of Reference and the Programme of work have been 
presented. It was decided to organize under Panel 3 umbrella 
several workshops ; in two years period, in order to clarify 
items included in task 1 to 9 of phase 1 of the POW. 
During January 29, 1996 meeting in Paris and February, 27 
meeting in San Diego, it was decided to organize three 
workshops : 

- Future Electrromagnetic Smart Structures Antennas to be 
held in Paris, November 25-26, 1996, Point of Contact 
Prof. A. Priou, 

- Health monitoring to be held in 1997 in UK. Point of 
Contact: P. Lloyd from DRA Farnborough, UK, 

- Aerodynamic/Structural Control in 1997 or 1998. Point of 
Contact : Dr. G. Anderson US ARO + someone from 
Germany. 

For each workshop three parts will be organized : 

- Part I:        Why   to   do   it   ?   with   overviews   from 
industries or national agencies, 

- Part II:       How to do it ? Open to presentation from 
various countries and including several sub- 
topics, 

- Part III: Future Direction : round table with attendees for 
preparing the future direction and phase II of 
POW. 

The objectives and goal of the workshops are to produce a 
clear view for Panel 3 on the : 
- state-of-the art in the area, 
- current and future opportunities for military applications, 
- definition of gaps and need for future activities, 
- areas for future cooperation for future activites. 
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