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1. Introduction 
The subject of this report is the control of radio communications among combat 

units in a battlefield. The basic part of a battlefield communications network typically 
consists of a single low-bandwidth radio channel that is concurrently used by a moderate 
number of nodes. One expects that in a modern military environment the nodes will be 
computers that automatically prepare, encode, and transmit digitized messages. Hence, 
a battlefield communication network can be described as a single-channel radio 
connection of a moderate number of nodes that have high computing capacities. The 
information to be transmitted will be entered into the computer of a node, for instance, 
by keying or through automated sensors. The information that is received from the 
network will be stored in the computer and appropriately displayed on demand. The 
elimination of voice transmissions and human operators significantly improves the 
message transmission capacity of the network. All messages can be standardized 
according to a fixed protocol, and a much larger amount of information can be 
transmitted in a shorter time than with voice transmissions. An additional advantage 
of such a communication system is that the computers at the network nodes are 
available for operations other than data transmission. The excess computing capacity of 
the nodes can be used, for instance, for an analysis of the received data by an expert 
system that provides an evaluation of the tactical situation of the combat unit. On a 
more mundane level, the computers will be used to manage message queues in their 
memories and to keep records of broadcast times and acknowledgments for each 
message. 

Communication problems in a digitized battlefield network might arise when the 
network is overloaded, for instance, during high combat activity when several nodes 
have queues of messages waiting to be transmitted. Without a regulated access to the 
broadcasting channel more than one node might try to access the channel at the same 
time thereby causing message collisions and a breakdown of communications. 
Therefore, access to the channel must be controlled. The present report is a description 
of an access control mechanism that takes advantage of the available computing power 
at the nodes. The control is autonomous and distributed (that is, the control algorithms 
run independently and concurrently in all network nodes), and the control algorithms 
are based on fuzzy logic.  The motivation for this particular type of control is as follows. 

A central hierarchical control that assigns access times to each node is not 
practical for two reasons. First, to be efficient, a central control needs current 
information about the state of all nodes in the network, but the network conditions are 
likely to change dynamically and unpredictably as the number of active nodes, their 
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locations, and their message loads change. The acquisition of information about the 
states of the nodes would have to use some broadcasting time, and the obtained 
information might be outdated on arrival. Second, the delegation of the control to a 
single controlling node would increase the vulnerability of the communications, because 
the network would lose control when the controlling node were incapacitated. 
Therefore, we chose a distributed control system where the computer at each node 
autonomously controls its own access in such a manner that a high throughput rate of 
information is maintained. 

For the design of an algorithm that controls at each node the access to the 
network the following was considered. The algorithm obviously should depend on such 
information about the current state of the network that is available to all nodes by 
passive listening to the network traffic, for instance, on the frequency of network 
accesses or on the number of message collisions. Since that information is only 
approximate and incomplete (for instance, it does not contain data about message 
queues at other nodes or about the states of nodes that are presently not broadcasting), 
the control algorithms must be able to accommodate approximate input. Second, the 
goal of the control is not formulated in terms of a set point but only approximately 
defined as "an increase of message throughput rate." Therefore, traditional control, 
such as PID, that depends on a set point and error term, would be difficult to 
implement. A method of choice in such situations is a fuzzy-logic control that can 
handle approximate inputs and open-ended control goals. Hence, the control method 
chosen and described in this report is a distributed fuzzy-logic control. The rules for the 
control algorithms were developed experimentally and tested on a computer model for 
battlefield networks (Celmins" 1995). An efficient implementation of the fuzzy controller 
on PC-type computers at the nodes can be realized by using commercially available 
fuzzy-logic software and hardware. 

We postulate three requirements for the access control algorithms: 

(1) All nodes should have equal access possibilities. 
(2) High priority messages should have preferred access. 
(3) The channel should maintain high message throughput rates. 

The usefulness of the second requirement is obvious but it is not trivial to implement 
because the nodes have no information about the priority levels of messages at other nodes. 

Section 2 describes the general properties of the network and the network access 
procedure. Sections 3 and 4 describe the network monitoring algorithms, and the network 
access control rules, respectively. In Section 5, we present examples and Section 6 contains 
a summary and conclusions. 



2.  General Properties of the  Network 

2.1. Messages 

For the management of radio communications, a "message" is merely a certain length 
of network time that is allocated for transmission. However, the management can be more 
efficient if several channel usage modes are distinguished, such as, the channel usage time 
for delivered messages, collided messages, not acknowledged messages, and messages 
corrupted by noise. This distinction is possible even for a passive observer of the network 
because the messages have a definite structure that is dictated by the message exchange 
protocol. A typical protocol is described in Kaste et al. (1992). In that protocol, each 
message consists of at least the first two of the following four parts: a head that contains 
an identification of the addressee and information about coding, a main message part 
containing the information to be transmitted, a pause during which the addressee is 
supposed to start an acknowledgment, and a tail that contains the acknowledgment. By 
listening to the net and examining the contents of the intercepted messages, an observer 
can estimate the mode of channel usage. For instance, if the tail of a message is missing, 
then it has not been acknowledged. If the head or the main body is corrupted, then either 
messages have collided or the channel contains noise. A further analysis of the corrupted 
message might clarify which is the case. And, of course, an extended silence indicates that 
the channel is idle and available for broadcasting. 

In this report, we do not consider noisy channels. Therefore, the control rules are 
only concerned with delivered, not acknowledged, and collided messages, and idle time. 

2.2. Network Access Management 

By listening continuously to the net and analyzing the transmitted messages, a 
network access manager can determine at any time whether the radio channel is occupied 
with broadcasting, pausing after the broadcasting of the first two parts of a message, or is 
free. When the channel is found to be free and available for broadcasting at time t, then 
the network access manager module that is located in every node executes a simple access 
procedure, which is schematically shown in Figure 1. 

First, the access manager checks the message queue manager module for messages to 
be broadcast. If there are messages in a message queue, then the queue manager identifies 
a message that should be broadcasted first and the access manager determines a 
broadcasting time ij for that message. The broadcasting time is computed by randomly 
choosing a time from an interval (t, t+D) with prescribed D. The size D of the interval is 
determined by the access time controller module (see Section 4), and the computation of D 
takes into account the current network conditions that are provided by a network monitor 
module (see Section 3). Next, the access manager continues to listen to the network, and if 
the network remains free up to the intended broadcasting time fy, then the message is 
broadcast at that time.  Otherwise, the procedure is aborted and the access manager waits 
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Network idle at time t 

Message ? Queue Manager 

Compute tj Access Time 
Controller 

Network 
Monitor 

Network idle until time tj ? 

Broadcast message at time tj, 

Figure 1.   Schematic of the network access manager module. 

for the next free network time to repeat the algorithm from the beginning. 

Because all nodes continuously monitor the net, they will all determine at the same 
time t that the net is free and the access manager at each node with a queue will determine 
a set time fy for its broadcasting. Since the set times are chosen randomly from a finite 
interval, the chances are small that any two set times are equal and there will be a smallest 
set time. The node with the smallest fy will start broadcasting at that time, while all other 
nodes will find at their set times that a broadcasting already takes place, abort the access 
process, and wait for the next free time. Therefore, theoretically, this access procedure 
provides equal access chances for all nodes, and at the same time, avoids all message 
collisions. 

Practically, however, the probability of message collisions is not zero because the 
propagation speed of radio signals is finite and there is a finite time delay within a 
computer between the determination that the channel is free at fy and the actual 
broadcasting. Let the total time delay be a so that the time at which other nodes would 
recognize that a first broadcasting has already started and would be able to abandon their 
broadcast preparation is t\, +a. Then, any node that has set a broadcasting time between 
the set time of the first node, fj, and tb + a will falsely determine that the channel is free 
at its set time, start broadcasting, and cause a message collision. The size of ot has been 
estimated to about 0.5 s. 

The described access procedure gives all nodes equal chances for accessing the channel 
if their access time delay intervals D from which the broadcasting times are chosen are 
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equal. The computation of the intervals is governed by an access time control program 
that is identical for all nodes. Therefore, the access time intervals D will be equal among 
the nodes whenever the input information from the network monitors is the same for all 
nodes. We assume that this is the case for all active nodes that have monitored the 
network during a reasonable amount of time. Details about the monitoring are given in 
Section 3. 

To provide high-priority messages with better chances for accessing the network, the 
network access manager uses shorter access time delay intervals for such messages. Let p 
be the priority of message (a number between 1 and 10) and D be the value of the access 
time delay interval that is provided by the controller (and is equal for all nodes). Then the 
access manager computes 

Dlocat=D(l-0m-p) , (2.1) 

and chooses ij from the interval (t, t+Dioeai). Hence, a node that has a high-priority 
message ready for broadcasting has a higher probability to select the smallest tb and to 
start broadcasting than a node with a low-priority message. 

The described procedure satisfies the first two requirements on the system that were 
postulated on page 2: equal access chances for all nodes and preferred access for high- 
priority messages. To achieve and maintain also a high information throughput rate, the 
number of message collisions as well as the idle time between messages must be kept at low 
levels. The probability of collisions decreases if £$ is chosen from an interval with large D. 
On the other hand, if D is large, then also the idling intervals between messages will be 
large in the average. Therefore, there exists an optimal size of D that corresponds to a 
maximum information throughput and that somehow depends on the status of the 
network. The task of the access time controller is to determine dynamically an optimal 
size of D from information that is obtained by passive monitoring of the network traffic. 
Section 3 describes the monitoring of the network, and Section 4 describes the control rules 
for the access parameter D. 

2.3.  Message Queues and Their Management 

The task of the queue manager module in each node is to maintain for each message 
a record of submission time, message priority, times of unsuccessful broadcasts, and the 
time of a successful broadcast. In addition, the queue manager program must select one 
message from the queue that should be broadcast first when access to the broadcasting 
channel becomes available. The identification of a "first" message is the only interaction 
between the network access manager module and the queue manager module. The method 
of message selection has no bearing on the development and performance of the access 
control. 

As an example of a possible message selection process, we present a description of a 
selection algorithm that was used in numerical experiments for the development of the 
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access controller. The message was selected by computing a queuing weight q for each 
message in the queue and choosing the message with the largest weight for broadcasting. 
The message weight was computed from the following message properties: 

• the time of message submission to the queue, t0, [s]; 
• a priority index between one and ten, p; 
• and the number of unsuccessful transmissions, N. 

The formula for the queuing weight was 

r                    r     i  t — t0 — 600 >2n , 
?=(l+p+JV)-max{0.01,  exp [ - ( — )    ]}, (2.2) 

where the times are expressed in seconds. With this formula, the queuing weight q 
increases with the priority index p and the number N of unsuccessful repetitions of 
broadcasting. It also increases with the waiting time t — t0 if the message has been less 
than 10 minutes in the queue. After 10 minutes, the message's queuing weight decreases 
again assuming that later submitted messages might supersede its contents. 

3. Monitoring a Battlefield  Network 
3.1.  Network State Parameters 

The information about the status of the network that is obtained by listening to the 
network traffic is only approximate, but it has some other advantages: the acquisition of 
the information does not use network time, the information is up to date, and all nodes 
receive essentially the same information. In the present study, three groups of network 
state parameters that can be obtained by passive listening were considered. All parameters 
in these groups are time averages of observed quantities. The first group consists of the 
relative usages of channel access times in four usage categories during a time interval L 
prior to the reference time t. The second group consists of the relative numbers of network 
accesses during the same time interval and for the same categories of access types. The 
third group consists of the average message lengths during the same interval and for the 
same categories. 

The four categories are as follows: 

(1) Idle time. 
(2) Successful (acknowledged) transmission. 
(3) Collided transmission. 
(4) Not acknowledged transmission (failure at the addressee). 



3.2.  Monitoring the State Parameters 

The time averages of the network state parameters were computed over a monitoring 
and averaging interval of length L. That is, the computed average at time t represents the 
average value of the observed quantity during the time interval (t — L , t). 

The formulas for the computation of the averages were as follows. Let the channel be 
occupied during the monitoring time by the usage category k at mk time intervals of 
lengths A\k) and with the mid-points t\fi , i = 1, ..., mk. Then the total time for that 
usage category is £ A\k> [ s ], and the relative usage time is 

-,     Ttlt 

«iW = 7EA«  ,   * = 1,...,4  . (3.1) 

We also compute a trend indicator for each relative usage time with the help of a weighted 
averaging as follows. Let W(T), T e [t—L, t] be a linear weight function defined by 

w(r) = 1 - r-(j-*) • Wo , (3.2) 

where wQ is a parameter in [0,1]. Using this weight function, we compute by analogy with 
Eq. (3.1) a weighted relative usage time 

Because the weighted average uk{t) is computed with larger weights for earlier parts of the 
averaging time interval, the difference 

uk(t) = uk(t)-uk(t) (3.4) 

can be used as a trend indicator for the function uk(t). Numerical experiments with the 
network model BATNET (Celmins" 1995) have shown that for control purposes the trend is 
appropriately characterized by uk(t) when w0 has a value of about 0.5. 

The relative numbers of network accesses and the trends of the access numbers are 
computed only for the categories two, three, and four. In category No. 1, the number of 
idling "accesses", that is, the number of idle time intervals essentially equals the sum of all 
other accesses and does not carry additional information. The computation is done as 
follows. Let mk, k =2,3,4 be the number of accesses in the A;-th category during the 
monitoring interval. Then the relative numbers of accesses are 

4 

«*(0 = mk I S mi ,     * = 2,3,4  . (3.5) 
t"=2 

To compute the trend of nk(t), we again use the weight function W(T) defined by Eq. (3.2). 
First, we obtain a weighted count by 



mi 

mk=E w{ti) (3.6) 
i=2 

and a relative weighted count by 

4 

n*(0 = m* / E m,- . (3.7) 
i=2 

Then, the trend indicator n{t) of %(£) is computed by 

nk(t) = nk(t)-nk(t) ,    k = 2,3,4. (3.8) 

The average message length is computed by a simple averaging of the message 
intervals A,- for categories two, three, and four. Let Ap, i = 1, ... , mk, k = 2,3,4 be the 
interval lengths, and 4 be the corresponding times of occurrence. Then the average 
message length in the category k is 

mt 4 

a*(i)=E A«/E ™r ,    k = 2, 3,4,    [s] . (3.9) 
i=l r=2 

The weighted average length is 

TTljr 4        TTljt 

3*(0 = EAW • «;(#)) / £ E *(#))  ,    Ä; = 2,3,4,    [s] , (3.10) 
i=l r=2 t'=l 

and the trend of the average length is computed by 

ak{t) = ak(t)-2k{t),    k = 2,3,4,    [s] . (3.11) 

4.  Controlling  a Battlefield  Network 

4.1.  Functions of the Control Module 

4-1.1.   Control of Monitoring 

The principal task of the access time control module is to determine the access time 
delay interval D from input that is provided by the network monitoring module (see 
Section 2). However, to make the system efficient for different network configurations, the 
monitoring algorithms in the monitoring module (see Section 3.2) must be adapted 
accordingly. This adaptation is also governed by the control module. 

The numerical results that are obtained by the network monitoring described in 
Section 3.2 depend on two parameters: the weight-function parameter w0 for trend 
calculations (Eq. (3.2)) and the length L of the monitoring interval. 

It was determined by numerical experiments that adequate trend indicators are 
ned wi 

simulations. 
obtained with a value of about 0.5 for w0; that value was used in all network control 



The monitoring interval L should be adjusted in dependence of the average message 
length. If L is too short (of the order of an average message length), then the computed 
relative averages oscillate between near zero and near 100%. If L is too long, then the 
averages are not sensitive to recent changes of network conditions. In either case, the 
averages would be useless for the characterization of the status of the network. Numerical 
experiments with the computer model BATNET have shown that satisfactory results are 
obtained only when L is much longer than the average message length a, and that the 
optimal size of L is approximately given by the relation 

L&50- a    [s]   . (4.1) 

In a presently used communications protocol (Kaste et al. 1992 ) a typical message length is 
about one to ten seconds. Therefore, if that protocol is used, then the optimal length of L 
is about one to ten minutes. Such a monitoring time is also reasonable with respect to 
military operations. If communication characteristics change due to troop operations then 
such changes are likely to become effective within several minutes or over a longer time. 
Compliance with the relation (4.1) is ensured by adjusting L dynamically. The 
corresponding control rules are outlined in Section 4.2.1. 

4-1.2.   Network Access Control 

The traffic of messages through the broadcasting channel depends on the message 
broadcasting times Zj that are calculated by the network access management modules as 
described in Section 2.2. That computation is governed by the size of the access time delay 
interval D. Therefore, D is the principal parameter for access control. Its size is 
constantly updated in each node by the access time control module such that in the average 
the unwanted categories of network usage (idling and collision) are reduced. Input to the 
control algorithm consists of the monitored network state parameters described in 
Section 3.2., and its output is an update of D. The control rules for the computation of D 
are described in Section 4.2.2., and the fuzzy-logic implementation of the control rules is 
described in Section 4.3. 

4.2.  Control Rules 

4-2.1.  Rules for Monitoring 

The length of the monitoring interval L should be about 50 times the average length 
0 of a message. We express this requirement in terms of the quantity 

Q = L I (50 • a) - 1 (4.3) 

and adjust L such that Q is approximately zero. The adjustments are done with the aid of 
an adjustment factor 1 + X. Let L0n be the present value of the monitoring interval L and 
let Lnew be its new (improved) value. Then the adjustment formula is 
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Lnew=Lold-{l+\) . (4.4) 

The value of X is determined from the present value of Q by the following rules: 

If Q is (negative, zero, positive) 
then       X is (positive, zero, negative). 

We express these rules in the form of a rule table: 

Q NL N Z P PL 

X PL P Z N NL 

In this table, NL, N, Z, P, and PL stand for "negative large," "negative," "zero," "positive," 
and "positive large," respectively. In Section 4.3.2, the rules are quantified in terms of 
fuzzy sets. We note here only that the dependence of X on Q should be weak in the sense 
that X should change from zero to non-zero only when Q significantly deviates from zero. 

4- 2.2.  Rules for Network Access 

Access to the network is controlled by adjusting the size of the global access time 
delay interval D according to the status of the network. In contrast to the desired slow 
response, when controlling the monitoring interval L, the value of D should be adjusted in 
quick response to changing conditions of network traffic. To accelerate the response of the 
control, in addition to using the network state parameters as control input we also use 
their trends. 

Rules for the control of access can be derived by the following considerations. An 
increase of D causes the relative idling time u,-^e to increase and the relative collision time 
uco[ to decrease, and vice versa. Therefore, a possible strategy for reducing both of these 
quantities is to choose D such that ume and uco[ are approximately equal. This rule was 
found to be very effective, although fine-tuning of the rule showed that a better 
performance can be achieved when the relative collision time is kept smaller than the 
relative idle time. One must also consider the number and the lengths of colliding 
messages. A single collision involving a very long message can increase the average 
collision time ucoi as much as many collisions involving short messages, but in each of these 
cases, the proper control strategy is different. Therefore, in a second rule, the trend of the 
number of colliding messages was used as input. By that rule, D is increased if the trend 
increases and vice versa. 

To make the control more responsive to extreme conditions, two more inputs were 
considered: the idle time over a threshold and the collision time over a threshold. If these 
quantities exceed prescribed thresholds, then corresponding corrections of D are initiated. 

These adjustment rules are implemented in principle by the following algorithm that 
runs independently and concurrently in each node. Let D„n [s] be the present value of D 
and 8 be a corrector supplied by the control algorithm.  Then the updated value Dnew of D 
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is computed by the formula 

Dn„„ = D old {1+5) (4.5) 

For this algorithm, the input for the control rules consists of the averaged network state 
parameters and their trends (see Section 3), and the output of the control rules is the value 
of the corrector 6. 

In practice, the simple adjustment procedure (4.5) must be modified to ensure that 
after an initialization time the controllers in all nodes indeed produce approximately the 
same value Dnew, including those nodes that join the network at different times and start 
the control algorithm with different initial values of D. For clarity, we first describe the 
control rules in terms of Eq. (4.5) and discuss the modifications of the algorithm later. 

We arrange the control rules in the form of qualitative rule tables. In Section 4.3.2, 
we will make the rules more precise by quantifying them in terms of fuzzy sets. The rule 
tables are as follows. 

Rule No. 1. 
Input:  Collision time minus idle time 

Ucol — Uwe NL N Z P PL 

6 NL N Z P PL 

Rule No. 2. 
Input: Trend of the number of colliding accesses 

ncot NL N Z P PL 

6 NL N Z P PL 

Rule No. 3. 
Input:   Idle time over a threshold Tme 

Uidie — Tau NL N Z p PL 

8 0 0 0 NL NL 
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Rule No. 4. 
Input:   Collision time over a threshold Tcoi 

ucol — Tco[ NL N Z p PL 

6 0 0 0 PL PL 

In the last two rule tables, O denotes "no output" (that is, no rule is fired in these cases). 
The purpose of the last two sets of rules is to provide an accelerated change of D in 
extreme cases. Experiments show, however, that the last two sets of rules have only a 
minor effect on the performance of the control if used in addition to the first two sets of 
rules. When used without the first two sets of rules the performance of the control was not 
as good as with the first two rule sets alone. 

We now discuss the modifications of Eq. (4.5) to achieve equal results among nodes 
that start with different initial conditions. To that end, we separate in Eq. (4.5) the 
dimensional factor D„id from the nondimensional correction factor F = l+6 and devise a 
different adjustment procedure for each factor. 

For F we construct an adjustment procedure such that the factor drifts with repeated 
updating to a fixed value that is independent of the initial value of F. Let At [s] be the 
difference between the current and previous time of network parameter updates. (Average 
values of the network parameters are calculated at discrete times, namely, at the end of 
each message transmission period.) Let / be a fixed value of F to which the correction 
factor should drift with increasing time. Let e = exp(—At/60). Then the factor is updated 
as follows 

Fnew = (/ • (1 - €) + FoU • 0 • (1 + 6)  . (4.6) 

One can show that the exponential factor in the formula has the effect that after a few 
minutes of operation the computed value of Fnew approaches / • {1+5) independently of the 
initial value of F. Therefore, if all nodes would use the same /, then within a few minutes 
of control operation, the effective value of Fnew will be the same for all nodes. Experiments 
show, however, that it is not possible to assign a priori a fixed value to / that is 
appropriate for all network conditions. The effective value of the factor F typically must 
be allowed to vary between 0.001 and 80, and / should be dynamically assigned values in 
the same range. We, therefore, devise an algorithm that makes all nodes to change the 
value of /in lockstep within that range. The algorithm consists of assigning to /a finite set 
of discrete values within the range of interest and updating the present value /„^ according 
to the following rules: 

If 6M > 0 and 6new > 0      then     fnew = min { fcU + 4 , 80 } ; 
If 60li < 0 and 6new < 0      then     fnew = max { fold - 4 , 0.001 }  . l ' ' 

This algorithm increases or decreases the value of / in steps of four whenever the corrector 
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6 continuously increases or decreases, respectively. After at most 20 corrections with the 
same sign, the bounds of / are reached and subsequent updates are done by all nodes in 
lockstep. Because in a high-traffic situation the correction factor 8 typically increases or 
decreases continuously over more than 20 message transmissions, the equality of / among 
the nodes is established in a short time. 

A reasonable value for the dimensional factor D0u is, for instance, a multiple of the 
average idle time interval i. In a network with n nodes, where all nodes use the same 
access time delay interval D the expected value of i is D /(n + l) and the current value of D 
could be estimated from observations of i. However, the computed average value of i 
oscillates heavily even when the monitoring interval L is large because D is changed 
dynamically by the controllers and furthermore the idle intervals A1=fj — t are computed 
by using the local delay .intervals Diocai instead of the global D (see Eq. 2.1). The local D[ocai 
depend on the priorities of the broadcasted messages. (If the priorities were assigned 
randomly, then the value of i would be about D /(2(n + l)), but random assignment of the 
priority index p cannot be assumed.) The oscillations of the average idle time interval i 
can be suppressed by averaging the last two computations of i and using an exponential 
weight factor that reduces the influence of the previous reading if it was made a long time 
ago. Let iprev be the previous average idle time and ipres be the presently computed value. 
Let v=exp(—At/Z00). Then a new value inew of the average idle time interval is computed 
by 

*new = {iprev " V + ipres ) / (v + l)   . (4.8) 

One may now set in Eq. (4.5) D0a equal to a multiple of inew assuming that such a value 
approximates the global interval D that is presently used in the net. This creates, however, 
another problem. When D is increased, then the value of the average idle time inew which 
is used for the next updating usually also increases and vice versa. Therefore, if D0n is 
always set equal to a multiple of the idle time inew, then, at the next updating of D, the 
correction by the nondimensional correction factor F is, in general, amplified. Under 
certain conditions, this amplification can cause a drift of D to zero or infinity. A drift to 
zero can be avoided by setting for D0n a fixed lower bound for which 0.01 s was found to be 
adequate. An excessive increase of D0u is avoided by making it a function of the logarithm 
of the idle interval inew (instead of a multiple of inew). After some experimentation, the 
following final formula for the access delay time interval was chosen: 

Dnew = Doid ■ Kew = ( 0.01 + log (1 + inew /4))-Fnew  ,   [ s ] , (4.9) 

where inew is expressed in seconds, and Fnew is given by Eq. (4.6). 

To summarize, the fuzzy-logic control rules provide a value of the corrector 8. That 
corrector and the average length i of the idling interval are used in Eqs. (4.6), (4.7), (4.8), 
and (4.9) to compute a new value Dnew of the access time delay interval. For high-priority 
messages, it might be further modified as described in Section 2.2. (see Eq. (2.1), page 5 ). 
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4.3.  Fuzzy-Logic Implementation of Control 

4-3.1.    The Compositional Rule of Inference and Defuzzification 

The control rules for network monitoring and network access are outlined in 
Section 4.2. They all have the simple form 

if x=A  then  y=B , (4.10) 

where x is an observed network state parameter (for instance, Q or ncoi), and y is a control 
parameter (X or 6 in our case). For the present application, the rules must be formulated 
such that they can be used in situations where the input x is known only approximately. 
That is, the classical inference rule modus ponens 

PI      if      x=A then y=B 
P2 x=A (4.11) 

C therefore     y = B 

must be modified because modus ponens produces a conclusion only when x exactly equals 
A.  If x is not exactly equal to A, then the rule provides no information about y. 

We now present a modification of the modus ponens that allows approximate 
descriptions of the attributes of x and y and is commonly used in applications of fuzzy 
logic. Let A, B, D, and E be fuzzy sets. Then the rule (4.11) is replaced by the following 
rule with fuzzy premises and a fuzzy conclusion: 

FP1       if      x=A then y = B 
FP2 x = D (4.12) 

FC therefore      y = E 

In this rule, A, B, and D are given and the fuzzy conclusion FC is an algorithm for the 
computation of E from the three given fuzzy sets. One such algorithm that is commonly 
used in control problems is the compositional rule of inference, first formulated by Zadeh 
(1975). Similar other algorithms have also been designed for particular problems, but the 
original compositional rule of inference is most popular because of its simplicity and appeal 
to common sense.  (See Klir and Yuan (1995), Pedrycz (1992), and Terano et al. (1991)). 

We note in passing that typical compositional rules of inference are not strict 
generalizations of the modus ponens because they do not reduce to the latter if A, B, and 
D are crisp. A fuzzy-logic rule with that property is called a generalized modus ponens. 

The premise Pi of the modus ponens and the fuzzy premise FP1 of Eq. (4.12) both 
define functional relations between elements of antecedent and consequent spaces. These 
relations have a simple geometric interpretation. Let the antecedent space be called u- 
space and the consequent space be called u-space.   For illustration purposes let the spaces 
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be one-dimensional. (The following considerations are valid in arbitrary dimensions, but it 
is simpler to present them in one-dimensional spaces.) Then A is a point on the u-axis, B is 
a point on the v-axis, and the crisp premise PI, that is, "A implies B" or "A -*PT can be 
interpreted as the definition of a function y(x) that consists of a single point (A,B) in the 
u,v-plane. If the antecedent x has the value A, then the consequent y has the value B. For 
any other values of x, the premise does not specify a corresponding value of the consequent. 

In the fuzzy premise FP1, the function y{x) is generalized by replacing the crisp point 
{A,B) with a fuzzy set RA^.B that is defined by a membership function ßß{u,v) in the u,v- 
plane. In analogy to the crisp single-point function the projections of ßR on the u- and v- 
axis are assumed to be the fuzzy sets A and B, respectively, that are given in FPl. 
Figures 2 and 3 illustrate such a fuzzy relation. It is easy to see that this representation of 
FPl reduces to the crisp Pi when the membership function ßR degenerates into the 
characteristic function of a crisp point. 

Figure 2.  Fuzzy  relation  with  a conical membership  function. 

The second fuzzy premise FP2 states that we are given on the u-axis a fuzzy set D 
with a membership function HD{U) that may or may not be equal to the projection (J.A(u) of 
the fuzzy relation RA_B. The algorithm of the fuzzy conclusion FC obviously should be 
such that when x = A then the resulting E =B. In addition, it should produce some y(x) 
for any other input x. An algorithm with these properties can be obtained by a 
combination of geometrical intersections and projections of membership functions. It is 
illustrated in Figure 4. First, the membership function juff of the relation RA^B 

is 

intersected with the membership function fJ,D of the input D. In Figure 4, the intersection 
has the form of a shaded roof. Next, the intersection is projected onto the v-axis, and the 
projection defined as the membership function /%(u) of the fuzzy conclusion E. In 
Figure 4, the projection /XE(V) of the roof is a trapezoid in the v, yu-plane. 
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Figure 3. Fuzzy relation  with a pyramidal membership function. 

i-v 

Figure 4.    Compositional rule of inference. 

It should be obvious that the conclusion set E depends on the form of the 
membership function nR(u,v). If, for instance, in Figure 4 that membership function would 
be a cone instead of a pyramid, then the intersection and its projection would be different 
from those in the figure. Therefore, the formulation of the fuzzy premise FPljsv Eq. (4.12) 
is incomplete: one must specify in addition to (or instead of) the sets A and B also the set 
R-A-+B- Moreover, also the concepts of intersection and projection must be precisely 
defined because one does not need to use the simple geometrical constructions shown in the 
example. 
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In most control problems it is assumed that the relational membership function 
pR(u,v) has the simple pyramidal form shown in Figures j} and 4. The pyramid has the 
advantage that it can be easily constructed from given A and B and that arithmetical 
operations with such a membership function are simple. Methods for the construction of 
other types of relational membership functions are given in Terano et al. (1991). In our 
battlefield communications control, we use relational membership functions of pyramidal 
form. 

For the concepts of intersection and projection, we follow Zadeh (1975) and use min 
and max operators, respectively. (These operations were also used in the illustrations in 
Figures 2, 3, and 4.) We construct the pyramidal membership function ßR{u,v) by 
intersecting the membership functions of A and B and using the min operator for the 
intersection (see Figure 3): 

HR(u, v) = min { fiA{u) , fiB{v) } . (4.13) 

By projecting the pyramid onto the u- and v-axes with the max operator we recover the 
membership functions of A and B, respectively: 

HA{u)=   sup nR{u,v) , 

HB{V)=   sup pR{u,v)  . { '    ' 
u 

Next, we construct the fuzzy conclusion as shown in Figure 4. Let the input D in Eq. (4.12) 
be given by the membership function ///>(u). We obtain the corresponding ßß(v) of the 
conclusion E by intersecting ßR{u,v) with HD[U) and projecting the result onto the u-space. 
The intersection is 

///u,v) = min{ pR(u,v) , fiD(u) }  . (4.15) 

Its projection onto the v -space is 

HE(v) =sup M/(w,u) =sup min { fiR(u,v) , ßD{u) }  . (4.16) 
u u 

Usually, the inference rule is illustrated as shown in Figure 5 where the left-hand 
picture shows the view of the roof-like membership function as a shaded triangle in the 
u, //-plane. The right-hand picture shows the view of the roof in the t;,/z-plane where it has 
the form of a trapezoid. The figure is somewhat misleading, because it only applies to 
cases where ßR is a pyramid with sides of its base parallel to the coordinate axes. If, for 
instance, nR were a cone then the inferred membership function fig would be a quadric 
similar to the dotted curve instead of the trapezoid. (The quadric is the outline of the 
intersection of a side of the prism \IQ with the cone fiR.) The figure is, however, adequate 
in our case because we use in the control algorithms the pyramid computed by Eq. (4.13) 
and conclusions that are computed by Eq. (4.16). 
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Figure 5.   Inference rule in pyramid case. 

If the control has only one rule, then only Eq. (4.16) is needed to obtain the fuzzy 
value of the control parameter. In praxis this is seldom the case. For example, the control 
of the monitoring length L in Section 4.2.1 has a single input Q and a single output X, but 
the size of X is governed by a rule that consists of five elementary rules listed in a rule table 
(see page 10). When the control is activated then in general more than one of these 
elementary rules will fire and the outcomes must be combined. Similarly, the four rules for 
network access control in Section 4.2.2 each consists of a set of five elementary rules in the 
rule tables (see pages 11-12). Again, several of the 20 elementary rules might fire 
simultaneously. 

The combination of the outcomes of fuzzy rules is done by a fuzzy-logic OR 
operation. The outcome of each rule is a fuzzy number represented by a membership 
function in the consequent space. Let the outcomes of, say, three rules for 8 have the 
membership functions ßsi(v), i = 1,2,3. In fuzzy logic, the OR operation corresponds to a 
union (maximum) of the individual functions, and the membership function fig of the 
combined conclusion is calculated with the formula 

ß5(v) = max { n5l(v) , ßg^v) , /%(v) }  . (4.17) 

Figure 6 illustrates such a combination of results from three different fuzzy rules. The 
combined curve is the membership function of the fuzzy output value of the control 
parameter. 

Another method for the combination of rules is the so-called rule table method. This 
method is often used when rules are more complicated than (4.10), for instance, when they 
have the form 

if x = A  and  y = B then  z = C . (4.18) 

Using the rule table method, this combination is expressed in form of a look-up table, but 
similar look-up tables can be used also for the combination of simpler rules. For instance, 
a combination  of the  access  control  Rules  No. 1   and   No. 2  (Section 4.2.2)  could   be 
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Figure 6. Union  of consequences. 

expressed by the following table with two entries: 

Combined Rules No. 1 and No. 2. 

Kcol 

Ucol — mie 

NL N z p PL 

NL NL NL N N Z 
N NL N N Z P 
Z N N z P P 
P N Z p P PL 

PL Z P p PL PL 

In general, the output from a union of rules is smoother than the output from rule tables. 
In experiments with the control of battlefield communications, the performance of the 
control was not consistently different when using rule tables or the union of the results of 
rules, respectively, and the differences were not significant. Therefore, a final decision to 
use the one or the other approach can be based on the effectiveness (speed and costs) of the 
hardware and software that implements the control in a fielded equipment. 

The outputs of the fuzzy control algorithms are fuzzy values of the control 
parameters X and 8. To activate the control, that is, to compute Lnew and Dnew by the 
formulas (4.4) and (4.9), respectively, the control parameters X and 8 must be given crisp 
values. The extraction of a crisp value from the result of a fuzzy calculation is called 
defuzzification. Many different defuzzification algorithms have been proposed and used for 
different applications. In the present application, we use the "center of gravity" method. 
By this method, the crisp output of the control rules is defined as the center of gravity of 
the fuzzy output n{v). Thus, the center of gravity of the output ps(v) (see, e.g., Figure 6) is 
computed by the well-known formula 
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6 == / fig(v) v dv I / fis(v) dv . (4.19) 

A corresponding formula is used for X. 

4-8.2.    Granulation of the Control Rules 

To implement the control rules described in Section 4.3 on a computer, the input and 
output spaces (the antecedent and consequent spaces) must be "granulated." For instance, 
to implement the rule for X, Section 4.3.1, one must define membership functions for the 
concepts "negative large," "negative," "zero," "positive," and "positive large" for Q and X. 
In this case, a "zero Q" should cover a large interval around zero, because we want to 
change the monitoring control parameter L only when Q significantly deviates from zero. 
The choice of the granulation (that is, of the membership functions of the linguistic 
categories in antecedent and consequent spaces) determines the numerical effects of the 
control. The granulations presented in this report were obtained empirically by extensive 
runs of simulated battlefield communication sessions. For these simulations, the battlefield 
communications model BATNET (Celmins", 1995) was used. The granulation was modified 
until favorable information throughput rates were obtained for a large number of different 
network traffic conditions. 

Figure 7 shows the membership functions of the five linguistic categories of Q, and 
Figure 8 shows the membership functions of the linguistic categories of the consequent X. 

1.0 

.5- 0.8 
JC 
V) 

ip °-6 

.Q 
£    0.4 
CD 

2    0.2 

0. 

'NLN Z P     P L 

\A/ \A/ \/V vv 
A A A A AA AA /v\ /v —► 

■1.0 0. 1.0 
Monitoring    antecedent   Q 

Figure 7.   Granulation of the monitoring control antecedent   Q. 

The membership functions of the linguistic categories of Rules No. 1, 2, 3, and 4 
(pages 11-12) are shown in Figures 9, 10, 11, and 12, respectively, and the membership 
functions of the consequent 8 are shown in Figure 13. We notice slight asymmetries in the 
granulations of Rules No. 1 and 2 (Figures 9 and 10). These asymmetries were not chosen 
arbitrarily but developed by the tuning process of the granulations. One of the effects of 
the asymmetries is that, in general, the collision time is kept at a fraction of the idle time. 
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Figure 8.   Granulation of the monitoring control' consequent  X. 
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Figure 9.    Granulation  of the antecedent in  Rule No. 1. 

The granulations for the Rules No. 3 and 4 in Figures 11 and 12, respectively, are not 
normalized to the maximum value of unity. The consequence of such a granulation is that 
for input in the lower linguistic categories the effect (output) of the rule is small. However, 
during the development and tuning of the rules, we found that a better performance was 
obtained if the rule was not fired at all in the lower categories. Therefore, we formulated 
the rules correspondingly with "no output" for lower category input, see pages 11-12. For 
these rules, only the linguistic input categories P and PL have consequences, and the 
consequence of P is smaller than that of PL. The "thresholds" that are mentioned in the 
linguistic description of Rules 3 and 4 correspond to the input categories "zero" in 
Figures 11 and 12 and equal 60% for both rules. 
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Figure 10.   Granulation of the antecedent in Rule No. 2. 
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Figure 11.    Granulation  of the  antecedent  in  Rule No. 3. 

5. Examples 

5.1.  Determination of Optimal Granulations 

The task of the presented network access control is to maintain a high information 
throughput rate in a congested network. (We call a network "congested" if several nodes 
have queues of messages ready to be broadcast and are competing for channel access time.) 
To compare the efficiency of different control strategies, one needs a measure for the 
information throughput rate. A simple and general measure is, for instance, the number of 
successfully transmitted bits per time unit, averaged over a convenient time interval. This 
would require, however, a knowledge of the transmission codes and the transmission rates 
that both are not relevant for the development of network access controls. For such 
controls, the only relevant property of a message is its length in seconds and, therefore, a 
network performance measure should be based on message lengths rather than on their 
contents or transmission rates in bits per second.   We now give a description of such a 
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Figure 12.    Granulation of the  antecedent  in  Rule No. 4. 
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Figure 13.   Granulation of the access  control consequent  6. 

measure. 

In this study, congested networks were simulated by computer experiments as 
follows. (For details, see Celming (1995).) To start an experiment, first a list of future 
messages was prepared for each node, whereby the number and generation times of the 
messages was chosen such that a congested condition would result. Next, a network clock 
was started and the nodes allowed to access the network and broadcast their messages in 
accordance with the rules of the current access control. The experiment was ended when 
all message queues had been cleared. For such experiments, a simple measure for the 
effectiveness of the access control is the end time of the experiment (i.e., the time needed to 
clear all queues). A control that consistently produces shorter clearance times is better 
then a control that causes longer clearance times. 

Any individual access to the net depends on the random numbers that are drawn by 
the access managers at the nodes to set a time for the next broadcast (Section 2.2). 

23 



Therefore, the clearance time for a given collection of messages and a given control 
algorithm is not predictable but varies depending on the random number sequences that 
are used by the access managers. To obtain typical clearance time values, the computer 
simulations were repeated 20, 40, or more times with different seed numbers of the random 
number generator program and average clearance times were computed from these 
repetitions. These experiments indicated that, in general, 20 repetitions were sufficient to 
obtain typical and consistent results, but more cases had to be computed for fine-tuning of 
the granulations of the rules. 

The use of the queue clearance time as an effectiveness measure has the disadvantage 
that the clearance time is dimensional and depends on the size of the network, the lengths 
of the messages, and the number of messages. This makes it difficult to compare 
performances among networks and among cases with, different message lists. Therefore, 
the measure was modified. The modified measure, called the slowness index, was defined as 
the ratio of the queue clearance time to the theoretical minimum that is needed to transmit 
all the messages from the message lists. The theoretical minimum was computed by 
adding at the beginning of the experiment the lengths of all messages, including their 
expected acknowledgments, that were in the lists of future messages. The slowness index of 
the best control algorithms has typically a value of about two. The variation of the 
slowness index due to different random number sequences was found to be about plus or 
minus 0.25. 

An example of the use of the slowness index for the tuning of the access controls is 
shown in Table 1. It contains the results of experiments with different granulations of the 
control Rules No. 1 and 2. The optimal granulations for these rules are shown in Figures 9 
and 10, respectively, and Table 1 shows how deviations from optimal granulation affect the 
slowness index. The experiment involved a four-node network, and the values of the 
slowness index shown in the table are averages over 100 cases with different seed numbers. 
The rows correspond to the slowness index averages for different sizes of the core of the 
"zero" category membership function (the flat portion in Figure 9) of the antecedent of 
Rule No. 1. In this study, the granulation was symmetric and the half-width of the core 
was varied between zero and 100%. The columns correspond to granulations with different 
"zero" membership cores for the antecedent of Rule No. 2 (see Figure 10). Here again, the 
granulation was symmetric, but the half-width of the core was varied between zero and 
10%. The minimum of the slowness index in this example is about 1.91 and its location is 
(2,20). Similar and more detailed experiments were carried out for a number of 
parameters of the granulations of all antecedents and consequents, as well as for other 
relevant parameters of the control algorithms. The optimal granulations were found to 
vary little over different conditions (different numbers of nodes and different characteristics 
of message lists). Also, the minima for the slowness index were found to be broad 
indicating that it is not necessary to tune the control rules very precisely. This means that 
the control is robust in the sense that it can be expected to perform well under quite 
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Table 1.   Slowness index. 

Antecedent 
of Rule 1. 

Antecedent of Rule 2. 

0. 2.            4.            6. 8. 10. 

0. 1.99 2.02        2.21        2.47 2.66 2.75 

20. 2.04 1.91        1.97        2.21 2.63 2.73 

40. 2.10 1.96        2.02        2.16 2.61 2.64 

60. 2.16 2.04        2.16        2.27 2.53 2.46 

80. 2.17 2.06        2.17        2.27 2.50 2.48 

100. 2.17 2.05        2.17        2.29 2.50 2.49 

different conditions. The final optimal granulations are shown in Figures 7 through 13. 

5.2.  Examples of Control Performance 

We first present some results of a computer experiment with a four-node congested 
network. In this example, during the first ten minutes of simulated time, the four nodes 
were generating messages at high rates so that eventually all nodes accumulated message 
queues. The message generation rates and the lengths of the messages were chosen such 
that all nodes generated in ten minutes approximately the same total amount of 
information (measured by the total length of all messages). After ten minutes the message 
generation was terminated, but the network remained active until all queues were cleared 
by about 28 minutes. Figure 14 shows the lengths of the message queues at the four nodes 
of the network. One notices that while the input was such that the total lengths of 
information were approximately equal for all nodes, some nodes cleared their queues faster 
than others. The reason for this is that the average lengths of the messages were different. 
Thus, Node No. 1 had few long messages, while Node No. 4 had a large number of short 
messages. The clearance times of the message queues show that in a noise-free network it 
is advantageous to combine messages into larger packets. 

Figure 15 shows the cumulative network usage times during the activity of the 
network. It indicates that during the 28 minutes of activity about 16 minutes had been 
used to transmit messages, 3 minutes of network time were wasted with colliding messages, 
and 9 minutes was the total idle time. The slowness index was in this case 1.73. We recall 
that the access algorithm is such that one can reduce the idle time portion only by 
increasing the collision time and vice versa. Accordingly, Rule No. 1 of the access control 
(see Section 4.2.2, page 11) was formulated to adjust the access parameter (the access time 
delay interval D) such that the idle time and collision time are about equal. However, 
computer experiments show that the best (smallest) slowness index usually is obtained 
when the relative collision time is a fraction of the relative idle time. Such a suppression of 
the collision time is automatically achieved by the asymmetric granulations of the control 
rules. 
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Figure 14.   Message queues in  a four-node network. 
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Figure 15.   Time usage for  queue clearing. 

Figure 16 shows the relative network usage times. The data in this figure is the basic 
input for Rule No. 1. By that rule, the access time delay interval D is increased whenever 
the relative collision time increases. The obtained variation of D is illustrated in Figure 17. 
Comparing Figure 16 with Figure 17, one can observe that the control parameter D indeed 
generally increases when collision times increase. The correspondence is not perfect, 
because the other three rules interfere with the output of Rule No. 1.  Toward the end of 
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the experiment, there were fewer active nodes. Consequently, the number of collisions 
decreased and D was eventually reduced to near zero to allow a speedy clearance of the 
remaining queues. 
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Figure 16.   Monitored relative usage times. 
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Figure 17.   Variation of the delay time interval D. 

The next example shows the performance of a not well-tuned controller. In this 
example, the network consisted of seven nodes and the monitoring interval L was fixed to 
30 minutes. The excessive length of the monitoring interval caused a slow response to 
changing network conditions.   Figure 18 shows the time usage during the clearance of the 
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queues, and Figure 19 shows the variations of the access time delay interval D. We observe 
from Figure 18 that very few collisions were observed between 30 and 50 minutes simulated 
time, but Figure 19 shows that the control parameter D did not start to decrease before 47 
minutes simulated time. A quicker response (due to a shorter monitoring interval) would 
reduce D sooner and save some of the idling time. The slowness index was 2.17 in this 
example. The average value of the slowness index for this type of network and message 
queues is about 1.91 when optimal control is used. 
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Figure 18.   Time usage with  a badly tuned  control. 

We note that these examples are not representative but only illustrative. Because the 
access manager uses random access times and any broadcast influences all subsequent 
transmissions, details of experiments with different random number sequences can be quite 
different even for identical message lists and identical control algorithms. Optimality of 
the control algorithm was sought and determined only in the average for a large number of 
experiments. 

6.  Summary and  Conclusions 
This report describes the principles of a distributed control procedure for battlefield 

communications. The control procedure is designed such that each participant (node) in 
the network controls its own access based on the perceived network conditions. Because 
the controlling agents are distributed among all nodes, the controlling system is virtually 
invulnerable. The control is based on fuzzy logic, and the control parameters were 
determined with the help of computer experiments such that the information throughput 
rate of the network is maximized in the average over prolonged operations. 
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Figure 19.   Variation  of D by  a badly tuned  control. 

The control algorithms that are developed in this report are sufficiently simple for an 
implementation by software on PC-type computers. The software can be developed in- 
house or commercial fuzzy-logic control tools might be used. A discussion of commercial 
tools can be found, for instance, in Yen, Langari, and Zadeh (1995). 

An alternative approach is to design fuzzy computer chips specifically for the 
described communication control purposes. Tools for the development of fuzzy chips are 
offered by several companies, and the cost of the chips is small. Examples of suppliers of 
dedicated fuzzy-logic chips are Togai Infralogic, Adaptive Logic, and ICCT Technologies. 
The advantages of a dedicated hardware are a faster response of the controller, and a more 
robust and tamper-resistant product. 
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