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Objective: 

The main objective of this research was to develop methods for source localization and 

parameter estimation using array processing, whereby data is collected at multiple sensors 

and then fused to carry out the estimation task (space-time processing). Such methods have 

to be statistically accurate and computationally fast. For performance analysis, there is a 

need to develop quality measures and optimum bounds. To obtain significant performance 

improvement, it is useful to look at the problem from a systems perspective. This is done, for 

example, by employing novel sensors and demonstrating the improvement using performance 

analysis, computer simulation, and later hardware prototypes. In this way signal processing 

becomes a powerful tool that influences the design of a system as a whole, and is not limited 

to data processing. Our work is primarily applicable to military problems such as radar and 

sonar, but has dual-use in civilian applications such as seismology, biomedicine, environment, 

and astronomy wherever possible. 

Status, Accomplishments, and New Findings: 

Our original work on vector-sensor processing for locating and estimating the polarization 

state of electromagnetic sources will appear as a book chapter in [1]. (Elec$romagneti<a^ector 

sensors measure the complete electric and magnetic fields at a single point in space). An array 

of such vector sensors measures direction information in both the wave structure and the 

time delays between the sensors. We derived a compact expression of the Gramer-Rao bound 

for vector-sensor arrays and sources with multiple parameters and signals. We proposed 

new quality measures for direction and orientation estimation in 3D space, including mean- 

square angular error and covariance of vector angular error, and derived lower bounds on 

them. These results are of general interest and are not limited to EM waves. We used them 

to show that a vector-sensor array has great advantages over its traditional scalar-sensor 

array counterpart due to the information in the wave structure: With one vector sensor it is 

possible to find the direction and polarization ellipse of up to three sources (see below); A 
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vector sensor can resolve closely spaced sources based on polarization sensitivity. Thus, we 

determined that with one vector sensor it is possible to do what historically was done by an 

array of distributed traditional sensors. We also proposed a fast, robust, real-time direction 

estimation algorithm for a wide-band source using a single vector sensor and analyzed its 

performance. A patent was awarded for this algorithm. 

The idea of using vector sensors challenges our thinking about notions of "antenna aperture", 

since here it is clear that one can indeed perform source location with sensors of arbitrarily 

small dimension (subject only to a limitation on the amount of energy which can be received). 

In [2] and [3] we developed models for radar polarimetric methods, including remote sensing. 

(Polarimetry is the process of analyzing the properties of a surface that is reflecting or 

emitting an electromagnetic wave by examining the wave's polarization). Our work involved 

creating and parametrizing statistically accurate polarimetric models. We obtained lower 

bounds on the error of estimating an object's polarimetric signature, and used them to 

provide efficient choices of parametrizations and transmitting signals. The work is expected 

to have use in repeat-track and ultra-wideband synthetic aperture radar (SAR). 

In [4] and [5] we developed calibration methods for sensor position estimation using active 

source signals, which reduces the source parameter estimation error compared with conven- 

tional methods that use only passive sources. We derived the Cramer-Rao bound for this 

problem and used it to find the optimal arrangement of source signals for sensor calibration. 

In [6] we analyzed optimal beamspace vector-sensor array processing methods, where use 

was made of dimensionally reduced data vectors. The optimality here was with respect to 

the best possible element space parameter estimation accuracy given by the Cramer-Rao 

bound. 

In [7], [8] we introduced methods for localizing sources using mobile sensors. The sensors' 

movements are selected to minimize the localization error. The main advantages of these 

methods are: 1) A single moving sensor can accomplish the task of a large array of stationary 

sensors, by exploiting spatial and temporal diversity; 2) The sensor motion can be planned in 

real time, based on past measurements and minimization of the expected localization error 

as a function of the future sensor's position, in order to optimize localization performance. 



We applied the methods to vapor-emitting sources using moving chemical sensors. 

In [9]—[13] we established several general results on source parameter identifiability. We found 

expressions for the maximum number of sources identifiable in any array processing model 

that has multiple parameters and signals per source. We presented a method to incorporate 

a priori information about the sources. These results are central to current research in the 

field and were applied to analyze the resolution of vector-sensor arrays as a function of the 

source properties. 

In [14] we described general methods to establish identifiability and information-regularity 

of parameters in normal distributions. Parameters are considered identifiable when they 

are uniquely determined by the probability distribution and they are information-regular 

when their Fisher information matrix is full-rank. In normal distributions, information- 

regularity implies local identifiability but the converse is not always true. Using the theory 

of holomorphic mappings, we derived conditions under which the converse is true, allowing 

information-regularity to be established without having to explicitly compute the information 

matrix. The results can be applied to various estimation problems. 

In [15]—[17] we extended the vector-sensor idea to acoustic sources, and developed localization 

methods that use the acoustic particle velocity and the acoustic pressure; traditional methods 

use only the pressure. We showed that one vector sensor can find the direction to two 

acoustic sources. In [15] we analyzed the statistical performance of two simple algorithms 

for estimating the source direction with a single acoustic vector sensor. In [16] we considered 

beamforming and Capon direction of arrival (DOA) estimation using arrays of acoustic 

vector sensors. We derived an expression for the Cramer-Rao bound (CRB) on the DOA 

parameters of a single source. Using this, we gave conditions that minimize the lower bound 

on the asymptotic mean-square angular error, and conditions that ensure it is isotropic. We 

were also able to determine the signal-to-noise ratio (SNR) and geomtry conditions for which 

the use of vector sensors is most advantageous. The asymptotic performance of the Capon 

and beamforming estimators was analyzed and compared with a scalar-sensor array. The 

vector-sensor array was seen to have improved performance due to its elements' directional 

sensitivity.  In particular, we showed that no ambiguities can arise, which permits the use 
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of deliberately undersampled arrays that can attain a smaller estimation error with fewer 

sensors. Large sample approximations for the mean-square error (MSE) matrices of the 

estimators were derived. Throughout, we compared vector-sensor arrays with their scalar- 

sensor counterparts. 

In [17] we considered acoustic vector-sensor arrays mounted oil or near a boundary. We 

showed that hull-mounted sonar arrays are usable at low frequency if normal-component ve- 

loctiy sensors are employed (at such low frequencies the pressure signal is negligible due to the 

nature of the hull's reflective properties). After developing a general model for vector-sensor 

arrays mounted near a plane boundary with arbitrary reflective properties, we obtained an 

expression for the CRB on the location parameters for a single source. Using this expression, 

we compared the normal-component array with a "stand-off' pressure sensor array mounted 

some distance from the hull and developed the notion of critical stand-off distance, which 

is the minimum stand-off distance required of the pressure-sensor array for comparable per- 

formance. The results are also applicable to floating arrays or in room acoustics. Transition 

of the acoustic work has been made to the Naval ASTO Office and NUWAC Lab (see also 

below). 

In several instances we were able to find civilian applications of our techniques. These were 

explored in a number of papers. In [18] and [19], we extended our results on localizing 

electromagnetic polarized sources to seismic sources. We presented a model for polarized 

seismic waves measured by three-component geophone receivers, and parametrized*^ the 

ellipticity and orientation of the polarization ellipse. We analyzed the identifiability of the 

model and derived lower bounds on the mean-square angular error for source direction finding 

in a solid medium. 

In [20] we designed techniques for localizing underground objects and identifying their pa- 

rameters by measuring the components of the gravity gradient tensor. A maximum likelihood 

procedure was used to solve the parameter estimation problem. The Cramer-Rao bound was 

computed for the range and mass of a spheroidal object. 

In [21] and [22] (see also [7] and [8]) we introduced methods for detecting and localizing vapor- 

emitting sources using chemical-sensor arrays. We described the pertinent physical models, 
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developed estimation and detection algorithms, and derived relevant performance bounds. 

Potential applications of these methods include detecting explosives or drugs, sensing leakage 

of hazardous chemicals or pollutants, and environmental studies. 

In [23] we developed methods for localizing radioactive and weak light sources using detector 

arrays that exploit the directional sensitivity of the sensors' surfaces. We considered several 

array shapes, developed an algorithm for direction finding, and computed its mean-square 

angular error. Potential applications of the proposed methods include verifying compliance 

with nuclear nonproliferation treaties, localizing sources of radioactive leakage, and envi- 

ronmental sensing. We are now developing methods for detecting and localizing nuclear 

activities on the ground using detector arrays onboard airplanes. 

In [24] and [25] we designed methods for localizing current dipoles using arrays of magnetic 

sensors. We developed schemes for optimizing sensor configurations and applied the results to 

magnetoencephalography (MEG). Conventional MEG methods use arrays of radial magnetic 

sensors placed around the skull to locate current sources (dipoles) inside the brain. We 

provided a framework for analyzing the accuracy of a magnetic sensor array that estimates 

the location and direction of a dipole. We used this framework to devise arrays of non- 

radial sensors whose orientations are chosen to minimize location errors. We also developed 

a computationally efficient localization algorithm using magnetic vector sensors. 

In [26]—[28] we developed a technique for quantifying non-rigid object motion from a sequence 

of deformable bounding surfaces. We devised algorithms that estimate flow-vector fields and 

describe the motion by tracking point trajectories of contour pairs. The fields were found 

by matching shape properties, using the physical equivalent of bending energy. We applied 

it to temporal analysis of left ventricular endocardial wall motion using data from magnetic 

resonance (MR) imaging. Experimental results for contours derived from actual cardiac MR 

images were presented. 

In [29] we analyzed the performance of several adaptive algorithms for tracking time-varying 

sinewave. These find applicability in Doppler estimation or FM demodulation, for example. 
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