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ABSTRACT 

Target tracking in ground clutter is an important function of airborne pulse Doppler 
radars. As a tool for analysing the performance of these radars, modifications to an 
existing computer model of a medium pulse repetition frequency airborne tracking 
radar have been made to include ground clutter. The clutter signal has been modelled 
as a Gaussian random field with uncorrelated increments. The field is characterised 
by the mean clutter power and examples of the mean clutter power are shown for 
straight and level and diving aircraft. A method of sampling a realisation of the 
clutter signal in the range-Doppler bins of the radar receiver is described. Examples 
of the clutter signal are shown for receivers utilising Dolph-Chebyshev weighted 
Doppler filters and simple pulse train or thirteen bit Barker coded waveforms. The 
process of pulse repetition frequency selection is considered in detail. Examples of 
the output from the computer model, both with and without clutter included, are 
also presented. The results of this analysis show that ground clutter has a significant 
impact on the way in which target tracking is implemented and needs to be included 
to accurately model the performance of the radar. 
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A Theoretical Analysis of Target Tracking in Ground 
Clutter by Airborne Pulse Doppler Radars 

EXECUTIVE SUMMARY 

Target tracking in ground clutter is an important function of airborne pulse Doppler 
radars. As a tool for analysing the performance of these radars, modifications to an 
existing computer model of a medium pulse repetition frequency airborne tracking 
radar have been made to include ground clutter. 

The clutter return has been modelled as a Gaussian random process. The model 
includes the effects of a spherical Earth as well as specular reflections from the 
Earth's surface. A realistic model of the antenna gain has also been included. An 
algorithm for calculating the clutter signal in the receiver of an airborne pulse Doppler 
radar is described. The algorithm includes the effects of the radar signal processing 
chain on the signal and examples are shown for both simple pulse train and pulse 
compressed waveforms. 

The modification to the existing computer model has required an analysis of the 
factors which affect the selection of the pulse repetition frequency and the inclusion of 
pulse repetition frequency selection logic. The automatic gain control model also had 
to be modified to simulate operation in a clutter environment. 

The results of this analysis show that ground clutter has a significant impact on the 
way in which tracking is implemented in an airborne pulse Doppler radar and needs 
to be included to accurately model the performance of the radar. 
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Figure 2.1 A schematic diagram showing the reference frames used in 
calculating the mean clutter power. The platform frame and the 
antenna frame are shown with their origins offset with respect to 
the inertial frame for clarity. The inertial frame has its z-axis 
aligned radially with the centre of the Earth. The platform frame 
has its x-axis aligned with the velocity of the platform, while the 
antenna frame has its x-axis aligned with the electrical bore sight 
of the antenna. 

Figure 2.2 A plot of the power gain for the sum antenna pattern used in this 
analysis. The variables ya and za are direction cosines in the plane 
of the array and are given in terms of 0 and </) by Equations 2.9 
and 2.10. The antenna pattern shown here has a nominal 
beamwidth of 3.3° and the array has been Dolph-Chebyshev 
weighted in an attempt to produce sidelobes 55 dB down 
relative to the mainlobe. 

Figure 2.3 A plot of the power gains for the difference antenna patterns 
used in this analysis. Variables and parameters are the same as 
for Figure 2.2. 

Figure 2.4 The mean radar cross section model used in this analysis. 
Specular reflection can be seen to dominate for angles close to 
90° while the diffuse component dominates else where. 

Figure 2.5 Mean clutter power as seen by an aircraft flying straight and level 
with a velocity of 300 ms4 at an altitude of 5000 m. The 
antenna has an elevation of -45° and an azimuth of 45°. The 
yellow ellipse at a Doppler shift of 10 kHz is the mainlobe 
contribution. The ripple effect from the sidelobes of the antenna 
pattern is also clearly seen. 

10 

11 
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Figure 2.6 Mean clutter power as seen by an aircraft at an altitude of 12 
1000 m when in a 45° dive. As before the aircraft's velocity is 
300 ms-1, however the elevation of the antenna is now 30°. The 
mainlobe contribution forms the long bar at approximate 
15 kHz. The contribution from the antenna sidelobes can again 
be clearly seen, although now the boundary of the sidelobe 
contribution is asymmetric. This asymmetry is caused by the 
aircraft diving. 

Figure 3.1        The folded mean clutter power corresponding to mean clutter     19 
power shown in Figure 2.5.    Aircraft parameters are as for 
Figure 2.5 and we have used a PRF of 15.625 kHz. 

Figure 3.2 A realisation of the folded clutter signal which has the   mean     20 
clutter power shown in Figure 3.1. 

Figure 3.3 An example of the clutter signal seen in a radar receiver utilising     20 
a simple pulse train with a Dolph-Chebyshev weighted matched 
filter. Here we have used 64 range bins, of length 1 JLIS or 150 m, 
along with 32 Doppler filters. 

Figure 3.4 Another realisation of the folded clutter signal with mean clutter 21 
power shown in Figure 2.5. Here we have used PRI of 128 (is, 
which corresponds to an unambiguous range of 19,200 m, and a 
PRF of 7.8125 kHz. Notice that the transmission blanking 
require for a 13 bit Barker coded waveform is considerably longer 
than for the simple pulse train and occupies nearly 2000 m of the 
unambiguous range interval. The range and Doppler scales have 
the same relative proportions as used in Figure 3.2 to emphasize 
the change in the shape of the unambiguous range-Doppler 
interval with PRF. 

Figure 3.5 An example of the clutter signal seen by a radar receiver utilising     21 
a thirteen bit Barker coded pulse train with a Dolph-Chebyshev 
weighted low pass filter. Here we have used 128 range bins, of 
length 1 [is or 150 m, along with 32 Doppler filters. 

Figure 4.1 A schematic diagram showing the main features on the 24 
unambiguous range-Doppler interval. Here we have notionally 
shown two of the medium PRFs, (a) and (b), to demonstrate 
how the dimensions of the unambiguous range-Doppler interval 
and the position of the target and clutter can change with PRF. 
A hypothetical example of the range-Doppler bins which could 
be used for CFAR processing are also shown. 
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Figure 4.2 A plot of the PRI bands which satisfy the range clearance criteria 27 
(Equation 4.1) for an aircraft flying at an altitude of 
5000 metres. The red shaded bands are formed by PRIs which 
put the target after the altitude line and before the next blanking 
pulse. The blue shaded bands are formed by PRIs which put the 
target before the altitude line 

Figure 4.3        A plot of the PRI bands which satisfy the range clearance criteria     28 
(Equation 4.1) for an aircraft flying at an altitude of 1000 
metres. Bands are defined as for Figure 4.1. 

Figure 4.4        A plot of the PRI bands (red shaded regions) which satisfy the     30 
Doppler clearance criteria (Equation 4.9) as a function of the 
relative Doppler shift, i.e. the difference between the target 
Doppler   shift   and   the   mainlobe   clutter   frequency,   for 
v0 = 500 Hz. 

Figure 4.5        A plot of the PRI bands (red shaded regions) which satisfy the     31 
Doppler clearance criteria (Equation 4.9) as a function of the 
relative Doppler shift, i.e. the difference between the target 
Doppler   shift   and   the   mainlobe   clutter   frequency,   for 
v0 = 2500 Hz. 

Figure 4.6 A plot of some of the output from the computer model when 34 
ground clutter is not included. See text for a description of the 
scenario. Shown are (a) target signal to noise ratio, and the (b) 
range and (c) Doppler discriminants (solid line). The bounds on 
the discriminants (dotted line), based on the range and Doppler 
residuals, are also shown. 

Figure 4.7 A plot of some of the output from the computer model when 35 
ground clutter is included. See text for a description of the 
scenario. Shown are (a) target signal to noise ratio, and the 
(b) range and (c) Doppler discriminants (solid line). The bounds 
on the discriminants (dotted line), based on the range and 
Doppler residuals, are also shown. 

Figure B.l A schematic diagram of the inertial frame and the Earth. 41 

Figure D.l        The ambiguity function, Jim{i,v), of a rectangular pulse with a     48 
duration of 1 |xs. 

Figure D.2       The   cross ambiguity function, ^S/(T,V), of a simple pulse train    49 
and a Dolph-Chebyshev weighted matched filter. Here we have 
used a PRI of 64 (is which corresponds to  a PRF of 15.625 kHz 
and we have generated 32 Doppler filters. 

Figure D.3       A close up in the region near T = 0 and v = 0 of the cross     50 
ambiguity function shown in Figure D.2. 
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Figure D.4       A close up of the cross ambiguity function in the region near     51 
x = 0 and v = 0 for a simple pulse train and a Dolph-Chebyshev 
weighted low pass filter.   Again we have Tp = 1 us, Tr = 64 us 
and N = 32. 

Figure D.5       A close up of the cross ambiguity function in the region near     53 
T = 0 and v = 0 for a thirteen bit Barker coded pulse train and a 
Dolph-Chebyshev weighted matched filter.    Again we have 
Tp = 1 us, Tr = 64 us and N = 32. 

Figure D.6       A close up of the cross ambiguity function in the region near     54 
T = 0 and v = 0 for a thirteen bit Barker coded pulse train and a 
Dolph-Chebyshev weighted low pass filter.   Again we have 
Tp = 1 us, Tr = 64 us and N = 32. 
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1.   Introduction 
In this report we will be principally concerned with an analysis of the performance of 
the medium pulse repetition frequency (MPRF) tracking mode of airborne pulse 
Doppler radars (APDRs). This has involved the development of a high fidelity model 
of a generic APDR and the implementation of the model in SUN FORTRAN for use in 
various studies. The model of the radar did not include any representation of clutter, 
and a natural development of this work is the investigation of how ground clutter 
affects the ability of an APDR to track a target. 

The question of how ground clutter affects APDRs has been analysed by a number of 
authors in the open literature. Farrell and Taylor (1964) are amongst the first to 
publish a computation of the clutter spectrum for an APDR. However, they made a 
number of simplifying approximations including the requirement that the antenna is 
spherically symmetric and has a beam width less than 15". Many of these 
approximations were addressed by Friedlander and Greenstein (1970). They 
described a computerised procedure for calculating the clutter power in the range- 
Doppler processing cell for a general antenna pattern, pulse shape, clutter reflectivity 
and pulse repetition frequency (PRF). They also included the effects of a spherical 
Earth and the radar signal processing on the clutter power. A number of other 
authors (e.g. Ringel 1977, Mitchell 1978, Sandhu 1981, Jao and Goggins 1985) have 
since performed calculations in an attempt to create a high fidelity model of the 
ground clutter seen by APDRs which can be calculated in real time. Unfortunately 
the complexity of the problem means that all of the authors have been forced to make 
some approximations. 

The calculation of the ground clutter seen by an APDR presented in this report 
differs from those presented in the literature in a number of important ways. The 
generic APDR model does not run in real time and so the constraint on the clutter 
calculation to be performed in real time is relaxed. Despite mis, it is still important 
for the calculation to be efficient as it is envisaged the model will be used for Monte 
Carlo type calculations. While the clutter is modelled as a Gaussian random field for 
the analysis presented in this report, the calculation has been kept general enough so 
that other statistical models of the clutter field could readily be accommodated. The 
computation procedure of Friedlander and Greenstein 1969 has also been further 
generalised so that the transmission and reception antenna patterns may be different. 
This has been done so that the signal in the sum and difference channels of the 
receiver can be easily calculated. 

Another key difference is that the clutter return has been modelled statistically and 
the phase information has been maintained throughout the calculation of the signal in 
the radar receiver. The result is that we calculate the field strength in the range- 
Doppler bins rather than just the mean clutter power in the bins. This has been done 
so that the correlations between range-Doppler processing bins have been calculated 
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correctly. This is important because APDRs generally make use of the phase 
information in the signal during processing and hence an accurate representation of 
the clutter signal is required to be able to gauge the effect of ground clutter on the 
receiver. 

As we shall see later in this report, the main clutter features which impact on the 
processing in the receiver in MPRF modes are mainlobe clutter and altitude line. 
Mainlobe clutter returns result from the mainlobe of the antenna illuminating the 
Earth and may be more than 30 dB above the returns from the sidelobe, depending on 
the antenna's mainlobe to sidelobe ratio. The altitude line results from specular 
reflections from the ground directly below the aircraft and may occur even when the 
mainlobe is not illuminating the Earth. The detection performance of the radar 
decreases when the target is obscured by these features as they elevate the 
background signal the target has to compete with. The receiver minimises the impact 
that mainlobe clutter and altitude line have on radar performance by selecting the 
PRF so that the target is not corrupted by these features. This allows the radar to 
perform target tracking in MPRF mode as the target has to compete only with returns 
from the sidelobe of the antenna. 

A number of changes were required to include ground clutter in the computer model 
of MPRF mode. The most significant of these changes were the routines which 
calculate the mean clutter power in the radar receiver and sample a realisation of the 
clutter signal in the receiver. However, routines for selecting the PRF also had to be 
added and this required a detailed analysis of the selection logic. A routine for 
simulating the receiver's automatic gain control in a clutter environment was also 
added. Examples of the output from the computer model both with and without 
clutter are presented in this report for a typical target track. However no attempt is 
made to provide a detailed analysis of the effectiveness of MPRF mode in a broad 
range of operational scenarios. 

This report has been organised as follows. The characterisation of the ground return 
in terms of a zero mean complex Gaussian random process is described in Section 2. 
A key ingredient in this model is the mean clutter power and this is described in detail 
here. The results from Sections 2 are used in Section 3 to calculate the range-Doppler 
clutter signal in the radar receiver. Two methods of sampling a realisation of the 
clutter signal in the radar receiver are also described along with details of how the 
clutter sampling algorithm was implemented. Target detection and PRF selection in 
MPRF mode are discussed in Section 4, along with a description of how the existing 
model had to be modified to include ground clutter. Track performance, both with 
and without ground clutter, is also discussed. The conclusions are presented in 
Section 5. 
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2.   The Signal from Ground Returns 

The signal reflected from the Earth when it is illuminated by a radar is generally made 
up of two contributions, a return from the resolvable discrete scatterers on the Earth's 
surface and a diffuse return. The presence and the spatial distribution of resolvable 
discrete scatterers is highly dependent on the terrain and the inclusion of discrete 
sources would make the analysis presented here less general. Hence, in this report we 
shall concern ourselves principally with the diffuse return from the Earth. This 
component also forms the majority of the background in which APDRs have to 
operate and so impacts strongly on the signal processing of APDRs. If discrete 
scatterers are required for some future work then they can simply be added in much 
the same way as discrete targets. 

The diffuse component of the radar return can be thought of as being composed of 
the linear supposition of the returns from unresolvable discrete scatterers on the 
Earth's surface. The reflected signal can therefore be characterised by the statistics of 
the unresolved discrete scatterers. In this report the clutter signal from ground 
returns will be modelled as a Gaussian random field. This is justified by invoking the 
Central Limit Theorem as follows. Consider an area of the Earth's surface (a patch) 
which contains a number of the unresolved discrete scatterers. The return from each 
of these scatterers will have a random amplitude and phase. The Central Limit 
Theorem says that if we take the sum of several random variables then the 
distribution of the sum will approach a Gaussian distribution, independent of the 
distributions of the individual random variables. Hence, so long as the number of 
unresolved discrete scatterers in the patch is not too small, the signal from the patch 
can be well approximated by a Gaussian random process. 

What of the spatial distribution of these unresolved discrete scatterers? We shall 
assume here that the scatterers are uniformly distributed on the Earth's surface. The 
degree of correlation in the signals from the unresolved scatterers will be dependent 
on the length scale considered. For example one can imagine that the return from a 
feature on the Earth's surface, such as a rocky outcrop or a pond, will be highly 
correlated on length scales similar to the size of the feature. Hence, so long as the 
patch of ground we are considering is larger than the typical length scale of features 
on the Earth's surface then the signal from neighbouring patches will be completely 
uncorrelated. 

Let the clutter signal be represented by a two dimensional Gaussian random field 
Z(R,v), where we have mapped the Earth's surface in terms of the range, R, and 
Doppler shift, v, measured with respect to the APDR. If the signal is spatially 
uncorrelated as described above then this means that the increments, dZAR,v), of the 
random field are uncorrelated. Mathematically this is represented by the covariance 
of the field taking the form 
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(dz(R1,yl)dz(R2lv2}i = dc(Rllvl)8(Rl -R2)8(v1-v2)f (2.1) 

where dc(R,v) is the mean power returned from an incremental patch of ground, dRdv, 
and 6() is the Dirac delta function. Here the angled brackets indicate the use of the 
expectation operator. 

In the above we have considered only the spatial distribution of the clutter signal. 
What of the temporal distribution? We will assume that the clutter return is 
uncorrelated on time scales in the order of the coherent integration time of the MPRF 
mode of APDRs. This means that a realisation of the clutter signal sampled during 
any coherent integration period will be independent of all other realisations of the 
clutter signal. Physically this is reasonable since the coherent integration time in 
MPRF mode is of the order of 5 ms which is much shorter than the time scales on 
which one might imagine the return from the Earth's surface changing due to things 
such as trees swaying in the breeze. 

This model will be appropriate so long as the patch of ground is not made too small. 
In this model the clutter signal is completely characterised by dc(R,v) and much of the 
rest of this section is devoted to deriving an expression for the mean clutter power. 
Two examples of the mean clutter power used in this model along with formulae 
characterising the main features of the mean clutter power are also presented in this 
section. 

2.1   Calculation of the Mean Clutter Power 

Consider an aircraft flying at a height, h, and with a velocity, v, in the inertial 
reference frame, as shown in Figure 2.1. The inertial reference frame is defined so that 
the z-axis is pointing at the centre of the Earth and the origin of the reference frame is 
a distance h above the Earth's surface. The platform frame is given by rotating the 
inertial frame through an angle £p about the z-axis (yaw), followed by a rotation 
through angle £p about the y-axis (pitch) and finally a rotation through angle gp about 
the Xp-axis (roll), aligning the xp-axis with the aircraft's velocity vector. All of the 
rotations are in clockwise direction when looking along the axis of rotation. Clearly 
the diffuse clutter signal received by the radar will be not be dependent on the yaw 
angle of the aircraft because we have assumed that the discrete scatterers are 
uniformly distributed on the Earth's surface. Hence the yaw of the aircraft is set to 
zero in the rest of the analysis presented here without any loss of generality. The 
antenna frame is similarly given by rotating the platform frame through an angle E,a 

about the zp-axis (antenna azimuth) followed by a rotation through angle £fl about the 
j/p-axis (antenna elevation), aligning the xfl-axis with the electrical bore sight of the 
antenna. The matrices which are required for transformations between the inertial, 
platform and antenna frames are derived in Appendix A. 

Let the vector r = {x,y,z) represent a point on the Earth's surface resolved in the 
inertial frame (see Figure 2.1) and let R be the range from the aircraft to that point. If 
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the radar on board the aircraft transmits with a power, PT, then the average power 
returned by a patch of ground with area dA at a range R, measured at RF prior to 
amplification or processing is given by (see e.g. Friedlander and Greenstein 1970) 

(4*)3R4 

Here A is the wavelength of the RF carrier, GT(6,<j>) is the gain of the antenna during 
transmission, GR ($,<])) is the gain of the antenna during reception and o((p) is the mean 
radar cross section (RCS) per unit area of the ground being illuminated. Here, the 
antenna gains during transmission are shown explicitly as we will require the clutter 
signal in both the sum and difference channels of the APDR. The angle 6, 0 and <p are 
defined in Figure 2.1. The area dA can be expressed in terms of range and Doppler 
shift as (Friedlander and Greenstein 1970) 

dA = _RRM d_Rd^_ 

(RE + h)vmaxF{R,v) 

where RE is the radius of the Earth and 

v«,=y (2.4) 

is the maximum possible value of the Doppler shift. A derivation of Equation 2.3 
can also be found in Appendix B. The Doppler shift of a point r which forms an 
angle a with the velocity v, as shown in Figure 2.1, is given by 

2vcosa .. ... 
v = . (2.5) 
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Inertial Frame 

Antenna Frame 

Figure 2.1 A schematic diagram shewing the reference frames used in calculating the mean 
clutter power. The platform frame and the antenna frame are shown with their 
origins offset with respect to the inertial frame for clarity. The inertial frame has 
its z-axis aligned radially with the centre of the Earth. The platform frame has 
its x-axis aligned with the velocity of the platform, while the antenna frame has 
its x-axis aligned with the electrical bore sight of the antenna. 

From Equation 2.5 we can see that vmax corresponds to the case where cosa = 1, i.e. 
the point lies in the direction of the platform's velocity vector. The function, 

F(R, v) = Jcos2 £p - cos2 a - cos2 y - 2 cosa sin £p cos y, (2.6) 

shown in Equation 2.3 is a geometrical function which arises from mapping the 
Earth's surface in terms of R and v. Here y is the angle between r and the z-axis of 
the inertial frame and is given by 

h       R2-h2 

cos y = —h ■ 
R    2R(RE + h)' 

(2.7) 
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The second term on the right hand side of Equation 2.7 may be ignored for APDR 
applications except when the platform flies at very low altitudes and so Equation 2.6 
can be approximated as 

F(R,v)^cosX-^-£-2^inCp (2.8) 

which shows the dependence on range and Doppler shift more clearly. 

2.1.1     Antenna Gain 

Modern APDRs typically use planar array antennas with some form of monopulse 
processing to effect angle tracking. Planar arrays are used because they allow the 
gain of the antenna to be tailored to reduce the level of the sidelobes. The power gain 
for the antenna sum pattern used in this study is shown in Figure 2.2. Here we 
have plotted the antenna gain in terms of direction cosines in the plane of the array 

yfl=sin0cos</> (2.9) 

za=sm9sm<p, (2.10) 

and so the electrical bore sight (9 = 0) corresponds to (ya,za) = (0,0). For the antenna 
modelled here, the elements of the array form a rectangular grid and have been 
Dolph-Chebyshev weighted so as to produce uniform sidelobes down 55 dB in power 
relative to the mainlobe. However, from Figure 2.2 we can see that, while the 
sidelobes are reasonably uniform, the first sidelobe is only down by about 36 dB. The 
degradation in the pattern comes chiefly from using a rectangular grid array with a 
circular boundary. Similar degradation is likely to occur with a real array and hence 
this antenna pattern will be adequate for our needs in this analysis. The difference 
patterns of the antenna model are shown in Figure 2.3. 

To be able to use the model of the antenna gain to evaluate Equation 2.2 we need to 
be able to transform from (R,v) coordinates to (0,0) coordinates. The transformation 
required to achieve this is derived in Appendix C. 
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Figure 2.2 A plot of the power gain for the sum antenna pattern used in this 
analysis. The variables ya and za are direction cosines in the plane of the 
array and are given in terms of 9 and <f> by Equations 2.9 and 2.10. The 
antenna pattern shown here has a nominal beamwidth of 3.3° and the 
array has been Dolph-Chebyshev weighted in an attempt to produce 
sidelobes 55 dB down relative to the mainlobe. 
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Figure 2.3   A plot of the power gains for the difference antenna patterns used in this 
analysis. Variables and parameters are the same as for Figure 2.2. 
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Figure 2.4 The mean radar cross section model used in this analysis. Specular reflection can 
be seen to dominate for angles close to 90° while the diffuse component dominates 
else where. 

2.1.2     The Radar Cross Section of the Earth 

The mean radar cross section of the Earth may be modelled as consisting of two 
components, a specular component and a diffuse component. The specular 
component dominates when the incident radiation is almost normal to the Earth 
surface. The mean RCS used in this report is given by (see e.g. Mitchell 1978) 

<j((p) = adsm<p+<jse-\n/2-*Vvi (2.11) 

where cd is the RCS of the diffuse component, cs is the RCS of the specular 
component and % is the angular width of the specular component. The mean RCS is 
shown in Figure 2.4 for ad = 0.01 m2, <js = 1 m2 and cp0 = 5°. 
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Figure 2.5 Mean clutter -power as seen by an aircraft flying straight and level with a velocity 
of 300 ms-1 at an altitude of 5000 m. The antenna has an elevation of -45° and 
an azimuth of 45°. The yellow ellipse at a Doppler shift of 10 kHz is the 
mainlobe contribution. The ripple effect from the sidelobes of the antenna pattern 
is also clearly seen. 

2.2   Examples of the Mean Clutter Power Received by the Radar 

An example of the mean clutter power from ground returns (Equation 2.2) is shown 
in Figure 2.5. Here we have used a transmitter with a peak power of 1.5 kW and a 
wavelength of 3 cm, on an aircraft flying at an altitude of 5 km with zero pitch and 
roll and a velocity of 300 ms4. The antenna has an elevation angle of -45° and an 
azimuth of 45°. From Figure 2.5 we can see that the return can be characterised by 
contributions from the mainlobe and the sidelobes of the antenna pattern. In this case 
the mainlobe forms an ellipse on the range-Doppler plane, however as the mainlobe 
moves towards the radar horizon the mainlobe contribution forms a long narrow bar 
as shown in Figure 2.6. Here the parameters are as before except that aircraft is now 
flying at an altitude of 1 km in a 45° dive (still with zero roll) and the antenna's 
elevation is 30°. 

11 
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Figure 2.6 Mean clutter power as seen by an aircraft at an altitude of 1000 m when in a 45° 
dive. As before the aircraft's velocity is 300 ms-1, however the elevation of the 
antenna is now 30°. The mainlobe contribution forms the long bar at 
approximate 15 kHz. The contribution from the antenna sidelobes can again be 
clearly seen, although now the boundary of the sidelobe contribution is 
asymmetric. This asymmetry is caused by the aircraft diving. 

At what range and Doppler shift do we expect mainlobe clutter contributions? To 
answer this question we need to be able to transform from (0,0) coordinates to (R,v) 
coordinates. The transformations required to achieve this are derived in Appendix C. 
The Doppler shift on which the mainlobe contribution is centred can be calculated by 
substituting 9 = (j) = 0 into Equation C.8 for cosa, and then substituting into 
Equation 2.5 to give 

"MLC = vmaxcos^cosCfl (2.12) 

Similarly, the range on which the mainlobe contribution is centred in given by solving 
Equation C.2 for R yielding 

RMLC={RE+
h) cosr ± V(

R
E+hfcos2 y - K2R

E
+h) ■ (2.13) 

12 
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Here cosy is evaluated by rearranging Equation CIO and substituting 0 = <j> = 0. For 
the example shown in Figure 2.5 we would expect the mainlobe to be centred on a 
range of 7073 m and a Doppler shift of 10 kHz. 

The width of the mainlobe contribution in the Doppler domain, as long as all of the 
antenna's mainlobe is illuminating the ground, can be calculated by substituting the 
antenna beamwidth (0 = 90) into Equation C.8 for coscc and differentiating with 
respect to 0. Solving for the stationary points gives the values of <f) which yield the 
maximum and minimum Doppler shifts in the return from the mainlobe. Following 
this procedure we find that, when neither the antenna azimuth or elevation are zero, 
i.e. f« * 0 and <fja * 0, the maximum and minimum Doppler shifts in the mainlobe 
occur for tan0 = sinffl/tan|a. By substituting <j> and (0 + n) into Equation C.8 and then 
substituting into Equation 2.5 the width of the mainlobe in the Doppler domain can 
be expressed as 

AvMir=2v„ "MLC 
sin0ocos0rsin2 2 2|( (2 U) 

For the example shown in Figure 2.5 and using an antenna with a beamwidth of 3.3" 
we would expect the mainlobe to be approximately 2 kHz wide. When the antenna 
has zero azimuth angle (<*« = 0) but a non-zero elevation angle (£«*0) then 
Equation 2.14 reduces to 

^vMLC=2vmax|sin0£)sinCfl|. (2.15) 

The width of the mainlobe in the Doppler domain never goes to zero as is implied by 
Equation 2.15 because of the inherent beam width of the antenna. Hence when the 
azimuth angle and the elevation angle of the antenna both tend to zero the width of 
the mainlobe in the Doppler domain tends to ÄVMLC 

= Vmax(l 
_ cos0o). 

We can, in principle at least, calculate the extent of the mainlobe contribution to the 
mean clutter power in the range domain in a similar way as for the Doppler domain. 
However, this process is considerably more involved and will not be described in here. 
The width of the mainlobe contribution in both the range and Doppler domain will 
also be reduced if not all of the antenna's mainlobe illuminates the ground. However, 
this effect will not be quantified here. 

In contrast to the mainlobe contribution, the clutter return from the sidelobes of the 
antenna forms a broad region in the range-Doppler plane. If the aircraft is flying 
straight and level and the antenna is isotropic, the range of Doppler shifts present in 
the sidelobe returns would be symmetric about zero Hertz. In this case the 
maximum and minimum Doppler shifts occur at the radar horizon in the forward 
and rear directions respectively. The maxima and minima as a function of range are 
given by substituting Equation C.3 into the x-component of Equation A.l (with the 
yaw of the aircraft set to zero, i.e. %p = 0) and solving for Doppler shift yielding 

13 
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V max («)- 
2v xcos£ +zsinC \ 

p 

"-W-f 
V R J 
' -xcos£p+zsin£p 

K * J 

(2.16) 

(2.17) 

where X = VR
2
-2

2 (2.18) 

and z = RcosY=R2+
t
h2 + 2fEh. (2.19) 

2(RE + h) 

We can use Equation 2.18 for x because the maximum (minimum) Doppler shift in 
sidelobe clutter at a given range results from ground returns directly in front (behind) 
the aircraft and hence y = 0. The symmetric nature of the sidelobe returns for an 
aircraft flying straight and level can be seen by substituting a zero aircraft pitch angle 
(Cp = 0) into Equations 2.16 and 2.17. 

The asymmetry in the sidelobe returns observed in Figure 2.5, despite the aircraft 
flying straight and level, is due to the antenna pattern not being modelled in the rear 
hemisphere. Hence not all of the Earth below the radar is illuminated by the antenna 
sidelobes. However the asymmetry observed in Figure 2.6 is entirely due to the 
aircraft diving in this example. In each case the ripple structure in the sum pattern 
observed in Figure 2.2 is clearly seen. For ranges satisfying h < R < h/sin(n/2 - <p0) the 
sidelobe return is dominated by specular reflection from the Earth directly beneath the 
aircraft. Here % is angular width of the specular component of the RCS model 
described in Section 2.1.2. It is the specular reflection from the Earth along with the 
short range of these returns which gives rise to what is commonly known as the 
altitude line. 

3.   The Clutter Signal in the Radar Receiver 

How does one calculate the clutter signal in the radar receiver? The first ingredient, a 
statistical model of the clutter signal, has already been specified in Section 2. The 
other ingredient which is required is the impulse response of the radar receiver as a 
function of range and Doppler shift. Ambiguity function analysis will be used here to 
describe the impulse response of the receiver and Appendix D contains derivations 
and examples of the ambiguity functions used in this report. 

The statistical nature of the clutter signal means that the signal seen in the radar 
receiver will also be statistical in nature. Hence we need to be able to sample a 
realisation of the clutter signal in the receiver. There are two approaches one can 
adopt to do this, either sample a realisation of the clutter signal and then fold in the 
response of the radar receiver or sample a realisation of the clutter signal in the 
receiver directly.   The second approach relies on being able to derive   a statistical 

14 



DSTO-TR-0323 

model of the signal in the receiver where the response of the radar has already been 
folded in. The first approach is adopted in this report and an algorithm for sampling 
the clutter signal is presented in this section along with examples of realisations of 
the clutter signal in the receiver. 

3.1   Response of the Radar Receiver in a Ground Clutter Environment 

Consider a radar which transmits a signal s(t) and receives a signal r(t) (measured at 
RF prior to amplification or processing). The signals can be expressed in the complex 
form as y/s(t) = s(t)+iH[s(t)] and yr{t) = r(t)+iH[r(t)] (see e.g. Gabor 1946 and 
Woodward 1980), where H[ ] represents the application of the Hubert transform. 
Consider the signal from ground returns at a time t. The return will consist of 
contributions from patches of ground which were illuminated by signals transmitted 
a time x = 2R/C earlier, where c is the speed of light and we have neglected the effect 
of range ambiguities for the time being. The contribution to the clutter signal in the 
receiver from a patch with a Doppler shift, v, will be y/s(t - x)e2lüvtdZ{x,v). Here we 
have expressed the increments of the random clutter field in terms of the two way 
delay to keep the notation as simple as possible. The total signal received at time t is 
therefore given by integrating over these contributions yielding 

yifr(t) = \ws{t-^)e2Kivtdz(x,y). (3.1) 

The response of the radar receiver to this signal can be given by calculating the cross 
ambiguity function of the received signal and a reference signal. If the radar receiver 
has a matched filter then the reference signal is the transmitted signal and the 
response of the receiver to the clutter signal is found by substituting Equation 3.1 into 
Equation D.l giving 

Xrs(x', V) = JV2^*-v)rXss(t' -*y- y)dz(r, v) = \Xss(x' - x, V - v)dz(x, v).(3.2) 

Here Xss(x,v) is the ambiguity function of the transmitted signal given by 
Equation D.2. To simplify Equation 3.2 we have used the result that a random 
phasor multiplied by a phasor of unit magnitude yields a random phasor with the 
same magnitude as the original. From Equation 3.2 we can see that the clutter signal 
in the receiver is given by the two dimensional convolution of the ambiguity function 
of the transmitted signal with the random clutter field. While the random clutter field 
is completely uncorrelated in range and Doppler shift (see Section 2) the signal in the 
receiver is not uncorrelated because of the effect of the receiver processing. This can 
be seen by calculating the covariance of the clutter signal in the receiver 

Xrsfc' K)Xrs(^ V'2)j = j\xss{*i " *i , Vj - ^)Xss{^2 ~ *2' V2 " V2)(dz(xi, V^dZ^, V2) 

(3.3) 

: J*4T1 - T' Vl - V)Xss(*2 ~ T, V2 - v)lc(x, v) 

15 
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where we have used Equation 2.1 for the covariance of the random field. From 
Equation 3.3 we can see that the signal in the receiver will in general be correlated in 
both range and Doppler shift, and that the scale on which the signal is correlated will 
be determined by the ambiguity function of the transmitted signal. The mean clutter 
power in the receiver is given by setting x' = t[ = t'2 and v' = v^ = v'2 in Equation 3.3 
yielding 

(M^ vf)=\V^ -%'v- V)NT' 4 <3-4) 
Hence we can see that the mean clutter power in the receiver is given by a two 
dimensional convolution of the magnitude of the ambiguity function of the 
transmitted signal squared and the mean clutter power. 

While we have only considered a receiver with a matched filter in the above 
discussion, similar equations may readily be derived for receivers utilising Dolph- 
Chebyshev weighted and/ or 13 bit Barker coded waveforms. See Appendix D for 
derivations of the response functions for radar receivers utilising either simple pulse 
trains or 13 bit Barker coded pulse trains as well as Dolph-Chebyshev weighting. In 
practice the ideal matched filter is often approximated by a low pass filter. Hence the 
response of a receiver utilising a low pass filter is also derived in Appendix D. In the 
following discussion we shall continue to consider only the receiver utilising a 
matched filter although examples of the clutter signal will also be given for other 
types of receivers. 

3.2   Sampling the Clutter Signal in the Receiver 
There are two approaches to sampling a realisation of the clutter signal in the receiver. 
Either we can sample a realisation of the random clutter field which we then convolve 
with the ambiguity function of the transmitted signal (using Equation 3.2) or we can 
calculate the covariance of the signal (using Equation 3.3) and use this to generate a 
realisation of the clutter signal in the receiver directly. 

Let us consider the first approach and examine Equation 3.2 in more detail. Consider 
a radar transmitting a waveform consisting of a pulse train with pulse repetition 
interval Tr. For such a waveform only ranges less then one pulse repetition interval 
(PRI) are unambiguous. Similarly only Doppler shifts less than the pulse repetition 
frequency, 1/Tr, are unambiguous. The result is that the clutter returns from all of 
the ambiguous ranges and Doppler shifts are folded onto the unambiguous range- 
Doppler interval and the receiver actually sees the superposition of all of these 
contributions. Here the effect of the range and Doppler ambiguities are taken into 
account by the impulse response of the radar. In Appendix D the impulse response 
of a simple pulse train is derived and by examining Equations D.l and D.4 we can 
see that the response of the receiver consists of a grid of "spikes" separated by the 
PRI in the range domain and the PRF in the Doppler domain. If the radar response is 
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uniform in each of the ambiguous range-Doppler intervals, i.e. in the region between 
the "spikes", then we can make the approximation 

Xrsfr'V'j-JjJsj JX*^ -*,V - v)dz(r + mzu,v+nvu), (3.5) 
m      "    TUV„ 

where the integrals are now over a single unambiguous delay xu = Tr and Doppler 
shift vu = 1/Tr. Recall that the clutter signal is modelled as a zero mean, complex 
Gaussian random process and so it is not necessary to sample a realisation of the 
entire random field and sum contributions from each of the ambiguous range- 
Doppler interval individually. Rather, one can fold the clutter power from the entire 
random field into the unambiguous range-Doppler interval and sample a realisation 
of the effective field in that interval alone. Hence, Equation 3.5 can be re-written as 

xJ^, V) - \\xJf- *. v'" v)dZL(t, v), (3.6) 

where ZJ;(T,V) is a random process with uncorrelated increments whose covariance is 
given by 

Uztfa, vx)dZz(x2, v2)\ = SEdc(Ti +mT"' vi + nvu)S(ti ~ *2)<5(vi - v2).     (3.7) 
m    n 

The sampling algorithm has thus been reduced from sampling the clutter field and 
performing a two dimensional convolution over the entire range-Doppler domain, to 
sampling an effective field on the unambiguous range-Doppler interval and 
performing a two dimensional convolution over a single interval. 

The second method of sampling a realisation of the signal in the receiver relies on 
being able to colour a zero mean complex white noise process so that the resulting 
random process has the desired covariance. Consider a random sequence X = {X„}, 
with covariance matrix C = (XX7) = TV, where T is a lower triangular matrix and the 
superscript T signifies the transpose of the matrix. A realisation of the random 
process can be generated by the equation X = TW, where W is a vector containing 
samples of zero mean complex white noise process with unit spectral density. Here, 
T can be thought of as the matrix required to colour the white noise process, W, so 
that the resulting sequence has the required covariance. To demonstrate the utility of 
this technique consider the response of the radar receiver to white noise. Let the 
receiver signal be yrT(t) = n(t), where n(t) is a zero mean, complex random process 
with covariance (n(t) n(s)) = N05(t - s), and N0 is the spectral density of the noise. The 
noise signal in a matched receiver is (using Equation D.l) 

X„(T, V) = J n(t)yrs(t - %yi1ävidt (3.8) 
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and the covariance of the signal is given by 

C = (znfa. v.W^vj) = N^-^z-fa ~ *i> Vi - v2), (3.9) 

which is stationary except for the phase term. Hence, to sample a realisation of the 
noise in the receiver one needs only to decompose C to find the matrix T, sample a 
vector W, and then perform a matrix multiplication. This approach is particularly 
beneficial when the covariance matrix is stationary since then the covariance matrix 
calculation and decomposition only needs to be performed once. The benefits of this 
approach are largely nullified in the case of sampling the clutter signal in the receiver 
since the covariance of the signal (Equation 3.3) is not stationary and also does not 
reduce to a simple form as in the case for the white noise example above. 

3.3   Implementation Issues 

From the discussion in Section 3.2 we can see that to implement the chosen sampling 
method we are required to evaluate a two dimensional Fourier transform 
(Equation 3.3). Rather than evaluating the convolution directly, we will take the 
Fourier transforms of the ambiguity function and the sampled random field, multiply 
the transforms element-by-element and then take the inverse Fourier transform to give 
the signal in the receiver. The Fourier transforms are implemented using a two 
dimensional fast Fourier transform (FFT) (see e.g. Press et al 1987). 

To implement the 2D FFTs numerically we need to calculate the ambiguity function 
and sample the clutter field on a grid of points. How finely do we need to sample the 
grid points? Ultimately we are interested in calculating the signal "seen" by the radar 
receiver which typically measures the signal in a grid of range-Doppler bins. Hence, 
we need only sample at half the spacing of the range-Doppler bins to preserve all the 
information in the signal seen by the receiver. However some care needs to be 
exercised in implementing the clutter sampling algorithm because if we sample the 
clutter field too finely its increments will no longer be uncorrelated. This in turn 
would invalidate the statistical model of the clutter signal described in Section 2. 

From Appendix D we can see that the two dimensional Fourier transform of the 
ambiguity function is the Rihaczek distribution (Equation D.28) which may be 
evaluated analytically. Hence we only need to evaluate the two dimensional Fourier 
transforms of the sampled clutter field and the result of the element-by-element 
multiplication numerically. This procedure potentially saves some computation 
time, however for the present analysis we have calculated the Fourier transform of the 
ambiguity function numerically. We envisage implementing the analytical calculation 
of the Rihaczek distribution at a later date. 

18 



DSTO-TR-0323 

3.4   Examples of the Clutter Signal seen by the Radar Receiver 

Consider the clutter return shown in Figure 2.5. The mean clutter signal which results 
when the returns from all of the ambiguous range-Doppler intervals have been folded 
onto the unambiguous interval is shown in Figure 3.1. Here we have used a PRI of 
T„ = 64 |is (unambiguous range of 9600 m) which corresponds to a PRF of 
vu = 15.625 kHz. The mainlobe contribution can again be clearly seen centred about 
10 kHz. However the fine detail in the sidelobe return has now been smeared out due 
to the folding. From Figure 3.1 we can also see that there is a sharp ridge in the 
clutter return at a range of about 5000 m which is produced by returns from directly 
beneath the aircraft. The ridge comes about because there are no sidelobe returns 
from ranges less than the altitude of the aircraft. Hence the power seen at ranges less 
the aircraft's altitude is from subsequent ambiguous range intervals which have 
much less power than the returns from the altitude line. Here we have also included 
the effect of transmission blanking by setting the signal in the first range bin to zero. 
In practice the blanking pulse is usually slightly longer than the pulse duration and 
hence we are considering the optimal case here. To emphasize the statistical nature of 
the clutter field we have shown a realisation of the clutter signal in Figure 3.2. 

2000 4000    6000 

Range [m] 

8000 

»If-v' 

-220 -190 -160 

Mean Clutter Power [dB W] 

-130 

Figure 3.1 The folded mean clutter power corresponding to mean clutter power shown in 
Figure 2.5. Aircraft parameters are as for Figure 2.5 and we have used a PRF of 
15.625 kHz. 
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Figure 3.2   A realisation of the folded clutter signal which has the mean clutter power shown 
in Figure 3.1. 
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Figure 3.3 An example of the clutter signal seen in a radar receiver utilising a simple pulse 
train with a Dolph-Chebyshev weighted matched filter. Here we have used 64 
range bins, of length 1 jis or 150 m, along with 32 Doppler filters. 
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Figure 3 A Anotlier realisation of tlte folded clutter signal with mean clutter power shown in 
Figure 2.5. Here we have used PRI of 128 ßs, which corresponds to an 
unambiguous range of 19,200 m, and a PRF of 7.8125 kHz. Notice that the 
transmission blanking require for a 13 bit Earlier coded waveform is considerably 
longer than for the simple pulse train and occupies nearly 2000 m of the 
unambiguous range interval. The range and Floppier scales have the same 
relative proportions as used in Figure 3.2 to emphasize the change in the shape of 
the unambiguous range-Floppier interval with PRF. 
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Figure 3.5 An example of the clutter signal seen by a radar receiver utilising a thirteen bit 
Barker coded pulse train with a Dolph-Chebyshev weighted low pass filter. Here 
we have used 128 range bins, of length 1 /is or 150 m, along with 32 Doppler 
filters. 
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The resulting clutter signal in the receiver of a radar using a simple pulse train and a 
Dolph-Chebyshev weighted matched filter can be calculated by substituting 
Equation D.ll into Equation 3.6 and is shown in Figure 3.3. In this case we have 
used 64 range bins, each of which is 1 |ns or 150 m long, and 32 Doppler filters. The 
pixels which make up the range-Doppler image can be clearly seen and now even less 
of the fine detail in the image remains. From Figure 3.3 we can also see that mainlobe 
clutter and the altitude line are the dominant features in the signal "seen" by the 
receiver. Clearly both of these features can significantly increase the clutter 
background with which a target has to compete and so affect the performance of the 
radar. Measures to reduce the impact of mainlobe clutter and the altitude line are 
discussed in Section 4. 

If a 13 bit Barker coded waveform is used then the transmission blanking pulse must 
be significantly longer, as can be seen from Figure 3.4 where we have shown a second 
realisation of the folded clutter signal. In this case we have used a PRI of 128 ^,s, 
which corresponds to an unambiguous range of 19,200 m, and a PRF of 7.8125 kHz. 
We have used the range and Doppler scales in Figure 3.4 have the same relative scales 
as used in Figure 3.3 to emphasize the way in which the shape of the unambiguous 
range-Doppler interval changes with PRF. Notice also that the position of the 
mainlobe has changed relative to the unambiguous Doppler interval. The resulting 
clutter signal in the receiver of a radar using a Barker coded waveform and a Dolph- 
Chebyshev weighted low pass filter (calculated by substituting Equation D.25 into 
Equation 3.6) is shown in Figure 3.5. We can see that the mainlobe has now been 
significantly smeared due to the range sidelobes in the response of the radar. Much of 
the fine detail in the image has again been smeared out due to the signal processing in 
the receiver. 

4.   Target Detection and Tracking in Ground Clutter 

The ability to track manoeuvring targets is an important function of APDRs. Target 
tracking enables good estimates and predictions of the target's position to be made. 
Kaiman filtering is often used to implement target tracking. This is because the 
Kaiman filter is the optimal estimator for stochastic linear dynamic systems. While 
the dynamical equations for target tracking by an APDR are in fact non-linear, they 
can be linearised so that they are in a form suitable for Kaiman filtering. The Kaiman 
filter approach also provides predictions of state variables as a natural part of the 
formalism. The application of Kaiman filtering to APDRs has been discussed 
extensively in the literature. See Singer (1969), Pearson (1971) and Pearson and Stear 
(1972) for some of the earliest discussions on applying Kaiman Filtering to target 
tracking by APDRs. 

A high fidelity model of an APDRs has been developed within EWD. The model 
includes accurate representations of the antenna gain, radar response, automatic gain 
control (AGC), Kaiman filters and the servomechanism used to drive the antenna. 
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The model has been kept as generic as possible and so can be thought to represent a 
class of APDRs. The model does not include any representation of ground clutter 
and a natural development of the model is to include a high fidelity representation of 
ground returns. 

In Section 3 we saw that mainlobe clutter and altitude line were the dominant clutter 
features "seen" by the receiver. If a target should be obscured by either of these 
features then clearly the radar receiver will have difficulty detecting the target due to 
the increased background signal. We also saw in Section 3 that the position of both 
clutter features on the unambiguous range-Doppler interval are dependent on the 
PRF because of the ambiguous nature of the waveform used in MPRF modes. The 
position of a target on the unambiguous range-Doppler interval is similarly 
determined by the PRR Therefore, it is possible to minimise the impact of mainlobe 
clutter and altitude line on target detection and tracking by selecting the PRF so that 
the target only has to compete against sidelobe clutter. Hence we can see that the 
inclusion of clutter is crucial to any computer model of an APDR since minimisation 
of the impact of clutter is a major design constraint on the signal processing used. 

To model the PRF selection algorithms used by the APDR, not only do we need 
knowledge of the position of the dominant clutter features but also a knowledge of 
which of the range-Doppler bins are used for target detection and so must be kept 
clear of corruption. Hence we will give a brief overview of target detection in APDRs 
before discussing PRF selection in detail. The inclusion of clutter in the computer 
model required some major modifications to the code and these are described before 
the section is concluded with examples of target tracks with and without clutter 
included. 

4.1   Target Detection 

Target detection by an APDR is typically achieved by some form of constant false 
alarm rate (CFAR) processing. CFAR detection is implemented by making an 
estimate of the background in the range-Doppler bins containing the target and then 
setting a detection threshold to achieve a desired false alarm rate. In doing this we 
must make assumptions about the distribution of the back-ground signal, e.g. that 
the amplitude is Rayleigh distributed. The background in the target bins may consist 
of thermal noise, ground clutter, quantisation noise and anything else which is not the 
"target". One method of estimating the contribution these unwanted signals make to 
the target bins is to average the background over regions of the range-Doppler plane. 
These "CFAR processing regions" need to be as close to the target bins as possible, 
without undue contamination by the target, so that the estimated background is 
representative of the signal in the target bins. In practice, this can be achieved in any 
number of ways. For example, a ring of bins around the target, as shown in 
Figure 4.1, could be used for CFAR processing. In this case notice that the 
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Figure 4.1 A schematic diagram showing the main features on the unambiguous range- 
Doppler interval. Here we have nationally shown two of the medium PRFs, (a) 
and (b), to demonstrate how the dimensions of the unambiguous range-Doppler 
interval and the position of the target and clutter can change with PRF. A 
hypothetical example of the range-Doppler bins which could be used for CFAR 
processing are also shown. 

estimate of the background will be corrupted by the target since both range and 
Doppler sidelobes extend into the CFAR processing region if Barker coding is used. 

The CFAR processing scheme described above is also known as cell averaged CFAR 
or CACFAR. Other variants are greatest of CFAR (GOCFAR) processing and 
smallest of CFAR (SOCFAR) processing in which the range-Doppler bin with the 
greatest or the least power in the CFAR region is used to estimate the noise in the 
target bins. GOCFAR is used to bias the detection scheme against clutter edges and 
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jamming. However this is at the cost of degrading the detection performance when a 
second target falls within the CFAR processing region. SOCFAR detection schemes 
have much better performance when a second target falls within the CFAR processing 
region, however they have poor performance in environments with clutter edges or 
jamming. Hence in this report we will only consider CACFAR since we will assume 
that the PRF will have been selected so as to avoid corruption by clutter edges and 
that the environment is free from jamming. We will also assume that we do not have 
a second target within the CFAR processing region. See Morris (1988), Levanon 
(1988) and Nitzberg (1992) for more detailed discussions on CFAR detection. 

4.2   PRF Selection 

As mentioned earlier, for the effect of clutter on the radar to be minimised, the target 
bins and the CFAR processing bins must be uncorrupted by mainlobe clutter or the 
altitude line. This is generally done by selecting the PRF so that the processing swath 
(the target bins plus CFAR processing bins) is clear of these features. If the radar is 
operating at a given PRF then we can test to see if the processing swath is 
uncorrupted by checking that the target position satisfies a set of clearance criteria. 
Clearance of transmission blanking and altitude line are tested using criteria defined 
in the range domain since the features are typically only several hundred metres wide 
in range but several kilohertz wide in Doppler shift. Mainlobe clutter, particularly at 
long range, is typically only a few hundred hertz wide in Doppler shift but may cover 
several kilometres in range. Hence clearance of mainlobe clutter is tested in the 
Doppler domain. If the clearance criteria are not satisfied then the radar must choose 
a new PRF at which to operate in which the processing swath is not corrupted. 
Generally there will be several bands of PRFs which satisfy the clearance criteria in the 
range domain as well as several other bands of PRFs which satisfy the clearance 
criteria in the Doppler domain. The PRFs where these two sets of bands intersect will 
satisfy all the clearance criteria. Once these PRFs have been identified the new PRF 
can be chosen from amongst them. In the discussion which follows we first identify 
the clearance criteria and then derive the bands of PRFs which satisfy these criteria. 

4.2.1     Transmission Blanking and Altitude Line Clearance 

Let the clearance criteria for transmission blanking be k0 range bins before the target 
and kx bins after the target. This means that so long as the transmission blanking 
pulse is at least k0 range bins before the target or at least kx range bins after the target 
the CFAR bins around the target will not be corrupted. Similarly let the clearance 
criteria for the altitude line be l0 and lx range bins, respectively. For the moment we 
will only consider the case where the altitude line is always in the first unambiguous 
pulse repetition interval (PRI), i.e. the aircraft's altitude satisfies the inequality 

(k0 + l0)AR<h<^ -(k. + l^AR (4.1) 
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where R£"n = N%mAR is the minimum unambiguous range, AR is the size of the range 

bins and NJ£m is the minimum number of range bins used in the APDR. If 
Equation 4.1 is satisfied, the target and CFAR processing bins will be uncorrupted by 
transmission blanking or altitude line so long as the range of the target satisfies the 
inequalities 

k <int 'R-kO 
AR 

<int 
f h^ 

J 
-I 

and int 
f h^ 

,ARy 

+ /x < int 

yARj 

'R-MQ 
AR 

<Nrb-kv 

(4.2) 

(4.3) 

Here k = int(R/Ru) is an integer which indicates which of the ambiguous PRIs the 
target is in, Ru = NrbAR is the unambiguous range and Nrb is the number of range bins 
formed for the present value of the PRF. In both Equations 4.2 and 4.3 the quantity 
between the inequality signs is simply the range bin number which contains the target. 

If the target range does not satisfy Equations 4.2 and 4.3 then we need to calculate 
the bands of PRFs which do satisfy the range clearance criteria in anticipation of 
selecting a new PRF.   If the target range is less than the unambiguous range, i.e. 

R < R^in+ k0AR, then the relationship in the range domain between the target, 
transmission blanking and altitude line cannot be changed by changing the PRF. In 
this case the clearance criteria in the range domain are relaxed and only the clearance 
criteria in the Doppler domain are used to select the new PRF.   For ranges which 

satisfy R^in + k„AR<R< R^**- fciAR, the bands of PRIs (and hence PRFs) which 
satisfy the clearance criteria (Equations 4.2 and 4.3) are given by 

int 
'R> 

AR 
+ k1<Nrb<N%* (4.4) 
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(    ( R\ 
int 

KARj + fci /(k + l) \<Nrb< int 
'R> 

VAR, 
-int 

yARj 

(4.5) 

(4.6) 

for 1 < k < fcmax., where N%m and N^"" are the minimum and maximum number of 

range bins formed and kmax = int((R - kJsR)/ R^m ). Here we have expressed the PRI 
in terms of the number of range bins formed by the receiver. For longer target ranges 

which satisfy R > R^ax - k^R, it is not possible for the target range to be less than the 
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unambiguous range for any PRF and hence femin = int((R + krAR) / R?™). 
Equations 4.5 and 4.6 now give the PRI bands which satisfy the clearance criteria in 
the range domain for kmin < k < kmax. 

For example, the bands of PRIs which satisfy the clearance criteria when 
k0 = kt = l0= lx = 5 range bins and the aircraft flies at an altitude of h = 5 km are 

shown as the shaded regions in Figure 4.2. For this plot we have used N^™ = 64 and 

N^"" = 256. The red shaded regions are formed by PRIs which put the target in the 
region after the altitude line and before the next transmission blanking pulse (see e.g. 
Figure 4.1a). Similarly, the blue shaded regions are formed by PRIs which put the 
target in the region before the altitude line (Figure 4.1b). 
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Figure 4.2 A plot of the PRI bands which satisfy the range clearance criteria (Equation 4.1) 
for an aircraft flying at an altitude of 5000 metres. The red shaded bands are 
formed by PRIs which put the target after the altitude line and before the next 
blanking pulse. The blue shaded bands are formed by PRIs which put the target 
before the altitude line 

If the aircraft flies at low altitude so that h < (k0 + l0)AR then the transmission 
blanking pulse and the altitude line are so close together that it is not possible for the 
target to be in a range bins between them without corrupting the processing swath. In 
this case there is only one clearance criterion which is applied in the range domain and 
is given by Equation 4.2. When this occurs only one band of PRIs, given by 
Equation 4.4 or 4.6, which satisfies the clearance criterion for each value of k.  In 
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Figure 4.3, we have shown the bands of PRIs which satisfy the clearance criteria for 
h = 1 km. This corresponds to a case where there is no clear region before the altitude 
line. However, the PRIs which put the target in the clear after the altitude line (the red 
shaded regions) are now correspondingly larger. 

In these examples we have used an arbitrary clearance criterion of five range bins. In 
practice the clearance criteria are carefully chosen to take into account effects such as 
the asymmetry of the altitude line in range and the spreading of the altitude line 
caused by the range sidelobes when using Barker coded waveforms. 

Range [km] 

Figure 4.3 A plot of the PRI bands which satisfy the range clearance criteria (Equation 4.1) 
for an aircraft flying at an altitude of 1000 metres. Bands are defined as for 
Figure 4.2. 

4.2.2     Mainlobe Clearance 

In the Doppler domain a frequency offset which corresponds to the frequency of the 
ambiguous mainlobe clutter immediately below the target is usually introduced 
during processing. This is done so that the mainlobe clutter is at a Doppler shift of 
zero Hertz, leaving the central part of the unambiguous Doppler interval free from 
mainlobe clutter. The offset is given by 

VMLC+mv„,        for v>v. MLC 
•offset 

VMLC-(™ + IH, f°rv<vMLC' 

where vMLC is the unambiguous mainlobe clutter (MLC) frequency and 

(4.7) 
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m=int(|v-vMLC|/v„). (4.8) 

The clearance criteria for ensuring that the processing swath is not corrupted by MLC 
is then given by the inequality 

Vo^(v-voffset)<(v„-v0) (4.9) 

where v0 = ÄvUtc + VGMT is the clearance margin of the target expressed in hertz, 
AvUhc is the 3 dB half width of the MLC and vGMT is a threshold included to avoid 
tracking ground moving targets (GMTs). 

For the case where the clearance margin is small enough so that it does not span even 

the smallest PRF used in MPRF, i.e. 2v0 < v™in, there are clear regions in the Doppler 
domain for all the available PRFs. The bands of PRIs which satisfy the clearance 
criteria (Equation 4.9) are then given by 

max^ N^in,int m 

(|v-vMLC|-v0)T; PJ 

• < Nrb < min- NTSint 
M 

m + 1 

v-v MLC + V. 

where mmin<m<mmax 
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min + v0)<|v-vMLC|<(cx-v0) 

mt((|v- vMLC|+ v0)/vr), for |v- v^fc - v.) 
(\..    ..     I    .. "\ 

withmm,„ = min 

.(4.10) 

°rpJ. 
(4.11) 

(4.12) 

(4.13) 

Similarly for the case where v"in < 2v0 < v™"* only PRFs in the range, 2v0 < vu < v™"", 
satisfy the clearance criteria and hence the bands of PRIs are given by 

max^ 

f 
N^int m 

(|v-vMLC|-v0)Tp 

• < Nrb < min int 
2vT K.    ° p J 

,int m + 1 

V-VMLC + V
O)TP 

where the bounds on m are again given by Equation 4.11 but now 

"W = mt 
2 K 

(4.14) 

(4.15) 
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Figure 4.4 A plot of the PRI bands (red shaded regions) which satisfy the Doppler clearance 
criteria (Equation 4.9) as a function of the relative Doppler shift, i.e. the 
difference between the target Doppler shift and the mainlobe clutter frequency, for 
v0 = 500 Hz. 

For the case where 2v0 > v™"* there are no PRFs which satisfy the clearance criteria 
(Equation 4.9) and hence the new PRF is selected based only on the clearance criteria 
in the range domain. Notice also that if the target Doppler shift and the 
unambiguous   mainlobe   clutter   frequency   are   too   close   together,    i.e. 

I v - V
MLC I < vum + vo> then the relationship between them cannot be changed by 

changing the PRF. When this occurs the PRF is again selected based on the clearance 
criteria in the range domain. 

In Figure 4.4 the PRI bands which satisfy the clearance criteria in the Doppler domain 
when v0 = 500 Hz are shown. The PRI bands are again shown by the red shaded 
regions. Here the Doppler shift of the target relative to the Doppler shift of the 
mainlobe has been plotted on the horizontal axis. Similarly the PRI bands for 
v0 = 2.5 kHz are shown in Figure 4.5 for comparison. In this case notice that the 
maximum PRI has reduced because some of the available PRFs are no longer large 
enough to satisfy the clearance criteria. 

4.2.3     Implementation of the PRF selection algorithm 

Consider an aircraft flying at 5000 m with a radar on board which is operating with 
Doppler margin of v0 = 500 Hz. In practice, the radar receiver will have some 
mechanism for measuring the 3 dB half width of mainlobe clutter and so v0 will be 
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determined dynamically. The bands of PRIs which satisfy the clearance criteria are 
given by Figure 4.2 and 4.4. Cuts across these figures at the target range and 
Doppler shift give the PRI bands which satisfy the clearance criteria in the range and 
Doppler domains. The intersection of these bands then give the PRIs which satisfy all 
the clearance criteria. How do we choose amongst the PRIs which satisfy all of the 
criteria? Ideally we would like to choose the new PRF of the radar so as to minimise 
the number of PRF changes which are required as the target is tracked. One way of 
achieving this is to calculate which of the PRI bands satisfying all the clearance 
criteria is the largest and then sampling the new PRF from this band. The selection 
routine might be as simple as calculating the PRF which corresponds to midpoint of 
this PRI band. If no intersections between the PRI bands satisfying the range and 
Doppler clearance criteria exist, then the clearance criteria may be relaxed in a series 
of stages until a clear region is found. This comes at the cost of corrupting some of 
the CFAR bins. 

20 30 

Relative Doppler Shift [kHz] 

40 50 

Figure 4.5 A plot of the PRI bands (red shaded regions) which satisfy the Doppler clearance 
criteria (Equation 4.9) as a function of the relative Doppler shift, i.e. the 
difference between the target Doppler shift and the mainlobe clutter frequency, for 
v0 = 2500 Hz. 
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4.3   Automatic Gain Control 

APDRs typically use some form of AGC in their receivers to prevent saturation of 
components or clipping of signals. A constant AGC gain must be used during each 
coherent integration period and hence the gain is usually set during the pause PRIs 
between each processing cycle. For the work described in this report, we model the 
action of the AGC by finding the range-Doppler bin with the maximum average 
power level and then setting the gain for the next processing cycle so that the 
probability that the signal in this bin exceeds the dynamic range of the receiver's 
memory is minimal. Consider a target with delay, TT, and Doppler shift, vT. The 
signal in the RF portion of the receiver prior to amplification is given by 

Wr(t) = J Vft[t-x)eM^dz{xl v) + «r (t)ys(t - rT )e2^ + n(t), (4.16) 

where a-^t) and n(t) are random processes which represent the amplitude of the return 
from the target and thermal noise in the receiver. The average power in the range- 
Doppler bins of the receiver is therefore given by 

W*'/ v')f) = Jk-(T'" X> V' - Vtdc(T'V)+ AMT' - *r/ V - vT )|2 + N0,     (4.17) 

where A = (\ aT(t) |2) and N0 = {\ n(t) |2) are the average power of the target and the 
thermal noise, respectively. Once the maximum average power level has been found, 
the gain of the receiver is given by 

g = v/ FJmaxj^t^vf^ (4.18) 

where V is the magnitude of the largest number which can be stored in the bulk 
memory of the radar signal processor and F is a factor which is set by the probability 
of clipping. This approach is idealised and the gain which results is optimal in the 
sense that, given F, the gain is maximised. 

4.4   Modifications to the Model 

The inclusion of ground clutter and PRF selection logic required significant 
modifications to the existing model of the APDR. The routines which sampled the 
thermal noise on the range-Doppler plane and place a target on the range-Doppler 
plane had to be replaced, along with the routine for calculating the gain of the radar. 
With the inclusion of clutter in the model, a range and Doppler offset had to be 
calculated before each coherent integration period to correctly place the target and 
clutter in the processing swath. This process models the action of an ideal variable 
delay generator and an ideal variable frequency oscillator in the receiver.   More 
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realistic responses for these components will be added at a later stage. Routines for 
calculating a new PRF and checking to see if the old PRF satisfied the target clearance 
requirements were also added to the model. 

4.5   An Example of Target Tracking in Clutter 

An example of some of the output from the APDR model for a target track 
calculated without including clutter is shown in Figure 4.6. In this example the radar 
is on board an aircraft flying straight and level with a velocity of 300 ms1 at an 
altitude of 1000 metres. The target is originally at a range of 20 kilometres and is 
flying at 300 ms1 towards the aircraft at an altitude of 900 metres. For this 
particular example, we have set the radar to have no pulse compression and to use a 
Dolph-Chebyshev weighted matched filter. In Figure 4.6a we have shown the target 
signal to noise ratio (SNR) for the first five seconds of the track. The SNR is fairly 
uniform during the track because the target only has to compete with thermal noise 
and quantisation noise. In Figures 4.6b and 4.6c we have shown the range and 
Doppler discriminants (solid line) which arise during the track. In each case the 
discriminants have been calculated using a split gate discriminator. The bounds on 
the discriminants, calculated by multiplying the variance of the residuals by a factor 
of 3.889 so that the probability of false alarm is 10-4, are also shown in Figures 4.6b 
and 4.6c (dotted line). Again these plots are typical of a track in an non-clutter 
environment 

In Figure 4.7 we have shown the output from the model for the same scenario when 
clutter is included. Comparing the signal to noise ratios, we can see that the inclusion 
of clutter has a significant effect. This is because as the target moves on the range- 
Doppler plane the background is no longer uniform. The effect of the PRF changes is 
also clearly seen in Figure 4.7a from the steps in the signal to noise ratio. We can also 
see the PRF changes in Figures 4.7b and 4.7c where they manifest as jumps in the 
bounds on the residuals. The range and Doppler discriminants are also larger and 
this indicates that the track is not as good. Despite this, track is maintained in the 
clutter environment. 
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Figure 4.6 A plot of some of the output from the computer model when ground clutter is not 
included. See text for a description of the scenario. Shown are (a) target signal to noise 
ratio, and the (b) range and (c) Doppler discriminants (solid line). The bounds on the 
discriminants (dotted line), based on the range and Doppler residuals, are also shown. 
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Figure 4.7 A plot of some of the output from the computer model when ground clutter is included. 
See text for a description of the scenario. Shown are (a) target signal to noise ratio, and 
the (b) range and (c) Doppler discriminants (solid line). The bounds on the 
discriminants (dotted line), based on the range and Doppler residuals, are also shown. 
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5.   Conclusions 

In this report we presented a model of ground clutter in which the clutter signal is 
represented by a Gaussian random field with uncorrelated increments. This model 
was used to sample the clutter signal in the receiver of an airborne pulse Doppler 
radar. Several types of receivers were considered including those with Dolph- 
Chebyshev weighted, 13 bit Barker coded waveforms. The clutter calculation 
presented here differs from other calculations presented in the open literature in a 
number of ways. For example, no significant approximations have been made in the 
calculation and the phase information in the clutter signal has been preserved 
throughout the radar signal processing chain to ensure that the correlations in the 
receiver are calculated correctly. 

The resulting clutter calculation algorithm has been included in the existing 
computer model of an airborne pulse Doppler radar. Pulse repetition frequency 
selection routines have also been added to the computer model. From the analysis 
presented in this report, we can see that clutter has a significant impact on the way in 
which medium pulse repetition frequency tracking is implemented in airborne pulse- 
Doppler radars. For example, the need to minimise the effect of mainlobe clutter and 
altitude line constrains which of the PRFs are available to the radar at any given time. 
We can conclude from the analysis presented here that it is vital to include the effects 
of ground clutter to accurately model the performance of the radar. 

At present, the computer model runs quite slowly relative to the original version of 
the code in which no ground clutter was included, however it is hoped that significant 
improvement in run time can be achieved by optimising some of the routines for the 
clutter calculation and also by using optimisation when compiling the code. With 
these improvements, the code will be used to analyse the performance of medium 
pulse repetition frequency target tracking in a clutter environment. 
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Appendix A 

Transformation Matrices 

Consider the reference frames illustrated in Figure 2.1. The platform frame is related 
to the inertial frame by a rotation through an angle %p (yaw) about the z-axis followed 
by a rotation through and angle fp (pitch) about the y'-axis, and finally a rotation 
through angle gp (roll) about the xp-axis. All rotations are in a clockwise direction 
when looking along the axis of rotation and the primed axes are defined to indicate 
the intermediate stages of the transformations. The transformation from the inertial 
frame to the platform frame is therefore given by 

^y^T^), 
(A.l) 

where r = (x,y,z) is a position vector resolved in the inertial frame and rp = {xp,yp/zp) 
is the same vector resolved in the platform frame. The matrix Tz(<J;p) is the 
transformation required to rotate a vector through an angle |p about the z-axis and is 
given by 

T&) = 

cos^p     sin<Sjp    0 

-sin£p    cos|p    0 
0 0       1 (A.2) 

Similarly Ty^p) and Tx (gp) are transformation matrices for rotations about the y'and 
xp axes, respectively, and are given by 

Mti= 

\(i-h 

cos£p   0   -sin£p 

0       10 

sin£p    0    cos£p 

10 0 

0    cos£p     sin$p 

0   -sine    cosf 

(A.3) 

(A.4) 

The clutter model described in the body of this report is symmetric relative to the yaw 
of the aircraft and hence £p has been set to zero to simplify the transformations. This 
equates to replacing Tz(|p) with the identity matrix in Equation A.l. The 
transformation from the platform frame to the inertial frame is given by applying the 
rotations in reverse yielding 
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r = T2{-$v)T,(-QTXr(-sp)rr (A.5) 

Similarly the transformation from the platform frame to the antenna frame is given by 

ra = Ty^a)TZp(^)rp (A.6) 

where ra = (xa,ya,za) is the vector r resolved in the antenna frame, £fl and fa are the 
antenna's azimuth and elevation. The rotation matrices Tz (£„) and Ty (Q may be 
found by analogy with Equations A.2 and A.3. The transformation from the antenna 
frame to the platform frame is again given by applying the rotations in reverse 
yielding 

^HXKK- (A-7) 
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Appendix B 

Derivation of the dA in terms of R and v 

Consider the inertial frame shown in Figure B.l.   The incremental area, dA, can be 
written terms of angles p and y/ as 

dA = Rjdf cos p)d\j/. (B.l) 

Inertial Frame 

^3!g" 

Figure B.l  A schematic diagram of the inertial frame and the Earth. 
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We can find an expression for cosp by applying the cosine rule and rearranging giving 

Rl + (RE + hf-R2 

cosp = —-. —T  
2RE(RE + h) 

and hence by differentiating and substituting into Equation B.l we have 

RVR 
dA = — 

RE + h 
dRdy. 

(B.2) 

(B.3) 

The angles y and yr, along with R, form a spherical set of coordinates and so we can 
express the coordinates of the point at the centre of the incremental area as 

r = 

Rsiny cosy 

Rsinysini/f 

Rcosy 

(B.3) 

Substituting into the expression for the x-component of the transformation from the 
inertial frame to the platform frame (Equation A.l with |p = 0) we have 

xp =Rsiny cosy cos £p -Rcosysinfp. 

Comparison with Equation C.3 yields 

cos a = sin y cos y/ cos £p - cos y sin £p 

which can be differentiated and rearranged to give 

(B.4) 

(B.5) 

d(cosa) = - Jcos2 £p - cos2 a - cos2 y - 2cosa cos/sin £p dy/ = -F(R, v\dy.      (B.6) 

Differentiating Equation 2.5 for the Doppler shift, substituting Equation B.5 and 2.4, 
and rearranging yields the result 

dA = -^R dRdv 

KE + kvmaxF(R,v)' 

as required. 

(B.7) 
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Appendix C 

Mapping (R,v) to (9,<p) 

To evaluate Equation 2.2, we need to be able to solve for the angles 6 and <f> as 
functions of range and Doppler shift. This equates to solving for the co-ordinates of 
the point on the Earth's surface define by the vector r which has a range, R, and 
Doppler shift, v. In general there will be a locus of points on the Earth's surface at a 
constant range from the radar (called an isorange). The isoranges form circles on the 
Earth's surface with equation 

x2+y2 = R2-z2. (C.l) 

„            „            R2 + h2 + 2RFh ,^„v Here z = Rcosy = -. r-£- (C.2) 
2(RE + h) 

and is given by inspection of Figure 2.1 and applying the cosine rule. Similarly, all 
points on a cone of angle a about the direction of the aircraft's velocity, v, will have 
the same Doppler shift. The intersection of this cone with the Earth's surface will 
form a locus of constant Doppler shift (called an isodop). The isodops form a variety 
of geometric shapes, depending on range, which can be represented in the platform 
frame by the equations 

xp=Rcosa (C.3) 

and y2+z2= R2sin2a. (C.4) 

Equations C.3 and C.4 can be obtained by projecting the vector r onto the xp-axis and 
the yp zp-plane and then applying the Pythagoras theorem. The coordinates of the 
point(s) at the intersection of the isorange and the isodop can be found by 
substituting Equation C.3 into the expression for the ^-component of Equation A.l 
(|p set to zero as explained in Appendix A) and re-arranging, giving 

Rcosa + zsin£„ 
x = p-. (C.5) 

cos£p 

The y-component is then simply given by substituting Equations C.5 into 
Equation C.l. Notice that because we have set the yaw of the aircraft to zero there is 
symmetry about the x-axis so that the intersection points of the isorange and isodop 
are given by (x,±y,z). The coordinates of the points can then be transformed to the 
antenna frame by using Equations A.l and A.6. The angles 6 and (j> are finally given 
by 
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0 = COS-1 
f     \ 

v*y 

and (j) = cos -l Va 
Rsw.9 

\ f 
or (f> = sin-1 

#sin0 

(C.6) 

(C.7) 

as can be seen by inspection of Figure 2.1. Equations C.6 and C.7 give the angles 0 
and 0 as functions of R and v, although much of the functional dependence is hidden 
in the expressions for the coordinates xa, ya and zfl 

Similarly to find expressions for the range and Doppler shift which correspond to 
angles 0 and 0 we express the point on the Earth's surface in spherical coordinates in 
the antenna frame, i.e. fa = (Rcos0,Rsin0cos0,Rsin0sin0), and then transform to the 
platform frame to find the Doppler shift of the point and to the inertial frame to solve 
for range. Substituting into Equation A.7 and comparing expressions for the 
Xp-component with Equation C.3 yields 

cosa = cos£fl cos£fl cos0-(sin£a cos0-cos£a sin£fl sin0Jsin0. (C.8) 

The Doppler shift of the point of the Earth's surface is then given by 

v = 2vcosa/X, (C.9) 

where v is the aircraft's velocity and X is the wavelength of the RF carrier. 
Substituting the xp and zp coordinates of the point into the expression for the 
z-component from Equation A.5 yields 

z = Rcos Y = -R sin£p cos a + cos £p[yp sin gp +zp cos^J (CIO) 

which can then be substituted into Equation C.2 and solved for range. The resulting 
quadratic equations yields two solutions only one of which is physical. 
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Appendix D 

The Response of the Radar 

In essence, a pulse-Doppler radar is simply an instrument used to measure the time- 
frequency distribution of the environment surrounding the radar. In an APDR this is 
conventionally achieved by using the short-time Fourier transform to calculate the 
frequency distribution of the signal in a number of range bins. This is usually 
implemented by transmitting a regular train of pulses and taking the discrete Fourier 
transform of the return signal. The Woodward ambiguity function (Woodward 1980) 
has been used extensively in radar design and analysis to derive the performance 
characteristics of various waveforms used in APDRs (see e.g. Levanon 1988 and 
Blahut, Miller and Wilcox 1991) and is described here in detail. Two APDR 
waveforms are considered in this report, a simple pulse train and a thirteen-bit Barker 
coded pulse train, and the ambiguity functions of both waveforms are calculated in 
Sections D.2 and D.3. The link between radar signal processing and time frequency 
analysis is made is made in Section D.4. 

D.l Ambiguity Function Analysis 

Consider a transmitted signal s(t) which can be expressed in complex form as (Gabor 
1946) yre(t) = s(t) - iH[s(t)], where H[] signifies the application of the Hubert 
transform. The complex signal received from a target at range R = cz/2 due to this 
transmitted signal is y/r(t) = ary/s(t - T)e2mvf, where T is the two-way delay to the 
target, v is the Doppler shift of the target and ar is the amplitude of the received 
signal. The response of a receiver consisting of a filter matched to the transmitted 
signal is given by 

Zn(f,*)= l^tlftlf-f^A = are-2'ti^-v>Xss(r'-T,v'- v) (D.l) 

where *SS(T, V) = J Y.(t)yr.(t - TJe"2^^, (D.2) 

is the ambiguity function of the transmitted signal and the overbar signifies the 
complex conjugate. We can see from Equation D.l that the response of the receiver is 
simply given by a shifted version of the ambiguity function of the transmitted signal. 

For example, consider a narrowband signal of the form 

-1     (N-l) 

V*M = -7= X lit-nXY**. (D.3) 
VN „=o 
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where /is the carrier frequency of the signal, Tr is the pulse repetition interval (PRI) of 
the pulse train, N is the total number of pulses in the pulse train and ß(t) is the 
envelope of the individual pulses. The ambiguity function of this signal is given by 

-2mvT (N-1)(N-1) 

Xss(rfv)=e-— X  X^(T4>-n)Tr,v)e-2^, (D.4) 
™       n=0    m=0 

where xlifl(r,v)=jß(t)ß(t-T)e-2'Mdt, (D.5) 

is the ambiguity function of the individual pulses in the pulse train. The response of 
an ideal matched receiver to a pulse train can be seen from Equation D.4 to consist of 
two components. The inner summation yields the range response of the radar and is 
simply a pulse train formed from the ambiguity function of the individual pulses. 
The outer summation is in the form of a discrete Fourier transform and produces the 
Doppler response of the radar. The response of the receiver to this pulse train is then 
given by substituting Equation D.4 into Equation D.I. 

In this example the receiver has been matched to the transmitted signal. This is done 
because the matched filter is optimal in the sense that it maximises the signal to noise 
ratio of the receiver. However the Doppler response of the filter is poor and has 
unacceptably high sidelobes. Hence in practice the received signal is generally 
compared with a filter consisting of a weighted pulse train of the form 

-1     (N-l) 

V/M = T7 X rOnV\t-n%Y#, (D.6) 
\N „=o 

where w„ is the weighting of the ntH pulse and //'(f) is the envelope of the individual 
pulses, not necessarily the same as the envelope of the transmitted pulses. The 
response of the receiver is now given by 

%(T', V) = are-^-v>Xsf(z' - x, V - v) (D.7) 

where *S/(T,V)= jy,,(t)y,f(t-TyM«dt (D.8) 

is the cross ambiguity function of the transmitted signal and the filter signal. 
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D.2 Simple Pulse Train 

Consider a simple pulse train (Equation D.3) which has an envelope given by 

^=7Trect (D.9) 

M      1,      0< f<l 
where rect[ t) = < v '     [0, otherwise 

and Tp is the pulse duration. 

Consider also a receiver with a weighted matched filter given by Equation D.6 with 
ß'[t\ = flit). The resulting cross ambiguity function (Equation D.8) is given by 

2itivv (N-1)(N-1) 

^/(
T
'
V

) = -TTS  X™m*4* + (™-")Tr,v)e-2^. (D.10) 
iV       n=0    m=0 

Since the duty cycle of the pulse train is much less than 50% it is possible to re-write 
Equation D.10 as 

2riv(r-kTr) (N-l) 

Ztf(T' V) = M X»»(Z+ kT" V) ^ Wn^2MV"Tr . (D.ll) 

where k = int(-r/Tr) and we have used the fact that discrete Fourier Transform is 
circular. We can calculate Xw(T'v) ^v substituting Equation D.9 into D.5 yielding 

(r,v) = +-Je-2*ivtdt, (D.12) 
T 

where t,„ = \  '       v~   ~    and f„„  =•! p>       p~    ~   . mm    [T,    0<T<Tp ""    [Tp/ 0<T< Tp 

For radar applications the Doppler shift of the return is generally much less than the 
bandwidth of the receiver, i.e. vTp « 1, and hence we can make the approximation 

^,hi-'j^H'l--\^\ (D,3, 
1 p t _       10, otherwise 

'min 
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The ambiguity function for a rectangular pulse with a duration of Tp = 1 |is is shown 
in Figure D.I. From this example we can see that the central peak of the ambiguity 
function is relatively short in the delay domain but relatively broad in the Doppler 
domain. Hence for APDR applications where the maximum Doppler shifts 
experienced are in the order of tens of kilohertz, we can make the approximation that 
the ambiguity function is independent of Doppler shift, i.e. Xßß(r>v) ~ Xw(r)- From 
Figure D.l we can also see that the range response of the radar is given by the 
autocorrelation of the individual pulses. 

C o 

\ 
V 
T 

I 

Figure D.l The ambiguity function, ^(T,V), of a rectangular pulse with a duration ofl ps. 

The cross ambiguity function for a train of rectangular pulses and a Dolph- 
Chebyshev weighted matched filter (Equation D.ll) is shown in Figure D.2. The 
Dolph-Chebyshev weights are calculated as described in Appendix E and are chosen 
so that the frequency response of the filter has uniform sidelobes which are 55 dB 
down from the mainlobe. Here the PRI is given by Tr = NrbTp where Nrh = 64 is the 
number of range bins formed and N = 32 is the number of Doppler filters formed. 
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Figure D.2 The cross ambiguity function, £S/(T,V.), of a simple pulse train and a Dolph- 
Chebyshev weighted matched filter. Here we have used a PRI of 64 fis which 
corresponds to a PRF of 15.625 kHz and we have generated 32 Doppler filters. 

While the ambiguity function looks smooth in Figure D.2, it is in fact composed of a 
grid of spikes. The spikes are spaced by the PRI in delay and by the PRF in Doppler 
shift. The spacing of the spikes indicates the degree of ambiguity in the waveform 
and for an MPRF APDR the waveform is ambiguous in both range and Doppler shift. 
The region around T = 0 and v = 0 is shown in more detail in Figure D.3. Here we can 
clearly see the uniform sidelobes produced by the Dolph-Chebyshev weighting. The 
dimensions of the central peak indicate the range-Doppler resolution of the 
waveform, and in this case we have a range resolution of approximately 150 metres 
and a Doppler resolution of approximately 500 Hz. 
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Figure D.3 A close up in the region near x = 0 and v = 0 of the cross ambiguity function 
shown in Figure D.2. 

The matched filter described above is an ideal case.  In practice the matched filter is 
often approximated by a low pass filter with an impulse response 

M'W-^. (D.14) 

for t > 0. The low pass filter is used because it is simple to implement and offers a 
reasonable approximation to the matched filter. The cross ambiguity function for a 
receiver employing a Dolph-Chebyshev weighted, low pass filter is given by 

2niv(r-kTr) (N-l) 

N n=0 

where Xm-(T'V)= \^(t-r)e-Mvtdt. 

(D.15) 

(D.16) 
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Substituting Equations D.9 and D.14 into Equation D.16 we can again approximate 
the ambiguity function by 

1     'max 
-max(r,0)/T„ _     i' (D.17) 

The effect low pass filter has on the cross ambiguity function can be seen from 
Figure D.4 where we have plotted the cross ambiguity function in the region near 
T = 0 and v = 0. The cross ambiguity function is now asymmetric in delay and has a 
tail extending several microseconds. 

o 

o 
% 

I 
I 
o 

s]    in» 

Figure DA A close up of the cross ambiguity function in the region near x=0 and v = Ofor 
a simple pulse train and a Dolph-Chebyshev weighted low pass filter. Again we 
have Tp = l \is, Tr = 64 fis and N = 32. 
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D.3 13-Bit Barker Coded Pulse Train 

Consider a thirteen bit Barker coded transmitted waveform given by 

1        (N-l)  12 

M0 = ^J X X^-»Tr -mT,)^**, (D.18) 

where ß(t) is given by Equation D.9, Tp is now the duration of the Barker bits and the 
phase coding is given by the first exponential with (f>m = 0,0, 0, 0, 0, it, n, 0, 0, n, 0, n, 0 
for m = 0,...,12. Barker coded waveforms are used to increase the duty cycle of the 
radar, while maintaining the range resolution. As shall be seen, the cost of using such 
a waveform is the introduction of sidelobes in the range response of the radar. 

Consider a weighted matched filter of the form 

1     (N_1)      12    / \ 
V/(') = -r= X Vn^t-nTr-mT,)*-**. (D.19) 

V13N   n=0        m=0 

The resulting cross ambiguity function is given by 

e2*VT (N-1HN-1) 12     12 , 

*M-w£ rx^^H*-".M"<.-«.M. (D.20) 

For radar applications, Equation D.20 can be simplified to give (c.f. Equation D.ll) 

2mv(r-kTr) (N-l) 12 ">?" ,    - , 

(D.21) 

where mf" = max/o,int(-(T + fcTr^T^j + rr^ -l), (D.22) 

m2
nax = min(l2,int(-(T + kTr)/Tp ) + ml+1), (D.23) 

and Xßß(r'v)is given by Equation D.13. 

The cross ambiguity function which results for Tp = 1 |is, Tr = NrhTp, Nrh = 64 and 
N = 32 is shown in Figure D.5. The Doppler response is identical to that for the 
simple pulse train, however the phase coding has introduced sidelobes in delay which 
extend thirteen microseconds either side of the peak. 
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Figure D.5 A close up of the cross ambiguity function in the region near x=0 and v=0for 
a thirteen bit Barker coded pulse train and a Dolph-Chebyshev weighted matched 
filter. Again we have Tp = l fis, Tr= 64^is and N = 32. 

If we again consider the case where the matched filter has been realised by a low pass 
filter then the resulting cross ambiguity function is given by 

,2itivr (N-1)(N-1) 12      12 

^(T,V) = l3N^   Sw-tS£^'(T + («2-«iK,+(w2-«i)Trv) 
H!=0   n2=0 m1=0m2=0 (D.24) 

xe '(^1-^)   -2'riv("lTr+'"l^) 

For   radar   applications   Equation D.24   can   again   simplified   to   give   (c.f. 
Equation D.ll) 

12 2Mv[t-kTr) (N-l) u. ■■•, , s 

X°f(r'V) = -T*T- 2 W"e~2!timTr 2 ^"*"lT' lxß,(r + kTr +(m2-m1)Tp/vV(^-^) 
i,:>iV n=0 m1=0 m2=0 

(D.25) 

where m™*"  is given by Equation D.23 and %m-{i,V) is given by Equation D.17. 
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The cross ambiguity function which results when a Dolph-Chebyshev weight low 
pass filter is used in conjunction with Barker coding is shown in Figure D.6. 

.2 
i, 
% 

\y 
T 

% 

I 
O 

Figure D.6 A close up of the cross ambiguity function in the region near r= 0 
and v = 0 for a thirteen bit Barker coded pulse train and a Dolph-Chebyshev 
weighted low pass filter. Again we have Tp-1 us, TT = 64 ßs and N = 32. 

D.4 Time-Frequency Analysis 

The principal aim of time-frequency analysis is to derive a distribution which 
describes the energy density of a signal as a function of both time and frequency. 
Such a distribution enables us to characterise signals such as speech whose spectral 
content is changing with time. It can been shown that an infinite number of possible 
distributions exist (see e.g. Cohen 1989), however we will restrict ourselves to the 
Rihaczek distribution (Rihaczek 1969). The Rihaczek distribution of a signal y(t) 
with spectral density *P(/) is defined as 

l(t,f) = y(t)v(fy™fi. (D.26) 
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The symbol I has been used here because the Rihaczek distribution gives the intensity 
of the signal, i.e. the energy per unit time, per unit frequency. The total energy of the 
signal is given by 

E= J ]l(t,f)dtdf. (D.26) 

with the marginals giving the time and frequency energy densities of the signal, i.e. 
j I(t,f)dt = | T(f) |2 and J l{t,f)df = | y/(f) |2. The Rihaczek distribution is interesting 
in the context of this report as it may be generated by taking the two dimensional 
Fourier transform of the ambiguity function, 

fM = ) ]x(r,v)e2^v^dxdv= ] ] ]y(u)^^y^t-u^dudTdv. (D.28) 

For example, the Rihaczek distribution for the simple pulse train and a Dolph- 
Chebyshev weighted matched filter (shown in Figure D.3) is given by 

Is/(;,/)4^FTK^^ (D.29) 
n=0 m=0 

where M(/)= jnfye'2^dt. (D.30) 

For a reviews of time-frequency analysis see Cohen (1989) and Boashash (1992). 
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Appendix E 

Dolph-Chebyshev Weighting 

This appendix has been included because the description of Dolph-Chebyshev 
weighting provided in Harris (1978) requires some clarification. Harris presents the 
Fourier transform of the Dolph-Chebyshev weights for a data window, however he 
does not make it clear that the formula only apply for an odd number of window 
elements. That is remedied here by presenting formula for both even and odd 
numbers of elements. Consider an N element window. The Fourier transform of the 
weights is given by 

A 3(u°C0SN2n)) 
Tm(u0)        ' 

[  • ' 

where k= -n,..., -1, 0, 1,..., n if N = In +1 is odd, and k- -(n - 1),..., -1, 0, 1,..., n if 
N = 2n is even. Here 

Tm(u) = 
coslmcos a u|, for -1 < u < 1 

coshlracosh   wl,    for u>l 

is a Chebyshev polynomial of degree m = (N -1) and u0 is given by 

u0 = coshfm-1 cosh-1 b). (E.3) 

where b is the desired sidelobe ratio. The Dolph-Chebyshev weights are then simply 
given by taking the DFT of Equation E.l. 
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