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PREFACE

This report presents a review of virtual environment interface technology from the
perspective of the user, that is, the devices and requirements that are imposed on the user in
order to interact with a virtual environment. Most of the work was performed as part of a
Central Research Project, Research and Development in Virtual Environments, with some
additional support provided by Task A-183, Virtual Reality Assessment of the Technical
Capabilities of Surgeons and Task T-L2-1278, Cost and Effectiveness of Multimedia Train-
ing Technologies.

The report was reviewed by the following staff members at the Institute for Defense
Analyses: Mr. Robert L. Clover, Ms. Anne A. Douville, Dr. Dexter Fletcher, Dr. Richard
J. Ivanetich, Dr. Michael R. Kappel, and Ms. Julia J. Loughran.

The authors gratefully acknowledge the support provided by all those who took
time from their busy schedules to discuss their products and their work.

iil



Table of Contents

EXECUTIVE SUMMARY ...ttt scsteteiecstsise st tesees e s s asaas e ean ES-1
1. INTRODUCGTION .....ooioireieerieeiiteeeesseseeteeesesssssessesessteseenesseesessenessssssssessansensases 1
1.1 PUIPOSE ...ovviieeeieiiesenerieneteenenenesaeesaesseessassstesseesssassneesasasesnseesssessessssssnessessnessaensees 2
L2 SCOPE ettt st e ae e st 3
1.3 LIMILAtIONS ..c.ecviiiiieieiiiiniceinietenisstetesesonesnsnessesssessssasssssssessessssseseassessess R 3
1.3.1 Organization .......cccccoceveeeeenerstiorenensecerinssessesstestesesesessessessssstessensessesssssassensen 4

2. VISUAL INTERFACES .......oootreierrirnrnterentntseeestesessreessesssesassesssssessesasssssessessensans 5
2.1 The Human Visual SYStem ........ccccecriiniiniirinniininineienenrcnnenceesesenecresessseeeene 6
2.2 Commercial Products .........ccceeveverinincnneciiinniiciiinnecesctscienssesessssseseessesennen 10
2.2.1 Datavisor Displays .......cccceorvirrenenniinineniincnienencrencsee et 12
2.2.2 FSS5 Head-Mounted DiSPlay ......cccccceeereuerreeenuersesnennennesneeeseensneeseesesesssenns 13
2.2.3 CyberEye 100M and 100S .........cococievrrerreererrecrenerrescseeseenneseesesessseneesanns 13
2.2.4 CyberMaxx CMI1800 ........ccccoveeerimreiimsinncnisinicsstsstesee st seseneessessens 14
2.2.5 Dvisor Head-Mounted Display .......ccoccececverinercnrcrcnincieninccsccncscsneneennnes 14
2.2.6 1-gASSES! ... 15
2.2.7 MRG Head-Mounted Displays ..........coccecernrinsicrissinsensinininisinesenicnen. 15
2.2.8 VIM Personal VIEWET .......cccocvereererrerercersccnecereressessassssesesesesssesssnsnssssssasesns 16
2.2.9 VFX1 Head-Mounted Display SyStem .......ccccecvveriirenciccenicrinsenccnsecnneae 17
2.2.10 VR4 Head-Mounted DiSplay .......cccccvveeecuiicrreccrerescnriesseesssesiesnessessssnesenne 18
2.2.11 VRIHMD 133 ...reerereecerentreneseecnesesnseesesesanesessnesesssssessssssossessoneres 18
2.2.12 CrystalEyes Shutter GIasses ......c..ccoceereereercnreenrcninerncsessnesanene eeeseeenenneanes 19
2.2.13 VR-1100 and VR-2000 Stereoscopic Projection Systems .........ccceeuereen. 20
2.2.14 BOOM 3C ...ttt sceesssesesasessesesnesesanesesssencsnsasessesneseses 21
2.2.15 Cyberface 4 ...t rsseeeareseesese st s s s e et e s sraesressre s s s enans 22
2.2.16 Fakespace Simulation SYStEIM ........cccceceeurveeerurrnneniereneseeseeseressessesessssness 23
2.2.17 PUSH ..ottt cesseseensesaesae s s e snes s saessessesaessananssanans 23
2.2.18 Virtual WinAOW ....c.coccercieiiiiirneiniieientieesesitessessserssssssssessessssssessaessesanenes 24
2.3 Current Research and Development ...........cccccvvvevveneeieecieenreenieceeseessessssssesseeseens 24
2.3.1 ATR Communications System Research Laboratories, Japan ................... 25
2.3.2 British Aerospace plc, United Kingdom .......................... reesneeeeeesteessesnnaans 27
2.3.3 BT Laboratories, United Kingdom .........ccccecevverrenrervirieesensecsreneennesrsseecnnsnens 29




2.3.4 Canon, INC., JAPAN ...ccoceviriiiiiiiiiiircte e 30

2.3.5 Dimension Technologies, INC. .......ccceovvviininiinnininne 31
2.3.6 Dimensional Media ASSOCIAtES ........cccvivinriirenrireiinreeivieteenrse e 33
2.3.7 IBM Thomas J. Watson Research Center and Georgia Institute of
TECANOIOZY ..cvvvvcuciriniiiiiti e 33
2.3.8 Infinity Multimedia .......ccccoveviinimmineniniiieeee 34
2.3.9 NASA Ames Research Center .........cocveevieniininiienieinienienncsiesieeieens 35
2.3.10 Purdue UNIVEISILY .....coceeeeererericriiiiiiiinentireiet et 36
2.3.11 Terumo Corporation, JAPan ...........cceeemeenceinencnninnenereies .37
2.3.12 University of Illinois at ChiCago ........ceceeveeirimmeerieniinniicnccces 38
2.3.13 University of New Brunswick, Canada .........c.cooeeeinnniinnniiinnnne. 39
2.3.14 University of Washington ........ccveeeieneinieninniinnenieeniniiiscseesteennes 40
2.3.15 Xenotech, AUSLTAlia ......coeevveeiieireeeiireeserceinn s 41
2.4 Summary and EXPECtations .........cceveeinmernierineenniienistsieesestnte et 43
3. TRACKING INTERFACES ......ccoocoirenctniinininintitetteistsssseaesesss s s s ssssaasssssnas 47
3.1 Head Tracking .....ccceveercniriiriininieiioniietereisstsseesseenesesestss s seeneeseonen R 48
3.1.1 Commercially Available Trackers ............................................................. 53
3.1.1.1 ADL-L ottt secrene st b e 53
3.1.1.2 Vidtronics WHZhtrac ......cccocciinieiiiinmnneieieiencneseccsneceeaes 54
3.1.1.3 FaSITAK ..ceevereeierieeeenseeenesesscsiesesressestsstesssasesessesse s sssevassasssssasesaaneas 54
3.1.1.4 ISOtraK I ....ooveeeieneeeceecercencnstcte et sr et 54
3.1.1.5 INSIAEIIAK ..ccveeueererreeneeenneenienenrctenieee et ebee et st aanans 54
3.1.1.6 URFALFAK ...cvevveriircerenreeeiecesecnenesensseesnssessessssssssssssssesessasssssssssenes 55
3.1.1.7 FIoCK Of BIrds .....ccccoceerirrmsimininiirieninienenteeinsntesnees e ssesaes 55
3.1.1.8 PC/BIRD ....cuoorieeiricneencstnrinsissessisssenessasssssssnsssssssssessssessesssssnes 56
3.1.1.9 SPACEPAQ .....coueiveririririiteietee s 56
3.1.1.10 CyberTrack 3.2 ....coceivinmrmrrnririirenreniesstsienissennsestssneesesnssatsenas 57
3.1.1.11 Wayfinder-VR ...ttt sanenes 57
3.1.1.12 Mouse-Sense3D ......ccccorerreriiienenninnininiinnininessesesssseess e s 57
3.1.1.13 Selcom AB, SELSPOT I .......omeiiiiireereneccrcnencnesnenneeeescesnnnnes 57
3.1.1.14 OPTOTRAK 3020 ...ccorervrerierirccrennininsiiieneresnesessesessessssssssessenes 58
3.1.1.15 MacReflex Motion Measurement SyStem .........coceeereneerevuicesnnnas 58
3.1.1.16 DynaSight .........cccccvmviniiiniinisniinnintenieestinensseetsnssesnesestsasenenens 59
3.1.1.17 BIOVISION .coeiviecerieeericeneneertstetssestsnisesisssssisesessessssesssssnensens 59
3.1.1.18 Mandala Virtual Reality SYStems ........cccovevvvnrneniiiniensnnineciennene 60
3.1.1.19 REALWATE .....cccoverierrrncneientnneentesesnetnsessssssnesesssessssassnssassnssens 60
3.1.1.20 RK-447 Multiple Target Tracking System .........ccecevveerunieieniennenes 61
3.1.1.21 Head/Hand XYZ TracKer .......cccecevirierrieveininsinsncenssisisnenessnssesensens 61
3.1.1.22 GP12-3D (Freepoint 3D) .......cccecvviniivininiiinisnceniennnniesnsssscssnennns 62
3.1.1.23 Logitech 3D Mouse and Head Tracker .........ccoeeveeereenenincnnnncnn. 62
3.1.1.24 MotionPaK ........ccceceverrercrereererinirensersnenenans e eereereseesee e te e e seeaes 62
3.1.1.25 GYIOPOINt PrO ....c.coecriiiiiiriiiiiciiiiiieninctcnnssssae e ssssssssnanaes 63
3.1.2 Current R&D in Head Tracking ......cccccevviinievninniiniinnennninnneneneneenneens 63

vi




3.1.2.1 NASA Ames Research Center .........cccooeiiiinrinnninienninieneeesiennnnens 63
3.1.2.2 Massachusetts Institute of Technology (MIT), Research

Laboratory of EIECtronics .........oceerieeniiieneeennineenccieenincee 64
3.1.2.3 Computer Graphics Systems Development (CGSD) Corporation ... 64
3.1.2.4 University of North Carolina ........ccevvinieniienienvinineninienneenn, 65
3.1.2.5 Artificial REAlity .....ccccccoceeviiiriiiniiiieininintceeeee e 66
3.1.2.6 Massachusetts Institute of Technology, Media Lab ...................... 67
3.1.2.7 Sony, Computer Science Laboratory ........cccoeveeiieniiinennennnennes 67
3.1.2.8 Siemens’ Central Research and Development ............cccoceivivneneene. 68

3.1.2.9 Boeing Information and Support Services, CMU,
Honeywell, Inc., and Virtual Vision, Inc. ....cccooeiinninniinnna, 68
3.1.2.10 University of Washington .........cccoceveeveneneniininiininenieneceeieennenes 70
3.2 EYE TIACKING ..ocveeriinienecetereeeiistsintiisisis ettt st ss st b s aa st anaes 70
3.2.1 Commercially Available Eye Trackers ........cccooivenininiiinnniiinniiiinenns 70
3.2.1.1 BIOMUSE ...coveerreirrecrenrieseenieneessteneesseesesessessssssonsessesnessnesaessssnsasssssens 70
3.2.1.2 Headhunter Head and Eye Tracking System ..........ccccvnnicninene. 72
3.2.1.3 Eyegaze SYSIEIM .....ccoccviviinrenirienineninesie ettt es st sse s saeanas 72
3.2.1.4 Dual-Purkinje-Image (DPI) Eyetracker ..........ccocevevnieneenrinreenennnnes 73
3.2.2 Current R&D in Eye Tracking ......cccccoceveeevinineciininieeininnesieeesscscnienne 73
3.2.2.1 Hughes Training-Link COrporation .........cceceeeeeeeieeecreieienesenncneennns 74
3.2.2.2 Interactive Systems Laboratories INTERACT) ........cccevvvreenenes 74
3.2.2.3 State University of New YOrIK ....ccccccocvvviiiirinmniniiieniciciccnennene 75
3.2.3 Summary and EXPectations ..........ceevieivieiienieniennennensininnsensenienseeessssnenns 76
4. AUDITORY INTERFACES .....cccooevtieiriecncnrensirenisinissesisssssssssssessessessessssnensssnenes 79
4.1 The Human Auditory SYSLEM ........cccoveiruieiririrnineisiecsnesienseensesneeasssessssssssesnenee 80
4.2 Commercially Available 3-D Audio Products ........cccccevevueeeeiinninenineceeniennnne 85
4.2.1 Acoustetron IT .........coeeveeiciiiriiniinititccnirnr ettt 85
4.2.2 PIOWON ...coiriiuiirirtrirriiiirittcsteessessneesssssesseesssesssssassnssssassssssesensesssseesssasses 88
4.2.3 Q PrOQUCLS ..c.ceeeeeeeereeeesenennieensesrteesseeasesenssstesanesseossesssessssssssessssssssansnanns 88
4.2.4 RSS-10 Sound Space Processor ..........cccceeveennene teeeeetesreetessanesnteetee e esas 89
4.2.5 SDX-330 Dimensional EXpander ........c.cccocevevueninsnrinnncninieinienennsennensnnnnes 90

4.2.6 SRV-330 Dimensional Space Reverb and SDE-330

Dimensional Space Delay ........ccceevevvrniniiiininciinniininniriiennenens 91
4.2.7 SoundStorm 3D ........cccceciriiieniennnirete s ....93
4.2.8 Virtual Audio Processing SyStem .......ccccoceevimnicnsiiiniviiniennniineinnennens 93
4.3 Current Research and Development .........c.couieneeiiiiiiininnniinieiniiiennennnennn. 94
4.3.1 NASA AINES ....coiriiririirininiissciiniresseiessesissessessessessssssssessssssssnssessesssesnns 94
4.3.2 Naval Postgraduate SChOol .......c.cccevviereriiiciririniicninnrenirsenecnenncaecsennnens 95
4.4 Summary and EXPECtations ........cccceceveieriierininsinienninninniscsssesnssesseesisssesnsenees 95
5. PRIMARY USER INPUT INTERFACES ........cccocviimiimninintiininsininnrcsenensesennes 97
5.1 Whole-Hand and Body INpULS ........ccooeiviiriinenniiinincninninnieninicnneneseesssessesnenes 97

vii




5.1.1 The Human Hand and Arm PosSition Sense ........oouuriviveiveiivccieerennieneieceennenn 98

5.1.2 Commercially Available DeviCes .........ccceerimnininiiniinninieeiiciecccns 99
5.1.2.1 5th GIOVE .ecveeeeierieieiencrteiesiericsrctesres sttt ae b sas s sane s 99

5.1.2.2 CYLEIGIOVE .....covemiieriiriiniiiniiiciinietietese st 101

5.1.2.3 Dextrous HandMaster .......ccccceveevininmninniininiiicicnecececnnccneenne 102

5.1.2.4 Pinch GIOVE ....cooveriicieiieientececenir it 103

5.1.2.5 Position Exoskeleton ArmMaster .........cccovvviiiviiiniiiniinininencnne. 103

5.1.2.6 TCAS DATAWEAR ......cccooveiiiiiiiniiiiitiieeecerene 104

5.1.3 Current Research and Development ........c.cocevininiininininnienicnnniinicnen. 105
5.1.3.1 Armstrong Laboratory .........cceveeevimvmiinnnennincsccescecn 105

5.1.3.2 Georgia Institute of Technology ..o, 106

5.2 3-D Pointing INPUL .....coveueeeerierecieiiiniiinieiereete ettt e 107
5.2.1 Commercially Available DeVICeS ........cceourmnririivirininrireieiniietecerenns 107
5.2.1.1 CyberWand .......cccoviiiimininriinienintsiees s 107

5.2.1.2 Immersion PROBE-MD .........cccccovniniininvnininnininiienccsieienns 108

5.2.1.3 Magellan 3D Controller and Space Controller ............c.ccoevuennenee. 109

5.2.1.4 RINEMOUSE .....eourruiriiiiiriisiiiieieteniestestenees s ssse s ss s nessssanss 109

5.2.1.5 Spaceball 2003 and Space Controller ........oooveienecineciniininnnas 110

5.2.2 Current R&D ..ottt 111
5.2.2.1 Digital Image Design INC. ......cccoveirinmniieiiieieineeeeeceas 111

5.2.2.2 University of TOTONO .......ccoviverrmimerinieinnteienteeneetecisen e 112

5.3 Summary and EXPectations .........cccceverivinieenienieoenninnnnniiecnne st 114
6. HAPTIC INTERFACES ........cceoteetetrieececietnsissessissassessessessessssssnssssssessassssnasens 117
6.1 Tactile INTEITACES ....ccovererriereeeccieerteeictstcnein e ese e n et se s e s s 117
6.1.1 The Human Tactile SENSE .........cevererrrirmnerseesenrnnsnentesiesseniessesssensesseaneens 120
6.1.2 Commercially Available Interface Devices .........cccovvevervirienenennnnnnnnnene 123
6.1.2.1 CyberTOoUCh .....cocevmirirititiiiicictintcteete ettt 125

6.1.2.2 TOUCAMESLET .....ccccoenuiiuirurnriiiieisiinieneeiestessesee e s e sasssae st essessnanns 125

6.1.2.3 TactOOl SYSIEIM ....ccueeiirerruinerininisresessnieiesteesiesaessnessessessaessassnsnsenes 127

6.1.2.4 Displaced Temperature Sensing SYStem .......ccevevveeveeinnieiieecnenenns 127

6.1.3 Current Research and Development ...........cccecviiniinnirinininiieinieeensiennnnne. 128
6.1.3.1 Armstrong Laboratory ........ccceeeveiiieiecesnnienesessessnsnsssnsniesnens 129

6.1.3.2 Begej COrporation ..........coceeveenecnisneisniseesssssessesssesnnesessessnassassenss 130

6.1.3.3 Harvard UNiVerSity ........ccceecerenrinvensrininsiinsisinessessnssnesseesnessessesssnne 130

6.1.3.4 Hokkaido University, Japan ..........ccccceverinuennicnrinsnsneninnsvessecsiensenns 133

6.1.3.5 Hull University, UK ......ccccovrvivvinriinnninnrennnenneeninieissseenens 134

6.1.3.6 Massachusetts Institute of Technology ........ccceccevvivieririnicinnnane. 134

6.1.3.7 Research Center at Karlsruhe, Germany ..........ccoceeevivreeneninnnnn 135

6.1.3.8 Sandia National Laboratori€s ..........cc.cecevererersvercererncnsensecsecsnenes 136

6.1.3.9 TiNi Alloy Company .......cccccoveerrmnieiniinscninieniecnsienseinsenssisseesen 137
6.1.3.10 University of Salford, UK .......ccccccvevimvenniineniienncneneescnsinnsiosenne 138

6.2 Kinesthetic INTErfaces .......ccceveeerrrirrrreertrrrercerenretseneeesee e esesasesessessesnas 139
6.2.1 The Human Kinesthetic SEnse ........ccoceveininiinicscncrinineninennecinnn. 140




6.2.2 Commercially Available DEVICES ......ccorrinieimieininnciniiiciiiieines 144

6.2.2.1 4 DOF Force Feedback Master (Surgical Simulator) .................... 144
. 6.2.2.2 Force Exoskeleton ArmMaster ........cccooenieniniinicncnnennieneniiii 144
6.2.2.3 Impulse Engine Family ... 147
6.2.2.4 Interactor and Interactor Cushion ..........oeeiminiiiininininiinennn 148
6.2.2.5 HaptCMASter .......coouniiiieierinnieiiiesen s 148
6.2.2.6 Hand Exoskeleton Haptic Display ........ccoeovevrinineninininincienn, 149
6.2.2.7 PER-FOIce 3DOF ......ocoiiiireneeereicniitinieernneretesie st s 150
6.2.2.8 PER-Force Handcontroller and Finger Forcer Option ................... 151
6.2.2.9 PHANTOM ....coooiiriirieirenieeeecnersssssisiesisasssese s et s s s ssss s sssnasenes 153
6.2.2.10 SAFIRE .....oovireiereieeeericretetsn et s et 154
6.2.3 CUITENt R&ED ...uvoeeieiieecierreeeesreeseeeiesssetesnesssessessassssessnsssnassnsnsesssnsnnes 154
6.2.3.1 Boeing COMPULET SETVICES ..vvvruerererrirereinieneeiiieiiiinsisinene, 155
6.2.3.2 Computer Graphics Systems Development Corporation ............... 156
6.2.3.3 Hokkaido University, JAPan ......ccc.coceermreimninentiicnnnnsnnseneinennes 157
6.2.3.4 Massachusetts Institute of Technology, Artificial
Intelligence Laboratory .......c.cocveeeieviiiescninseenininissncinissniennsne. 158
6.2.3.5 Massachusetts Institute of Technology, Department of
Mechanical ENgineering .........cceveeneneniensceenenecnncnicnininininns 159
6.2.3.6 McGill University, Canada .........cceveerermeeniesieneneescnnnnsccssisunienens 161
6.2.3.7 Ministry of International Trade and Industry, Agency of
Industrial Science and Technology (MITI/AIST), Japan .............. 163
6.2.3.8 Northwestern UnNIVErSity .....c.cooveveiienrinniniinnieennesiensetsssninniienne 164
6.2.3.9 Rutgers UNIVEISILY ....cccoeeeieirinininincninisiininiiinteesieet s 166
6.2.3.10 Suzuki Motor COrporation ...........c.cceeesesveseseesiesessesseessessnsssensnes 168
6.2.3.11 Tokyo Institute of Technology, Japan ..........ccceeeveiinininnnnnn. 170
6.2.3.12 University of North Carolina ..........ccoeeeveeviennicscnnininninninnnens. 172
6.2.3.13 University of Tsukuba, Japan .........ccccerceciiinniiiinnninnnnne 174
6.2.3.14 University of Washington .......ccecvvemevininicncninniinnniiiennn. 175
6.3 Summary and EXPectations ..........cccceceeueeninienennecsneinininniiiintnssssssssennes 176
7. FULL BODY MOTION INTERFACES ........ccovimrrininenenssinssenininnisesanens 181
7.1 The Human Motion SENSE ........cccrevrerimmreereniensneseniinsssessenecsssesstisssssssnessnensens 182
7.2 Self-Motion INLEITACES .....cccccoerecrrrveerisisiirirniieneinsennresseesnnessssesssssasnesessasseaes 186
7.2.1 Commercial Products ......c..ccccoceveevisiniiiiinneninenensssesnennsssssessesesssssissenens 186
7.2.1.1 ACTOIIMN ..oovveueeereceeeneneecnissesintissiste s sesas s ssss s ssne e st esesasenessssnenaes 188
7.2.1.2 CYDEIPaK .....ccvvmeniiririrneieietirentnenseenneessstssssetsssnsnssnsnsnsasananeas 188
7.2.1.3 CYDEITION ....ovvrurirrnieiniiriiieenretnssnsre s sssssn s snsassesnasssssssasassssans 189
7.2.1.4 DreamGIAEr .....ccccoveerereereerirserrieniiiiesieiinisesteeseessessssssssssessessessens 189
7.2.1.5 Orbotron, X-otron VR, and SUPEIION ........ccccceveerirnreennnsuesseenaesecene 190
7.2.1.6 PemRAM MOotion Bases .........cccoceveriienineninenienenenessensecscescanes 191
7.2.1.7 SIMUPOA .....oeotrieieceriiniitrcniitenenn e st 193
7.2.1.8 SIMUSIEA ..ottt 193
7.2.2 Current Research and Development .........cccoovevvemrenmniiinieicninnneceeenisnenees 194

ix




7.2.2.1 Computer Graphics Systems Development Corporation ............... 194

7.2.2.2 Cybernet Systems COrpOration .........ccooeereiiisuemsersmsssissinsisiscnsins 195

7.2.2.3 Institute for Simulation and Training ........ccceceevenmnernenncninninnnnn 195

7.2.2.4 Sarcos Research COrporation ..........ceceveeereieeennninininininnensenen 196

7.2.2.5 Systran COIrpPOration .........oeceeseeesrsisisieminsnmsssiss s 197

7.2.2.6 University College London, UK ... 198

7.2.2.7 University of Tsukuba, Japan ... 199

7.3 Passive Motion INtEITACES ...ccveveeveeeriiiiiinininieisi e 201
7.3.1 Commercial Products .......cc.ccooeeviiiiinimnimnnnecniceiininiiiiies e 201
7.3.1.1 Cyber Air BaSe ........ccovmriminininieiiiciisiise e 201

7.3.1.2 CYDEICRAI ...cuviineriieirieieirtcist s 203

7.3.1.3 CyberMotion Interactive Motion Seat .........c.cocoeeieriniinniinninennen. 203

7.3.1.4 INEELHSEAL ..oovieevieetereereeetenceeritereestss sttt 204

7.3.1.5 SIM245 ..oeieieereeeeerreeeeerceresseteste et s 205

7.3.2 Current Research and Development .........ccovineiniennnesncininniiinnnne 205
7.3.2.1 Denne Developments Limited .......cococeeieniinnniiiiniiinnen, 205

7.3.2.2 Flogiston COIPOTAtioN .......ceeereeesesessusisissisinmnsiiinssessisissssssisnsesenes 205

7.4 Summary and Expectations ............ eseenretetesenssasts s na bt e R e e s TR st s asanaateserbestes 206

8. OLFACTORY INTERFACES .....coceveeenietiriniinnnresinssesess st eessssnsssssnesensesssanss 209
8.1 The Human Olfactory SENSE ........cceermimesisueueccsusunsisnersannsnnns et 212
8.2 Commercial PrOGUCES .....cceeceeeerercenciiniiiernnreeresiresescsssssssstsssssssss s ssssnsssssee 213
8.2.1 BOC Group Olfactory Delivery SYStem .......ccoeeememeinssisiscnesccusisscnsnennes 213

8.2.2 Smell-Enhanced EXperience SYSIEIM ....cccccvvreiriiisininnisiiinninniininneseissnnenes 213

8.3 Current Research and Development in Olfactory Interfaces ..........ccccoeevennnnn. 214
8.3.1 Artificial Reality COTPOTation .........cceceeeeresrersnsininnieieinisniensisscensnsacacs 214

8.3.2 Marketing Aromatics, Ltd. .....ccooenimininriencsnniniiiis st 215

8.4 Summary and EXPECtations .........ccceceeserecucususmemsisinmisssnsssisisesessssscnsnsssnsnsanens 216

0. CONCLUSIONS ...ooiiieveeereeeressesenessestssestessssssssssssassssesesssssotssessistssssesssssssssasssscssens 217
REFERENCES ....ceotetieretererresessasessssstesentestsssssssossssasssssssssessesessasessssssssssssssssssssassanes 233
LIST OF ACRONYMS AND ABBREVIATIONS ..o 235
APPENDIX A. POINTS OF CONTACT .....ccocviiicceiivinanes rreeeteeeneesaeai e a s nenes 239




List of Figures

Figure 1. LEEP Optical VIEWET .....c.ovcvviririiuneciriiciiiniiniiinsisnns st 10
Figure 2. DatavisOr 10X/9C1.....cuuuummuivermeriesnsssmisieisenseinitisissss st 12
Figure 3. FS5 Head-Mounted Display ........cccceeeneurirmnesiiincnsiiininitiiisnsnssne, 13
Figure 4. CyberEye 100M and 100S.......ccooeiniecmninniiiniiiiists e, 13
Figure 5. CyberMaxx CM 1800 Display .......cocoveccucuemiieiniiimmmnnininieiiniitsssinnee 14
Figure 6. CyberMaxx CM1800 TracKing .......cccvescrcremnecrsisinninininiiniisienissssinsssissinnes 14
Figure 7. Dvisor Head-Mounted Display........ccoovccnneeenicniiininciiiciecssnes 15
FIgure 8. i-glasSes! ...c.euvviuiuiuiriieniriieeeeresee ettt 16
Figure 9. MRG 2.2 Head-Mounted DiSpIay .........cccovniimnminiiiiinieiiiiieeecne 16
Figure 10. MRG 3c Head-Mounted Display..........cocoeiiiniinnniieeciiennniine 17
Figure 11. MRG 4 Head-Mounted Display .........ccoueniiiiimiieniiincccciiees 17
Figure 12. VIM Personal Viewer 1000HRDV ..ot 18
Figure 13. VEX1 Head-Mounted Display SYSteIm.......cccoccuiummnmnmiuninensnnniiiiiseseeencens 18
Figure 14. VR4 and VR4000 Head-Mounted Displays........coocuvvimninninninisenninencnenees 19
Figure 15. VRIHMD 133......... ruecersenesusernisnssnsantastestsesertasstsstsns R ttseeneassrasensensestetsssasens 19
Figure 16. CrystalEyes Shutter Glasses .......coveeirreeirrscncsiscsmsiiiinnissnsnssssssssesene 20
Figure 17. VR-1100 Stereoscopic Projection SyStem..........c.coevvvnvviiniiinininnienenninannnnas 21
Figure 18. VR-2000 Stereoscopic Projection SyStem.........coceueuiiiiiineinnnnnnnnneissnsncncs 21
Figure 19, BOOM 3C ViStal DISPIaY......o.coocerrerersmersssrssssssssssssssssesssesssess s 22
Figure 20. BOOM 3C TTaCKiNg ......cccceremrrmsesesesnensnnasscseseestossissesisisiisiismnsasasasassnssssee 22
Figure 21. CyDerface 4........cuoueveierereeeininieienessessisssnssstststsesissesntassssssasssasasssnssssssssnes 23
Figure 22. Fakespace Simulation SYStem.........cccovurererereneinnesicneininiininnennienenssnsssnenes 23
Figure 23. PUSH ...ttt sttt sasssssasasasasassssensnssesens 24
Figure 24. Virtual WindOW ...ttt 25
Figure 25. HDVD OVEIVIEW.....cuovvmierirrieirnntninistenssssseseseseeessssssssisssssssasssasnsassssess 33
Figure 26. Xenotech Autostereoscopic Display OVErview...........cccooeeececcuiienneninnieninennes 42

xi




Figure 27.
Figure 28.
Figure 29.
Figure 30.
Figure 31.
Figure 32.
Figure 33.
Figure 34.
Figure 35.
Figure'36.
Figure 37.
Figure 38.
Figure 39.
Figure 40.
Figure 41.
Figure 42.
Figure 43.
Figure 44.
Figure 45.
Figure 46.
Figure 47.
Figure 48.
Figure 49.
Figure 50.
Figure 51.
Figure 52.
Figure 53.
Figure 54.
Figure 55.
Figure 56.
Figure 57.

ADL- Lttt ettt b s et n e e n b 53
WIZRETAC ...ttt 54
FaSITAK ..vevveiieiecictesee ettt e bbb 54
Y010 -1 1 (OO OSSPSR 54
INSIAELIAK ....vveeevrecieeeree ettt s bbbt st e e a s b e aa e e an e 54
URLATAK ..ccuvecvecreeierveceesieesae st caessseseeesessasessessnasbe s beensesbssassasssssnssanesasassos 55
FIOCK Of BITAS ..cvveiveerrecieeereeieeirresteeseseesreenee e s snb ettt sas s be s b enns 55
PC/BIRD ...ttt e ettt e s e essesssas s s st s eb s sns e naenis 56
SPACEPAA. ...ttt 56
CYLEITTACK 3.2 .ttt 57
WayfINder-VR ......ccoriiiiiniiiinniiseneiere ettt 57
MOUSE-SENSE3D.....cceirreierreereesreererestiresesaes bbb asss e s e s s seeae s 57
SELSPOT IL.....cooovrrurrrnccunncrinne. ettt 58
OPTOTRAK 3020.....c0ccueeereeererrenseesressesseseesteseesessessessessosessissessesessssasesssenss 58
MACRESIEX ..vvivrireiriereerreeeeeseeesressessesetosassasesnessssnesaessnssasssasansrssesesanesnesssnsanns 58
DYNASIZHL ....cirtriieiriineriiteii et e 59
Head/Hand XYZ Tracker .....c.cocceeeureeeiriineinieniinincnnisinsnessesnsssssnsssssssesas 61
Working Volume for Freepoint Trackers........cccovuveveeennnieinienenennnciiecenes 62
Logitech 3D MOUSE .....cceuruimrreiitiiitiiniestnsensestsisssssesse ettt sessssesesnsene 62
LC Technologies EyeGaze SYStem ........ccceveeinereenrenneennreseninninensesessesesnene 72
DPI 5.5 EYEtracker .......coccvveeruiveneisiesinnnnniiensenseeesnsssessessesssessessessssssesnenes 73
ACOUSLELION IL...c..eeieiceeeeerrrscercrceieeteetins sttt ae s e s s e s e e e s e e anaas 85
RSS-10 Sound Space ProCessor ..........cccoeveirvinneinienenininenennneseenessesesnsensnens 89
SDX-330 Dimensional EXpander..........cccccvvenuenreneiniininnienieceesnnnnienesnnenne. 90
SDE-330 Dimension Space Delay.........cccceverrnerreinrnsiiinisensiinecnncennsnesnennes 92
Sth GIOVE ..ttt ssssntssnssae b essss s esesnsssnessesssansans 101
22-SenSOr CYDEIGIOVE .....ccoveueerevernrinneieenernceieeraetesesesssesesesaeessssasasssssssnes 102
Dextrous HandMasSter.........ccovieireeennninnenientiinneiicisisenessiesessessesseesssssssens 103
PINCh GIOVE ...ttt are e b nenens 104
Position Exoskeleton ATmMMAaSteT.........ccceeiererieneniensinensinninnsnnieseninennens 104
Immersion PROBE-MD ..ot cnnes 109

xii




Figure 58. Magellan 3D Controller.........cooiiiieininininicncncciniinne 110

Figure 59. RINEMOUSE ......cccovvirininiiiitninieeieisinns et s 110
Figure 60. Spaceball 2003..........cccoviiniiimininiiie 111
Figure 61. SpaceController ..........coiiieieieiiieinieieisiieie e, 111
FIgure 62. CTICKEL ....cvevveiiiiiiiiiiiiie e s 112
FIZUIe 63. EGG.....eouieiieeieeiinieciierie ettt b ettt 113
Figure 64. Human Hand Sensing Bandwidth ...........cooooiiinn 122
Figure 65. CYDErTOUCK ......ccocviiiiiiiiinte ettt 125
Figure 66. TOUChMASLET ........cococeuiiriiiiniiiniitirerereies ettt 126
Figure 67. TaCtOOIS SYSIEML.....c.cocoeiiririniiiiiiiurieteterereresse et sn st sasssisnesese s 127
Figure 68. Displaced Temperature Sensing SYStem .......ccovvvvecninncicnnineicnnisceninnen 128
Figure 69. Prototype Tactile Shape Display (Harvard University)..........ccccoeoeeeenenen. ... 131
Figure 70. Temperature Display (Hokkaido University)........ccooiuveruneunerneeserunssnssenannns 134
Figure 71. Tactile Display (Sandia National Laboratories) .........ccoccoeveevcneninecncninnicns 136
Figure 72. Programmable Tactile Array (TiNi AllOY).....ccoveenmnineiininereenieeecneniccnen, 137
Figure 73. Tactile Feedback Glove (University of Salford) .........ccoeocoveieinnnnnniccnes 139
Figure 74. Taxonomy of Manufacturing Grasps.........cceceveerrieruesesnssnensnencsisnisnsnsiisnnnes 143
Figure 75. 4 DOF Force Feedback MasSter..........cccoevirmrinteiinininininieninenecienecseescsncnene 146
Figure 76. Force Exoskeleton ATMMAaSter.........ccoeveerreniiienmsnsnsesescsesnensnncsiseniine 146
Figure 77. Impulse Engine 3000........cccccovviieiniiieennnternnesseciinsstssesesssnsessenssessenss 147
Figure 78. Laparoscopic Impulse ENgINe ..., 148
Figure 79. INLETaCtOr.......cccviviiiniimiriinaeresesteesteeenesssetssstssesestsesasesastsstsseasasanesnsnses 149
Figure 80. Interactor CUShion .........ccieieuiniiiiinmniniicienen st 149
Figure 81. HaptiCMASIET .....ccouiverirreeierinteterenee ettt sne et ses et sasssss s 150
Figure .82. Hand Exoskeleton Haptic Display (HEHD).........cccccceeiveuennnnnens ceeeeseeesanens 150
Figure 83. PER-Force 3DOF ........cccoviviriirincncnecncnenn. erevenerenererete st s s sn s se et easanans 151
Figure 84. PER-Force HandCONtIONET ..........coeeeuiirienienierientetntetestennes e 152
Figure 85. PHANTOM ......cocoiiiiiiriiineicteneenne st s eenens e ssssstessesesssesassnasessensenes 153
Figure 86. SAFIRE ...ttt sttt s 155
Figure 87. Robotic Graphics Proof-of-Concept System OVEIVIiew .........ccevuveueennesenecne. 156
Figure 88. Robotic Graphics Proof-of-Concept SYStem..........couvuveeinnnierescniensieseeenace. 156

xiii




Figure 89. Elbow Force Feedback Display (Hokkaido University) ........cocoouvccuniiennes 158
Figure 90. MSR-1 Mechanical Master/SIave...........ccocoveviveinininiiiiniiniiiin 161
Figure 91. 7 DOF Stylus (McGill UniVerSity) .....coovueveveummereiiiiiiiiiiiiiiiiiins 162
Figure 92. Pantograph (McGill University).......coocemeeeunneneiiincsnsiniiiiiiinnes 162
Figure 93. Cartesian 6 DOF Force Feedback Manipulator (MITVAIST) .......ccccccevenee 164
Figure 94. 4 DOF Force Reflecting Manipulandum (Northwestern University)........... 164
Figure 95. Second Generation Rutgers Master..........ccceeeeeciiiiiiiiinninnes 166
Figure 96. Virtual Knee Palpation SYStem .........ccouimrieinininccniiiniiiiiincnes 167
FIgUIe 97. SPICE ......voveirireeiriercrieicietie ettt bbb 168
Figure 98. SPIDAR .......cccceueriurrieiirininieteresee e sssssss ettt sas s esnensssesesnensasssssnes 170
Figure 99. Molecular Docking Virtual Interface .......cocooeeeivnininnninnineniinni 172
Figure 100. Operation of the Atomic Force Microscope Virtual Interface ................... 174
Figure 101. Pen-Based Force Display (University of Washington) .............ccccc.eeesvuee.. 175
Figure 102. High Bandwidth Force Display (University of Washington)..................... 176
Figure 103. ACTOMIIM .....ccuiviriirirririinterenen ettt 188
Figure 104. CyberPak ..ottt 188
Figure 105. CYDEITTION. .....ccocerimimimiirerirnnrntns sttt sttt s 189
Figure 106. DreamGHAeT .........ccociruinirermninteeinninissestseesssctstnisnisti it 190
Figure 107. X-0tron VR....cccviiiiinineriininnninnsnnecssessssisissieiinsncsssesssssssssnennes 190
Figure 108. SUPEILION ......ccivivueuermsierireresntesessnsnssssenesssestsasseststsasissstsussssnsssassssssasnns 190
Figure 109. PemRAM 3 Axis Motion Base.........ccocvevnieninnencniiicnnniininiininnnn 192
Figure 110. PemRAM 6 Axis Motion Base..........ooirueeiomncccniiiiniininiiccne, 192
Figure 111. PemRAM Surfing Demonstration SyStem .........ccceovevieiresinirncesncssenenene, 192
Figure 112. SIMUPOQ .....cuoveueeerenrecsincnincssiississsenssssnss s sssssesssssssssssssssssssssasssesssscaces 193
Figure 113. IST Treadmill Locomotion DEvVICe .........eeeiieienininininiiereencncscscsisisanns 195
Figure 114. UNIPORT ...ttt s ssssssssessssssssssssnsanes 196
Figure 115. TREADPORT.......ccciitiiniiereieninnietsteisesssssesisesissssensssssssscssasssasssssnns 196
Figure 116. Individual Soldier Mobility Simulator ..........cccccviiinininncscnescscicnniiiinene, 197
Figure 117. LOCOSII ....coviiiiniiinieetee sttt 198
Figure 118. LocoSim Boot AttaChments ..........ccccoeieieinreiennneniennneeencccsesinesaacns 198
Figure 119. Haptic SimUlAtOr........ccovvemerririeeeniecsnniessnsessiesst et 200

Xiv




Figure 120. Cyber Air Base ......coceueirereiimieriiiiniii e 201

Figure 121. CYDErChair ......cvivemeierieiiseicicreiiint s 203

Figure 122. CyberMotion Interactive Motion S€at..........ociuiiirmmiiieiniiniiimcicnnnnncinne, 204

Figure 123. INELISEAL......c.cvruerieiiieirieiseiei st 204

Figre 124, SIM245 ...ttt bbb 205

Figure 125. Personal Motion Platform (PMP).......cccoiiiiiiiiiciin 206
XV




List of Tables

Table 1. Visual Display Device Types and Technologies.........cocuvreenniiiiinnccnnn 7
Table 2. Characteristics of Commercially Available Display Devices..........c.cccooevrennnns 11
Table 3. Tracking TeChNOIOZIES .....c.cccovevirimiinininteie et e 49
Table 4. Characteristics of Commercially Available Tracking Devices.......................... 51
Table 5. Threshold Values in Free Field (MAF) and Earphone Listening (MAP).......... 82
Table 6. Threshold as a Function of Subject’s Age and Stimulus Frequency ................. 83
Table 7. Characteristics of Commercially Available Auditory Products ........................ 86
Table 8. Range of Motion for Hand, Arm, and Shoulder Jointsa..........cocoeeeeeiecnnnincnss 98
Table 9. Characteristics of Commercial Available Glove, Body Suit, and

Hand/Arm Exoskeleton Input Devices ........occeveviiieimninennnininiinceninceen 100
Table 10. Characteristics of Commercially Available 3-D Point Input Devices........... 108
Table 11. Tactile Feedback Actuator Technologies ..........cceveueeiieniinrenrinieniiinienieneeeas 119
Table 12. Functional Features of Cutaneous Mechanoreceptorsa ........ocoeeveeveniecrienene. 120
Table 13. Stimulus Thresholds for Strain ... 121
Table 14. Characteristics of Commercially Available Tactile Displays...............cc....... 124
Table 15. Force Feedback Actuator Technologies .........ccccovevuiemerinninniensiniesienciinnennens 141
Table 16. Variability of Forces Exerted in Human Grasping........ccccoceevveenieneninencnnes 142
Table 17. Characteristics of Commercially Available Force Feedback Devices........... 145
Table 18. Characteristics of Commercially Available Self-Motion Products ............... 187
Table 19. Characteristics of Commercially Available Passive-Motion Products.......... 202
Table 20. Olfactory Delivery Technologies...........ccoccoueenrrennreruernancnnan ORR— 210

Xvii




EXECUTIVE SUMMARY

This report reviews current virtual environment (VE) interface technology, that is,
the technology that allows a user to interact with a computer-generated synthetic environ-
ment. The goal for developing VE systems is to provide a user with multimodal, highly nat-
ural forms of computer interaction. Thus, the interface technology plays a critical role. By
looking at over ninety available commercial products and nearly sixty ongoing R&D
efforts, this report builds a picture of current interface technology capabilities and discusses
how these may change in the next few years.

Why has so much recent interest focused on VE systems? Quite simply, the poten-
tial of these systems is enormous. First of all, they offer a more intuitive metaphor for
human-computer interaction. The user can exploit his existing cognitive and motor skills
for interacting with the world in a range of sensory modalities and, in many instances, the
experience he gains in the VE is directly transferable to the real world. Also, VE technology
opens up new application areas that, hitherto, have been too expensive, too dangerous, or
simply impractical. While current examples of VE applications range from surgical training
systems to futuristic adventure rides, the full scope of possible applications for VE systems,
and their potential benefits, is still to be determined.

The technologies that are discussed are those relating to visual, auditory, tracking,
primary user input (that is, glove-based, exoskeleton, joystick, trackball, 3-D mouse, and
pen-based input), haptic, full-body motion, and olfactory interfaces. The role of visual
interfaces is obvious and needs no discussion except to point out that humans are strongly
oriented to their visual sense, even to the extent of giving precedence to the visual system
if there are conflicting inputs from different sensory modalities. While tracking is a type of
interface that is largely transparent to the user, it is critical in keeping the VE system
informed about user movements so that sensory inputs can be correlated to the user’s posi-
tion. Auditory interfaces can play a key role in providing informational inputs to the user,
increasing the realism of a simulated environment, and promoting a user’s sense of pres-
ence in a VE. In addition, they are used in sensory substitution where, for example, a tone
is sounded to indicate when a user comes “in contact” with a virtual object and so substitute
for the sense of touch. The term primary user input interfaces is used here to refer to those
means whereby the user provides direct input into the VE system, for example, commands
that control the operation of the system. Haptic interfaces provide the tactile and kinesthetic
feedback arising from user contact with objects in the environment. Full-body motion inter-
faces fall into two categories. Active self-motion interfaces allow a user to move freely
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through an environment, for example, walking over various types of surfaces or climbing
stairs as necessary. Passive motion interfaces reflect the use of some type of vehicle to move
a user through the environment. The final interface technology to be discussed is that of
olfaction, where odors are used to provide the user with additional sensory cues about his
environment.

At the present time, visual, tracking, and primary user input interfaces are the ones
best suited for practical VE applications. In each of these cases, there is a solid basis of
commercial products for potential users to choose from. Auditory interface technology is
on the verge of becoming ready for use in practical applications. Indeed, increased use of
auditory interfaces is the major change anticipated in VE interfaces in the next couple of
years. Haptic interface technology still is largely in the research domain. Although various
haptic feedback devices have been developed and a few have been used in prototype appli-
cations, the only practical use of haptic interfaces that is expected to occur within the next
two to three years is with devices that are purpose-built for highly specialized applications.
Widescale use of this technology is unlikely within the next five years. With respect to full-
body motion interfaces, there are several entertainment systems that support limited types
of highly specialized movement. Support for more general types of active user movement
is exclusively a research topic with a variety of different approaches being investigated. The
next few years likely will see continuing work of this type, perhaps with some prototype
applications being developed. Active motion interfaces are not expected to become suitable
for general use within the next five to seven years. Current work on interfaces for passive
motion is focusing on a new breed of motion chairs, which will probably become widely
used by the entertainment market in the near future. Olfactory interface technology is the
least mature of all the technologies discussed here and unlikely to see practical usage within
the three to five year timeframe.

All current VE interface technologies suffer from some limitations, even the more
mature visual, tracking, and primary user input technologies. In no instance does the inter-
face technology match human capabilities for the relevant sensory modality.

In the case of visual interfaces, head-mounted displays (HMDs) are the primary
means of achieving an encompassing visual volume. HMDs suffer from several problems,
with the most serious limitations being:

 Inadequate display update rates when responding to user head movements.
« Inability to provide both high resolution and a broad field of view.

» Weight that imposes an inertial burden and low levels of comfort that prevent
prolonged use.

All these problems are well recognized and the first two are likely to be substantially
reduced in the next few yearé with advances in liquid crystal diode (LCD) technologies.
While smaller, lighter weight displays will help to reduce overall HMD weight, the neces-
sity for bulky optics means that weight will continue to be a problem. A former problem,
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the expense of commercial HMDs, is becoming less serious as more low cost devices are
becoming available, although these require the user to make some compromises in resolu-
tion and/or field of view.

So far passive glasses have not been widely used in VE applications, although new
microelectronic fabrication techniques for creating polarizing filters at the pixel level may
change this trend. Shutter glasses are quite widely used, usually with cathode ray tube
(CRT) or projection displays. Here again, advances in LCD technology are likely to see an
impact as LCD displays with faster switching time will help in reducing crosstalk prob-
lems. There is much research and development in the area of autostereoscopic displays and
a small number of products is likely to come to market in the next two to three years. Retinal
displays are a new topic of research and development. While they have the potential for pro-
viding a fully encompassing visual display without the weight and limited resolution and
field of view of current HMDs, it will likely be some years before these become available
for practical use.

Systems for tracking head, hand, and body movements are available and many have
seen widespread use. Even so, low latency, high accuracy systems for tracking in noisy,
unprepared environments do not exist. The most serious shortcoming of current technology
is the following:

» Inherent limitations in some combination of accuracy, intrinsic latencies, work-
ing volume, susceptibility to interference of obscuration, and cost.

Again, these are well-recognized problems that are expected to be the focus of near-term
research and progress, especially for magnetic trackers, is expected. The most significant
improvements in tracking performance, however, are expected to come from the use of
hybrid trackers where many of the limitations inherent in a particular technology can be
overcome. Only limited research is being performed on wide-area trackers and this type of
tracking interface is not expected to see widespread use any time soon.

Eye tracking also is a less mature type of tracking technology. The major problems
appear to relate to accuracy and intolerance to user head movements. The increased use of
multimodal interfaces (in both VE and non-VE applications) that can benefit from the abil-
ity to monitor the direction of the user’s gaze, however, is opening up new potential markets
that should encourage further development of this type of interface technology.

A number of 3-D sound processors that can be used in VEs are commercially avail-
able. These range in capability from systems for use with PCs, to high-end professional
audio systems. However, a number of questions need to be answered and further research
done before virtual audio can become a practical tool. Serious limitations are the following:

« Inability to represent sounds as being located in front of the user and to adjust
sound spatialization to head movements. '

» Inadequacies in acoustic signal generation.
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Near term work is expected to focus on these areas, continuing to improve the realism and
full-surround capabilities of the technology. Crucial support for this work will come from
the development of improved algorithms, based on a more thorough understanding of how
humans perceive sounds. As digital signal processing becomes less expensive, virtual audio
is likely to become more widespread; it is expected to become a common component of VE
systems within the next five years.

The development of glove-based devices for user input is an area of current growth.
The set of available products do allow the use of natural hand gestures for certain, limited
interactions with a VE but the primarily shortcoming remains:

 Limited joint resolution and poor discrimination between gestures.

While improvements in sensor technology might help reduce this problem, it is likely that
advances in software-based gesture recognition will play a more important role. Gloves
already are a fairly common VE input device but their use is expected to become more
widespread as gesture recognition capabilities improve. There seems to be little ongoing
research looking at the use of exoskeleton-based devices and these are not expected to be
widely used, but limited to highly specialized applications.

A fairly diverse range of 3-D mouse-based, joystick, trackball, and pen-based input
devices is available. These products represent mature technology and, while new products
may appear over time, no major changes in this area are expected.

Tactile and force feedback interfaces for VEs have been able to exploit previous
work in the areas of, respectively, sensor substitution devices for the disabled and teleoper-
ation. Both represent active areas of research and development. In the case of tactile inter-
faces, researchers are investigating how to provide contact force, slip, texture, vibration,
and thermal sensations. Products intended to simulate contact forces that occur when a user
touches a virtual object and products that provide temperature feedback are already com-
mercially available. The ability to support other types of tactile sensation is more problem-
atic. In addition to shortcomings in tactile interface hardware, much work is still needed in
developing the software models needed to drive the generation of tactile signals. The major
limitations in the area of tactile feedback can be summarized as follows:

« Limitations in the ability to represent surface characteristics such as texture,
local shape, and slip.

« Inability of devices to present a range of tactile sensations.
» Limitation of tactile feedback to small areas.
 Lack of models and algorithms for efficient generation of tactile signals.

As stated, this is an active area of research and much progress is expected over the next few
years. Nevertheless, although several prototype applications are expected, tactile interfaces
are unlikely to see common use within the next two to three years. Practical applications
should start appearing shortly thereafter.
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The majority of current force feedback devices can be distinguished as exoskeleton
devices that deliver forces to the shoulder, arm, or hand; tool-based devices that deliver
forces to the hand via a knob, joystick, or pen-like object held by the user; thimble-based
devices that deliver forces to the user’s fingertips; or robotic graphics systems that move
real objects into place to provide natural forces to the user. Each type of device is limited
in the type of interactions it can support. Consequently, although several devices are on the
market, each provides very different capabilities and is suitable for different types of appli-
cation. The serious limitations of force feedback interfaces are, in many respects, similar to
those given for tactile interfaces:

+ Inability to provide force feedback for a variety of different VE interactions.
 Limitation of force feedback to a restricted number of joints.

« Intrusive nature of force feedback devices and their constraints of user move-
ment.

¢ Lack of common models and algorithms for efficient generation of kinesthetic
signals. ’

This too is an active area of research where technology advances can be expected to occur
in the next five years. It is likely, however, that initial advances will be application-specific,
largely in the area of medical applications where there is much interest in supporting the
simulation of surgical procedures. Only a couple of the current devices have seen any prac-
tical use and more widespread use is not foreseen in the next few years.

A number of approaches and devices have been developed to facilitate a user “mov-
ing” through a VE. The simplest, and most common of these, is for the user to point in the
desired direction and for the visual scenes to be adjusted accordingly. A number of enter-
tainment systems provide highly specialized interface devices allowing, for example, the
user to simulate hang gliding or sledding. Unfortunately, there has been little progress in
providing more general interfaces that allow a user to simply walk or run through a VE.
Technology that can support a user moving through a large area or across a surface with
varying characteristics has only recently begun to be investigated. A number of diverse
designs for interface systems have been proposed and a few prototypes built, using both
mechanical and non-mechanical approaches. While such systems may see use as advanced
prototypes, none are expected to come into common practical use within the next three to
five years. The potentially large entertainment market also has fostered the development of
passive motion interfaces. In the last year, several motion chairs have been developed that
employ techniques ranging from inflatable chair cushions to motion bases in order to pro-
vide the user with a sense of motion. These devices may become widely used for a diverse
range of low-cost simulators.

Attention only recently has turned to providing olfactory cues for VEs. There are a
few commercial systems available, but none of these is capable of full control of the user’s
breathing space. Some prototype systems that do provide such control, at least one of which
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is intended to be portable, are being developed. Nevertheless, the demand for olfactory
interfaces is relatively small and this technology is expected to mature slowly and not
become practically available in the near future.

In addition to further research and development on actual interface hardware and
software, all the areas of interface technology discussed in this report will benefit from a
better understanding of the role of sensory cues and human perceptual issues. This
improved understanding not only is required to know how sensory cues can be delivered or
simulated, but when and how they should be used. This is not to say that full fidelity of sen-
sory cues is the ultimate goal. Even if achievable, high levels of fidelity would be expensive
and not always desirable. What is needed is to determine the fidelity required for specific
applications and how best to satisfy those requirements.
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1. INTRODUCTION

This report reviews virtual environment (VE) interface technology from the per-
spective of the user, that is, the devices and requirements that are imposed on the user in
order to interact with a VE. In this report the term VE is used synonymously with virtual
reality and synthetic environment. There is no widely accepted definition of the term, and
the approach chosen here is to describe a VE system as a computer-generated world with
which the user can interact with the purpose of altering the state of the user or of the com-
puter (Durlach and Mavor, 1995). The intent is to provide the user with a meaningful envi-
ronment with which he can interact in a natural, multi-modal manner. For example, in a
medical training application, a surgeon can practice particular surgical procedures on a vir-
tual patient. In addition to visual images, the surgeon’s major form of interaction with the
system is by means of specially-modified versions of his customary instruments that pro-
vide realistic haptic feedback sensations as the surgeon manipulates virtual body tissues
(Hunter et al, 1993). A virtual prototyping application might surround a designer with the
visual representation of a new Space Station design which he could then move through to
determine the ease of access to critical maintenance hatches. In this case, the major form of
interaction would arise through the user’s body movements, not only in walking to different
parts of the space craft, but in seeing whether he could reach a given bolt with enough
maneuvering space to exert the necessary torque to release it (Tanner, 1993).

Both of the above examples are representative of immersive VE systems, where the
user is essentially surrounded by the virtual world to the exclusion of the real world. VE
systems may also be non-immersive. In this case, the user views the virtual world indirectly
through a computer monitor or some other display and, typically, interacts with the VE
using more traditional keyboard, mouse, and trackball interfaces. A third alternative is aug-
mented reality systems where the virtual world is superimposed over the real world. Here
the intent is to supplement the real world with useful information, for example, guidance in
performing a real world task. This report focuses on interface technology for immersive VE
systems, although some of the material also is applicable to non-immersive and augmented
reality systems. '

Why has so much recent interest focused on VE systems? Quite simply, the poten-
tial of these systems is enormous. First of all, they offer a more intuitive metaphor for
human-computer interaction. The user can exploit his existing cognitive and motor skills
for interacting with the world in a range of sensory modalities and, in many instances, the
experience he gains in the VE is directly transferable to the real world. Also, VE technology




opens up new application areas that, hitherto, have been too expensive, too dangerous, or
simply impractical. The examples already given illustrate cases where previously unavail-
able training and practice opportunities can be provided without risk to actual patients, and
how critical design decisions can be checked early in the design process without the con-
struction of expensive physical mock-ups. A VE system can also be used to simulate a
world not based on reality, or a world distorted in some meaningful way. For example, the
ability to manipulate the laws of gravity while observing the effect on objects offers a valu-
able tool for high school physics education (Dede, Loftin, and Regian, 1994). Research
chemists can benefit from a VE system that allows them to directly manipulate representa-
tions of binding forces between molecules (Brooks et al, 1990). The full scope of possible
applications for VE systems, and their potential benefits, is still to be determined.

In some respects, VE systems are not new. Aircraft simulators have been in use by
the Department of Defense (DoD) and the airline industry for many years, and are an obvi-
ous example of what are now called VE systems. In general terms, any computer simulation
is itself a VE, although the user interaction with such simulations historically has been very
restrictive. The primary innovation in today’s VE systems lies in the user interface, that is,
the ability to support multi-modal interaction with a simulation.

Before continuing, it is important to note that VE technology is still in its infancy.
Instances of all the mentioned examples already exist or are under development and there
have been VE systems that have demonstrated practical effectiveness (see, for example,
(Hancock, 1993), (Magee, 1995), and (Finch et al, 1995)). Nonetheless, current systems are
quite primitive, particularly with respect to their user interfaces. Not only are advances in
interface hardware and software required, but a better understanding of many user issues is
needed. Without question, VE technology is promising, but one that has yet to fully mature.

1.1  Purpose

One of the major recent publications in this field is the National Research Council’s
review of VE scientific and technological challenges (Durlach and Mavor, 1995). Prepared
at the request of a consortium of federal government agencies, this review provides a over-
view of the current state of research and technology, a summary of major applications areas,
and recommendations intended to guide a “rational and systematic development” of the
field. Recent books, most notably those by Burdea and Coiffet (1994) and Barfield and Fur-
ness (1995), also provide excellent descriptions of the current state of VE technology and
how these technologies work. The purpose of the current work is not to repeat any of these
previous efforts, but to provide a supplement to that work. Focusing exclusively on VE
interface technology, it describes some currently available commercial products and some
current research and development efforts. This information provides a baseline against
which the current state of art can be extrapolated to predict how VE interface technology
might evolve over the next few years. In addition, the descriptions of available products are
expected to provide a useful resource to potential consumers, while the descriptions of on-




going research and development efforts might serve to help researchers keep abreast of the
overall directions of current work.

1.2 Scope

The interface technologies that are discussed are visual, auditory, tracking, primary
user input (that is, glove-based, exoskeleton, joystick, trackball, 3-D mouse, and similar
device-based input), haptic, full-body motion, and olfactory interfaces. The role of visual
interfaces is obvious and needs no discussion except to point out that humans are strongly
oriented to their visual sense, even to the extent of giving precedence to the visual system
if there are conflicting inputs from different sensory modalities. While tracking is a type of
interface that is largely transparent to the user, it is critical in keeping the VE system
informed about user movements so that sensory inputs can be correlated to the user’s posi-
tion. Auditory interfaces can play a key role in providing informational inputs to the user,
increasing the realism of a simulated environment and promoting a user’s sense of presence
in a VE. In addition, they are used in sensory substitution where, for example, a tone is
sounded to indicate when a user comes “in contact” with a virtual object and so substitute
for the sense of touch. The term primary user input interfaces is used here to refer to those
means whereby the user provides direct input into the VE system, for example, commands
that control the operation of the system. Haptic interfaces provide the tactile and kinesthetic
feedback arising from user contact with objects in the environment. Full-body motion inter-
faces fall into two categories. Active self-motion interfaces allow a user to move freely
through an environment, for example, walking over various types of surfaces or climbing
stairs as necessary. Passive motion interfaces reflect the use of some type of vehicle to move
a user through the environment. The final interface technology to be discussed is that of
olfaction, where odors are used to provide the user with additional sensory cues about his
environment.

The scope of the work reported here was limited by available resources. Invariably,
the choice was made to focus on technologies that are specific to VEs at the expense of
those that are well-defined areas in their own right. Accordingly, speech recognition and
generation, natural language processing, gesture recognition, computer image generation,
and cabin simulator technologies are not covered here. Similarly, application-specific inter-
face devices, such as special-purpose knobs and switches, or steering wheels, are excluded.

With respect to research and development efforts, the focus is on ongoing work. No
attempt is made to provide complete references to earlier efforts, although some mention
of previous work is made where this directly impacts the current work discussed.

1.3 Limitations

The commercial products and research efforts discussed in this report were identi-
fied from a number of sources. In the case of products, the prirriary sources were published
lists of vendors and advertisements found in several of the trade magazines. Research
efforts were primary identified from researchers already known to be active in the VE field
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and the technical literature. The resulting information should not be regarded as compre-
hensive, but rather as providing a representative sampling of the available products and
ongoing research. In particular, work that is regarded as proprietary, or unpublished for any
reason, was unlikely to be identified.

The VE field is an active and fast-moving one and, therefore, the information con-
tained in this report potentially has a short half-life. In each case, the product and research
descriptions have been reviewed by the applicable vendor or researchers’. Accordingly, the
details reported were accurate prior to the release of this report but subsequently may have
changed. Ideally, the same details would be provided for each commercial product of the
same type. While attempts were made to preserve consistency wherever possible, in some
case the desired information was unavailable.

1.4  Organization

The following sections of this report discuss each of identified types of interface
technology in turn. Where applicable, these discussions start with an overview of capabil-
ities of the relevant human sensory systems. This material not only builds a picture of the
psychophysical interactions that take place, but indicates some requirements for particular
interface devices. Short descriptions of commercially available products are followed by
descriptions of on-going research in the area. The discussion of each technology area is
concluded with a summary discussion and some statements of expectations for technology
advances in the next few years. The report closes with a concluding section that provides
an overall picture of the major limitations in current VE interface technology and gives
some projections on how this technology is expected to advance in the near future.

I All specification data was supplied by the vendors and researchers concerned, and was not subject to
independent analysis.




2. VISUAL INTERFACES

A VE imposes a number of requirements for visual displays. The most significant
of these are stereoscopic vision and the ability to track head movements and continually
update the visual display to reflect the user’s movement through the environment. In addi-
tion, the user should be surrounded by visual stimuli of adequate resolution, in full color,
with adequate brightness, and high-quality motion representations. These requirements are
extremely demanding, given the capabilities of current displays and computing platforms,
although progress is rapidly being made.

Another major challenge is the provision of display hardware that is not only capa-
ble of providing the necessary quality at an acceptable cost, but that minimizes the impact
on the user. Currently available displays for immersive VEs typically require the user to
wear a head-mounted display (HMD) or some form of special glasses. These introduce a
range of new issues, such as ergonomics and health concerns, which are particularly critical
in the case of HMDs.

There are a very large number of different techniques for providing stereoscopic
vision. These fall into the general categories of HMDs, active (shutter) glasses, passive
glasses, and autostereoscopic displays. Present-day HMDs use a technique in which each
eye is provided with a separate display, together with optics that magnify the image and
allow the user to focus at some depth other than the surface of the display screens. The dis-
plays and associated optics are mounted in a helmet type device, often with a position track-
er and headphones attached. A new version of an HMD, now in the research stages, is based
on the retinal display, in which images are not displayed on a screen, but are created by
directing a beam of light (such as from a laser) to the retina of the eye.

A similar, but less encumbering alternative is the use of special glasses. In active
glasses, electronic shutters are mounted in the place of the lenses of eyeglasses and, hence,
these devices are often called shutter glasses. The shutters are monochrome LCDs that are
used to display an opaque image to one eye and a transparent image to the other, continually
switching between eyes. The user looks at a cathode ray tube (CRT) monitor or projection
screen that shows left and right images as sequential fields, and that also generates a syn-
chronization signal (such as from an infrared emitter) that controls the timing of the shut-
ters. Passive glasses, on the other hand, use an approach in which perspective views for each
eye are encoded in the form of either color (for example, red for one eye and green for the
other) or polarization of the light, with the “lens” for each eye containing a filter that passes
only the appropriate image intended for each eye.




Autostereoscopic displays do not require the user to wear any form of display or
special glasses, although a head tracker may be needed. A variety of techniques are used.
In some systems, lenses behind or in front of a display screen focus the image so that each
eye necessarily sees a different image. In other systems, barriers such as vertical bar in front
of the display prevent both eyes from seeing the same image. Another approach uses beams
of light to scan a 3-D volume that serves as a projection screen, with the beams reflected to
display a pixel at a given coordinate.

The relative strengths and weaknesses of all the different types of devices, and the
accompanying technologies, are summarized in Table 1.

Relatively little is known about the conditions that provide a sense of immersion in
a virtual environment. While stereoscopic vision is generally considered to be necessary for
true 3-D vision and a sense of immersion, the capability of changing the visual image in
response to head movement (as occurs in a real environment) may be more critical for 3-D
vision than stereopsis in some conditions. For example, in one experiment (Ware, Arthur,
and Booth, 1993), subjects made more errors in a task requiring 3-D vision when a stereo-
scopic display was used without head-coupling than when a head-coupled monoscopic dis-
play was used. (The fewest errors of all were made with a head-coupled stereoscopic
display.)

This section continues with an introduction to the human visual system that presents
those aspects of the visual sense that have an impact on display requirements. Commercial-
ly available display devices, intended for use with VEs, are then described, followed by
descriptions of on-going R&D in this field. The section finishes with a summary of the cur-
rent status of technology in VE visual displays and gives some projections for expected
advances in the next few years.

2.1 The Human Visual System

The human visual system is very complex and only partially understood. It is clearly
powerful with a very high bandwidth and remarkable ability to resolve detail, color, texture,
and depth. The visual system also involves substantial capabilities for processing informa-
tion and complex networks of neurons in both the eye and brain are devoted to visual pro-
cessing (Hubel, 1963). Vision is generally considered the most dominant sense, and there
is evidence that human cognition is oriented around vision, with people often using visual
imagery as mediating representations for thought (Kosslyn, 1980; 1994). Thus, it is natural
for high-quality visual representations to be considered critical for VEs.

The visual system consists of the eyes, certain pathways and intermediate process-
ing centers that carry visual information from the eyes to the brain, and the visual cortex of
the brain. Light enters the eye through the cornea, a transparent bulge, and some proportion
of the incoming light passes through the pupil, a circular opening that is similar in form and
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function to the aperture of a camera. Muscles in the middle of the iris (the colored part of
the eye) contract to increase or decrease the size of the pupil. Light that passes through the
pupil enters the crystalline lens, a transparent structure that has muscles surrounding it that
can rapidly alter its shape, allowing the eye to focus on particular objects, a process known
as accommodation. Images are refracted by the lens and projected onto the retina, a thin
layer of neural tissue that makes up most of the eye’s interior (Davson, 1989).

The retina is often thought of as analogous to the sensor in a television camera that
converts light to electricity and does perform this function, but it is also a very complex
visual information processing system whose function goes far beyond creating electrical
impulses. The structure of the retina is complex, and consists of several layers, with one
layer devoted to photoreceptors, and others to concentrating and processing the output of
the photoreceptors. The photoreceptor layer itself is relatively complex: there are two main
types of photoreceptors, rods, of which there are approximately 120 million, and cones, of
which there are approximately 8 million. Rods are used primarily for night vision, have
poor sensitivity to detail, and are not sensitive to color, though they are extremely sensitive
to low levels of light. Cones have good resolution for detail and are sensitive to color. In
fact, there are three different kinds of cones, known as blue cones (with a peak sensitivity
at 435 nm), red cones (peak at 565 nm), and green cones (peak at 535 nm). The rods and
cones are not at all equally distributed in the retina: the fovea, an area of the retina upon
which the central image is projected, has a very heavy concentration of cones and very few
rods, while the periphery, or remainder of the field, has a heavy concentration of rods but
few cones, with the density of cones decreasing with the distance away from the center of
the fovea. As will be discussed later, it is possible to make use of this in the design of visual
displays that economically display information in color with high resolution in the fovea
and in black and white at low resolution in the periphery.

Complex circuitry in the retina, the lateral geniculate nucleus (a structure between
the eye and the brain that does preprocessing), and the visual cortex of the brain perform a
variety of processing. Some of this is concerned with color, while other circuitry is con-
cerned with shape. In particular, there are layers of neural tissue that process information
so as to identify increasingly abstract information. Thus, lower-level layers detect edges
(with some neurons sensitive to horizontal edges, for example, and others vertical), and
higher level layers detect more abstract shapes, such as curves that make up objects. Human
vision also is highly sensitive to both depth and motion perception. The visual system uses
a complex variety of information to determine the depth of an object, such as binocular dis-
parity and linear perspective cues.

The field of view is the angle that an eye, or pair of eyes, can see in either the hori-
zontal or vertical dimension. The total horizontal field of vision of both human eyes is about
180° without eye movement or, allowing for eye movements to the left or right, the total
field of vision possible without moving the head is 270°. The vertical field of vision is typ-
ically over 120°. While the total field is not necessary for a user to feel immersed in a visual




environment, there is a belief among some in the community that at least 90°, and perhaps
110°, is necessary for the horizontal field of vision.

Visual acuity is the ability of the eye to resolve two stimuli separated in space. This
measure is significant in that it has implications for image resolution: it is desirable for res-
olution to be sufficiently high that the ability of the eye to resolve stimuli, rather than the
resolution of an image being displayed, is the limiting factor. Visual acuity depends signif-
icantly on both luminance levels and whether the stimuli is presented in the fovea or the
periphery, with a difference of more than 20:1 between the high acuity seen with bright
light in the fovea and the poor acuity resulting from dimly lit stimuli presented in the
periphery (Mandelbaum and Sloan, 1947). In general, this reflects the much greater visual
acuity for cone cells as opposed to rods. Assessments of visual acuity vary substantially
depending upon whether they are determined by calculating the size of the retinal receptors
or experimentally by psychophysical measurements, with results ranging from 0.5 to 20
seconds of arc (Davson, 1989). It is common, however, in discussions of visual acuity and
its implications for display resolution, to use the more conservative figure of 30 seconds of
arc for the smallest resolution visible (McKenna and Zeltzer, 1992).

Visual simulations that work by rapid successive presentations of images to the
eye—as in the case of motion pictures, television, or computer-controlled displays—should
preferably have successive frames presented at or above a certain rate. This rate is the crit-
ical fusion frequency, the point at which stimuli are perceived as a continuous stimulation
(as fused) rather than distinct successive images (Davson, 1989). In general, the greater the
luminous intensity of a stimuli, the higher the frequency at which successive images must
be presented to avoid flicker. In the fovea, the critical fusion frequency is generally propor-
tional to the logarithm of the luminance of the stimuli over a wide range (0.5 to 10,000 tro-
lands). At high luminances, the critical fusion frequency is about 50-60 Hz, while at very
low luminances it may be as low as 5 Hz. In addition, the critical fusion frequency is pro-
portional to the size of the area of the retina in which the image falls, as well as other factors
(Landis, 1954). While flicker is undesirable—it is annoying, makes perception more diffi-
cult and presumably disturbs the sensation of immersion—there is typically a trade-off
needed between image complexity and susceptibility to flicker in systems with fixed com-
putational power, and in some applications it may be preferable to tolerate flicker at least
some of the time to gain increased scene complexity. Under most conditions, a 60 Hz
refresh frequency (used for television in the United States), will result in an absence of
flicker. According to McKenna and Zeltzer (1992), a rule of thumb in the computer graph-
ics industry suggests that below about 10-15 Hz, objects will not appear to be in continuous
motion, resulting in distraction.

The human eye is sensitive to an extremely wide range of light levels, about 12 log-
arithmic units. About 6 of these levels are under rod vision, while the other 6 are under cone
vision. However, the eye cannot operate at any given time across this entire range: instead,
the eye adapts to a given level of light, largely by mechanisms involving the light-sensitive
chemicals in the receptor neurons in the retina. Such adaptation is very rapid when light lev-
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els increase, but take on the order of minutes or tens of minutes when light levels decrease.
For a certain state of adaptation, the eye is sensitive to about two orders of magnitude of
brightness.

2.2 Commercial Products

The vast majority of current commercial products are HMDs. Such displays range
from high-end, expensive products such as the Cyberface 4, Datav1sor Ericsson HMD,
Fakespace Simulation System, and Stereoviewer 1, which have prlces around $40,000 to
$55,000, to medium-price systems such as the CyberEye, MRG Head-Mounted Displays,
and Private Eye, which have prices above $1,000 but less than $10,000, to quite inexpensive
consumer product displays costing less than $1,000, including the i-glasses!, and VFX1.
Other products described include CrystalEyes shutter glasses, the Virtual Window autoste-
reoscopic display, and the VR -1100 and VR-2000 passive glasses projection systems. The
major characteristics of many of these products are summarized in Table 2.

Before describing the commercially available products, it is useful to briefly discuss
the special optical system used in most HMDs. Marketed by Leep Systems, Inc., the LEEP
(Large Expanse Extra Perspective) Optical Viewer (also known as product ARV-1) is a
unique set of lenses that has become a de facto standard for stereoscopic vision optics in
the VE industry. It is a lens system that magnifies the images of the LCD or CRT displays
of a stereoscopic viewer, so as to increase the field of view of the display. A photograph of
the LEEP Optical Viewer is given in Figure 1.

The product is based on a design orig-
inally intended for use in stereoscopic pho-
tography (Howlett, 1983). At that time,
stereoscopic color photography was practical
only with very narrow (20° to 50°) fields of
view and the LEEP invention made possible
wide angle view capture for slides that must
be an eye-spacing apart. The strong positive
distortion needed to record a wide angle for ~ Photo courtesy of Leep Systems, Inc.
each eye introduces an additional lateral Figure 1. LEEP Optical Viewer
chromatism, in which optics refract a beam of light at a different angle if it is of a different
wavelength. The result of this, in the case of optics such as the LEEP, is differential mag-
nification depending upon wavelength, which is observed as red and blue fringes at the edg-
es of a field. The design of the LEEP lenses deliberately ignored the problem of lateral
chromatism. The camera and stereoscopic viewer both used the same complementing chro-
matism distortion lenses for original photography and for viewing. The chromatic aberra-
tion and distortion of the image stored on the film was corrected by an inverse aberration
distortion effect when the stereograph was viewed. The LEEP optics result in a wide angle
“fish-eye” lens system that, as a whole, does not distort the position of objects in the image.
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There is compression of the visual field that is a function of the angle from the center: the
further away from the center, the more compression.

A surprising aspect of the use of LEEP optics in HMDs is that although it was
designed to be provided with a deliberately distorted image, many users make no provision
for correcting such distortion. Several algorithms have been published for computing the
appropriate transformation, such as that by Kalawsky (1993), and product literature from
LEEP suggests correcting by making the red image about 1% larger linearly than the blue
image, with the green image in between. If the eyes have full range of movement, uncon-
strained by the HMD, the field of view possible with the LEEP optics is 140°. With most
HMDs, however, the eyes are normally constrained in their movement, with an effective
field of view from 110° to 130°, depending on the amount of constraints. The focal length
of the LEEP optics is 41 mm, and the entrance pupil diameter 60 mm. The LEEP optics
consist of three lenses per eye.

2.2.1 Datavisor Displays

'. From n-Vision, Inc., the Datavisor 10x and

:‘f'Speciiieaﬂon A .
" _Resolution 1280x 1024, 1.8arcmin ~  9ci devices are high resolution, wide field of
A F“°‘4;°§vg;§_ ;g‘;’;‘il!‘;”i?f 20°overlap. - yjew, color HMDs. They use a common dis-
. ‘Brightness 10fL 0 play system, that is, a pair of miniature CRT
S m“;}s‘a‘m‘: igomlm ~ .. displays with attached field sequential shut-
“Interpupillary Distance 56-86 mm adjustable - . terdevices. These shutters are electronically

. .:.Ima'gePlane.Focns'}1nﬁn_ity-»to‘0.5*m'___: T

-~ switchable light filters that allow only one
- color of light (red, green, or blue) to pass at
any instant. Video is provided as sequences

of fields for red, green, and blue, with the appropriate shutter filter activated at the appro-

priate field. The following video formats are supported for field sequential display: 1280 x

1024, 1280 x 960, 1025 x 946, 875 x 808, 640 x 480. The Datavisor 10x unit also supports

24 bit, 1280 x 1024 60 Hz monochrome. Further details are given in Figure 2. Price infor-

mation is available from the vendor.

Figure 2. Datavisor 10x/9ci

The Datavisor VGA, as its name suggests, supports VGA video formats for field
sequential display. It also differs from the Datavisor 10x and 9ci in resolution (640 x 480
pixels, 3.8 arc min) and field of view (50° diagonal). It supports standard 640 x 480 VESA
and 640 x 480 field sequential video formats.

The Datavisor 80 device also differs from the above Datavisor products in resolu-
tion (1280 x 1024 pixels) and field of view (120° horizontal with 40° overlap). It supports
the following video formats for field sequential display: 1280 x 1024, 1280 x 960, 1025 x
946, 875 x 808, 640 x 480. A final n-Vision, Inc. product is the Virtual Binoculars (VR-B),
which is a full color, high resolution, wide field-of-view, hand held display system designed
to emulate a wide range of commercial and military binoculars. Combining miniature full-
color image sources and precision optical relay assemblies in a lightweight housing, it is
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designed to offer the features and performance required to exploit the improved capabilities
of mid- and low-range fire arms training systems as well as high end graphics training sys-
tems at a competitive cost. The Virtual Binoculars supports standard 640 x 480 VESA and
640 x 480 field sequential video formats.

2.2.2 FS5 Head-Mounted Display

Virtual Research Systems, Inc. recently announced the FS5 HMD, a display specif-
ically designed to lower the cost of high performance VE. This HMD uses dual black and
white CRTs with color shutters, and a proprietary optical design that provides a wide field
of view with adjustable overlap. A standard 100% overlap allows a 55° diagonal field of
view, while reducing this to 50% overlap extends the field of view to 76°. The FS5 supports
full color, with field sequential RS-170 and 180 Hz RS-170 RGB. Close-cup high fidelity
Sennheiser earphones are suitable for use with 3-D spatialized audio. An optional F-Scan
converter drives the HMD from any mono or stereo VGA or RS-170 video source. Further
details are provided in Figure 3. The price for this product is $19,900.

g Speclﬁcatlon :

‘ Resoluhon ‘800 lines horizontal
Fleld of Vlew 559 dlag at 100% overlap, s

L e 760 diag: at 50% overlap

. Wexght 38 07"

. Bnghtness Adjustable

1 Contrast Ratio’
Interpuplllary Distance 52

w Image Plane Focus'

Figure 3. FS5 Head-Mounted Dlsplay

223 CyberEye 100M and 100S

S . ’ﬁ s SRR General Reality Company markets two active
G pecification . ‘
 Resolution. 420 x 230 plxels 3 2 arc - matrix LCD CyberEye products. The Cyber-

: Jmin. -~ Eye 100M is a low-cost HMD intended for
y
: ,Fleld of. Vlew 22.5° honz, 16. 8° vert ey . .
Weight 1407 ~~ . extended wear, while CyberEye 100S is a ste-
. Brightness AdJustable ' . reo version of the same. Both versions sup-

Com.rast Ratio :100:1.:

mtemupﬂlmy Distaice Adjustable - 1. " port use by a single user over an extended

. Tmagel Plane Focus ~12 ft, variable = period of time through variable focus and an
Photo courtesy ofGeneral Reahty Company. “ . adjustable interpupillary distance. Other
Figure 4. CyberEye 100M and 100S models are available for short-duration work

} with multiple users or for public arcade
games; these have fixed focus and locked interpupillary adjustments. The devices support
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NTSC video format. A photograph of the CyberEye display and specification details com-
mon to both the CyberEye 100M and the CyberEye 100S are given in Figure 4.

The price for the product, including audio, cables, and mounting equipment, is
$1,995 for the CyberEye 100M monoscopic system and $2,495 for the CyberEye 1008 ste-
re0scopic system.

2.2.4 CyberMaxx CM1800

CyberMaxx CM1800 is marketed by VictorMaxx Technologies. It is a helmet-
based HMD that uses a pair of color, high resolution 0.7 inch active matrix LCD displays,
one for each eye. The input is standard VGA and the unit can be used with IBM compatible
PCs, Macintosh computers, and with a variety of video game players. The device has
adjustable interocular distance and individual eye focus adjustments. Additional specifica-
tion details are given in Figure 5.

stplay Speclﬁcatlon

N Resolutlon 320 x 400 plxels
erld of View 58° honz &
£ Weight 14 oz 1
" Brightness Adjustable i
' Intexpuplllary Dlstance Adjustable g

PRl Prioto courtesy of VictorMaxx Technologies
Figure 5. CyberMaxx CM1800 Display

. The. HMD includes a sourceless, rea}l- T mckmg Spemﬁcatm G

time yaw, pitch, and roll head tracker and details Samphng Rate'75Hz /o

: : : Angular Resolution 0.1° headmg,O 1° tllt e

OI.I this componer}t of the. product are given in " Angular Range 360° horizontal, 45° vertical
Figure 6. The device also includes stereo speak-

ers with 0.1° angular resolution, 3 DOFs (yaw,

pitch, and roll), and a sampling rate of 75 samples/sec. Its price is $889.

Figure 6. CyberMaxx CM1800 Tracking

2.2.5 Dvisor Head-Mounted Display

Division, Inc., markets an active matrix LCD HMD that includes a Polhemus sensor
and stereo audio. Called the Dvisor HMD, this system uses a patented depixellation tech-
nology developed by MicroSharp, that is claimed to “eliminate the pixel grid without blur-
ring”’ (The pixel grid is that matrix of pixels that is visible as individual points with low-
resolution, wide field of view displays.) The optical system uses multiple aspheric lenses.
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The device is described as based on an advanced, balanced ergonomic design, and
designed for quick mounting and easy adjusting for any size head. Some further details are
given in Figure 7. The price for this product is around $7,000. An optional five button 3-D
mouse is available with the display.

R Speclﬁcatlon e

' Resolution 345 x 259 pxxels R
" Field of View- 105° honz 41°. vert R

Welght 8lb- 5 el

Bnghtness Adjustable

Photo courtesy of Division, Trc,

Figure 7. Dvisor Head-Mounted Display

2.2.6 i-glasses!

From Virtual /O, the “i-glasses!” is a color HMD that includes a pair of active
matrix LCDs and stereo headphones. This HMD is aimed at the consumer market, with one
version intended for use with video games and television, and another version that comes
with a 3 DOF head tracker and an adapter that connects it to a personal computer. The
device works either in a closed, immersive VE mode (with an opaque shade fitted over the
outside of the headset) or a mixed-reality see-through mode. The primary difference
between this HMD display and others is that the designers have chosen to sacrifice field of
view for resolution. Thus, the display has only about a 30° field of view, but places the
entire 640 x 480 matrix over this field. Further details are given in Figure 8. The glasses are
priced at $599 by themselves, at $799 with tracking.

2.2.77 MRG Head-Mounted Displays

The Liquid Image Corporation (Canada) MRG 2.2, 3c, and 4 Head-Mounted Dis-
plays are all hybrid binocular, rugged displays that provide varying degrees of performance
at arange of prices. These products all use full-color active matrix LCDs with an RGB delta
pixel arrangement. The optics are large, 3 x 2 inches, and use a proprietary lens display. The
devices include Sony stereo audio and optionally can be outfitted with Ascension or Polhe-
mus tracking devices. The MRG 2.2 is the cheapest of these products, described by the
manufacturer as the “industry workhorse” and provides a response time of 40 ms. The input
video format is NTSC, with PAL optional. Further details for the MRG 2.2 are given in Fig-
ure 9. Its price is $3,495.
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it Resolution 640 x 480 pixels, 2.3 arcmin
' Field of View 30° diagonal” oo '

S Weight B0z e T
S0 Brightness: Adjustable up to 14517
*: Interpupillary Distance Fixed et
i Tmage Plane Focus Fixedat1.8m S

Specification i

GLASSES Photo courtesy of Virual V0.
Figure 8. i-glasses!

7 Specification A

~0-. Resolution' 240 x 720 pixels

" Pield of View 84° horiz, 65° vert
ST Welight' 4 Ths 5 i

© - Brightness 120t '

ST Contrast Ratio 40:1

¥ Interpupillary Distance 20 - 80 mm’

* " Image Plane Focus 3ft " *

 Procomeyof LiidTmage Coporsion
Figure 9. MRG 2.2 Head-Mounted Display

The MRG 3c is a higher performance version display, with higher resolution and a
shorter response time of 15 ms. The video signal is analog RGB and either NTSC or PAL
format can be used. See Figure 10 for further details. The price for this version of the MRG
is $5,500.

The MRG 4 is similar to the MRG 3c, but intended for VE games and provides less
resolution, lower contrast ratio, and a 40 ms response time. One novel feature is an optional

holographic diffuser that diffuses the sharp pixel patterns into a softer image. The manufac-
turer claims that the device is “the world’s best selling arcade HMD.” Additional details for

the MRG 4 are given in Figure 11. Its price is $2,195.

2.2.8 VIM Personal Viewer

Kaiser Electro-Optics, Inc. market a low-cost HMD called the Vision Immersion
Module (VIM) Personal Viewer. Intended for easy use by a number of users, this product
has adjustable eyepieces, is suitable for use with eyeglasses, and has a removable head
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i - Specification™: /i
i Resolution 768 x 556 pixels -
- Field of View 84° horiz, 65° vert
S Weight 4Tb i
“ . Brightness 120t
.7 Contrast Ratio’ 100:1:7
Image Plane Focus 3 ft .=

Photo courtesy of Liquid Image Corporation

Figure 10. MRG 3c Head-Mounted Display

G . ‘Specification "
“..77 - Resolution 480 x 234 pixels
“ " Field of View 61° hioriz, 46° vert
T Weight 2516
- Brightness 120 nt
StCEL T Contrast Ratio? 30010 i
" Interpupillary Distance 20-80mm '
©*“Tmage Plane Focus' 768 x 556 pixels

Photo i_:pi;ffe_sy of tiquid:jlvrﬁég'é'vCQr'pd}atiqn -
Figure 11. MRG 4 Head-Mounted Display

mount for easy sterilization. Collimating optics mean that focusing and interpupillary dis-
tance adjustments are unnecessary for each user. The VIM 1000HRpv employs four full
color 0.7 in active matrix LCDs (with 180,000 pixels per LCD) with resolution limited only
by these displays and not by the optics. Input is in SVGA 800 x 600 at 56-60 Hz. The VIM
500HRpv uses two LCDs, providing a reduced field-of-view, and requires a NTSC input.
Both HMDs include Se