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1. INTRODUCTION 

This document provides the science behind the suite of tools developed under the 
Atmospheric Modeling and Visualization program at TASC. These tools include: 

• the Cloud Scene Simulation Model (CSSM) 

• the cloudviewer visualization tool 

• the Fast-Map visualization processor. 

Part of the development of the Fast^Map processor was funded through and performed 
under a separate contract, Contract Number F19628-91-C-0117. 

Program Objective 

The Atmospheric Modeling and Visualization Program at TASC supports the mod- 

eling and simulation of weather sensitive systems by building models that simulate the 
natural cloud environment that these systems operate within. With the support of the 
U.S. Air Force Phillips Laboratory, TASC has developed the Cloud Scene Simulation Mod- 
el and associated post-processors which simulate the natural cloud and precipitation en- 
vironment for a range of applications in the DoD modeling and simulation community. 

These applications include, but are not limited to 

scene visualization 

sensor test and evaluation 

image degradation 

signal attenuation 

ground temperature modification (due to cloud shadows) 

ground mobility modification (due to precipitation). 

These applications are typical of the types of simulations being discussed and developed 
by the DoD modeling and simulation community. All of these applications require or could 
benefit from a high resolution realistic natural environment. The CSSM is one of many 
support models that will be used to support the characterization ofthat environment. 



Atmospheric Modeling and Visualization Program Overview 

The Atmospheric Modeling and Visualization program effort was broken down into 

seven major tasks outlined below: 

Task 1 — Requirements Analysis and Software Design 
Through discussions with the customer, DIS developers, and system users, deter- 

mine detailed requirements for the atmospheric models and visualization software. Re- 
fine the existing model design to account for those requirements along with changes in the 
programming language (FORTRAN77 to ANSI C) and additional model functionality. 

Task 2 — Cumulus Cloud Model Enhancements 
Modify the existing cumulus model to include a more sophisticated treatment of 

water. Refine the model physics to handle interacting parcels, time- and location-depen- 

dent rates of entrainment, diffusion, and precipitation. Add terrain-driven heating along 

with general orographic effects mentioned in the following task. Develop a model for rain 

processes within cumuliform clouds based on analysis of precipitation data (see Task 4). 

Task 3 — General Model Enhancements 
Develop a model for rain processes within stratiform clouds based on analysis of 

precipitation data (see Task 4). Modify the model to accept and use higher-resolution envi- 
ronmental input data such as gridded cloud cover amount, cloud type, and ground eleva- 
tion data. Develop models for orographic and other structured cloud types (e.g., cloud 

streets and wave clouds downwind of elevated terrain). 

Task 4 — Data Analysis (Parameter Estimation and Model Validation) 
Obtain and analyze atmospheric data to use in parameter estimation and model 

validation. If necessary, modify current model algorithms or select new algorithms to bet- 
ter match the empirical data. Validate specific elements of the cloud model for which we 

have obtained sufficient observations to support statistical validation. 

Task 5 — Scene Visualization 
Develop a computationally-efficient (quick-look) visualization capability to render 

model output. Provide SGI-oriented user interface for quick-look tool. 



Task 6 — Wavelength-Dependent Visualization 
Develop a physics-based visualization tool that enables rapid generation of cloud 

scenes at different wavelengths (e.g., long wave infrared versus visible wavelengths). Use 
climatological assumptions (e.g., cloud droplet distributions) and parametric radiometric 
computations in tool development. Develop a method to produce real-time visualization 
of infrared images of stratus clouds (i.e. "Fast-Map"). Assist Loral with developing visual- 

ization techniques within a DIS environment. 

Task 7 — Documentation 
Prepare progress and technical reports. Prepare user guides to accompany model 

and visualization software. 

Fast-Map Extension for Water Clouds Task Overview 

The Fast-Map Extension for Water Clouds was performed with support from Phil- 
lips Laboratory as a task under a separate contract, Contract Number F19628-91-C-0117. 
The AMV program developed software (the Fast-Map processor) to support real-time in- 
frared (IR) visualization of stratus clouds only. The Fast-Map extension task added the 
capability to support visualization of other water clouds (such as cumulus and stratocu- 

mulus) in visible as well as IR wavelengths. 

CSSM Overview 

The Cloud Scene Simulation Model is an empirical cloud model developed to sup- 
port high-fidelity scene simulation in general, and DIS-compatible simulation in particu- 
lar. The CSSM simulates realistic high-resolution cloud and precipitation features, 
defined by larger-scale weather conditions (including wind, temperature, and dewpoint 
temperature profiles) and coincident cloud layer inputs (cloud amount, base and top 
heights). The model relies on stochastic field generation techniques and convection phys- 
ics to convert these weather data into cloud and precipitation fields to be rendered in the 

simulation domain. 

This version of the model is built upon the CSSM developed previously for the 
Smart Weapons Operability Enhancement (SWOE) Program (Ref. 1). That model was 
written entirely in FORTRAN 77. It supported multi-layer cloud field generation for all 
of the major cloud types (including cirriform, cumuliform, and stratiform types). 



This latest version of the CSSM employs many of the same techniques developed 

for the SWOE version of the model. However, it is written in ANSI C and is intended to 
support larger-scale cloud simulations (in space and time) in addition to the smaller-scale 

simulations supported previously. It has been modified to satisfy demands for interoper- 

ability (i.e., fair play) between disparate simulation participants. It also includes many 

enhancements to the SWOE version including a precipitation model, initialization with 

spatially- and temporally-varying input fields, additional structured cloud types, an en- 
hanced cumulus model, improved estimates for internal model parameters, a movable 
simulation domain, terrain-effects on cloud formation, etc. 

Cloudviewer Overview 

The cloudviewer is a visualization tool to examine water content files generated by 

the CSSM. It was originally built to aid model developers by offering a quick means to 

view the CSSM output cloud fields. It was developed for Silicon Graphics, Inc. worksta- 

tions running the IRIX operating system and uses the GL graphics libraries. The cloud- 
viewer provides visualizations of cloud model output using relatively simple volume 
rendering techniques. It renders a cloud field by randomly placing a number of small 
"points" within each output volume gridpoint (voxel). The opacity of the point particles is 
a function of the water content at each voxel. The color, or intensity, of the points is deter- 
mined using one of two shading algorithms. Depth shading colors the points as a function 
of their vertical position within the cloud layer. Gradient shading computes the bright- 
ness of a voxel based on surface effects, where the curvature of the surface is defined by 

the gradient of the water content field at every gridpoint. 

The cloudviewer is an interactive tool that allows the user to rotate the cloud vol- 
ume and zoom in and out of the scene. This enables the user to better analyze the three-di- 
mensional structure of the cloud fields. In addition, a graphical user interface provides 
the tools to vary several visualization parameters (e.g., the number of points per voxel) to 
achieve a visual representation that best matches the type and characteristics of a given 

cloud field. 

Fast-Map Overview 

The "Fast-Map" post-processor is a tool developed to speed the creation of visible 
and infrared (IR) images of 3-D water clouds, such as stratus and cumulus, by providing 
physics-based optical, radiative and graphical quantities for rendering. The approach is 
based on the conversion of water content into graphical quantities, such as transparency, 
absorptivity, and diffusivity, through a series of analytic processes. 



The heart of the Fast-Map approach is the construction of a database of 2-D tables 
relating cloud water content to cloud type, particle size, optical properties (single-scatter 
albedo), radiative properties (transmittance), and graphical quantities. Look-up tables 

are utilized, with links between the key entries of each table. 

Fast-Map is not designed to generate or render scenes. Instead, it is designed to 

produce a 3-D grid of graphical quantities based on the physics of clouds, removing that 

burden from the software used by a rendering engine. 

Organization of this Report 

This section describes the organization of this report. Section 2 provides informa- 

tion on the CSSM. It includes a brief discussion on the motivation for the CSSM and typi- 

cal scenarios for its use. Next, we describe the CSSM methodology for generating various 
cloud types and results. Section 2 concludes with discussions of the CSSM rain model and 
the cloud model parameter estimation and cumulus model validation results. 

Section 3 addresses the visualization tools developed as part of the Atmospheric 
Modeling and Visualization effort. First we discuss the cloudviewer visualization tool. 
Next we describe the Fast-Map post-processor to generate graphical quantities from 

CSSM output. Chapter 4 provides a summary and recommendations. 



2. THE CLOUD SCENE SIMULATION MODEL 

The Cloud Scene Simulation Model consists of both a cloud water model and a precipi- 

tation model. The cloud model generates cloud water density values (grams/m3) at each grid- 

point within a three-dimensional output domain defined by the user. It is capable of 

simulating multi-layer cloud scenes composed of any of the cloud types listed in Table 1. 

Tkble 1   Cloud Types Simulated With the CSSM 

CLOUD TYPE ABBREVIATION CLOUDTYPENAME 

ci cirrus 

cc cirrocumulus 

cs cirrostratus 

St stratus 

as altostratus 

ns nimbostratus 

sc stratocumulus 

ac altocumulus 

cu cumulus 

cp precipitating cumulus 

scs stratocumulus cloud streets 

stw stratus wave clouds 

The precipitation model simulates rain rate values (mm/hour) within the nimbos- 

tratus and precipitating cumulus cloud types. These rain rates produced with the precipi- 
tation model, along with the water content values generated with the cloud model, define 
the cloud environment for use in a variety of simulation applications. These two models 

are described in the Sections 2.1 and 2.2. 



2.1      THE CLOUD MODEL 

2.1.1 Motivation 

Advanced simulation applications, now under development by members of the DoD 
community, will require high-fidelity atmospheric descriptions to enhance the realism of 
the training environment. Many systems used in the battlefield environment are affected 

by cloud water. The cloud model provides the underlying data fields that can be used as 

input to these systems for training purposes to degrade visibility on the field, modify 

ground temperature, obscure targets, and introduce background clutter. 

All cloud fields are built for consistency with user-supplied input weather condi- 
tions. Note, that the motivation for the cloud model is not to recreate the exact cloud condi- 
tions present on any given day. Rather, the motivation is to generate a cloud field that is 
representative of a given weather state. Thus, the model supports the typical "what if?" 

scenarios posed by the simulation community. For example, the model can help answer 

the following types of questions 

• "What if it's a partly cloudy day with stratus ceilings at 1000 meters? How will 
my IRST system perform?" 

• "What if scattered cirrus is present at 8000 meters? How will my millimeter 
wave system respond?" 

• "What if a fast moving rain system passes through the region of interest? How 
will tank mobility be affected?" 

"What if fair weather cumulus clouds are present? How will visual air-to- 
ground targeting be affected?" 

Obviously, the cloud model only answers one part of these questions; it simulates the envi- 
ronmental cloud information. Other simulators must use that information to derive sen- 
sor-specific quantities or other physical properties to determine the effects of the clouds 

on various weather-sensitive systems. 

2.1.2 Typical Scenarios 

As mentioned previously, the CSSM is being developed to support a wide variety 
of applications. However, its primary use is in providing an efficient tool to simulate the 
natural environment in DoD training and simulation applications. Specifically, the 
CSSM development has been funded by the U. S. Air Force Phillips Laboratory, the De- 
fense Modeling and Simulation Office, and the U.S. Army Topographic Engineering Cen- 
ter as part of the Dynamic Environment and Terrain Modeling in DIS Program which 



seeks to develop enhanced environmental representation for use in future large-scale DIS 

exercises such as those planned under the Synthetic Theater of War (STOW) Program. 

These planned large-scale simulations will run for days and cover large spatial 
areas. A typical scenario may require cloud scenes every 5 minutes for several days in 
variable size domains scattered over a 600 x 800 km domain. Interoperability among all 
simulation participants will be required. Multiple layered cloud scenes with precipitation 
will be generated. Output domains will move as the simulation progresses. Gridded mete- 

orological data will be available from a numerical weather prediction model, and high- 

resolution terrain elevation data will be available everywhere in the domain. Cloud 

scenes will be used to augment the realism of the overall training experience as well as 

providing the physical variables used to derive atmospheric effects for "scene visualiza- 

tion" using electro-optical sensors. 

In contrast, another scenario that is typical of a sensor test and evaluation study 
will use the CSSM in stand-alone mode. In this type of application, the CSSM will be used 
to generate a wide variety of cloud conditions to "stress" a sensor's response to variability 
in cloud structures (edges, etc.), water content values, cloud types, altitudes, etc. Such a 
scenario will require a cloud fields over a relatively small area (5x5 km). Interoperability 
with other simulators will not be required. The position of the output domain will be fixed. 
Single-valued inputs will be used to drive cloud simulation including soundings and coin- 

cident cloud observations sampled from a climatological data base or weather station his- 

tory. Real-time data initialization will not be required. Cloud scenes will be used as inputs 

to radiometric calculations of atmospheric effects on sensor performance. Monte Carlo 
simulations may be run in which large numbers of cloud scenes are generated to test the 

effects of slight variations in cloud distributions on the sensor system. 

The two scenarios described here represent the two most distinct modes of opera- 
tion for the CSSM. The model has been built to satisfy both of these modes as well as the 

broad range of applications in between. 

2.1.3    Overall Methodology 

The cloud model is an empirical model that generates high-resolution, four-dimen- 

sional (three spatial and time), multi-layer cloud fields consistent with larger-scale cloud 
conditions. That is, it simulates realistic structure (typical resolutions of 10-100 meters) 
within a domain defined by general meteorological characteristics. A key characteristic 

of the model is its computational speed. The CSSM is not a physics-based numerical cloud 

8 



model. Instead, it relies on efficient stochastic field generation techniques to simulate 

realistic cloud and precipitation structure. 

One output field is generated by the cloud model for each specified output time and 

contains cloud water density values arranged on a regular volumetric grid. The CSSM 
simulates a variety of cloud types including cirriform (high, thin cloud streaks), strati- 
form (low, homogeneous cloud layers), and cumuliform (puffy, vertically-developed con- 
vective clouds). Two structured cloud types are also included: stratocumulus cloud streets 

and stratiform orographic wave clouds. 

The model uses a fractal algorithm (the Rescale and Add algorithm, Ref. 4) to speci- 
fy the horizontal distribution of cloud elements across the user-specified model domain, 
where parameters within the fractal algorithm are tuned to fit observed cloud data (e.g. 
the variability of liquid water density within cloud elements of differing types is con- 
trolled by a "length" parameter within the algorithm which was selected by an analysis 
of aircraft-based cloud measurements). The vertical growth of the clouds is modeled using 
convection physics (cumuliform types) and heuristics (stratiform and cirriform types). 
Comparisons with real data have shown that the model captures the characteristically 

complex internal and external structure of cloud fields observed in nature. 

2.1.4    Primary Procedures 

The cloud model is composed of a series of procedures that take the user from a gen- 
eral input field description (i.e., partly cloudy day, with stratocumulus layer at 2000 me- 
ters) to a specific synthetic scene that is representative of the general inputs. The following 
sections describe the process of going from the general to the specific. Many procedures in 
the CSSM are cloud type independent. Those are described first. Cloud-type-dependent pro- 
cedures (i.e., stratiform, cirriform, and cumuliform procedures) are presented later in this 
section. All procedures are presented in roughly chronological order as they occur in the mod- 
el software. The emphasis in this report is on the science behind each of the procedures. 
Software implementation details can be found in the accompanying User's Guide (Ref. 2). 

2.1.4.1   Procedures Common to All Cloud Types 

Process Inputs 

The CSSM begins by processing the user-supplied input sources. Four input data 
sources are required: a user-generated parameter file, coarse-resolution meteorological 
(met) conditions (winds, temperature, dewpoint temperature, geopotential height), coarse- 
resolution cloud layer information (amount, base and top heights), and terrain-elevation 



across the simulation domain. The met, cloud, and terrain data can be specified as single-val- 

ued inputs (homogeneous across the simulation domain) or gridded inputs (variable across 

the domain). See Ref. 2 for detailed information on input data formats. 

Interpolate Met and Cloud Data in Time 

The meteorological and cloud layer data can vary in time. The CSSM interpolates 

both data types with a frequency defined by the TUPDATE parameter (set to 5 minutes). 

Temporal interpolation consists of two components; advection and linear interpolation 

(where advection is the movement of large-scale features across the simulation domain). 

First, average winds are determined at the given time by linearly interpolating u and v 

wind components between the two bounding input data times. The resulting average 

wind field is used to determine advection distances for the two input data times. The 

advection distance is the distance that the met or cloud structures travel during the time 

period between the input data time and the valid time. For example, to build a cloud field 

at time t, we use available cloud fields at times ti and i£. For each position in the field at 

time t, the model finds the corresponding position in the field at time ti where the large- 

scale features would be "advected from" and the corresponding position in the field at time 

t2 where the large-scale features would be "advected to" assuming that met and cloud fea- 

tures move with the average wind field. The advection positions at times ti and \Q are com- 

puted as follows 

dti = t - ti 

dt2 = t - t2 
xi = x - u * dti 

yi = y - v * dti 

X2 = x - u * dt2 
y2 = y - v * dt2 

where 

dti and dt2 are the time differences between the bounding input times (ti and 
tfc) and the valid model time (t), respectively 

x and y are the Cartesian coordinates of the gridpoint being processed at time t 

xi and yi are the Cartesian coordinates of the "advected from" gridpoint at 
time ti 

X2 and y2 are the Cartesian coordinates of the "advected to" gridpoint at time tg 

u and v are the average wind components linearly interpolated from the 
bounding met data files. 
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The met and cloud variables at these positions within the ti and t% input fields are retrie- 
ved. The model then linearly interpolates from these values to determine the met and 
cloud variables at the time t. This procedure ensures that the weather conditions used in 
the model at any time are smoothly varying in time and continuous across input time 

boundaries. 

Temporal and spatial variability in the cloud fields is added later using a fractal 

algorithm. Advection and linear interpolation as described above is performed only on the 

relatively coarse-resolution input fields. 

Initialize the Advection Field (Model Spin-Up) 

One way in which the CSSM ensures interoperability is by ensuring that all partic- 
ipants start with the same cloud history. That is, since the model relies on advection for 
large-scale cloud motion, it must ensure that all participants are working with the same 
advection field at any given time. To generate a history of advection values, the model cal- 
culates the coarse-resolution advection field (in time steps equal to TUPDATE) from the 
beginning of the overall simulation through the time that the individual simulator joins. 

This process involves reading all necessary input met data fields, performing temporal 
interpolation, and computing advection distances based on average wind components. 
This process is part of the model spin-up period when an individual simulator joins an 
ongoing simulation. It is not necessary for a stand-alone simulator. This process can be 
lengthy for simulators joining very late in an exercise and needs to be accounted for when 

starting a simulation. 

Define Working Domain 

After model spin-up is complete, the internal working domain must be defined. The 
size of the CSSM working domain is larger than the user-specified output domain to ac- 
count for two factors: advection into the output domain and continuity across domain 
boundaries (i.e., interoperability). First, the domain is expanded along the wind direction 
by an amount equal to the advection distance. The advection distance is calculated for a 

time period equal to TUPDATE and assumes a wind speed equal to the average wind 

speed at the cloud base height. 

Second, the domain is expanded to ensure interoperability. Several key variables 
in the CSSM are generated on a grid box by grid box basis (a grid box is defined to be an 
input cloud gridpoint). These variables are then interpolated to the high resolution output 
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grid, To ensure that all participants in a simulation reproduce the identical cloud field, the 
domain is enlarged by at least 1/2 grid box so that the interpolated values near the border 
of the domain are computed identically. Figure 1 shows how the output domain is expanded 
first to account for advection, and second to ensure interoperability near the borders. 

Once the overall working domain is defined, the CSSM steps through each input 
grid box contained within the working domain and simulates the cloud field within each 
box. Grid boxes are processed one-by-one to reduce the amount of data that needs to be 
stored in computer memory at any one time. All model procedures have been implemented 

to ensure that data fields are continuous across all grid box boundaries. 

Interpolate Met, Cloud, Advection, and Terrain Data in Space 

In those cases in which gridded inputs are supplied to initialize the cloud model 

(rather than single-valued inputs), the CSSM linearly interpolates from the coarse-reso- 

lution input values to the finer-resolution output grid resolution for each grid box that is 
processed. The resulting high-resolution fields are used throughout the cloud generation 
process. We implemented a two-pass Barnes analysis scheme to handle the interpolation 
at the early stages of the model implementation, but later determined that the more effi- 
cient simple bilinear interpolation method would be adequate given the regular structure 

of the gridded input fields. 

G-40618 
3-27-96 

I ] Input coarse-resolution cloud grid 

I User-specified output domain 

I I CSSM working domain 

Figure 1        Grid Domains Used in the CSSM 
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Generate Horizontal Fractal Field 

Beginning with Lovejoy's 1982 paper (Ref. 5) in which he made the case that cloud 
and rain fields behave as scaling fractals over scales ranging from 1-1000 km, and contin- 
uing with Cahalan's analysis of fair weather cumulus, ITCZ clouds, and marine stratocu- 
mulus (Refs. 6, 7), there is significant evidence that fractal models of cloud structures are 
appropriate and that many cloud types adhere to either single or multi-fractal scaling 
laws. The CSSM relies heavily on a fractal field generation algorithm to create synthetic 

cloud scenes. The model employs the Rescale and Add (RSA) fractal algorithm (Ref. 4) in 
several processes including the generation of the horizontal cloud distribution. The RSA 

algorithm provides an efficient point-wise evaluation of the fractal function at every grid- 
point in the working domain. It was used in a previous version of the CSSM and was docu- 
mented in a previous technical report (Ref. 1). The RSA model, as implemented in the 
CSSM, approximates fractional Brownian motion in four dimensions (x, y, z, time) as the 
sum of individual "frequencies" sampled from a four-dimensional lattice of random num- 
bers. The lower frequencies provide large-scale structure in the cloud field and the higher 
frequencies provide texture within the cloud elements. We control the character of the re- 
sulting cloud field by controlling two key parameters in the RSA model; the Hurst param- 
eter and the lattice resolution. A list of the values used for each cloud type is included in 
Table 2. Many of these values have been updated since the last version of the CSSM was 
released based on continued analysis of cloud model output fields. 

TYible 2    RSA Parameters Used in Horizontal Cloud Distribution 

CLOUDTYPE HURST PARAMETER LATTICE RESOLUTION 

cirrus 0.3 5,20 

cirrocumulus 0.2 3,9 

cirrostratus 0.3 10,30 

stratus 0.5 20 

altostratus 0.5 20 

nimbostratus 0.7 15 

stratocumulus 0.3 6 

altocumulus 0.3 6 

cumulus 0.2 2 

precipitating cumulus 0.2 2 

stratocumulus cloud streets 0.3 1 

stratus wave clouds 0.3 8 
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The CSSM generates a new horizontal cloud distribution every TUPDATE (300) seconds. 
For each update time, the CSSM loops through each input grid box and cloud layer and 
builds a horizontal fractal field at the cloud base level for each layer. The four-dimensional 

fractal lattice is evaluated at each gridpoint in the grid box at the local cloud base level 
and valid time. The result is a two-dimensional field of RSA field values with variability 
determined by the cloud-type-dependent RSA parameters. Figure 2 shows an example of 
such a field where the RSA values have been scaled to 256 gray levels. The brightest areas 
correspond to the highest RSA values and the darkest areas correspond to the lowest RSA 
values. Over large regions (large with respect to the size of any individual cloud element), 

the fractal field values are approximately Gaussian-distributed, with a mean of 0.0 and 

a standard deviation of slightly less than 1.0. These RSA field values are later trans- 

formed to a horizontal cloud map as described in the next procedure. 

Convert Fractal Field to Horizontal Cloud Distribution 

The RSA field generated in the previous step forms the basis for the horizontal 

cloud distribution (the same field is used again in a later procedure to define the vertical 
cloud structure). To create the horizontal cloud distribution, the Gaussian-distributed 
RSA field values are transformed to a uniform distribution using the standard error func- 
tion routines provided in Ref. 8. Figure 3 shows the RSA field displayed previously in 

Figure 2 after being transformed to a uniform distribution. 

After the RSA field is transformed to a uniform distribution, a histogram of the 
field values is generated and a threshold value is determined for the grid box which pro- 
duces the desired amount of cloud cover in the box. A threshold value is identified for each 

■        •    ',:>, 

i 

■*%             ', 

Figure 2        RSA Field (scaled to 8 bits) 

14 



Figure 3        RSA Field After Transformation to Uniform Distribution 
(scaled to 8 bits) 

grid box in a first pass through the overall working domain. The resulting threshold val- 
ues are interpolated (using bi-linear interpolation) across all input grid boxes that cover 
the working domain. (Smoothing the threshold values is necessary to ensure continuity 

across grid box boundaries of very different cloud amounts.) 

During the second computational pass through the working domain, the RSA field 
values are regenerated, transformed to uniform distribution, and then compared one-by- 
one to the smoothed threshold field. At each gridpoint, the transformed RSA value is 
compared to the corresponding threshold. The gridpoint value is set to zero if it falls below 
the threshold value (i.e., no cloud present). All gridpoint values equal to or above the 
threshold value are determined to be cloud filled. Figure 4 shows the sample RSA field 
presented previously after the thresholding process. All black areas are cloud free. All oth- 
er gridpoints are determined to contain cloud, with the brightest colors corresponding to 

the highest RSA field values. 

The horizontal RSA field which is produced by this process defines the horizontal 
distribution of cloud elements across the working domain. It is also used in one of two 

ways depending on the cloud type: 

• stratiform/cirriform - RSA field is transformed to cloud top heights 

• cumuliform - RSA field is transformed to heating field to drive parcel convection. 

Each of these processes is described later in this section. 
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Figure 4        RSA Field After Thresholding Process 
(scaled to 8 bits) 

2.1.4.2   Stratiform Procedures 

Build Cloud Base 

Once the horizontal distribution of cloud features is defined using the RSA model, 
the stratiform model updates the cloud base field at all cloud-filled gridpoints. The RSA 
model is used again to generate a two-dimensional stochastic perturbation field that is 
added to the input cloud base field (smoothed by interpolating user-specified input cloud 
base heights to the working domain). The updated base height is computed as follows 

where 

base = base + baseperturbation (2-D 

base is the updated cloud base height including fractal "bumpiness" 

base is the nominal cloud base height interpolated from user-specified inputs 
to the working grid 

baseperturbation is a stochastic height perturbation added to introduce variabil- 
ity in the cloud base structure. 
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The 4-d RSA lattice is evaluated at every cloud-filled gridpoint in the working domain us- 
ing the same procedures described above in the section titled "generate horizontal cloud 
distribution." The RSA values are then transformed to cloud base perturbations. The RSA 
field generation procedures are called with parameters tuned for cloud base generation. 

Again, we vary only the Hurst parameter and lattice resolution to capture varying levels 

of "bumpiness" in the cloud base structure for the twelve different cloud types. The param- 

eters used in cloud base generation are listed in Table 3. 

Table 3   RSA Parameters Used in Cloud Base Generation 

CLOUDTYPE HURSTPARAMETER LATTICE RESOLUTION 

cirrus 0.3 1.5,1.5 

cirrocumulus 0.3 1,1 

cirrostratus 0.3 2,2 

stratus 0.5 1 

altostratus 0.3 1 

nimbostratus 0.3 1 

stratocumulus 0.3 1 

altocumulus 0.3 1 

cumulus N/A N/A 

precipitating cumulus N/A N/A 

stratocumulus cloud streets 0.3 0.5 

stratus wave clouds 0.3 0.5 

The RSA field values (typical RSA field distributions have mean of approximately 0, stan- 
dard deviation slightly less than 1, and a range of-5 to +5) are transformed to cloud base 

perturbations as follows 

baseperturbation = rsa/ 5.0 * base_percent * (top - base) (2-2) 

where 

rsa is the fractal field value generated with the RSA algorithm 

basejpercent is a parameter which controls the overall amount of cloud base 
variations (0.5 in the current version of the model) 

top is the nominal cloud top height interpolated from user-specified inputs to 
the working grid 

base is the nominal cloud base height interpolated from user-specified inputs 
to the working grid. 
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Figure 5 shows a gray-scale image of a cloud base perturbation field for a stratocu- 

mulus cloud layer. 

Build Cloud Top 

The stratiform model updates the cloud top field at all cloud filled gridpoints. The 

RSA field values that were produced by the procedures described above in the section 
titled "generate horizontal cloud distribution" are used here. These values were trans- 
formed to a uniform distribution, and thresholded to achieve the correct cloud amount. 

The updated cloud top height is computed as follows 

top = base + (top - base) * ((rsa - threshold) / (1.0 - threshold) )L5 (2-3) 

where 

top is the updated cloud top height including fractal "bumpiness" 

top is the nominal cloud top height interpolated from user-specified inputs to 
the working grid 
base is the nominal cloud base height interpolated from user-specified inputs 
to the working grid 
rsa is the fractal field value generated with the RSA algorithm and trans- 
formed to uniform distribution 

threshold is the threshold value valid at the gridpoint of interest 

the exponent 1.5 was selected based on an analysis of stratiform cloud data 
(see Section 2.3). 

Figure 5 Cloud Base Perturbation Field 
(scaled to 8 bits) 
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The resulting cloud tops vary from the nominal cloud base height up to a maximum of the 
user-input cloud top height. Figure 6 shows a gray-scale image of a cloud top field for a 

stratocumulus cloud layer. 

The character of the resulting cloud top surface is a function of the RSA model pa- 

rameters used in the generation of the horizontal cloud distribution, which are them- 
selves functions of cloud type. Thus, the cloud top surface is more or less variable (or 
"bumpy") depending on cloud type. Our selection of RSA model parameters results in 
smoother cloud surface for a stratus cloud than an altocumulus, for example. Also, the 
height of the cloud top is a function of the horizontal field value. This produces higher 
cloud tops toward the center of the cloud elements where the RSA field values are higher 
than the edges of the cloud elements where the RSA field values tend to be lower. 

Generate Internal Water Content 

Once the cloud base and top are defined for each gridpoint in the working domain, 
the CSSM determines the internal water content everywhere within the cloud bounda- 

ries. The water content at each gridpoint is defined in the model as 

WC = WCavg + WCperturbation (2-4) 

where 

• wc is the water content at the current gridpoint 

• wcavg is the average water content 
• WCperturbation is a small perturbation generated with the four-dimensional 

RSA model. 

Figure 6        Cloud Top Height Field (scaled to 8 bits) 
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The remainder of this section describes how to calculate the average and perturbation wa- 

ter content values. 

Compute the Average Water Content, wCaVg 

Following Feddes (Ref. 9), the average water content is a function of cloud type, 

cloud temperature, and vertical position within the cloud layer. First, for a given cloud 
type and temperature, the maximum condensed moisture content (in g/m3) in the layer 

is retrieved from a look-up table. (That table is reproduced here in Table 4). 

Table 4   Maximum Condensed Moisture (in g/m3) as a Function of 
Cloud Type and Temperature (From Ref. 9) 

CLOUD 
TYPE 

<-25 
>= 

-25and< 
-20 

>= 
-20and< 

-15 

>= 
-15and< 

-10 

>= 
-I0and< 

-5 

>=-5and< 
-10 

>=0and< 
+5 

>= 
+5and< 

+10 

>= 
+10and< 

+15 
>=+15 

ci .10 .10 .10 .10 .15 .15 .15 .20 .20 .20 

cc .05 .05 .05 .05 .10 .10 .10 .15 .15 .15 

cs .15 .15 .15 .20 .20 .20 .25 .25 .25 .25 

St .10 .15 .20 .25 .30 .35 .40 .45 .50 .50 

as .15 .20 .25 .30 .30 .35 .40 .50 .50 .50 

ns .35 .40 .45 .50 .60 .60 .75 .90 .90 .90 

sc .20 .30 .40 .45 .50 .55 .60 .70 .70 .70 

ac .25 .30 .35 .40 .40 .45 .60 .70 .70 .70 

cu 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 

cp 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 

scs .20 .30 .40 .45 .50 .55 .60 .70 .70 .70 

stw .10 .15 .20 .25 .30 .35 .40 .45 .50 .50 

The actual water content at any point within a cloud layer is then computed as some frac- 
tion of the maximum condensed moisture based on position above the cloud base level. It 

can be given by the following 

wcavff (z) = wcmax * (%cover) * F (2-5) 

where wcmax is the maximum condensed moisture (from Table 4), %cover is the fractional 
cloud cover at the gridpoint, and F is a function of the vertical location within the cloud 
layer. The fraction F, is determined from empirically-derived curves presented in Ref. 9. 
One of those curves has been included here as an example (Figure 7) and relates percent 

height above cloud base to the fraction of maximum condensed moisture. 
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Vertical Cloud Profile Valid for Sc, Ns, and Ac Cloud Types (from Ref. 9) 

To determine the percent height above cloud base, the CSSM first determines the 

percent height above the overall cloud base (that is, defined by the minimum cloud base 

height and the maximum cloud top height) for the layer, and then finds the percent height 

above the local cloud base. A weighted average of these two variables is then used. 

Figure 8 shows a schematic definition of the variables used to compute the percent height 

above cloud base. 
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baseovera)i 

Figure 8        Schematic Showing Variables Used to Calculate pab0Verall 
and pabiocalat the Dashed Location 

The percent height above cloud base with respect to the overall cloud layer is defined as 

paboverall = (z - baseoverall) / (top0verall - base0Verall) (2-6) 

where z is the altitude of the gridpoint that is being processed. 

The percent height above cloud base with respect to the local cloud layer is defined as 

pabiocal = (z - baseiocai) / (topiocai - baseiocai). (2-7) 

These two values are combined to determine a weighted "average" position within 

the cloud layer 

pab = pabWeight * pabiocal + d-0 - pabweight) * pab0Verall (2-8) 

where pabweight = 0.5 in the CSSM. 

As an example, the percent height above cloud base for the point defined as the in- 

tersection of the two dashed lines shown in Figure 8 is computed as follows, where we as- 

sume the following 

z = 2000 meters (where z is the height of the shaded gridpoint) 

baseoverall = 1000 meters 

baseiocai = 1200 meters 

topiocai = 2200 meters 

topoverall = 2600 meters. 
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The percent height above cloud base is 

pabiocal = (2000 - 1200) / (2200 - 1200) = 0.8 
paboverall = (2000 - 1000) / (2600 - 1000) = 0.625 
pab = 0.7125. 

Given the resulting position within the cloud layer, the function, F, is computed from the 
curves presented in Ref. 9 Finally, the average water content is determined using Eqn. (2-5). 

Compute the Perturbation Water Content, wcperturbaüon 

Perturbations to the average water content field predicted by the Feddes model are 

added to reproduce the small scale variability in water content observed in data. The Re- 
scale and Add model is used in the CSSM to build a perturbation field everywhere within 
the cloud boundaries. RSA model parameters are selected based on comparison with ob- 
served data and qualitative appearance (see Section 2.3 for details). The current values 
for parameters are included in Table 5. We expect these values to change as we continue 
to evaluate additional observations. The 4-d RSA lattice is evaluated at every point in 
space using the same procedures described above in the section titled "generate horizontal 

cloud distribution." 

The RSA values are transformed to water content perturbations by scaling the RSA 
field distribution by the ratio of the standard deviations of the RSA field and an assumed 
standard deviation of the water content. We assume the following standard deviations in 
water content, where all values are shown as a percentage of the average water content 
(see Table 6). These values were selected by analysis of cloud water observations. Unfor- 
tunately, we were unable to obtain and evaluate observations for all 12 cloud types as dis- 
cussed in Section 2.3. For those cloud types where no data were available, we estimated the 
standard deviation based on general knowledge of the cloud characteristics. As more data 
become available, we plan to estimate these parameters using a more rigorous approach. 
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Table 5   RSA Parameters Used in Internal Water 
Content Generation 

CLOUDTYPE HURSTPARAMETER LATTICE RESOLUTION 

cirrus 0.3 2,10 

cirrocumulus 0.3 0.5,5 

cirrostratus 0.3 2,15 

stratus 0.5 1 

altostratus 0.5 1 

nimbostratus 0.5 1 

stratocumulus 0.3 1 

altocumulus 0.3 1 

cumulus N/A N/A 

precipitating cumulus N/A N/A 

stratocumulus cloud streets 0.3 1 

stratus wave clouds 0.3 1 

Table 6    Standard Deviation of Internal Water Content Values as a Percentage 
of the Average Water Content for the CSSM Cloud Types 

CLOUDTYPE ci cc cs St as ns sc ac cu cp scs stw 

Standard 
deviation 

0.5 0.5 0.5 0.3 0.3 0.3 0.4 0.4 N/A N/A 0.3 0.2 

The transformation from RSA field value to water content perturbation value is 

simply 

wcperturbation = rsa * sdevwc / sdevrsa 
(2-9) 

where sdevwc and sdev^a are the standard deviations of the water content and rsa fields, 

respectively. 

In a final step, after calculating the water content, we set all gridpoints with a val- 

ue less than two standard deviations below the mean wc (estimated by the Feddes proce- 

dure) equal to zero. This introduces small "holes" inside the cloud field, which are 

frequently observed in nature. 

2.1.4.3   Cirrifonn Procedures 
The cirriform model is identical to the stratiform model with two additions. First, a 

non-isotropic horizontal cloud distribution is simulated and second, a non-isotropic internal 

water content distribution is generated. Both of these processes are presented below. 

24 



Generate Non-Isotropic Horizontal Cloud Distribution 

First, to simulate a non-isotropic horizontal cloud field distribution, we use non- 
isotropic values for the lattice resolution parameter in the RSA algorithm (as listed pre- 
viously in Table 2). The model assumes that the cirriform cloud bands line up 
preferentially with the local wind direction. By rotating coordinate systems within the 
cloud model so that the y axis lies along the wind vector at the cloud base level and using 
different values for the lattice resolution parameter in the RSA algorithm for the rotated 
x and y coordinate axes, we can achieve a banded effect. A sample two-dimensional image 

of a non-isotropic RSA field is shown in Figure 9. Notice the strict linearity of the field. 

This first step gets us part way through our cirriform cloud generation. The second 
step builds on the process to generate a more realistic cloud distribution. After rotating 
the model coordinate system along the local wind direction at every gridpoint, the model 
perturbs the resulting x position based on the value of another RSA field evaluated at that 
point. The parameters used to generate this perturbation field are the same as those used 
in the generation of the initial horizontal field (see Tabla2). The updated x position is then 
given by 

Xrot = xrot + rsa * DX (2-10) 

Figure 9        First Step in Cirriform Model, Horizontal Non-Isotropic 
Pre-Cloud Distribution (scaled to 8 bits) 
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where 

• xrot is the x position of the gridpoint with respect to the rotated coordinate 
system 

• rsa is the value of the RSA field evaluated at (xrot, yrot> z, t) 

• DX is a constant (400 meters). 

By perturbing the x position before evaluating the RSA lattice for the cirriform cloud dis- 

tribution, we introduce natural curves and variability into the otherwise linear field. A 

sample field that includes this variability is shown in Figure 10. Compare this field with 

that in Figure 9 which was generated over the same spatial region without this additional 

variability. 

Generate Non-Isotropic Internal Water Content 

Having built the cirriform cloud base and top structure in exactly the same way as 
described in Section 2.1.4.2 (stratiform procedures), the next step is to build the internal 
water content structure. The procedure here is nearly identical to that employed for the 
stratiform cloud types, however, we add one step; to build non-isotropic structure into the 

internal wcperturbation field. We employ the same process as used to build non-isotropic 
structure into the horizontal cloud distribution field (see above). We rotate coordinate sys- 
tems at each internal gridpoint so that the y axis lies along the wind vector, and perturb 

the xrot position to introduce some variability into the field. We use different values for the 

Figure 10      Cirriform Horizontal Cloud Distribution After Fractal 
Perturbation (scaled to 8 bits) 
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lattice resolution parameter in the RSA algorithm for the rotated x and y coordinate axes. 
This produces a naturally variable banded effect inside the cloud structure. The RSA pa- 
rameters used to perturb the xrot position are the same as those listed in Table 2. As a 

final detail, we set all gridpoints with water content less than one standard deviation be- 

low the mean (estimated by the Feddes procedure) equal to zero. This introduces clear 

bands within the cloud field, which are frequently observed in nature. A slice through a 
sample cirrus cloud field, showing the non-isotropic external cloud shapes and non-iso- 
tropic internal moisture field is shown in Figure 11. 

Figure 11      One Slice through a 3-d Cirrus Cloud Field 
(scaled to 8 bits) 

2.1.4.4   Cumuliform Procedures 
The baseline convection model was described previously in Ref. 1. A brief review is 

included here, followed by a description of specific procedures added to or modified in the 
CSSM under this development effort. 

The cumuliform model starts with the same horizontal fractal field used in the stra- 

tiform/cirriform model, but rather than converting the field values to cloud top heights, 
it converts the field values to a heating field which is used to initialize the cumulus parcel 
convection model. The horizontal fractal field is evaluated at the lifting condensation lev- 
el (LCL). (The LCL is the level at which parcels lifted adiabatically from the surface be- 
come saturated.) Field values are converted to perturbation temperatures, where the 
perturbation is defined with respect to the ambient temperature. The variability of the 
heating field is defined by the internal RSA model parameters. Parcels are released at 
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random locations across the working domain with a buoyancy determined by the local per- 

turbation temperature. A central finite difference solution to the differential equations 

that control parcel motion is employed. Mixing with the environmental air is accounted 

for (where entrainment rates vary as a function of position within the cloud), the water 

balance is evaluated at each time step, and water content is computed for each parcel. Fi- 
nally, the collection of parcels is evaluated and the water content at each output gridpoint 

is computed as the average of all overlapping parcels. 

Convert Fractal Field to Temperature Perturbation Field 

The cumulus model starts with the horizontal RSA field which has been trans- 

formed to a uniform distribution and thresholded based on the cloud amount across the 

working domain. The resulting data field is converted to a temperature perturbation field 

using the following linear transformation 

Tperturbation = (rsa - threshold) / (1 - threshold) * (Tmax - T^n) + Tnün      (2-11) 

where 

• rsa is the RSA field value (rsa=0 for clear gridpoints or threshold<rsa<l for 
cloud-filled gridpoints) 

• threshold is a cutoff value used to define cloud/no cloud regions and producing 
in the desired cloud fraction 

• Tmax is the maximum perturbation temperature (0.5 Kelvin in the current ver- 
sion of the CSSM) 

• Tmin is the minimum perturbation temperature (0.1 Kelvin in the current ver- 
sion of the CSSM). 

The values of Tmin and Tmax were selected based on comparison of model-produced cumulus 
scenes with observed cloud data. We selected values that best reproduced the cloud base and 
top heights along with the magnitude of the water content inside the cloud structures. 

Initialize Parcels 

Parcels are released continuously throughout the model run. When initializing the 
CSSM with gridded cloud input data, each grid box is processed independently and par- 
cels are released randomly across each box area. For single-valued cloud input data, the 
working domain is divided into boxes the size of "release_box_size" (5 km on a side in the 
current model). Both of these geometries ensure reproducible results which is required for 
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interoperability. The number of parcels released is a function of the size of the release box 

and the cloud amount in the layer. Thus, cloud layers with higher fractional cloud cover 

use a greater number of parcels for coverage. 

At each time step in the model, we loop through all release boxes and determine a 
number seed that will control the position of the parcels within the box. The number seed 
is calculated from the box position and the model time. Thus, interoperability is ensured 
as individual simulators will start with the same number seed for the same position and 

time. To initialize the (x, y) position of each parcel, two random numbers are derived from 

the initial number seed. All parcels start with z=lcliocal- 

From this (x, y, z, t) position, the four-dimensional RSA field is evaluated and the 
perturbation temperature is retrieved. The perturbation temperature is added to the am- 
bient air temperature at that point, making the parcel positively buoyant. The size of the 
parcel is defined as a linear function of the perturbation temperature, where more buoy- 

ant parcels are larger, and less buoyant parcels are smaller. 

Update Parcels 

(Much of this section is taken directly from the cumulus model discussion present- 

ed in our previous technical report, Ref. 1. It is included here for completeness.) 

During each time step in the cumulus model, after a set of new parcels is released 
as described above, the physical attributes of every parcel (newly- and previously- 
released) are updated. First, the instantaneous vertical parcel acceleration is computed 
(derived from Newton's second law and the equation of state for an ideal gas) as follows 

a = g(Tvp-Tva)/Tva (2-12) 

where 

• we use the subscript "p" to denote parcel and "a" to denote ambient conditions 

g is the gravitational acceleration (a function of altitude) 

• Tv is the virtual temperature. 

It is important to use virtual temperature to account for the variation in air density due 

to humidity. Virtual temperature is given by 

Tv = (1 + 0.61w)T (2-13) 
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where 

• w is the mixing ratio (kg water vapor/kg dry air) 

• T is the temperature of the parcel 

• the approximation is due to the fact that we use mixing ratio instead of specific 
humidity as a measure of water vapor content. 

Using a central finite difference scheme, the model solves for the vertical position of the 

parcel at the end of each time step. The horizontal wind components are used to update 

the horizontal position of the parcel. Parcel temperature is updated by solving for the wet 
or dry adiabatic lapse rates depending on whether the parcel is saturated or unsaturated, 

respectively. The dry adiabatic lapse rate is 

Tdry = -(dt/dZ)unsat = g/cp (2-14) 

where 

• g, the gravitational acceleration, is a function of height 

• cp is the specific heat at constant pressure. 

This equation assumes that there is no heat transfer between the parcel and the sur- 
rounding environment and that the parcel is in equilibrium with its surroundings. 

The saturated adiabatic lapse rate accounts for the release of latent heat which ac- 
companies condensation as the saturated parcel rises through the atmosphere. (Likewise, 
absorption of latent heat during evaporation on descent.) The saturation lapse rate can 
be stated approximately (Ref. 10) as a function of temperature, T, and saturation mixing 

ratio, ws, from the following 

rwet = -(dt/dZ)sat = g/cp [1 + Lws/RmaT] [1 + L^s/CpIWT2]-1 (2-15) 

where 

L is the latent heat of vaporization (a slowly varying function of temperature) 

Rma is the specific gas constant for dry air 

Rmw is the specific gas constant for water vapor. 

30 



In addition to updating the parcel conditions at each time step, the model updates 
ambient conditions by interpolating directly from the input met data. After each parcel 
mixes with the ambient atmosphere (as described directly below), the model updates the 

parcel mixing ratio using the following 

wp = wp + (w0id - wnew) (2-16) 

where 

• wp is the mixing ratio of the parcel 

• w0id is the mixing ratio of the parcel at the previous time step 

• wnew is the mixing ratio of the parcel at the current time step. 

Finally, water content is calculated just before writing the parcels to the output array by mul- 
tiplying the parcel mixing ratio by the density of dry air for a final value in units of g/m3. 

Entrain Ambient Air 

Up to this point we have not considered the effects of mixing with the environment 
on parcel convection. Mixing with the cooler drier environmental air reduces the parcel 

buoyancy and the maximum cloud top height. The first step required to mix cloud and am- 
bient air parcels (as a part of the "update parcels" procedure) is to define the rate at which 
they mix. The CSSM calculates a two-dimensional field of entrainment rates using the 
two-dimensional horizontal cloud distribution. This procedure counts up all cloud filled 
gridpoints within a distance given by the "entrainment radius parameter" surrounding 
a gridpoint. The ratio of cloud-filled gridpoints to total gridpoints is a measure of how close 

or far the gridpoint of interest is to a cloud edge. 

The CSSM uses a linear ramp from a minimum entrainment rate of 0.5 (50% turn- 
over per lOOmb) deep within the cloud to a maximum value of 2.5 (250% per 100 mb) at 
the cloud edge. The values of the maximum and minimum entrainment rates were esti- 
mated from an analysis of cumulus data (see Section 2-3). Of course, as with all parameter 
values in the model, these values are subject to change with continued data analysis. 

Both temperature and mixing ratio are updated to account for the effects of en- 
trainment. Both are calculated as the weighted average of the parcel and ambient air con- 

ditions as follows 

Tp = (mpTp + maTa) / (mp + ma) (2-17) 
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Wp = (mpWp + mawa) / (mp + ma) (2-18) 

where 

Tp is the temperature of the parcel after entrainment 

Tp is the temperature of the parcel before entrainment 

wp is the mixing ratio of the parcel after entrainment 

wp is the mixing ratio of the parcel after entrainment 

mp and ma are the mass of the parcel and the entrained air, respectively. 

After the parcel "dries ouf by this entrainment process, more water must evaporate to 

keep the parcel saturated. The evaporation serves to cool the parcel even further through 

absorption of latent heat. Thus, entrainment has a double effect on decreasing the tem- 
perature (and thus the buoyancy) of a parcel: first, the parcel cools due to mixing with cool- 

er air and second, the parcel cools due to resaturation. 

Evaluate Parcel Field 

For each output time, the CSSM evaluates all saturated parcels on the output grid. 

Parcel position is converted to the output grid domain and the model then loops through 
all gridpoints falling within each parcel's boundaries. The final water content value at 

each output gridpoint is defined to be the average of all overlapping parcels. 

In a previous version of the model, we calculated a Gaussian mass distribution 
within each parcel and the resulting drop-off in water content from the center of the parcel 
to the edge. This technique resulted in only slightly different final results at significantly 
greater processing effort, and we therefore decided to implement the more efficient aver- 

aging scheme in this version of the model. 

2.1.4.5   Structured Cloud Types 
Structured cloud features such as cloud streets and mountain and lee wave oro- 

graphic clouds are generated in the CSSM by modifying the underlying RSA field for the 
cloud type of interest with parameterized wave functions that create the desired structu- 
re. The algorithms employed make use of the input atmospheric profile and climatological 
values to determine the wave function parameters such as wavelength, amplitude, and 

damping. 

32 



2.1.4.5.1   Cloud Streets 
Cloud streets develop in nature under conditions of relatively strong winds and 

neutral stability and commonly consist of stratocumulus cloud types aligned in the direc- 

tion of the mean wind. Feteris (Ref. 11) examined the spacing between cloud streets and 

between cloud elements by using LANDSAT observations with Kuettners (Ref. 12) theory 

of banded clouds. Feteris et al. (Ref. 11) reported the following relationship between the 

spacing between cloud streets (X«) and the cloud depth (H): 

Xx= e*H;0 <s < 3.0 (2-19) 

They also found that the ratio of the distance between streets to the spacing be- 

tween cloud elements within a street (Xy) is: 

1.2 < kx/ky < 4.0 (2-20) 

Choosing a typical case with H = 2.0 km and s = 1.5 yields a street spacing, Xx, of 5 

km and an element spacing, Xy> of 3 km. 

The algorithm employed to generate cloud streets makes use of the above charac- 

teristics of cloud streets. Cloud streets are generated by adding a combination of sine and 

cosine waves to an initial RSA field generated for stratocumulus clouds. The sine wave 

determines the position and structure of the cloud streets, and the cosine wave deter- 

mines the position and structure of the cloud elements within the streets. We use the typi- 

cal "wavelengths" of 5 km and 3 km described above for the sine (street) and cosine 

(element) waves, respectively. 

To simplify the geometry of the problem, the calculations are performed on a grid 

system rotated so that the abscissa is perpendicular to the mean wind direction. That is: 

x' = x cos(a) + y sin(a) 
(2-21) 

y' = - x sin(a) + v sin(a) 

where      (x,y) are the gridpoint coordinates in the original coordinate system 

(x',y') are the gridpoint coordinates in the rotated coordinate system 

a is the angle of rotation determined by the mean wind direction, dd, and is 

given by: 

a =      180 - dd; dd <=180° 

360-dd;dd>180° 
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The cloud street generating function is expressed in the rotated coordinate system 

by the following formula: 

S = - 1 + [sin(2jtx'Ax) + 0.4cos(2ny'/Xy + Ps)] (2-22) 

The parameters are: 

Xx - inter-street wavelength (5000 m as described above) 

Xy - inter-element wavelength (3000 m as described above) 

Ps - a randomly generated phase shift ( -% < Ps < rc) incorporated to vary cloud 
element positions between cloud streets. 

The resultant RSA field used to generate the cloud streets is then given by: 

RSAS = RSA + S (2-23) 

where 

• RSAS is the modified RSA field used to generate cloud streets 
• RSA is the original RSA field for stratocumulus clouds 

S is the street generating function described above. 

Figure 12 shows a cloud street scene for a scenario with a southeasterly mean wind 

direction. 

2.1.4.5.2    Orographic Clouds 
Orographic clouds develop when air is lifted above the lifting condensation level by 

direct lifting over a topographic barrier or by wave motions downwind from such a barrier. 
Orographic clouds often form in relatively stable conditions and as a result are frequently 

laminar or stratiform in appearance. 

Orographic cloud features are generated in the CSSM by adding a damped sinusoi- 
dal wave function to an initial RSA field generated for stratiform clouds. The generation 
of orographic clouds requires two steps. The first step processes user-provided informa- 
tion about the position of the ridge axis and the height of the ridge. The second step uses 
the processed ridge information in conjunction with meteorological information to gener- 
ate the damped sinusoidal wave function used to generate the orographic clouds. 

Ridge Information Processing 
The user provides a few coordinates along the ridge axis as input if orographic 

clouds are desired. The user-defined ridge axis is used to construct a new set of ridge axis 
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Figure 12      Cloud Street Scene 

locations at a resolution 10 times greater than that input. This high-resolution ridge axis 
is then smoothed using a seven-point smoothing operator. The resultant smoothed, high- 
resolution ridge axis is used in the generation of the orographic clouds. The height of the 
ridge is taken to be the mean of the user supplied ridge heights at each ridge axis location. 

Wave Function 

The modulating function is calculated at each grid point and is expressed by the 
following formula: 

W = A sm(27tdß) exp(- (1 - F)d/X) (2-24) 

The parameters are described below after introducing a few definitions. (Refer to 

Figure 13). 

g - acceleration of gravity 

Td - dry adiabatic lapse rate (9.767* 10"3 K/m) 

H - mean ridge height 
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Figure 13      Schematic Showing Orographic Wave Processing Geometry 

Te - environmental lapse rate between z=0 and z=H 

re' - environmental lapse rate between z=H and z=1.5*H 

U - mean wind averaged between z=0 and z=H 

d - distance between grid point and ridge measured along the mean wind vector U 

u - component of mean wind perpendicular to the ridge axis at point where 
mean wind vector through grid point intersects ridge axis (Point A in Figure 13) 

9 - angle between the mean wind vector and ridge axis 

The wave amplitude, A, defined by the following parametric relationship: 

A = 4.0(iJ/10000)1/3 sin(0) (2-25) 

This relationship produces wave amplitudes that are directly related to ridge 

height and the wind incidence angle as is observed in nature. 

X is the wavelength defined by the following relationship: 

A. = 2nu IN (2-26) 
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Where N is the Brunt-Vaisala frequency defined as: 

N={(g/TBAR)(rd-re)} (2-27) 

TBAR and re, the average temperature and environmental lapse rate, respectively, 

are calculated using the temperatures at z=0 and z = H. 

We impose a minimum wavelength of 2000 m to eliminate spurious, unrealistic ripples 

that result when the wind is nearly parallel to the ridge axis. 

F is a stability factor defined as: 

F = re7 (6.5*10-3 K/m) (2-28) 

re' is calculated using the temperatures at z=H and z=1.5H, the layer in which up- 

ward wave motions will be damped. 

For stable atmospheric conditions (i.e. F < 0) we limit the orographic cloud struc- 
tures to cap clouds by adjusting the amplitude to 6, and by setting F to -10 to produce the 

damping necessary to eliminate downstream waves. 

The resultant RSA field used to generate the orographic clouds is then given by: 

(2-29) RSAw = RSA + W 

where 

• RSAW is the modified RSA field used to generate orographic clouds 

• RSA is the original RSA field for stratocumulus clouds 

• W is the street generating function described above. 

Figure 14 shows a sample orographic cloud scene for a scenario with a north-south 

oriented V-shaped ridge with a westerly wind flow. 

2.1.5    Cloud Model Results 

In this section, we present several examples of CSSM cloud model results as visual- 
ized with the Quick-Look cloudviewer. The purpose of these scenes is to demonstrate some 
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Figure 14      Orographic Wave Cloud Scene 

of the model's capabilities to simulate a wide variety of cloud types and scenes. Two exam- 
ples of CSSM output were presented in the previous section — a cloud street scene and 
an orographic wave cloud scene. 

Figure 15 presents a stratus cloud scene. The model resolution for the simulation 
which produced this scene was 100 m. The model domain was set at 10 km x 10 km in the 
horizontal and 3 km in the vertical. The imposed large-scale cloud input for this simula- 
tion specified a 70% stratus cloud cover between 1000 m and 1500 m. 

Figure 16 demonstrates the CSSM's ability to simulate multiple cloud layers. In 
this simulation the large-scale cloud input specified two cloud layers — a 45% stratocu- 
mulus streets cloud cover between 2000 m and 2600 m and an 80% cirrus cloud cover be- 
tween 8000 and 9000 m. The resolution for this simulation was 200 m with a horizontal 
domain of 30 km x 30 km. The vertical domain extended to 10 km. 

Figure 17 shows a cumulus cloud scene generated during the parameter estima- 
tion and tuning effort described in Section 2.3. In this case, the simulation was conducted 
with an input sounding representative of the area near Bethlehem, South Africa in late 
December. The input cloud information specified 70 % coverage of cumulus clouds. The 
resolution for the simulation was 100 m with a horizontal domain of 10 km x 10 km. The 

vertical domain extended to 8 km. 
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Figure 15      Stratus Cloud Scene 

Figure 16     Layered Cloud Scene With Cirrus Over Cloud Streets 
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Figure 17     Cumulus Cloud Scene 

2.2      THE RAIN MODEL 

The precipitation model is used to simulate rain within the CSSM cloud fields. Pre- 
cipitation in the CSSM currently refers to rain only, but snow, ice, and mixed precipitation 
models may be added in the future. Rain fields are generated for two different cloud types: 
nimbostratus and "precipitating cumulus." We use the term precipitating cumulus 
instead of cumulonimbus to accentuate the fact that the model does not simulate thun- 
derstorm-type clouds, including cumulonimbus. The stochastic methodology used in the 
CSSM is not appropriate for such dynamic cloud types. Therefore, the CSSM rain model 

should not be used for rain heavy storms. 
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2.2.1 Overview 

Advanced simulation applications, now under development by members of the DoD 
community, will require high-fidelity atmospheric descriptions to enhance the realism of 

the training environment. Many systems used in the battlefield environment are affected 

by rain water that introduces background clutter, modifies ground mobility, decreases vis- 

ibility, interferes with millimeter wave sensors, etc. The precipitation model described in 

this section takes a first step toward addressing these user requirements. 

We've chosen a simple approach for this first implementation. The implementation 
allows for more complex techniques and algorithms to be added at a later date. The ap- 
proach first separates liquid water content (LWC) into two portions, as outlined by Tattel- 
man and Willis (Ref. 13). The first part is the cloud water content (CWC), made up of 
suspended water droplets with diameters up to 100 mm. The second part is the precipita- 
tion water content (PWC) that comprises the larger water droplets that fall out under the 
influence of gravity. Precipitation rates are derived from the PWC portion of the total 
LWC. The "rainmap" postprocessor determines the column-average in-cloud precipita- 
tion rates to provide the user with agridded two-dimensional distribution of precipitation 

rates at the surface. 

The first part of this section outlines the development of the algorithms used to con- 
vert the PWC to precipitation rate. The second part describes the generation of in-cloud 

precipitation rates for cumuliform and stratiform cloud types. 

2.2.2 Development of Precipitation Rate Algorithms 

There are two possible methods to derive precipitation rates from PWC. The first 
method is to convert the PWC to radar reflectivity, Z, and then use a Z-R relationship to 
convert the radar reflectivity to precipitation rate (R). The second method is to convert the 
PWC directly to precipitation rate. 
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The governing equations in finite differences form are: 

Z = (A4/?r51K12) J oiDJNiDJADi, 
i=i 

# = 6TT x lO-^öfu^WWpj^ 
i = l 

PWC = (OTT x lO-^^DfiVCD^Df, 

(mm6 m"3) 

(mmh *) 

(g m-3) 

(2-30) 

(2-31) 

(2-32) 
j=l 

where 

• i represents the drop size category 

• Di is the nominal drop size of the ith category 

• ADi is the width of the ith category 

• N(Di)ADi is the number density of drops with A -AD; /2 < D <Di + ADi/2. 

In Eq. (2-30), a(Di) is the backscattering cross section in mm2, X (mm) is the radar wave- 
length, and | K |2 is the refractory factor for water at the wavelength of the radar. 

The drop size distributions can be measured by means of a disdrometer, which has 
a well defined cross-sectional sampling area capable of sorting drops into a finite number 
of size categories. The measurements obtained over a finite time interval can then be in- 
serted into Eqs. (2-31) and (2-32) to obtain values for precipitation rate and PWC. To ob- 
tain a value of Z, knowledge of the radar wavelength and refractory factor for water at 

that wavelength is required. 

Since the final goal is to obtain precipitation rates from PWC, it makes more sense 
to develop an empirical relationship between precipitation rate and PWC, instead of first 
converting PWC to Z values then using a Z-R relationship to obtain values of precipitation 

rates. 

Data Sources 

Most papers surveyed for this work emphasized development of either Z-R or Z- 

PWC relationships. Data sets to obtain a direct relationship between precipitation rate 

and LWC were found in two sets of works. 
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The first, much larger data set was obtained from four sites during the late 1950's 
and early 1960's (Refs. 14, 15, 16, 17). The second set of RR-PWC data was obtained in 
Illinois in 1982 (Ref. 18). In both sets of data, the PWC was exclusively liquid form only, 
and the measurements were made at the surface. There are other sources of data (Ref. 19) 

which deal with stratiform ice clouds done through airborne measurements. 

The first data set was collected from four sites: Woody Island, Alaska; Long Beach, 
New Jersey; Franklin, North Carolina; and Miami, Florida. The data were obtained by a 
drop camera technique. Briefly, it consisted of a 70-mm camera and an optical system 
which sampled rainfall by taking photographs of the raindrops falling through a specific 

volume. A sample was collected once a minute during a precipitation event. 

For measurement, the drop camera film was projected onto a translucent screen so 

that the drop images were twice their actual sizes. Two measurements were made of each 
drop image (the major and minor axes) by using electrical calipers designed specifically 
for this purpose. The measurements were translated into equivalent spherical diameter 
and were tabulated into a size frequency distribution for each cubic meter sample. The 
values for PWC, R, and Z are obtained using Eqs. (2-30) through (2-32) above. 

The samples were classified by the synoptic weather type during which they were 
collected. Table 7 presents a brief description of each synoptic weather type during which 
samples were obtained and the data analyzed in this report. 

The only drawback to this data set is the lack of detail beyond the broad synoptic 
descriptions of the weather during the sample taking. For example, air mass precipitation 
occurred many times during the almost 12-month period of data taking and the results 
were lumped together under one synoptic header. In actuality, there were differences in 
the conditions between each data set that have been lost in grouping the data. 

The Illinois data set was obtained using a disdrometer. This is an electro-mechani- 
cal instrument developed by Joss and Waldvogel (Ref. 18). The instrument sorts drops into 
20 size range bins from which the values for PWC, R, and Z are obtained using Eqs. (2-30) 
through (2-32). The entire data set was collected during one 3-hour interval under pre- 

cold frontal weather conditions. 
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Table 7   Synoptic Weather Types for Which Observations 
Were Obtained 

CODE SYNOPTIC CONDITIONS CLOUD DESCRIPTION 

1 Air Mass Precipitation that is produced by local convection within an unstable air mass. 
This precipitation is not associated with a front or instability line. The most 
frequent type is from well-developed cumulus clouds resulting from daytime 
heating. Thunderstorms were excluded wherever possible. 

2 Pre-Cold Frontal Precipitation is from a moist unstable air mass that is forcibly lifted. Precipita- 
tion is convective in nature and thunderstorms were included. 

3 Post-Cold Frontal Precipitation that is found behind a cold front and can be a combination of 
convective and stratiform types. 

4 Overrunning Precipitation is generally stratiform in nature. This condition usually associat- 
ed with warm air ascending over a stationary front. 

5 Warm Frontal Precipitation is generally stratiform in nature. Obvious convective influences 
were discarded. 

6 Warm Frontal Orographic (Alaska) Precipitation occurred in warm frontal zone due to uplifting as well as 
being lifted orographically over hilly terrain. 

7 Easterly Wave Convective precipitation. Obvious thunderstorms were not included. 

8 Cold Low Precipitation associated with a mid latitude cyclone (not tropical in nature), 
characterized by stratiform precipitation. 

9 Northeaster (New Jersey) Stratiform precipitation associated with a synoptic scale low 
pressure (non tropical) area. 

Results 

The raw data from both data sets were sorted in a spread sheet program, by weath- 
er type and location and were analyzed using a statistical analysis package. Two different 
approaches were used in deriving a relationship between PWC and R. The first approach 
was to plot raw values of PWC and R for each synoptic type and obtain a best straight line 
fit relationship. The derived relationships were not sensitive to low values of PWC, creat- 
ing large errors in the value of R. Since the values of R that will be encountered in the 
CSSM are typically associated with low values of PWC, these derived relationships are 

not satisfactory. 

The second approach in deriving a relationship between PWC and R used the log 
values of PWC and R. The resulting derived relationships had the best fits for low values 
of R and PWC, making them more suitable for application to the CSSM. Also work done 
by Heysfield (Ref. 19) used log values to obtain relationships between small values of Ice 
Water Content (IWC) and R for stratiform ice clouds. The data set from Illinois was ana- 
lyzed the same way. We noted in our analysis that the scatter of points in the Illinois set 

is less than the other sets. 
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There are two possible reasons for the larger scatter in the earlier data. First, the 

method used in collecting the earlier data was more manually intensive, requiring manu- 
al measurements of the drop sizes. This could be a possible source of errors in the results, 
since the collection of the Illinois data used a more sophisticated method of collecting data. 
The second reason for the larger scatter in the first data set may be due to the time inter- 

vals of the data sets. Data collection for the first set was over a period of up to 2 years, there 
would be some variations in same synoptic classes. Since the conditions are not identical 
each time that a particular synoptic feature was encountered, the slight differences added 
together would result in some scatter of points. The Illinois data has much less scatter 

because all the data was from one 3 hour period. 

Table 8 lists the rain rate relationships as a function of PWC derived for each of the 
nine synoptic cases for both data sets. The Illinois data was collected for one synoptic case 

only, thus the single entry. 

Conclusions 

Since the results are very close between the two data sets for the pre-cold frontal 
synoptic case (#2), there is a high degree of confidence that the older data set gives good 
results. Therefore for cumuliform precipitation in the CSSM, the value for R obtained for 
the air mass synoptic case (#1 in the table) will be used to convert PWC to precipitation 
rates. For stratiform precipitation, the value for R for the warm frontal weather condition 

(#5 in the table) will be used. 

Table 8   Rain Rates as a Function of LWC 

SYNOPTIC 
CODE DATASET#1 DATASET#2 

1 R = 19.86*PWC1-298 

2 R = 21.13*PWC1088 R = 23.07*PWC1066 

3 R = 18.45*PWC1078 

4 R = 20.94*PWC1-129 

5 R = 20.09*PWC1-109 

6 R = 29.24*PWC1-308 

7 R = 20.06*PWC1010 

8 R = 21.63*PWC1-149 

9 R = 18.83*PWC1083 
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2.2.3    In-Cloud Precipitation Rates 

The CSSM produces three dimensional grids of LWC values which can be parti- 
tioned into CWC and PWC contributions. We seek a simple method to realistically sepa- 

rate the LWC into its components. 

The most rigorous method would be to convert the LWC into a water droplet size 
distribution. Using a droplet diameter of 0.1 mm as the typical boundary between the two 
categories of hydrometeors (Ref. 13), the two quantities can be determined by integrating 
over droplet size on either side of the cutoff. Such a rigorous treatment is beyond the scope 

of the current project, but may be pursued at a later date. 

A less rigorous solution is to use a constant threshold value to partition the LWC 

into its components. This method is a simplification of the Tattelman and Willis (Ref. 13) 

treatment where they vary the threshold by atmospheric height as well as by precipita- 

tion intensity. 

Precipitating Cumulus Clouds 

To show that using a constant threshold gives a reasonable result, consider the "sound- 
ing" of LWC values for a given x,y location from a CSSM LWC field shown in Table 9. 

The first column is the height of the layer in meters, the second column is the simu- 
lated LWC value in g/m3, the third column is the PWC obtained by subtracting a value of 
0.9 g/m3 from the LWC. The choice of the value of 0.9 g/m3 is discussed below. The fourth 

column is the precipitation rate in mm/hr computed using the algorithm for cumulus pre- 

cipitation described in Section 2.2.2 with the value of PWC. The fifth column is the equiva- 
lent radar reflectivity in dBZ for the precipitation rate obtained in column four, using the 

Marshall-Palmer (Ref. 20) relationship, Eq. (2-33). 

dBZ = 10[log10200 * R16] (mm6 m"3) (2-33) 
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Table 9   Sample Computed LWC "Sounding' 

HEIGHT 
(m) 

LWC 
(g/m3) 

PWC 
(g/m3) 

R 
(mm/hr) 

REFLECTIVITY 
(dBZ) 

50 0.00 0.00 0.00 0 

150 0.00 0.00 0.00 0 

250 0.00 0.00 0.00 0 

350 0.00 0.00 0.00 0 

450 0.04 0.00 0.00 0 

550 0.04 0.00 0.00 0 

650 0.07 0.00 0.00 0 

750 0.16 0.00 0.00 0 

850 0.20 0.00 0.00 0 

950 0.28 0.00 0.00 0 

1050 0.51 0.00 0.00 0 

1150 0.74 0.00 0.00 0 

1250 0.74 0.00 0.00 0 

1350 0.83 0.00 0.00 0 

1450 0.87 0.00 0.00 0 

1550 1.00 0.10 1.05 23 

1650 1.02 0.12 1.28 25 

1750 1.00 0.10 1.03 23 

1850 1.03 0.13 1.46 26 

1950 1.10 0.20 2.52 29 

2050 1.16 0.26 3.53 32 

2150 1.18 0.28 3.88 32 

2250 0.00 0.00 0.00 0 

2350 0.00 0.00 0.00 0 

The choice of a threshold of 0.9 g/m3 for splitting the LWC into the PWC and CWC 
was based on two factors. The first was based on the work by Tattelman and Willis (Ref. 13) 
on model liquid water content profiles. The second factor was comparisons to observation- 
al data. When the computed precipitation rates were converted into radar reflectivities, 
comparisons were made with actual radar reflectivity data obtained from cumulus clouds 
of the same height and structure (Ref. 21). By experimenting with different cutoff values, 
it was found that using the cutoff value of 0.9 g/m3 when translated into radar reflectivi- 
ties yielded values that were comparable to the observations. 

An example of a cross-section through a volume of LWC values is shown in 
Figure 18. The outer contour in Figure 18 outlines the non-zero LWC values and has the 
shape typical of a cumuliform cloud. The inner contour surrounds areas of LWC values 
greater than the cutoff value of 0.9 g/m3. If that portion of the LWC greater than 0.9 g/m3, 
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Figure 18      Cross-section of Model Output of Simulated Cumulus Cloud 
LWC Values. Dashed contour Denotes Cloud Edge. Solid Contour 
Surrounds LWC Values Greater Than the Cutoff Value of 0.9 
g/m3. Both Axes Are Labeled in Kilometers. 

denoting the PWC, is converted to precipitation rates, a spatial distribution of in-cloud 
precipitation rates can be constructed, Figure 19. The precipitation rates are contoured 

in increments of 2 mm/hr starting at 0 mm/hr. 

Nimbostratus Clouds 
The procedure outlined in the previous section for cumulus clouds is the same for 

stratus clouds, except for a different threshold value. The threshold value that partitions 
the LWC into CWC and PWC was obtained by trial and error. For each threshold value, 

the resulting PWC were converted first to precipitation rates then to radar reflectivities. 
The spatial distribution of these in-cloud radar reflectivities were then compared to actual 

radar reflectivity data of stratus clouds (Refs. 22, 23). 

Figure 20 shows a slice through a simulated nimbostratus cloud LWC field. The 

outer contour outlines the non-zero values of LWC and has a shape characteristic of a stra- 
tiform cloud. The inner contour surrounds areas of LWC values greater than the cutoff 
value of 1.0 g/m3. When that portion of the LWC greater than 1.0 g/m3, denoting the PWC, 
is converted to precipitation rates, a spatial distribution of in-cloud precipitation rates 
can be constructed, Figure 21. The precipitation rates are contoured in increments of 2 

mm/hr starting at 0 mm/hr. 
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Figure 19      Precipitation Rates (Contoured Every 2 mm/hr Starting 
at 0 mm/hr) Derived from LWC Cross-section Shown in 
Figure 18. Both Axes are Labeled in Kilometers. 

Figure 20      Cross-section of Model Output of Simulated Nimobstratus Cloud LWC 
Values. Dashed Contour Denotes Cloud Edge. Solid Contour Surrounds 
LWC Values Greater Than the Cutoff Value of 1.0 g/m3. Both Axes Are 
Labeled in Kilometers. 
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Figure 21      Precipitation Rates (Contoured Every 2mm/hr Starting 
a 0 mm/hr) Derived from LWC Cross-section Shown in 
Figure 20. Both Axes are Labeled in Kilometers. 

2.2.4    Surface Precipitation Rate Algorithm 

With the mechanism described above, the CSSM can convert LWC values into in- 

cloud precipitation rates. However, the above mechanism does not produce precipitation 

rates at the surface. We next discuss the technique used to estimate the surface precipita- 

tion rate from the in-cloud rates. 

Our initial approach to estimate precipitation at the surface was the so-called "Cas- 

cade Model." This model uses the in-cloud precipitation rates combined with an assumed 

terminal velocity to allow precipitation to fall to the surface. The "cascade" technique al- 

lows rain water to fall from cloud grid boxes into lower grid boxes during a succession of 

time steps. We discarded this technique because the prototype required a fixed model do- 

main for all time steps. Since one of the major advances in this version of the CSSM is the 

option for moving domains, we felt it important to maintain that functionality. Modifying 

the "Cascade Model" to allow it to function properly with movable domains proved to be 

beyond the scope of this effort. 

We chose instead to implement a simple scheme to estimate the surface precipita- 

tion rate. To simplify development, the scheme was implemented as a post-processor 

which operates on the CSSM precipitation rate output file. For each surface grid location, 
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we estimate the surface precipitation rate to be the average of the non-zero in-cloud pre- 

cipitation rates in the column of grid boxes directly above the location. Table 10 illustrates 
the technique by showing a 2-D slice of in-cloud precipitation rates with the estimated 

surface precipitation rate shown along the bottom of the table. 

2.2.5     Conclusions 

We derived relationships between precipitation water content and precipitation 
rates from a variety of datasets. We found that the relationships were dependent upon the 

synoptic conditions under which the precipitation was produced. 

LWC fields that were produced by the CSSM for both precipitating cumuliform and 
stratiform clouds could be partitioned into CWC and PWC components. A constant threshold 
for this partitioning was selected based on comparisons to actual data. Using the appropriate 
algorithm based on cloud type, the model-produced PWC could be converted to precipitation 
rates. In-cloud precipitation rates were converted into radar reflectivity values by using the 
Marshall-Palmer relationship. Simulated radar reflectivities compared favorably with ob- 
servations for both precipitating cumuliform and stratiform clouds. 

Table 10   Sample Surface Rain Rate Calculation (Values in mm/hr) 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 5.20 5.20 5.39 5.58 5.58 5.58 

4.02 4.00 4.00 4.14 4.29 5.16 5.39 5.29 5.16 5.12 

3.72 3.84 3.30 3.53 4.34 4.29 4.23 4.02 3.82 3.86 

2.98 2.43 1.96 2.27 2.22 2.51 2.73 2.41 3.47 3.86 

1.01 1.62 1.20 2.27 1.46 0.70 1.19 0.24 1.62 1.86 

0.69 0.00 0.55 0.28 0.00 0.00 0.24 0.24 0.79 0.55 

0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2.48 2.97 2.20 2.50 3.50 3.57 2.74 2.96 3.41 3.47 
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We have developed a CSSM post-processor which uses the in-cloud precipitation 

rates to produce 2-D fields of surface precipitation rates. These rates can be used directly 

or integrated over time to produce accumulated precipitation values. 

2.3     PARAMETER ESTIMATION AND CUMULUS MODEL VALIDATION 

During the previous model development process for the PL/SWOE Cloud Scene 

Simulation Model we evaluated and estimated model parameters based on literature re- 
views and on visual comparison of model-produced and observed cloud fields for a limited 

number of cases. These comparisons provided base-line values for the various model para- 
meters controlling the external cloud structure. In the current study, we use cloud liquid wa- 
ter content (LWC) measurements from several cloud types and locations to estimate internal 
LWC model parameter values. We also use an independent set of data to validate the selec- 

tion of model internal LWC model parameters for cumulus cloud types. 

This section describes our cloud LWC data collection effort and the data analysis 
methodology, the parameter estimation methodology and results, and the cumulus model 

validation methodology and results. 

2.3.1     Cloud Liquid Water Content Data Collection and Analysis 

Our literature search revealed three sources of cloud LWC and related information. 

We evaluated the FAA cloud database (formerly maintained by NRL) provided by Dr. 
Richard Jeck, a FIRE/ASTEX experiment dataset provided by Drs. Warren Wiscombe 
(NASA-Goddard) and Hermann Gerber, and the ECLIPS dataset containing LIDAR- 
derived cloud base and top information provided by Dr. David Winker (NASA-Langley). 

The nature of our analysis required that any dataset we chose include at a mini- 

mum the following: 

• High-resolution cloud LWC data (preferably one-second sampling) 

• Information on cloud base height 

• Information on temporal and spatial location of the sample. 

The only data source that met all these criteria was the FAA cloud database. Based 
on this evaluation and on Dr. Jeck's willingness to provide us with data, we selected the 

FAA database as our data source. 
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All the evaluated data sources suffered from a lack of concurrent supporting meteo- 
rological data such as upper air soundings, surface observations, etc. We discuss in a later 
section our methodology to mitigate this weakness in the FAA data sets. 

2.3.1.1   FAA Database Description 

The FAA cloud database contains information on aircraft-based observations of 
cloud data obtained from various cloud measurement experiments. The database lists 

data sets containing a variety of cloud-related variables along with averaged cloud data 
based on those data sets. The information available from the database allowed us to select 
a number of data sets for use in the parameter estimation and cumulus model validation 

effort. 

The database contains information about the mission flight, cloud systems, pre- 
vailing weather, and measurement-related factors for each available data set. Mission 
identifier variables include date, time, measuring agency, experiment name, geographi- 
cal location, and surface elevation. The cloud information variables include cloud type, 
cloud group, cloud identification number, prevailing cloud distribution, cloud base and 
top heights, and temperatures of cloud base and top. Weather variables include air mass 
information and coded descriptions of the weather conditions associated with the clouds 
under study. Measurement-related variables include the time duration of the data set 
sample, the distance traveled by the aircraft, and the state of the cloud particles sampled 
(water droplets, ice crystals, or both). The database also contains averaged variables such 
as airspeed, altitude, air temperature, LWC (g/m3) indicated by a hot-wire meter (John- 
son-Williams [JW] or CSIRO-King), and/or the LWC computed from the droplet size dis- 
tribution indicated by the FSSP (Forward Scattering Spectrometer Probe). 

The FAA cloud database includes datasets of varying quality in a variety of formats 
(from paper copies to electronic data files in tabular ASCII text). Some datasets contain 
only time-averaged LWC values and many do not include the location or cloud base height 
information necessary for this study. None of the datasets in the database contain concur- 

rent supporting meteorological data. 

The datasets we considered for analysis met several criteria: 

• Available in electronic format 

• Provide actual one-second time series JW and FSSP LWC values 

Provide date, time, altitude, geographical location or aircraft heading, and 
airspeed 
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Provide information on cloud base heights 

• Contain long paths through clouds. 

Midway through the data collection effort Dr. Jeck's ability to provide data was sub- 

stantially reduced by his commitment to high-priority FAA projects. As a result of this 

constraint, we chose to limit our parameter estimation effort to two cloud types: cumulus 

and stratus. We also chose to limit our validation effort to cumulus clouds. Our focus on 
cumulus clouds was driven by three factors. First, the most substantial changes to the 
CSSM since the PL/SWOE version's release have been made in the cumulus model code. 
Second, the greatest LWC variability is expected in cumulus clouds. Finally, the FAA da- 

tabase contains more suitable datasets with greater geographical variability for cumulus 

clouds than for other cloud types. 

We requested and processed 25 cloud datasets. Of these, ten contained usable paths 

through cumulus clouds, and three contained usable paths through stratus clouds. The 
remaining 12 datasets were excluded for several reasons including: insufficient path 
lengths, cloud types (e.g., cumulonimbus) not included in this study, and insufficient or 
inconsistent LWC data. Table 11 provides a summary of the 13 data sets used in this 
study. We labeled the datasets A through Y for internal tracking. This naming convention 

will be used through the following discussion. 

2.3.1.2   Spatial Series Data Selection 

The 13 sets of LWC and position data were analyzed to find uniform, continuous 

paths through clouds. Our analysis consisted of the following steps: 

• Identify continuous time series (i.e. series with time gaps of less than 5 sec- 
onds) at least 45 seconds long 

• Analyze aircraft altitude and horizontal position data to determine path type 
(e.g., straight and level, slant, curved and level, etc.) 

• Evaluate LWC data quality 

Table 12 provides a summary of all the paths selected based on the first two criteria 

above. We eliminated the paths (labelled NOT USED) that contain insufficient LWC data, 
inadequate data quality, slant paths, or cloud types not appropriate for this study. 
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Table 11   Summary of Datasets Used in This Study 

DATASET EXPERIMENT DATE LOCATION SENSORS STARTTIME 
(GMT) 

STOP TIME 
(GMT) 

A CCOPE 4 Jun 

1981 

MILES CITY 
MONTANA 

F&J 2109 2142 

C CCOPE 11 Jul 

1981 

MILES CITY 
MONTANA 

F&J 2132 2210 

E CCOPE 1 Jun 

1981 

MILES CITY 
MONTANA 

F&J 2013 2302 

F CCOPE 15 Jun 1981 MILES CITY 
MONTANA 

F&J 1933 2141 

G CCOPE 19 Jul 1981 MILES CITY 
MONTANA 

F&J 2145 2354 

H BPRP 27Nov1984 BETHLEHEM 
S.AFRICA 

J 1435 1440 

1 BPRP 2lFeb1986 BETHLEHEM 
S.AFRICA 

J 1221 1640 

K LANDES 
FRONTS 

5 Jun 

1984 

GASCOGNE 
PRVFRANCE 

F&J 1412 1456 

0 CCOPE 19 Jul 1981 MILES CITY 
MONTANA 

F&J 1734 1840 

P CCOPE 20Jun1981 MILES CITY 
MONTANA 

F&J 1814 1944 

W CASP:1986 18Feb1986 HALIFAX 

NOVA SCOTIA 

F&J 1750 1803 

X CASP:1986 18Feb1986 HALIFAX 

NOVA SCOTIA 

F&J 1805 1815 

Y CASP:1986 18Feb1986 HALIFAX 

NOVA SCOTIA 

F&J 1815 1822 

The excellent supplementary documentation (described in a later section) avail- 

able for the 20 June 1981 dataset led us to select paths from dataset "P" for use in the cu- 
mulus model validation. The benefits provided by the supplementary documentation 
outweigh the limitations imposed by the fact that most of these "validation" paths do not 

meet the series length criteria described above. 
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Table 12   Selected Paths 

DATA LOCATION DATASET SERIES CLOUD 
TYPE 

LENGTH 
(SEC) ALT (FT) BASE (FT) TOP (FT) 

6/4/81 MILES CITY 
MT 

A 1 TCU 48 16100 8300 18000 

2 TCU 61 15270 8300 18000 

3 NOT 
USED 

4 TCU 65 15100 8300 18000 

5 NOT 
USED 

6 TCU 80 15180 8900 18000 

7 TCU 105 15180 8900 18000 

7/11/81 MILES CITY 
MT 

C 1 CU 45 21130 15300 24000 

2 CU 71 19135 15300 24000 

3 CU 67 16060 15300 24000 

4 NOT 
USED 

6/1/81 MILES CITY 
MT 

E 1 NOT 
USED 

2 CU 86 13115 NA 15000 

3 TCU 48 13265 NA NA 

4 TCU 73 13070 NA NA 

5 NOT 
USED 

6 NOT 
USED 

7 TCU 106 12245 NA NA 

8 NOT 
USED 

9 TCU 78 13085 NA NA 

10 NOT 
USED 

11 TCU 80 13290 NA NA 

12 TCU 87 13240 NA NA 

13 TCU 80 13170 NA NA 

14 TCU 94 13145 NA NA 

15 NOT 
USED 

6/15/81 MILES CITY 
MT 

F 1 NOT 
USED 

2 CUCON 74 16240 NA NA 

3 NOT 
USED 
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Table 12   Selected Paths (continued) 

DATA LOCATION DATASET SERIES 
CLOUD 
TYPE 

LENGTH 
(SEC) ALT (FT) BASE (FT) TOP (FT) 

4 CUCON 79 16250 NA NA 

5 CUCON 117 16255 NA NA 

6 CUCON 145 15230 NA NA 

7 CUCON 86 15265 NA NA 

8 NOT 
USED 

9 NOT 
USED 

7/19/81 MILES CITY 
MT 

G 1 CU 48 19250 NA NA 

2 CUCON 46 19700 12800 NA 

3 CU 44 18195 NA NA 

4 CU 48 18100 NA NA 

11/27/84 BETHLE- 
HEM SA 

H 1 CUCON 53 20575 10000 NA 

2 CUCON 52 20685 10000 NA 

2/21/86 BETHLE- 
HEM SA 

I 1 TCU, CON 58 20135 NA NA 

2 TCU, CON 51 20195 NA NA 

3 TCU, CON 59 20030 NA NA 

4 TCU, CON 55 20300 NA NA 

5 TCU, CON 48 20220 NA NA 

6 TCU, CON 72 20240 NA NA 

7 TCU, CON 45 21555 NA NA 

8 TCU, CON 52 21560 NA NA 

9 TCU, CON 46 20670 NA NA 

10 TCU, CON 56 20250 NA NA 

11 TCU, CON 57 20630 NA NA 

12 TCU, CON 73 20710 NA NA 

13 TCU, CON 87 20740 NA NA 

6/5/84 GAS- 
COGNE 

PROV FR 

K 1 CUCON 76 12610 3200 NA 

2 CUCON 172 8945 3200 NA 

3 NOT 
USED 

4 NOT 
USED 

7/19/81 MILES CITY 
MT 

0 1 NOT 
USED 

2 CU 69 14080 11200 NA 
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Table 12   Selected Paths (continued) 

DATA LOCATION DATASET SERIES 
CLOUD 
TYPE 

LENGTH 
(SEC) ALT (FT) BASE (FT) TOP (FT) 

3 CU 46 14085 11200 NA 

4 cu 54 14015 11200 NA 

6/20/81 MILES CITY 
MT 

P 1 cu 25 9300 NA NA 

2 cu 31 9160 NA NA 

3 cu 37 14150 NA NA 

4 cu 29 19000 NA NA 

5 cu 31 16190 NA NA 

6 cu 25 18220 NA NA 

7 cu 37 18990 NA NA 

8 cu 27 17360 NA NA 

9 cu 23 18270 NA NA 

10 cu 23 16130 NA NA 

2/18/86 HALIFAX 
NS 

W 1 ST 61 7200 3600 7400 

HALIFAX 
NS 

2 ST 70 7101 3600 7400 

HALIFAX 
NS 

3 ST 82 7101 3600 7400 

HALIFAX 
NS 

4 ST 66 7118 3600 7400 

HALIFAX 
NS 

5 ST 55 7052 3600 7400 

HALIFAX 
NS 

6 ST 85 7052 3600 7400 

2/18/86 HALIFAX 
NS 

X 1 ST 271 7036 3600 7400 

HALIFAX 
NS 

2 ST 208 7068 3600 7400 

2/18/86 HALIFAX 
NS 

Y 1 ST 208 7036 3600 7400 

HALIFAX 
NS 

2 ST 208 7036 3600 7400 
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2.3.1.3   Cloud Model Test Cases 

We first categorized the selected set of paths by cloud type. We categorized the cu- 
mulus cloud paths by their collection location: Miles City, Montana during the Coopera- 
tive Convective Precipitation Experiment (CCOPE); Bethlehem, South Africa during the 
Bethlehem Precipitation Research Project (BPRP); and Gascogne Province, France dur- 
ing the Landes Fronts Experiment. The stratus cloud paths were all collected near Hali- 
fax, Nova Scotia during the Canadian Atlantic Storms Project (CASP) experiment. The 

CASP data was provided to Dr. Jeck by the Atmospheric Environment Service (AES) of 
Canada. We based our final categorization of the cloud paths on the height of the observa- 
tion above the cloud base. The heights were categorized in increments of 1000 meters 

above cloud base. 

Basic statistics were calculated for the LWC observations in each of the paths. In 
addition to calculating statistics such as the mean LWC and standard deviation, we also 
estimated the correlation length in the following manner. First, the autocorrelation func- 
tion was calculated for the LWC series in each path. The sample autocorrelation function 

is defined as: 

N 
ACF{lag)=\±j    Y.   Hwct-<lwc>){lwct_lag-<lwc>) (2-34) 

t = lag+l 

where: 

a2 = variance in sample data 
N = number of data points in the series 
<lwc> = mean liquid water content 
t = time (space) index 

We estimated the correlation length as the lag at which the autocorrelation function first 

becomes zero. 

Figure 22, Figure 23, Figure 24 and Figure 25 show LWC time series and corre- 
sponding autocorrelation functions for several paths. Table 13 shows the LWC statistics 
calculated for each of the paths used in the parameter estimation effort (statistics for the 

"validation" paths are presented later). 
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(a) 

< 

-0.5 

Figure 22 

LAG (sec) 

(b) 

Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 
(Panel B) for Observed Path E9 through Montana Cumulus Cloud 
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(b) 

Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 
(Panel B) for Observed Path 19 through South Africa Cumulus Cloud 
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(b) 
Time Series of LWC in g/m3 (Panel A) and Autocorrelation 
Function (Panel B) for Observed Path W3 through Nova Scotia 
Stratus Cloud 
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Figure 25 

(b) 

Time Series of LWC in g/m3 (Panel A) and Autocorrelation 
Function (Panel B) for Observed Path Y2 through Nova Scotia 
Stratus Cloud 
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Tfetble 13   LWC Statistics for Observed Paths Used in 
Parameter Estimation 

DATASET SERIES 
MIN 

(g/m3) 
MAX 
(g/m3) 

MEAN 
(g/m3) 

STDEV 
(g/m3) 

CORR 
LENGTH 

(sec) 

A 1 0 0.35 0.064 0.080 5 

2 0 0.35 0.129 0.077 15 

3 NOTUSED 

4 0 0.44 0.228 0.094 11 

5 NOTUSED 

6 0 0.28 0.124 0.065 7 

7 0 0.42 0.133 0.109 38 

C 1 0 0.14 0.059 0.038 9 

2 0 0.79 0.169 0.230 23 

3 0 0.16 0.074 0.036 7 

4 NOTUSED 

E 1 NOTUSED 

2 0 0.42 0.116 0.076 7 

3 0 0.4 0.090 0.108 11 

4 0 0.26 0.075 0.067 5 

5 NOTUSED 

6 NOT USED 

7 0 0.37 0.066 0.095 30 

8 NOTUSED 

9 0.02 0.67 0.298 0.164 8 

10 NOT USED 

11 0 0.47 0.195 0.118 26 

12 0 0.42 0.192 0.115 6 

13 0 0.77 0.362 0.187 11 

14 0 0.7 0.234 0.137 8 

15 NOTUSED 

F 1 NOT USED 

2 0 0.91 0.331 0.245 13 

3 NOTUSED 

4 0 0.51 0.075 0.098 29 

5 0.05 0.3 0.110 0.039 22 

6 0 0.58 0.052 0.098 19 

7 0 1.37 0.278 0.285 11 

8 NOTUSED 

g NOTUSED 

G 1 0 1.91 0.654 0.456 13 
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Table 13   LWC Statistics for Observed Paths Used in 
Parameter Estimation (continued) 

DATASET SERIES MIN 
(g/m3) 

MAX 
(g/m3) 

MEAN 
(g/m3) 

STDEV 
(g/m3) 

CORR 
LENGTH 

(sec) 

2 0 1 0.388 0.293 18 

3 0 0.93 0.213 0.220 9 

4 0 0.88 0.165 0.159 4 

H 1 0 1.5 0.702 0.482 8 

2 0.03 2.12 0.531 0.679 16 

1 1 0.02 1.96 0.691 0.523 5 

2 0.06 0.74 0.444 0.262 8 

3 0.09 1.49 0.555 0.542 13 

4 0.11 0.5 0.250 0.128 16 

5 0.12 0.67 0.157 0.094 12 

6 0.13 1.45 0.647 0.613 24 

7 0 0.39 0.136 0.118 19 

8 0.08 0.27 0.145 0.053 12 

9 0.07 1.49 1.128 0.375 5 

10 0.03 1.62 1.189 0.448 18 

11 0.01 1.87 1.257 0.545 13 

12 0.11 1.86 1.169 0.619 13 

13 0.06 1.96 1.018 0.628 20 

K 1 0 1.58 0.514 0.472 7 

2 0 1.7 0.611 0.593 37 

3 NOTUSED 

4 NOTUSED 

0 1 NOT USED 

2 0 0.16 0.034 0.035 4 

3 0 0.28 0.095 0.072 16 

4 0 0.12 0.046 0.026 9 

W 1 0.05 0.22 0.156 0.053 15 

2 0.16 0.32 0.245 0.037 NA 

3 0.19 0.29 0.252 0.019 11 

4 0.18 0.29 0.239 0.025 17 

5 0.19 0.28 0.233 0.016 9 

6 0.08 0.21 0.172 0.022 8 

X 1 0.15 0.28 0.214 0.026 13 

2 0.16 0.3 0.237 0.033 63 

Y 1 0.02 0.29 0.186 0.052 21 

2 0.21 0.26 0.244 0.013 10 
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2.3.2    Parameter Estimation 

Numerous CSSM model parameters affect the final distribution of LWC within the 

simulated clouds. We used an iterative approach to estimate model parameters which pro- 

duced simulated LWC paths with characteristics similar to those found in the observa- 

tions described above. First, we initialized the model with single-point input 

meteorological profiles representative of conditions for the times and locations for which 

LWC paths were available. Since no supporting meteorological data (such as soundings) 
were available for the LWC datasets, we estimated the profiles based on climatological 
data and observed data collected under similar weather conditions. This lack of exact ini- 

tial conditions made it impossible to "tune" the model to produce LWC paths with charac- 

teristics that exactly match those found in the observations. Instead, our goal was to tune 

the model to produce simulated paths which are generally consistent with those observed. 

We chose not to modify the fractal parameters (Hurst and lacunarity parameters, 

lattice resolution, etc.) that were selected in the previous PL/SWOE effort. Those parame- 
ters were chosen based on values reported in the literature, and we saw little reason to 

change them at this time. To estimate the other model parameters, we started by running 
the model with the set of model parameters used in the PL/SWOE version of the CSSM. 
We next modified selected model parameters, one at a time, to determine the effect of each 
parameter on final LWC distribution and overall cloud structure. While this process was 
not an exhaustive sensitivity study, it focused our attention on those parameters most re- 

sponsible for determining the final LWC distribution. 

2.3.2.1   Cumulus Model 
To estimate the cumulus model parameters, we initialized the model with atmospher- 

ic profiles representative of conditions for the times and locations of the cumulus paths 
shown in Table 13. Table 14 shows the profiles used for the three cumulus cases. 

The complexity of the CSSM cumulus model and the number of model parameters 
required that we iterate several times to converge on a suitable set of model parameters. 

We focused our efforts on the parameters which affect entrainment, parcel size, and parcel 
buoyancy. The parameter estimation effort focused on tuning the cumulus model parame- 
ters to produce realistic LWC magnitudes and variability without producing simulated 

clouds of unrealistic heights. The final set of tuned parameters is shown in Table 15. 
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Table 14 Atmospheric Profiles Use« I to Initialize C Jumulus bimula tions 

PRESSURE (MB) HEIGHT (M) TEMP(C) DEW POINT (C) U WIND (M/S) VWIND(M/S) 

MONTANA 

100 16150 -51 -75 52 0 

150 12600 -51 -75 52 0 

200 11800 -51 -75 52 0 

250 10300 -50.5 -75 52 0 

300 9150 -45 -70 45 1.8 

400 7150 -29.5 -38 30 0.5 

500 5600 -16 -24 20 -0.7 

600 4200 -7.5 -12 14.5 -2.2 

700 3000 1 -3.2 11.5 -1.3 

850 1500 14.2 6.2 7 1 

930 667 21 10 3.5 1 

FRANCE 

100 16465 -56.3 -86.3 5 0 

150 13891 -56.6 -86.6 9 -2 

200 12077 -56.5 -86.5 12 -2 

300 9423 -40.5 -70.5 11 -4 

500 5738 -13.7 -27.3 8 -1 

700 3104 1.3 -9.8 5 0 

850 1519 8 1.8 4 0 

SOUTH AFRICA 

100 16560 -70 -100 15 0 

200 12340 -55 -73 20 0 

250 10890 -44 -64 1 3 

300 9650 -34 -57 3 1 

400 7570 -18 -42 8 2 

500 5870 -7 -33 

600 4230 1 -30 

700 3170 8.5 -1 

800 1950 18 -6 

840 1681 23 15 

After the final parameter estimation was completed, we extracted several LWC paths 

from the simulated cloud fields for comparison with the observations. The selected paths 

were extracted at heights above the simulated cloud bases that corresponded to the observed 

paths' heights above actual cloud bases. Figure 26 and Figure 27 show two representative 

LWC time series and associated autocorrelation functions from the simulations. 
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Figure 26      Time Series of LWC in g/m3 (Panel A) and Autocorrelation 
Function (Panel B) for Simulated Path MON8 through 
Montana Cumulus Cloud 
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Figure 27      Time Series of LWC in g/m3 (Panel A) and Autocorrelation 

Function (Panel B) for Simulated Path BET3 through 
South Africa Cumulus Cloud 
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Table 15   Final Cumulus Model Parameters 

CUMULUS MODEL PARAMETER VALUE 

Hurst parameter NA 

Lattice resolution NA 

Maximum entrapment rate 250%/100mb 

Minimum entrainment rate 50%/100mb 

Entrainment radius 1000 m 

Maximum parcel size 400 m 

Minimum parcel size 100m 

Parcel lifetime 2000sec 

Maximum temperature perturbation 0.5 K 

Minimum temperature perturbation 0.1 K 

Table 16 shows the LWC statistics calculated for each of the simulation paths used 

in the parameter estimation effort (statistics for the "validation" paths are presented lat- 

er). Figure 28, Figure 29, and Figure 30 graphically compare the statistics for all the sim- 

ulated cumulus paths with those for the observed paths. These comparisons are 

categorized by location and height above cloud base. 

Table 16   LWC Statistics for Simulated Paths Used in 
Cumulus Model Parameter Estimation 

PATH 
MIN 

(g/m3) 
MAX 

(g/m3) 
MEAN 
(g/m3) 

STDEV 
(g/m3) 

CORR 
LENGTH 

(sec) 

MONTANA 

MON1 0.016 0.284 0.10 0.048 7 

MON2 0.014 0.205 0.10 0.041 7 

MON3 0.311 0.766 0.52 0.124 13 

MON4 0.266 0.837 0.54 0.142 12 

MON5 0.585 0.984 0.80 0.096 16 

MON6 0 1.096 0.80 0.207 18 

MON8 0.704 1.118 0.96 0.124 13 

MON9 0.565 1.165 0.82 0.182 11 

MON7 0.984 1.52 1.34 0.133 18 

FRANCE 

BOR1 0.113 0.975 0.78 0.149 6 

BOR2 0.335 0.737 0.52 0.092 8 

BOR3 0.768 1.229 1.01 0.108 20 

BOR4 0.412 1.187 0.90 0.136 10 

BOR6 1.183 1.252 1.23 0.017 8 

BOR5 1.18 1.271 1.23 0.021 4 

SOUTH AFRICA 

BET1 0.38 0.997 0.74 0.151 10 

BET2 0.526 1.017 0.84 0.096 7 

BET3 0.172 0.671 0.49 0.114 4 

BET4 0.357 0.7 0.59 0.089 7 
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Figure 28      Path Water Content Statistics for Montana Cumulus Clouds. Dark/Light 
Columns Depict Water Content Mean/Standard Deviation (Expressed in 
g/m3). Black dots Represent Correlation Length in Seconds. Panels A Are 
Statistics for Observed Paths at Indicated Heights Above Cloud Base. 
Panels B are Statistics for Simulated Paths. 
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Figure 29      Path Water Content Statistics for France Cumulus Clouds. Dark/Light 
Columns Depict Water Content Mean/Standard Deviation (Expressed 
in g/m3). Black dots Represent Correlation Length in Seconds. Panels A 
Are Statistics for Observed Paths at Indicated Heights Above Cloud 
Base. Panels B are Statistics for Simulated Paths. 
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Figure 30      Path Water Content Statistics for South Africa Cumulus Clouds. D ark/ 
Light Columns Depict Water Content Mean/Standard Deviation 
(Expressed in g/m3). Black dots Represent Correlation Length in 
Seconds. Panels A Are Statistics for Observed Paths at Indicated 
Heights Above Cloud Base. Panels B are Statistics for Simulated Paths. 

A comparison of the simulated path results with observed paths shows generally 

good agreement. The variability of the simulated LWC fields for all simulations (as ex- 

pressed in the path LWC standard deviation and correlation lengths) agrees quite well 

with that seen in the corresponding observations. A comparison of the observed time se- 

ries and corresponding autocorrelation functions (see Figure 22 and Figure 23) with the 

simulated time series and autocorrelation functions for similar heights above cloud base 

also shows good agreement in the LWC variability. 

The mean LWC values from the Montana simulation generally exceeded those 

found in the Montana observations, while the mean LWC values for the South Africa sim- 

ulation are generally lower than the corresponding observations. There were too few 

French observations to allow for a significant comparison. 

These results demonstrated the model's ability to achieve reasonable LWC magni- 

tudes and variability with the chosen model parameters. Since our tuning simulations 

used estimated soundings and the results were compared with observations from several 

days, some disparity between the simulations and the observations was expected. The 

variation in simulated LWC above and below the observed values (for the Montana and 

South Africa cases, respectively) show that on average our tuned parameters provide rea- 

sonable simulated LWC magnitudes. 
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2.3.2.2    Stratus Model 

The methodology for parameter estimation for the stratus model was analogous to 

that used for the cumulus model. The process was simplified considerably, however, since 
fewer parameters control the stratus cloud development. For the stratus parameter es- 
timation, we initialized the CSSM with atmospheric profiles representative of conditions 
for the time and location of the stratus paths shown in Table 13. Table 17 shows the profile 

used for the stratus simulations. 

Table 17   Atmospheric Profile Used to Initialize Stratus Simulations 

PRESSURE 
(MB) 

HEIGHT 
(M) 

TEMP 
(C) 

DEW 
POINT 

(C) 

UWIND 
(M/S) 

VWIND 
(M/S) 

NOVA SCOTIA 

100 16150 -58.1 -77.1 -1 4 

150 13520 -53.5 -70.5 1 7 

200 11620 -50.7 -64.7 -17 0 

250 10130 -51.5 -63.5 -14 5 

300 8930 -55.7 -66.7 -33 -19 

400 6990 -39.7 -49.2 -18 -21 

500 5390 -28 -35.2 -13 -7 

700 2836 -10.5 -15 -15 -15 

850 1299 -4.5 -5.5 -2 -14 

925 618 -1.5 -4 2 -14 

994 0 1 -4 2 -9 

Our initial tests with the PL/SWOE model parameters produced satisfactory LWC 

magnitudes and variability. Based on these results and the uncertainty introduced by the 
lack of concurrent soundings and other meteorological data, we found no compelling reason 

to modify the original parameters. The final set of stratus parameters is shown in Table 18. 

Table 18   Final Stratus Model Parameters 

STRATUS MODEL PARAMETER 

Hurst parameter 

Lattice resolution (x) 

Lattice resolution (y) 

Lattice resolution (z) 

Lattice resolution (t) 

Water content standard deviation (sdevwc) 

Stratiform cloud top generation power 

VALUE 

0.5 

1.0 km 

1.0 km 

0.5 km 

300 sec 

0.30 

1.5 
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We extracted several LWC paths from the simulated cloud fields using the same method 

as described above for the cumulus model. Figure 31 and Figure 32 show two representative 
LWC time series and associated autocorrelation functions from the simulation. 

Table 19 shows the LWC statistics calculated for each of the simulated paths used 
in the parameter estimation effort. Figure 33 graphically compares the statistics for all 
the simulated stratus paths with those for the observed paths. 

Table 19   LWC Statistics for Simulated Paths Used in Stratus 
Model Parameter Estimation 

PATH 
MIN 

(g/m3) 
MAX 

(g/m3) 
MEAN 
(g/m3) 

STDEV 
(g/m3) 

CORRLENGTH 
(sec) 

HFX01 0.076 0.145 0.11 0.016 7 

HFX02 0.07 0.158 0.12 0.022 15 

HFX03 0.059 0.208 0.12 0.034 11 

HFX04 0.056 0.174 0.10 0.028 10 

HFX11 0.087 0.152 0.12 0.016 11 

HFX12 0.073 0.147 0.11 0.016 10 

HFX13 0.054 0.16 0.11 0.023 11 

Comparison of the simulated path results with observed paths again shows gener- 
ally good agreement. The simulated path LWC standard deviations and correlation 
lengths show that the variability of the simulated LWC fields agreed quite well with that 
seen in the observations. A comparison of the observed time series and corresponding au- 
tocorrelation functions (see Figure 24 and Figure 25) with the simulated time series and 
autocorrelation functions for similar heights above cloud base also shows good agreement 

in the LWC variability. 

The simulated stratus mean path LWC magnitudes were approximately 25-50% 
lower than those found in the observations. We chose not to modify the stratus model pa- 
rameters based on this comparison since our observations were limited to data collected 

onjustoneday. 

2.3.3    Cumulus Model Validation 

The cumulus model was validated using a technique similar to that described abo- 

ve. As mentioned previously, we chose the 20 June 1981CCOPE dataset for our validation 
dataset. We chose this dataset not so much for the LWC observations available from that 
day, but for the supplementary documentation available from other sources. In their dis- 
cussion of their 3-D numerical simulation of the clouds observed on 20 June, Smolar- 
kiewcz and Clark (Ref. 24) (S&C), provide excellent documentation of the meteorological 
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(Panel B) for Simulated Path HAL5 through Nova Scotia Stratus Cloud 
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Figure 32      Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 
(Panel B) for Simulated Path HAL2 through Nova Scotia Stratus Cloud 
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Figure 33      Path Water Content Statistics for Nova Scotia Stratus Cloud. Dark/ 
Light Columns Depict Water Content Mean/Standard Deviation 
(Expressed in g/m3). Black dots Represent Correlation Length in 
Seconds. Panels A Are Statistics for Observed Paths at Indicated 
Heights Above Cloud Base. Panels B are Statistics for Simulated Paths. 

conditions that day. In particular, they provide vertical profiles of temperature, moisture, 

and winds; information on cloud base and top heights; and several photographs of the ob- 

served clouds. 

This supplementary information allowed the accurate initialization of the CSSM 

necessary to remove the uncertainty introduced by estimated soundings. The photograph- 

ic evidence provides a valuable validation tool for use with the LWC observations. 

Figure 34 and Figure 35 show LWC time series and corresponding autocorrelation 

functions for two of the observed paths used in the validation study. Table 20 shows the 

LWC statistics calculated for each of the paths used in the validation. 
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Figure 34      Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 
(Panel B) for Observed Path P4 through Montana Cumulus Cloud 
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Figure 35      Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 
(Panel B) for Observed Path PI through Montana Cumulus Cloud 
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Table 20   LWC Statistics for Observed Paths Used in Cumulus Validation 

DATASET SERIES MIN 
(g/m3) 

MAX 
(g/m3) 

MEAN 
(g/m3) 

STDEV 
(g/m3) 

CORRLENGTH 
(sec) 

P 1 0.02 0.16 0.068 0.040 5 

2 0.02 0.63 0.284 0.169 10 

3 0.05 1.12 0.546 0.256 3 

4 0.05 1.53 1.110 0.447 6 

5 0.05 2.44 1.264 0.862 6 

6 0.02 2.56 1.478 0.768 5 

7 0.12 1.81 0.800 0.469 10 

8 0.02 1.16 0.455 0.314 5 

9 0.05 1.84 0.560 0.506 4 

10 0.02 0.81 0.261 0.238 4 

For the validation effort we initialized the CSSM with the sounding taken from 
S&C (See Montana profile in Table 14). Several LWC paths were extracted from the simu- 
lated cloud field at heights above simulated cloud base corresponding to the observed 
paths' heights above cloud base. Figure 36 and Figure 37 show two representative LWC 
time series and associated autocorrelation functions from the simulation. 

Table 21 shows the LWC statistics calculated for each of the simulated paths used 
in the validation. Figure 38 graphically compares the statistics for the simulated cumulus 

paths with those for the observed paths. 

Table 21 LWC Statistics for Simulated Paths Used in Cumulus Validation 

PATH 
MIN 

(g/m3) 
MAX 

(g/m3) 
MEAN 
(g/m3) 

STDEV 
(g/m3) 

CORRLENGTH 
(sec) 

MONV01 0.008 0.418 0.21 0.093 32 

MONV02 0.028 0.56 0.32 0.106 7 

MONV11 0.046 0.504 0.274 0.107 31 

MONV03 0.236 0.683 0.478 0.088 12 

MONV04 0.313 0.661 0.476 0.081 4 

MONV05 0.248 0.627 0.441 0.082 18 

MONV12 0.206 0.728 0.424 0.145 27 

MONV13 0 1.282 0.885 0.318 19 

MONV14 0.542 1.334 0.885 0.313 17 

MONV06 0.605 1.554 1.254 0.346 15 

MONV07 0.551 1.559 1.21 0.372 14 

MONV08 0.551 1.559 1.222 0.384 15 

MONV15 0.358 1.266 0.635 0.274 14 

MONV16 0.353 1.15 0.733 0.279 16 

MONV09 0.64 1.518 1.128 0.326 17 

MONV17 0.658 1.268 1.089 0.179 13 
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Figure 36      Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 

(Panel B) for Simulated Path MONV06 through Simulated Montana 
Cumulus Cloud 
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Figure 37      Time Series of LWC in g/m3 (Panel A) and Autocorrelation Function 
(Panel B) for Simulated Path MONV02 through Simulated Montana 
Cumulus Cloud 
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Figure 38      Path Water Content Statistics for Montana Validation Case Cumulus 

Clouds. Dark/Light Columns Depict Water Content Mean/Standard 
Deviation (Expressed in g/m3). Black dots Represent Correlation Length 
in Seconds. Panels A Are Statistics for Observed Paths at Indicated 
Heights Above Cloud Base. Panels B are Statistics for Simulated Paths. 
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The comparison of statistics shows generally good agreement between the simula- 

tion and the observations. As expected because of the more accurate initialization, the val- 
idation simulation agrees more closely with the observations than the tuning results. 

The generally short path lengths in the observations made validation of the simu- 

lated variability difficult. In general, the simulated paths' correlation lengths were much 
longer than those found in the observations. This is attributable, in part, to the short ob- 
servational path lengths. The simulated paths' LWC standard deviations were generally 
very close to those found in the observations. Comparison of the observed time series and 

corresponding autocorrelation functions (see Figs. 34 through 37) with the simulated time 

series and autocorrelation functions for similar heights above cloud base shows similar 

features. 

The mean path LWC magnitudes for the simulations were generally higher than those 

found in the observations for paths from 0 to 2 km above cloud base. Mean LWC values for 
paths 2 km and more above cloud base showed excellent agreement with the observations. 

The documentation of the cloud structure provided by S&C provides an opportuni- 
ty to validate the cumulus model's ability to simulate other features in addition to cloud 
LWC. The simulated cloud base height was located at 1.7 km MSL. This compares favor- 

ably to the cloud base height of 1.9 to 2.5 km MSL estimated by S&C from several sources. 
The maximum simulated cloud top height was 8.2 km MSL. This compares favorably with 
S&C's estimated cloud top heights of 6.0 — 9.5 km MSL. S&C's simulation produced maxi- 

mum cloud top heights of 7.9 km MSL. 

As a final check on the validity of the cumulus model, we compared a scene gener- 
ated from the simulated cloud field with the Quick-Look visualization tool (Figure 39) to 
the photographs shown in S&C. The simulated scene captured the essential features of 

the observed cloud structure very well. 

2.3.4    Conclusion 

The results of the limited validation study described above show that the CSSM 
faithfully simulates the observed magnitude and variability of cloud LWC. Given the sto- 
chastic nature of the CSSM, the simulated LWC distributions agree quite well with those 
seen in the observations. The results from the parameter estimation and validation simu- 
lations show that while the model accurately captures the variability of observed LWC 
fields in most cases, the magnitude of the simulated LWC fields can vary significantly 

from that seen in the observations. 

85 



'.•■•»y.Kf^y utyy>Q?# 

?y >.>„.'*,_...   „_*.\.....   . ......   \     .'»■■ .._   ..'. 
; **>-^?-V>j!« 

i-yS-ä 

§!»!ra§i 

MS*** 

sS*^ 

ml '*A$i! 

^>.\-S'!: •> ;'.-?•?.*   -,'C  ,'w?V -C'*. '.'.'yÄ •'•,':■")*W^  * --4*.      r - .\v    - .•>•; C.--! 

Figure 39      Validation Simulation Cloud Scene 

This validation study addresses the validity of the CSSM's cloud LWC simulations. 
Many CSSM users are interested in the effects of clouds on radiometric sensors and weap- 
ons systems. A more effective, but difficult, validation of the CSSM would be one that 
compares radiometric scenes at various wavelengths generated from CSSM output with 
observed radiometric scenes. Such a validation would require the use of a fully-developed 
method to map cloud water fields to radiometric scenes (such as Fast-Map) or a full radio- 

metric model. 
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3. CLOUD SCENE VISUALIZATION 

3.1     QUICK-LOOK CLOUDVIEWER 

The cloudviewer is a visualization tool to examine water content files generated by 

the CSSM. It has been developed for the Silicon Graphics Indigo family of workstations. 
The cloudviewer provides visualizations of cloud model output using relatively simple vol- 
ume rendering techniques. The rendered cloud may be rotated, zoomed in or out, or dis- 
played over a background image. Additionally, several rendering parameters may be 
adjusted. The details of selecting these features via the program's graphical user interface 

are described in the accompanying User's Guide (Ref. 2). 

The cloudviewer uses the SGI graphics libraries to render a cloud field by randomly 
placing a number of small "points" within each output volume gridpoint (voxel). The result- 
ing visualization contains a three-dimensional view of a CSSM-produced cloud field against 
a sky blue background, using perspective viewing geometry The technique produces a 
"speckled" cloud field which can be quite realistic in appearance for some cloud types and not 
for others. By varying some simple parameters used in the rendering, it is possible to "fine 
tune" the rendering to best represent the character of the input cloud type(s). 

The cloudviewer program renders typical model domains (10 x 10 km, 100 meter 
resolution) in real-time on most SGI workstations (including the standard Indy machine). 
For larger domains or slower CPUs, the user may have to wait for the scene to regenerate 
after rotating the cloud origin, zooming in or out, or modifying rendering parameters. 

The maximum number of points rendered per voxel is specified by the user. The 
actual number of points rendered in each voxel is a function of the water content in the 
voxel. Likewise, the opacity of the point particles is a function of the water content in each 
voxel. The color, or brightness, of the points is determined using one of two shading algo- 

rithms. Both of these shading algorithms are described below. 

Depth Shading 

This is the simpler of the two shading algorithms. This technique determines the 
color of the points at each voxel based on the vertical position of the voxel within the over- 
all cloud domain. The lowest levels of the cloud layer are darker than the highest levels. 
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The minimum brightness value (0-255) used in the lowest vertical levels within the cloud 

field is specified by the user through the graphical user interface. A default value of 200 

is used to start. 

The color (i.e., brightness) of each vertical level within the cloud field is given by 

the following: 

brightness = (255 - brightness^n) * z / zlevels + brightness^ 

where brightnessmin is the minimum gray level, (lower values = darker clouds) 

z is the height of the voxel within the cloud domain 
zlevels is the total number of z levels in the cloud domain. 

The depth shading technique works best for stratiform and cirriform cloud types. Note 

that this algorithm simply colors the cloud levels with respect to the overall size of the 

input data field. Therefore, for cloud fields containing more than one layer, the bottom 

layer will be darker than the upper layer(s). 

Gradient Shading 

The gradient shading method attempts to account for surface shading effects when 
determining brightness within the cloud field. This method works best for cumuliform 
cloud types by emphasizing the curvature and bumpiness in the cloud structure. 

In a first computational pass, the vector gradient of water content is computed at 

each gridpoint. We calculate and the central finite difference gradient in the x, y, and z 
directions at each voxel. A normal to the gradient vector is then computed as the "surface" 
normal vector. A surface normal vector is computed for every gridpoint (both on the cloud 
surface and inside). The brightness at each voxel is then determined using the following 

graphical lighting model (Ref. 25) 

Brightness = la * Ka + Ip * Kd * (N . L) 

where 

la is the ambient light intensity (or brightness) 
Ip is the diffuse light intensity 
Ka is the cloud ambient coefficient 
Kd is the cloud diffuse reflectivity 
N is the normal to the "surface" gradient at each voxel 
L is the illumination vector. 
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The cloudviewer assumes a constant illumination vector in the cloud scene. Both Ka and 
Kd are set to 1.0 in the program. la is defined to be brightnesSmin/255, so that darker 
scenes (those with a lower value for the minimum brightness level) have a corresponding 

lower ambient light intensity, and brighter scenes (those with a higher value for the mini- 

mum brightness level) have overall higher ambient lighting. 

The cloudviewer allows the user to move around the cloud scene by rotating the cloud 

field and zooming in or out of the scene. In addition, the cloudviewer provides the tools to 
take snapshots of the resulting visualizations, store the snapshots and redisplay them using 

SGI tools. Information on how to run the cloudviewer program is detailed in Ref. 2. 

3.2      "FAST-MAP" FOR WATER CLOUDS 

3.2.1    Approach 

The "Fast-Map" approach is a tool developed to speed the creation of visible and 
infrared (IR) images of 3-D water clouds, such as stratus and cumulus, by providing phys- 
ics-based optical, radiative and graphical quantities for rendering. The Fast-Map ap- 
proach was developed under the AMV program to provide graphical quantities for the 
infrared visualization of stratus clouds only. The Fast-Map Extension for Water Clouds 
task, funded through and performed under Contract Number F19628-91-C-0117 (see 
Chapter 1), added the capability to support visualization of other water clouds (such as 

cumulus and stratocumulus) in visible as well as IR wavelengths. 

The approach is based on the conversion of water content output from the CSSM 
into graphical quantities such as transparency, absorptivity, and diffusivity, through a se- 
ries of analytic processes. The Fast-Map approach is shown schematically in Figure 40; 

the steps in the figure are as follows: 

Develop a spatially variable particle size distribution, n(r,x,y,z), where r is the 
particle radius and (x,y,z) is the location inside the cloud 

• Using the n(r,x,y,z) information, calculate extinction optical depth (a) and 
single-scatter albedo (ü)0), including wavelength dependence 

• Construct tables of radiative properties using a radiative transfer model code 
and parameterizations from scientific literature to map optical properties to 
radiative properties 

• Develop the wavelength-dependent mapping between radiative properties 
and graphical quantities. 
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Figure 40     Schematic Representation of Data Flow through Fast-Map Driver 

The approach defined by these steps is independent of cloud type; the implementa- 

tion is not. The spatial variation of a typical particle size distribution must be developed 

for cumuliform and stratiform water clouds. Translation of water content and n(r,x,y,z) 
into (a,oo0) is performed for IR and visible wavelengths and water clouds only. Parameter- 
izations exist for broadband wavelengths for water clouds. For those cases where parame- 
terizations are not available, they must either be developed or a scheme to minimize the 

number of computations devised. 

The mapping of radiative properties to graphical quantities is performed for visible 
and infrared wavelengths. The heart of the Fast-Map approach is the construction of a da- 
tabase of 2-D tables relating cloud water content to cloud type, particle size, optical proper- 

ties, radiative properties, and graphical quantities. Look-up tables are utilized, with links 

between the key entries of each table. Sample cumuliform and stratiform clouds, with de- 

rived tables of microphysical, optical, radiative, and graphical quantities were produced 

as deliverables. 

3.2.2     Theoretical Discussion 

3.2.2.1   Particle Size Distribution 

Any particle size distribution can be broken into discrete size bins, as the example 
in Figure 41 indicates. The conversion of number density into optical properties and the 
derivation of radiative properties are simplified by selecting a number of narrow size bins 

to form a discrete representation. The number density at CSSM grid location (Lj,k) over 

a size range rj to ri+i is given by 
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Figure 41      Typical Modified Gamma Particle Size Distribution Broken 
into Discrete Size Bins 

nß J, k) n(r)dr, (3-1) 

where n(r) is defined by observations or an assumed size distribution. Two typical func- 

tions used to describe particle size distributions are the modified gamma distribution (as 

per Ref. 3), 

n(r) = arae-brr, (3-2) 

where a, b, a, and y, are parameters defining the size distribution (y=l is typically true). By 

definition, n(r) = dN/dr is the analytic function for the variation of number density with 

particle size. Nominal values for the parameters are provided in Table 22 (as per Ref. 4). 

The log-normal size distribution is also commonly used, e.g. 

2 

n(r) = X N; 

\ratjc ln(10)y/2 
exp 

(log r - logr-)2 

2a? 
i 

(3-3) 

where n(r) is the cumulative number density of particles of radius r, Ni is the total number 

for the ith mode, rj is the mode radius, 0[ is the standard deviation. 
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The particle number density for a specific size bin can be determined once the form 

of the analytic function is determined (or a set of observations provided). The resultant 

equations for the two distributions provided have the same general mathematical form, 

T..+ 1 

ryexir)dr, nß,j,k) = C •I (3-4) 

where C0 is a constant, y is a constant (positive or negative) and x(r) can have a complex 
form. This general mathematical expression implies a modified exponential distribution, 

such as the curve drawn in Figure 41. Single- and multi-modal distributions are sup- 

ported by the discrete sampling approach. 

Once the number density of the particles in each size bin is determined in general, 

we can determine the fraction of particles in any particular size bin, ft = n; (lj,k) /N(r). The 

use of fi instead of ni(l j,k) allows a simplified method for scaling the total number density 
and the number density in each bin, while retaining the functional form of the analytic 
expression. For the proof-of-concept Fast-Map software delivered, water clouds are as- 
sumed to have a modified gamma size distribution with parameters (a, b, a) as indicated 

by cloud types in Table 22). 

Table 22 Parameters for Fog and Cloud Size Distribution Models 
Used in LOWTRAN & FASCODE (From Ref. 4) 

CLOUD TYPE a b a N„(cm-3) ra^g-m-3) RN((xm) RM((*m) Ext*(km-1,X=0.55nm) 

Heavy 
Advection 
Fog 

3 0.3 0.027 20 0.37 10.0 20.0 28.74 

Moderate 
Radiation 
Fog 

6 3.0 607.5 20 0.02 2.0 3.0 8.672 

Cumulus 3 0.5 2.604 250 1.00 6.0 12.0 130.8 

Stratus 2 0.6 27.0 250 0.29 3.33 8.33 55.18 

Status/Strato- 
Cumulus 

2 0.75 52.734 250 0.15 2.67 6.67 35.65 

Alto-Stratus 5 1.111 6.268 400 0.41 4.5 7.2 91.04 

Nimbo-Stratus 2 0.425 7.676 200 0.65 4.7 11.76 87.08 

Cirrus 6 0.09375 2.21*10"12 0.025 0.06405 64.0 96.0 1.011 

Thin Cirrus 6 1.5 0.011865 0.5 3.128*10"4 4.0 6.0 0.0831 

*Nominal values are shown for the number density, (N0), the liquid water (or ice) content (co), and the visible extinction 
(Ext); they can be specified by the user. RN and RM denote the mode radii forthe number and mass distribution 
respectively. _^—^_^-_-^—i 
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3.2.2.2 Spatial Variability 

The spatial variation of particle size is important to accurately model the behavior 
of clouds in terms of physical, optical, and radiative properties. Variation of particle size 

with height (z) is the first-order approach we have chosen. Variation of particle size with 

horizontal location (x,y) will be considered at a later date. 

We assume thatn(r,z) = n(r)G(z) is true, i.e., that the variation of the number densi- 
ty of the cloud particles with particle size is independent from the variation with height. 
This assumption is not generally true: particle size and spatial location are related. Par- 
ticle size varies spatially due to entrainment and mixing processes, which produce bimo- 
dal particle size distributions near the topmost edges of stratiform clouds and the sides of 
cumuliform clouds. However, a reasonable first-generation approach is to ignore these ef- 

fects. The separation of n(r,z) leads to an expression for the fraction of particles in a size 

bin, fi=G(z)(ni(lJ,k)/N(r)). 

The first-generation software delivered adjusts the modified gamma size distribu- 
tion linearly with height above cloud base. We first assume that z is an arbitrary height 
above cloud base and that Azc is the cloud thickness. Next, we assume that the number 
density at the cloud top n(zt) is a linear function of the number density at cloud base, n(zb), 
or n(zt) = sn(zb). Since we have already assumed that n(r,z) = n(r)G(z) and we know that 
n(r,0) = n(zb), the mathematical expression for G(z) is G(z) = 1 + (e-l)((z-zb)/Azc). 

3.2.2.3 Local Number Density 

For each cloud type represented in Table 22, the particle size information is repre- 
sented by statistical averages derived from observations and analysis. We assume that the 
relationship between local average number density and liquid water content is identical to 
that between the average number density and liquid water content for the cloud mass, e.g. 

= (LWC(l,j,k)\      = (LWC(l,j,k)\ (3_5) n0{L,j,W     ^    LWCQ    jiv0     y     ^^    jiv 

where      LWC(lj,k) = output ofCSSM at grid location (Lj,k), or "local" liquid water content 

LWC = average LWC 
LWCo = Shettle LWC (average) 
No = Shettle number density (average) (see Table 22) 

N = average number density 
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Note that ni = fine. For each grid location (lj,k), the number density (/if) in each particle 

size bin is derived from the local liquid water content at (lj,k) and the average liquid water 

content for that cloud type, or 

N, 
nt = ffiWCdjMjjfc (3-6) 

Equation (3-6) is the algorithm implemented in the Fast-Map size distribution module. 
Using no constrains ni to agree with the Table 22 parameterization. Otherwise, an inde- 
pendent measurement of no is required and validation of the relation between average 
number density and liquid water content must be determined. Figure 42 illustrates the 

use of a discretized particle size distribution to convert the water content grid into an 

equivalent number density grid. 

A key step in the Fast-Map process is the summarization of the local number densi- 

ties from a 3-D grid into a 2-D tabular form. Only the minimum and maximum number 
densities are recorded for each particle size bin, reducing a large number of multi-dimen- 
sional matrix information (grid-points) to fewer than 100 values. Once the 2-D number 
density tables are computed, the next step in the Fast-Map process is the computation of 
optical properties as addressed in the next sections. 

3.2.2.4   Extinction Optical Depth 

For each particle size bin rj, oscatteri is the scattering coefficient and oextinction. is the 

extinction coefficient. Optical depth (öj) is related to these coefficients by the path length 

/ / -r~7 2 Liquid Water 
A    Content Grid 

K 
LWC(ljk) 

Particle Size 
Distribution Grid 

S3 
VA 

V 
nr(ljk) 

nr = n(r,x,y,z) in general 

Table of number 
vs size bin 

Figure 42      Translation of the 3-D Cloud Water Content Grid into a 2-D Table 
of Number Densities for Discrete Size Bins 
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through the volume of interest, AI4. The expression for extinction optical depth is simply 

öi = ALiGextinction.. Single-scatter albedo (see next section) relates the extinction and scatter- 

ing coefficients to the equivalent optical depths. 

Computing extinction optical depth for each particle size bin and each local grid 

point is a straightforward process, particularly if the particles are uniform in size. We 
have used a set of look up tables computed for wavelengths between 0.25 \im and 14 pm. 
These look up tables were computed using a Mie code (Ref. 5) and the portion of the modi- 
fied gamma distribution that falls within the fixed set of particle size bins chosen for the 
proof-of-concept Fast-Map code. Using the Mie code and the actual variation of particle 
number density provides a more accurate estimate of the extinction coefficients. 

Since extinction optical depth scales linearly with number density, the minimum 

and maximum optical depths for each particle size bin are readily computed for each grid 
location. We only save the minimum and maximum values, as the extinction optical depth 
öi for size bin ri and grid point (ij,k) can be computed by linear interpolation. 

3.2.2.5   Asymmetry Factor 

The asymmetry factor (g) is defined as 
1 
■ 

g =      P(ß)dju (3-7) 

-1 

where JJ,=COS9, 6 is the scattering angle, and P(^) is the scattering phase function. For a set 
of size bins that describe a size distribution, we assume that P(H)=P(M-), where 

P(jx)dr 

P(ju) = J—  (3-8) 

\dr 

In the discrete form, 

J^P^)A r- 

P(u) = -±=  (3-9) 
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where Pi(fx) is the scattering phase function for particles in the size range ri to ri+i(Ari). The 

weighting of scattering phase functions for each size range produces a weighted phase 
function for the entire size distribution. Use of a weighted phase function leads to the der- 

ivation of a weighted asymmetry factor, g. Substitution gives 

8 

+ i '^P^Ar'i 

Changing the order of integration gives 

I 
8 = 2> 

(3-10) 

(3-11) 

however, since g;=     P^M-)^* 

-l 

l 

5i= J n 

1^ r- 
—       i 
8 = 2>£ 

(3-12) 

The total weighted asymmetry factor is g, and g\ is a constant for each particle size bin. 

3.2.2.6   Single-scatter Albedo 

For each particle size bin ri? oscatter. is the scattering coefficient and oextinction. is the 

extinction coefficient. By definition, 

'scatter,- 
(O oi     a 

(3-13) 
extinction,; 
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The value of cooi is independent of the number density ni for any specific size bin. The indi- 
vidual single-scatter albedoes are computed in this fashion. However, the weighted single- 
scatter albedo for a size distribution depends on ni. This weighting is required when a 3-D 

grid of coo is derived from the 2-D tables to produce an output product. 

The total scattering and extinction coefficients for a discrete size distribution are 

given by 

' (3-14) 

—   / ,   extin extinction        /_, ^extinction-. 

This leads to the size distribution weighted single-scatter albedo algorithm implemented: 

^scatter w0 = -^^- (3-15) 
extinction 

Using the discrete form of the equations provided in the last three sections, one can trans- 
late (ni,ri) into (gi,ri), (cooi,ri) and (öi,ri). Once the number density table is derived, transla- 
tion into optical and radiative properties can proceeds as schematically illustrated in 
Figure 43 since gi and coi are constant for each ri. The next section addresses the most 
mathematically complex portion of the Fast-Map algorithm, the derivation of radiative 

properties from optical properties. 

3.2.2.7   Radiative Properties 

The purpose of the radiative transfer (RT) module is to transform optical properties 
(oooi,gi,öi) into radiative properties: transmittance (xi), emittance (si), reflectance (pi) and 
absorptance (04). For the purposes of the proof-of-concept Fast-Map software, we treat re- 
flectance as hemispheric reflectance, or the integral of the bi-directional reflectance func- 
tion. Later versions will provide parameterizations based on scattering angles. The 
following subsections describe the reciprocal nature of the problem (the "trick" per se) and 

the implementation method. 

3.2.2.7.1   Reciprocal Approach to General Problem 

The problem of computing the radiative properties for a cloud volume element with 

given optical properties is actually an equivalence (or reciprocity) problem. Consider two vol- 
ume elements with identical optical (or microphysical) properties, as shown in Figure 44. 
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Figure 43      Transformtaion of 2-D Table of Microphysical Properties 
into Tables of Optical, Radiative, and Graphical Properties. 

Figure 44      Radiative, Optical, and Microphysical Properties of Volumes are Identical 
in These Two Equivalent Scenarios. The Intensities Incident on the Volume 
Elements and Sensors are Different, but the (x,s,p,a) are the same. 
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The incident intensities are different in each case, as is the intensity of the radi- 
ation reaching the observer. However, the transmittance, emittance, reflectance, and ab- 
sorptance of the molecules in the volume element are identical in each case. Therefore, 
since we can easily compute the intensities incident at the observer to determine 

(xi,Ei,pi,aj) for a cloud volume element in free space, we've solved the problem of a volume 

element inside a cloud by reciprocity. 

3.2.2.7.2 Implementation 

There are three optional implementations built into concept of the Fast-Map radia- 

tive transfer module. These options, as listed in order of increasing rigor and complexity, are: 

1. a parametric method, where (gi,(ooi,öi) -»(xi,ei,Pi,ai) is determined by empirical 
means. 

2. the use of look up tables with (gi,a>oi,&i) as indices. Tables of (xi,si,pi,ai) are pre- 
computed for a broad set of conditions and interpolation methods used to deter- 
mine the local grid values. 

3. the option to call a 1-, 2- or 3-D radiative transfer model and return values of 
(ti,£j,pi,ai) for the conditions specific to the scene. 

All three cases presume that a set of wavelength-dependent values can be computed for 

each minimum and maximum of the input optical properties tables (recall that gi and cooi 

are constant for each size bin, only öj varies). 

Due to a lack of adequate parameterizations, the first method was omitted in the 
first-generation Fast-Map software. The modular nature of the code allowed for software 
"hooks" to be left in place to support this approach at a later date. The third, or most com- 
plex, solution was not implemented as this is the slowest method. The third method will pro- 
vide the most rigor to the derivation of the radiative properties; however, radiative transfer 
computations are notorious for their computationally intensive nature. This method should 

be explored at a later date, particularly the 3-D application for finite cloud objects. 

We note that radiative transfer modeling and property interpolation for discrete 

scattering angles (<j>,0) and cloud temperatures is complex. There is a distinct need for 

trade-off studies and parameterizations. 

Consequently, the second method was used for the prototype Fast-Map software de- 
livered. Look up tables were generated for a range of optical properties, using optical 
depth and single scatter albedo to index variations in transmittance, reflectance, absorp- 

tance and emittance. 
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Due to resource constraints, several simplifying assumptions were made that en- 

abled the software to be completed and still provide a reasonable degree of accuracy. The 
first assumption was that Kirchoff's relation is valid for the infrared (11 um) wavelengths 

considered and that the emittance in the visible was zero. Second, we decided that the 

calculations would be monochromatic. 

Based on the monochromatic assumption, we used the Beer-Lambert relation to re- 
late extinction optical depth to transmittance at the wavelengths considered, e.g. xi = e K 
This is a valid expression for all wavelengths in the spectral regimes of interest. Two 
wavelength options were provided with the prototype software: a visible wavelength (0.55 

pirn) and an infrared wavelength (11 urn). These two wavelengths provide a comparison 

between a cloud object that is almost perfectly scattering (coo s D and one that is primarily 

absorbing (wo small). These bounding cases provide a relatively simple means to test and 

validate the mapping process. 

The final step in the computation of the radiative properties in the prototype soft- 
ware is based on conservation of energy. For visible wavelengths, pi+xj= 1 when there is no 
absorptance. Similarly, for infrared wavelengths, ai+xi=l when there is no reflectance. 
This leads to two simple relations for the visible reflectance and the infrared absorptance. 
Since the cloud single-scatter albedo is not exactly equal to one in the visible, and cloud 
particles do have a secondary reflectance in the infrared, we have added a simple, scalar 
parameter (n = a or p) that specifies these values. Consequently, for visible and infrared 
wavelengths pi+xj+cci= 1 results. Note that for monochromatic calculations, this is a gener- 

al result. 

3.2.2.7.3   Radiative Property Weighting 

Once a 2-D table of radiative properties is obtained, then translation of (gi,cooi,°i) 
and (xi,Ej,pi,ai) for each size bin ri becomes a matter of correctly scaling the interpolation of 
the optical and radiative properties. This scaling is indicated schematically in Figure 45. 

Figure 45      Translation of Number of Density to Optical Depth and Transmittance 
Through a Particle Size Dependent Interpolation. 
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Figure 46 indicates the reconstruction process, where weighting of the radiative proper- 

ties must occur to reconstruct the 3-D grid. 

Several steps must be followed to produce weighted output quantities: 

1. Compute transmittance, x(lj,k) =  II ti(l,j,k) 
i 

2. Derive reflectance and absorptance, e.g., 

• p(l j,k) = l-II [l-pi(l j,k)] for the visible 
i 

• a(lj,k) = l-II [l-ai(lj,k)] for the infrared 
i 

3. Emittance is given by E = a, e.g., Kirchoff's relation is assumed for the IR. 

All of these values are optional products of the Fast-Map software, selected by the user. 

3.2.2.8 Graphical Quantities 

Translation or mapping of radiative properties to graphical quantities is the final 
step in the Fast-Map process. The normal graphical quantities used by computer image 
generators expresses the properties of nodes (nodes sum to pixels) in terms of three quan- 
tities. One set of these properties is transparency (T), absorptivity (A) and diffusivity (D). 
The most significant part of the problem is how one maps four radiative properties into 

three graphical quantities. 
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Figure 46      3-D Grid Reconstruction from 2-D Table 
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The translation of (xi,ei5pi,ai) to (Ti5Ai,Di) has a complex wavelength dependence. 
As the following list indicates, transmittance is the easiest radiative property to map, 
while emittance, reflectance and absorptance have a more complex mapping: 

1. Simplest: Ti = %i, there is no wavelength dependence 

2. Harder: (si,pi,cxi) -»(si,pi) -» (AiA) (infrared) and 

3. Hardest: (ei,pi,cxi) -»(Ai,Di) (Near-IR) 

Once the mapping is computed for a given set of wavelengths, it can be applied repetitively 

without further computational overhead. We have utilized the visible and infrared map- 

ping in the prototype Fast-Map software. 

In general, the mapping of (-q,Si,pi,ai) to (TiA,Di) will be via polynomial approxi- 

mations such as 

(A,D) = f(s) + g(p) + h(cc) 

where      f(e) = ao + ais + a2e2 

g(p) = b0 + bip + b2p2 

h(a) = co + cia + c2a
2 

The (ai,bi,Ci) matrix will have a wavelength dependence, but will be constant for a given set of 
hardware and software. This is an important consideration as (T,A,D) could be expressed as 

values between 0-1 or 0-255. The form of (T,A,D) depends on whether the values are meant 
to represent color, saturation and hue, or other equivalents to transparency, absorptivity and 
diffusivity. This is a problem based in the addition versus subtraction method of color repro- 
duction. Neither is more correct than the other; they are simply equivalent methods. Conse- 

quently, (T,A,D) can have several forms, some additive and others not. 

For the purposes of the prototype software, we have mapped 2-D tables of radiative 
properties into 2-D tables of graphical quantities with values between 0-1. The final step 
is the reconstruction of the 3-D grid of graphical quantities as output products of the soft- 
ware. We map the atomic radiative properties to their equivalent atomic graphical quanti- 
ties, then we weight the graphical quantities in a similar manner to the radiative property 

weighting described in Section 3.2.2.7.2. 
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The weighted graphical quantities are determined in the following fashion: 

For the visible, 

1. transparency is T(lj,k) =  II   Ti(lj,k) 
i 

2. absorptivity is A(lj,k) = [1 - Ü   {I-Rfrj»k) }]"H 
i 

3. diffusivity is D(lj,k) = [1 - ü   {l-ß(i,j, k) IHM), 
i 

where r] is the scalar absorptance (see Section 3.2.2.7.2) and i indicates size bin. 

For the infrared, 

1. transparency is T(lj,k) = II   Ti(l,j,k) 
i 

2. absorptivity is A(lj,k) = [ 1 - II   { H* fr J»k) >]"(M) 
i 

3. diffusivity is D(lj,k) = [l-II   {l-fi(i,j,k) >], 
i 

where r] is the scalar reflectance (see Section 3.2.2.7.2) and i indicates size bin. 

For the infrared, diffusivity is equivalent to the sum of the emittance and the reflec- 
tance. For the visible, diffusivity is equivalent to the hemispheric reflectance. For all 
wavelengths, the diffusivity term is the most difficult to map. This term contains the spec- 
ular and diffuse components of the bi-directional reflectances and the thermal structure 
that specifies the amount of Planck radiation emitted. Future developments of Fast-Map 

will, by necessity, address these problems. 

3.2.3    Summary 

Generation of radiometric images occurs by means of some rendering engine or 
scene generation tool. These applications position illuminating light sources and back- 
ground objects in place, then interpolate 3-D grids of optical or radiative properties to de- 
rive (T,A,D). Ray-tracing through the volume from back to front is the final step in this 
process. These steps are typically slow due to the use of software, not hardware, to perform 
the integration. Shortcuts are often used to speed up the time required to render scenes, partic- 
ularly for real-time applications that operate with ten or more images per second. However, 
these shortcuts usually require one to desregard some of the physical relationships. 
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Fast-Map is not designed to generate or render scenes. Instead, it is designed to 

produce a 3-D grid of graphical quantities (T,A,D) based on the physics of clouds, remov- 
ing that burden from the software used by a rendering engine. Consequently, by using the 

graphical information the computer image generator will only have to perform the ray- 

tracing step. This step is fast, so the time required to render the scene should dramatically 
decrease. We hope that with further development and improvement in the hardware and 
software, the Fast-Map application will prove to add significant value to the visualization 

of atmospheric scenes, particularly those that contain clouds. 

3.2.4    Future Work 

A number of future efforts have been cited in the previous sections that address a 

variety of topics. These topics include: 

• deriving parameters to define the wavelength dependent mapping of radiative 
to graphical quantities 
developing radiative transfer parameterizations for wavebands of interest 
developing the description of reflectance to include specular and bi-directional 
components, defined in terms of the scattering angle 
converting the particle size distribution — wavelength approach for a more 
general effective size parameter approach (more elegant and powerful) 
extending the Fast-Map prototype to include fog and rain 
extending the Fast-Map prototype to include nonspherical particles, thus al- 
lowing rapid, physics-based visualization of cirrus clouds 
implementing the 1-, 2- and 3-D radiative transfer module to determine the 
trade-off between a full, rigorous solution and rapid visualization 
validating the microphysical, optical and radiative properties computed for 
typical scenes with actual measurements to bound the accuracy of the method 
and tune the algorithms 
extending the particle size distribution module to allow user selection of par- 
ticle size bins, to allow input of actual particle size measurements, and to pro- 
vide a more sophisticated mechanism for the spatial variation of particle size 
with location inside the cloud mass (including entrainment and multi-modal 
distributions) 

• supporting sub- and super-sets of the output products to allow consistent rep- 
resentation of the cloud objects at multiple levels of detail (multi-fidelity 
clouds), of particular interest in battlefield visualization 

• to extend the visualization concept to include Fast-Map and a hardware/soft- 
ware package to perform accurate, physics-based scene generation. 

These are a variety of topics which all have merit in the development and application of 

the next-generation Fast-Map software. 
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4. SUMMARY AND RECOMMENDATIONS 

Summary 

The Cloud Scene Simulation Model, developed with the support of the U.S. Air 
Force Phillips Laboratory, the Defense Modeling and Simulation Office and the U.S. 
Army Topographic Engineering Center under the Dynamic Environment and Terrain 
Modeling in DIS Program, is an efficient and portable tool to generate multi-layer cloud 
scenes containing stratiform, cirriform, and cumuliform cloud types. Cloud scenes consist 
of three-dimensional water content and rain rate fields that can be used to characterize 
the natural atmospheric environment for visualization, sensor test and evaluation, and 

a host of other simulation applications. 

This report describes the science within the CSSM, and outlines the primary proce- 
dures called upon to synthesize a high-resolution cloud scene from general atmospheric 
conditions provided by the user. We have focused on the recent enhancements to the model 
including a movable output domain, gridded input conditions, terrain-induced wave 
clouds, stratocumulus cloud streets, interoperable output fields, longer simulation do- 

mains, larger simulation domains, etc. 

In addition to a discussion of the model, we show some output scenes created with 
the quick-look cloudviewer tool, developed under this research effort. This tool renders a 
cloud field as a series of points, where the number and opacity of the points is based on 
the water content, and the color (or brightness) of the points is based on a shading algo- 
rithm. This interactive tool allows the model developer and/or user an opportunity to view 
the three-dimensional model output in on any of the SGI Indigo family of workstations. 

The Fast-Map post-processor is also described. The Fast-Map processor provides 
the means to generate the graphical quantities needed to rapidly render physics-based 
visible and infrared images of 3-D water clouds, such as stratus and cumulus clouds. The 
Fast-Map approach rapidly converts water content values from the CSSM into optical 
properties, radiative properties, and finally graphical quantities, such as transparency, 

absorptivity, and diffusivity. 

Also included in this report are the results from our analysis effort to extract best 
estimates for internal model parameters from cloud observations. A description of the wa- 
ter content observations, the parameter estimation process, and a preliminary validation 
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case are included. Cumulus and stratus cloud types were analyzed under this effort and 
our results show good agreement between model-produced and observed water content 
fields. However, more analysis needs to be performed to estimate parameters for all other 

cloud types and continue to validate the model. Recommendations for continued analysis 

along with other future model development and research areas are discussed in the fol- 

lowing section. 

Recommendations 

As with the previous version of the CSSM, we have emphasized a modular software 

design that not only accommodates the maintenance of the code, but also allows for future 

growth. Below we list a few recommendations for continued validation of CSSM output 

and suggestions for enhancements and growth. 

Develop Enhanced Cirrus Model 

The CSSM currently uses a strictly parametric cirrus model. Horizontal cloud dis- 

tribution and cloud bases and tops are determined by the Rescale and Add algorithm and 
water content is distributed parametrically between base and top surfaces. 

We recommend the incorporation of a more sophisticated cirrus model to address 

the microphysics and possibly dynamics of cirrus. This effort should include the following 

steps: 

Evaluate and select new cirrus model compatible with existing architecture 

New model will likely include cirrus generating cells, particle size distribu- 
tions, and advection and cascade processes 

•     Tuning and validation commensurate with data availability. 

Develop Climatological Preprocessor 

The CSSM is currently initialized with input from either a single point meteorolog- 
ical profile and cloud information or gridded data numerical weather prediction model 
output and gridded cloud information. This input method is cumbersome for users requir- 
ing cloud scenes consistent with climatological conditions for a specified location and 

time. We recommend the development of a preprocessor that will automatically derive 

CSSM meteorological profile and cloud input information from readily-available climato- 
logical databases using input provided through a graphical user interface (GUI). Poten- 
tial uses for such a capability include simulations, mission planning and rehearsal, and 

weapons system testing. 
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Develop CSSM Preprocessor 

The current implementation of the CSSM provides a limited capability to ingest 
gridded terrain information and output from numerical weather prediction models. The 
model also provides a capability to ingest gridded cloud information. The manipulation 
of these input files and the generation of the cloud input files is cumbersome and manual- 
ly intensive. We recommend the development of an automatic preprocessor that consists 

of four parts: 

• Cloud analysis interface to ingest RTNEPH and SERCAA cloud analyses and 
selected other cloud analyses 

• Automated single-sounding analysis to infer cloud base, top and height infor- 
mation from single input soundings 
Terrain database interface to enhance current terrain ingest capability 

• Gridded environmental data interface module to easily ingest NORAPS, Air 
Force Theater Forecast Model and other NWP output into the CSSM. 

Develop Fog Model 

The current CSSM implementation does not support fog. We recommend the devel- 

opment of a stochastic fog model based on data reported in the literature. 

Develop Enhanced Rain Model 

The currently implemented rain model provides a very limited capability to simu- 
late precipitation. The current model does not include several important processes: 

• The ability for in-cloud precipitation rates to be physically converted into actu- 
al precipitation at the surface 

• Microphysical processes that affect cloud droplets, such as scavenging, evapo- 
ration, and growth 

• The effects of advection on the traj ectory of the rain shaft as the cloud and pre- 
cipitable water contents evolve spatially and temporally 
Definition of realistic moisture fluxes to support rainfall of limited duration for 
a fixed geographic region. 

We recommend the development, implementation, and validation of an enhanced 
rain model that corrects or at least mitigates the weaknesses described above. This effort 

should attempt to: 

• Employ size distribution models to derive autoconversion rates from cloud wa- 
ter to rain water for stratiform and cumuliform clouds 
Review and implement parametric scavenging and evaporation models for 
stratiform and cumuliform clouds 
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• Expand development of cascade model to allow the use of movable domains 
and to include advection processes, e.g. the effects on parcel rainrates and rain 
shaft trajectory 

• Evaluate the amount of atmospheric moisture available to support rain rates 
and precipitation with time 

Compare statistics of model-produced rain amounts to those of observed data. 

Radiometrie Scene Validation ofCSSM Output 

The current effort focused on validation of CSSM output through comparisons of 

model-generated liquid water content paths with those observed by aircraft. While this 

approach provides a useful measure of the model's validity, it does not address most cus- 

tomers' root concern: Does the CSSM generate cloud scenes in various wavelengths con- 

sistent with those observed in nature? 

To address this issue we recommend the validation of the CSSM output by comparing 

2D radiometric scenes rendered from model output with a radiative transfer model with ob- 
served radiometric scenes. This is a large and complicated task that dwarfs the validation 
effort performed in the current effort. Such an effort would require the use of extensive radio- 
metric scene datasets complemented by coincident meteorological information. Additionally, 
the effort will require the use of a radiative transfer model or an enhanced version of the 
Fast-Map tool to produce radiometric scenes from the CSSM output. 

Fast-Map Enhancements 

The Fast-Map processor developed during this effort was intended as a proof-of- 

concept. As such, its usefulness in its present form is limited. We believe the approach has 
great potential to rapidly provide the graphical quantities needed for real-time cloud 
scene visualization. We recommend enhancing the Fast-Map processor as described in de- 

tail in the previous section. 
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